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Abstract

This thesis covers the design of a metal hydride reactor within a thermo-chemical energy store

for use in concentrated solar power (CSP). Thermo-chemical energy storage has been explored

to improve on existing sensible heat technologies, potentially enabling fulfilment of CSP thermal

energy storage cost targets, where metal hydrides have emerged as a TCES front-runner. This work

introduces a unifying model for both the hydrogenation and dehydrogenation kinetics of MgH2,

through the Site Availability Model (SAM). The model expands on Langmuir’s site theory, in which

a site can also be unavailable or available to react. This “unavailability” is governed by the site

availability driving force, incorporating ideas such as site de-activation and strain/relaxation, which

is influenced by temperature and pressure. These phenomena are proposed for both hydrogenation

and dehydrogenation. In addition, SAM assumes the rate determining step is at the surface, where

both hydrogenation/dehydrogenation assume a spherical surface, with dehydrogenation including

the concept of particle fragmentation.

The models developed, SAM:DR and SAM:ACR:SC:F, were successful in representing the ki-

netics of Mg hydrogenation and MgH2 dehydrogenation respectively of a small 0.2g sample, for

all conditions tested. This includes conditions at close and moderately far from equilibrium for

Mg hydrogenation. The SAM was also successfully applied to a 154g magnesium sample, provid-

ing confidence that the derived rate laws exhibit intensive characteristics, and assurance that the

models can be used for larger scale reactor design. The implications of the thesis demonstrate the

advancement in reactor design for metal hydride thermo-chemical energy storage to enable larger

scale reactor designs.

N.B. COVID-19 did not majorly impact the project completion, however it did disrupt the

experiments on the large lab-scale reactor (chapter 6). The duration of the delay was approximately

3-4 months. It would have been desirable to run more tests and explore ways to achieve a higher

operating temperature. In general, it was possible to fulfil the aims and objectives of this thesis.
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Table 1: Nomenclature with example section cross references

Symbol Description Typical units Symbol Description Typical units

A or A
Component A (4.3.2) or
frequency factor (A) (2.2) or
area (A) (3.3.3.1)

-
s−1

m−2
u

Velocity (4.3.6) or arbitrary
parameter in FEM
explanation (see app. A.3)

m s−1

-

A ·M Bound A site V Volume m−3

B or B Component B (5.3.6) or
baffle spacing (B) (3.3.3.1)

-
m V̂ Molar volume m−3 mol−1

C Concentration mol m−3 v Vacancy -
cp Specific heat capacity J kg−1 K−1 X Fractional conversion -

d Diameter m x
Hydride fraction (4.3.5)
or neutral charged (4.3.7) -

D Diffusion coefficient m2 s−1 x,y and z Cartesian coordinate
system (3.3.3.1) -

E Activation energy J mol−1 y Empirical parameters for
bound (defect) pressure -

F Fragmentation factor - Z Compressibility -
f0 Outer fouling factor m−2 K W−1 SSA Specific surface area m−1

G Gibbs free energy J mol−1 RSA Reactive surface area m−1

H
Enthalpy or
(Free energy - Ising model)

J mol−1

(J or eV only 2.2.2.3) wtm Maximum weight percent -

H Hydrogen site - wt Weight percent -
H-H Hydrogen interactions - Nu Nusselt number -
h Heat transfer coefficient W m−2 K−1 Re Reynolds number -

hij
Interaction energy between site
i and j (2.2.2.3) - Pr Prandtl number -

ID Intrinsic defects - α
Solid solution phase (2.1)
or absorpivity (1.2) -

J
Molar flux (4.3.6) or
solar flux (only 1.2)

mol m−2

W m−2 β
Hydride phase (2.1) or
(1/(kBT ) only 2.2.2.3)

-
(J or eV)

K Equilibrium constant - δ Deviation from stoichiometry -

k or
(kB)

Rate constant (2.2) or
Boltzmann constant (only 2.2.2.3)

s−1

(J K−1) ε
Porosity (4.3.6) or
Emissivity (only 1.2) or
Occupancy number (only 2.2.2.3)

-

L Length m η Efficiency -

M or M Metal site M (4.3.2) or
Molecular weight (M) (4.3.6)

-
g mol−1 γ Surface energy flux J m−2

m Mass kg ι
Heating rate for the Kissinger
method T s−1

N Moles mol κ Sestek-Berggren parameters s−1 or
-

n
Reaction order (2.3.1) or
Nearest neighbours (2.2.2.3) or
Fragmentation order (5.4.4)

- λ Thermal conductivity W m−2 K−1

P Pressure bar µ Viscosity Pa s

p̂ Partition function - νm
Vibration frequency of
metal lattice Hz

Q Heat duty W m−3 or W ω
Product to reactive reactant
volume ratio -

R
Universal gas constant or
R-squared statistical measure

J mol−1 K−1

- Ω
Empirical variable in
SAM:EM -

R0 Particle/sphere radius m φ
Dimensionless pressure
term for determining a
PCI equation

-

Rc Core radius m ψ
Basis function describing
FEM (app. A.3) -

r Reaction rate mol m−3 s−1 ρ Density kg m−3

S Entropy J mol−1 K−1 σs
σD

Sorption site availability
Desorption site availability -

T Temperature K or °C σ0.5 Over-pressure -
t Time s σrad Stefan Boltzmann constant W m−2 K−1

t∗ Reaction completion time s τ Tortuosity -
tcr Nucleation time for metal phase s θ Normalised hydride fraction -
tp Precipitate growth time s θ′ Normalised metal fraction -
tc Characteristic time s θs Surface coverage -

U Overall heat transfer coefficient W m−2 K−1 ζ
Dummy variable -
relaxation pressure -
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Chapter 1

Introduction

1.1 Global ambitions to combat climate change

Throughout history, the earth’s climate has fluctuated due to factors mainly out of human control,

such as variations in solar radiation from the sun due to the change in the Earth’s orbit, to plate

tectonics and volcanic eruptions. However, human impact on the environment is commonly referred

to as global warming, where 97% of climate scientists agree “that climate-warming trends over the

past century are very likely due to human activities”. [83]

These human activities grew significantly from the birth of the industrial revolution and the

burning of fossil fuels primarily releasing carbon dioxide into the atmosphere. Carbon dioxide is a

greenhouse gas, where an increase in greenhouse gases cause warming of the Earth. [83]. Logically,

a push towards carbon neutrality or net zero, is necessary to reduce the effect of global warming.

Net zero is achieved through either eliminating carbon emissions, instigating carbon removal such

as offsetting, or a combination of both.

Another element to fossil fuels is the release of harmful emissions, such as carbon monoxide,

nitrous oxides, and particulates. These substances can amplify the risk associated with pollution-

related diseases, including respiratory infections. Globally, air pollution is estimated to cause

around 7 million deaths each year, making it the world’s largest single environmental health risk.
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[96] Further, as the economic ramifications from COVID-19 materialises, the world looks for a

path out. The International Energy Agency (IEA) report states that as the world stands still, the

demand for oil, gas, and coal has fallen, while the demand for renewables remains constant. [4]

With global renewable energy supply expected to grow by 5% in 2020, the current climate has

enabled a favourable opportunity for sustainable energy solutions; through the adoption of green

hydrogen/ammonia and renewable energy technologies, to be at the central heart of any economic

stimulus package. In effect, the dual ambition in achieving net zero and eradicating air pollution

can be accomplished.

This is no easy task, the world’s total final consumption in 2017 was 9717 Mtoe, of which 41%

was oil, 15.5% natural gas, 10.5% coal and 18.9% electricity. And regarding renewable electricity

generation in 2017, nuclear generated 10%, hydro 16% and non-hydro 9%, combining to a 35%

share. To achieve considerable reduction in carbon emissions, non-hydro sources need to increase

significantly, where the key renewable resource driving the increase in non-hydro based supply is

through harnessing solar energy. [35]

1.2 The potential of solar energy

Converting sunlight into a usable form is well established, such technologies available are solar

photovoltaics (PV), solar thermal electricity and solar heating and cooling. Solar PV is experienc-

ing rapid growth, where in 2018 there was 585 TWh of global capacity, and is on track to meet

the 2030 International Energy Agency (IEA) targets of 3268 TWh. This is mainly due to low

operating costs and falling prices. In comparison, electricity generation through concentrated solar

power (CSP) holds a much smaller share with 13.4 TWh. Currently, CSP growth is not on track

to reach the target of 184 TWh by 2030. However, the IEA recommends focusing on the value of

thermal storage to attract investment in CSP [36].

Focusing on CSP, an indication of a suitable location for a CSP plant is through the measure-

ment of direct normal irradiation (DNI). DNI is measured on a surface perpendicular to the direct

sunbeam and affected by cloud cover. Below a DNI of 2 kWh m−2 day−1, the electricity generation
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is 0 [47]. This rules out the United Kingdom, however there are plenty of suitable countries. From

figure 1.1, the Atacama Desert in Chile (11 kWh m−2 day−1), south Namibia and western South

Africa (8.8 kWh m−2 day−1), south west USA (8.5 kWh m−2 day−1), western Australia (8.2 kWh

m−2 day−1), the Tibetan region of China (8 kWh m−2 day−1) and the Sinai Peninsula in Egypt

(7.8 kWh m−2 day−1) are amongst the most attractive locations globally considering DNI only.

Figure 1.1: World map of direct normal irradiation (DNI) in 2017. [87]

Figure 1.2: Yearly variation in direct normal irradiation of a typical CSP spot in Western Australia,
with an average DNI of approximately 7.4 kWh m−2 day−1 [87, 66]
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Another aspect with solar energy is that it varies daily and also, monthly. Dealing with the daily

fluctuations can be managed through incorporating thermal energy storage. Figure 1.2 illustrates

the change in DNI throughout the year in a suitable CSP plant location situated in Western

Australia, where logically, there is additional output from the solar field during the summer and a

reduction in the winter. The operating temperature of CSP plants depends on the type of collector

technology used. The collector technologies can be split into two types, linear based or point-focus.

Point-focus systems, such as solar towers, can typically reach higher overall efficiencies, mainly due

to higher operating temperatures. Figure 1.2 illustrates the different technologies associated with

linear and point-focus systems. When combining all suitable efficiencies, the overall efficiency

indicates a suitable operating temperature range depending on the local solar flux concentrated

‘C’ times. Hence, the higher the value of C, the bigger, or more concentrated the collector. To

calculate the overall efficiency:

ηoverall = (ηoptical)(ηtransport)(ηconversion)(ηreceiver)(ηstorage) (1.1)

ηoptical = The optical efficiency is defined as the amount of energy that reaches a solar collector,

divided by the energy coming from the solar source. The optical efficiency for all systems was

assumed to be 0.95. Losses include all reflectivity and flux spillage losses up to when radiation

enters the receiver. [48]

ηtransport = The thermal losses within pipework and heat exchangers. For linear systems it is

assumed a slightly lower ηtransport of 88% and 90% for point focus systems.

ηstorage = Thermal losses from the storage units. For this analysis, no storage is assumed

ηconversion = The conversion efficiency is based on the second law of thermodynamics, where

it is assumed the CSP plant operates at 70% from the maximum thermodynamic efficiency.

ηconversion = 0.7(ηCarnot) = 0.7(1− TL/TH) (1.2)
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Where TH = hot source temperature and TL = heat sink temperature (assume ambient).

ηreceiver - The receiver efficiency is the useful converted energy over the input energy. Losses

include reflective losses from the receiver and radiative, conductive and convective losses. [48]

ηreceiver = (Q̇absorbed − Q̇loss)/Q̇input (1.3)

Assuming losses are dominated by radiative losses (suitable assumption at high temperature) thus,

Q̇loss = Arad εrad σrad T
4
H (1.4)

where Arad = radiating surface area (m2), εrad = emissivity factor, σrad = Stefan-Boltzmann

constant (W m−2 K−4) and T = temperature (K). Subscript "rad" for radiative. The absorbed

heat flux is,

Q̇absorbed = ηoptical αrad Jrad CradArad (1.5)

where αrad = absorptivity, Jrad = solar flux (W m−2), and Crad = concentration ratio. [48] Thus,

ηreceiver = ηopticalαrad −
εrad σradT

4
H

Jrad Crad
(1.6)

The solar flux (Jrad) and is based on an average daily DNI for a suitable area of 8.5 kWh m−2

day−1 = 354 W m−2. The emissivity (εrad) is assumed as 0.8 [48] and absorptivity (αrad =

0.9) for point-focus and 0.88 for linear systems. [47] Figure 1.3 shows that there is an optimum

operating temperature for each CSP configuration. For instance, parabolic troughs and medium

size point-focus systems can practically achieve a concentration ratio of 100, thus reaching an

average efficiency of 20% within a moderate 300-400°C operating range. For large point-focus

designs, such as a tower which concentrates the DNI by 1000 times, the optimum temperature is

within the high range of 600-790°C delivering an average overall efficiency ≈ 30%, positioned as

the target range for SunShot 2030 targets. However, there is an economic challenge at ≈ 600°C,

whereby expensive nickel-based alloys are needed for steam turbine components [51]. Doubling the

concentration ratio from 1000 to 2000, means operating temperatures in the region of 800-1000°C.
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1.3 Opportunity for CSP

According to the International Energy Agency (IEA), the current growth in CSP is not on track

[34]. However, there is still opportunity for CSP playing a role in the global renewable energy mix.

An advantage of CSP plants is the ability to utilise thermal energy storage (TES), allowing the

energy to be used during demand periods [48, 99, 34].

Photovoltaics (PV) can also provide energy on demand when linked with energy storage such

as PV to batteries (PV-B). As stated by the SunShot initiative (an American CSP research pro-

gramme), when PV-B is considered next to CSP-TES, then the CSP-TES annualised net grid costs

are attractive through realisation of the 2030 targets. The projected scenarios in 2050, based on

the USA market are [63]:

1. 10% CSP-TES (of total installed capacity) if CSP-TES achieves its targets by 2030 while PV

and batteries follow mid-cost trajectories.

2. 7% CSP-TES if CSP-TES achieves its targets by 2030 while PV follows low-cost trajectories

and batteries mid-cost.

3. 1% CSP-TES if CSP-TES achieves its targets by 2030 while PV and batteries achieve low-cost

trajectories

For CSP to reach these targets by 2030, a road map was devised by the National Renewable Energy

Laboratory (NREL) based in the USA on three pathways, "molten salt", "falling particle" and

"gas phase" [63, 56]. Although the direction and efficacy of these pathways is debatable, they

cover all of the leading technologies in development with the potential to improve the economics of

CSP. These pathways will be referred to when discussing competing technologies. When focusing

on improving TES within CSP plants, the TES technologies are not independent, and any analysis

should be aware that the TES system can affect the configurations and the associated challenges

upstream and downstream of the TES.
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1.4 DoE TES targets

The Unites States (USA), Department of Energy (DoE) sets targets for CSP-TES systems in order

to achieve viability. These were taken on the 3/11/2019, and are as follows [21]:

1. Improve heat transfer and thermal energy storage media TES materials. All types

of TES generally suffer from poor thermal conductivity and improving this will enhance per-

formance. It will also allow less reactor space to be taken by heat transfer improvement ar-

chitecture. Other general material improvements, such as energy density, volumetric density

and resistance to degradation from cycling are also key to making TES more cost effective.

2. Thermal energy storage (TES) cost < $15/kWhth. This cost includes installed and

direct capital cost and does not include contingency and engineering, procurement & con-

struction (EPC) indirect costs [55].

3. Exergetic efficiency > 95%. Exergy analysis is useful for analysing a TES system as it

includes factors such as how close the performance of a system approaches ideality and the

supply thermal energy to the recovered thermal energy. Regarding, sensible and latent heat

technologies, the storage duration then plays a part as the gap between supply temperature

and recovery temperature increases with storage duration.

4. Material degradation due to corrosion < 15 µm/year. This target is mainly for

chlorine based molten salts as they are very corrosive in the liquid phase if oxygen and water

are in the process stream. [63].

1.5 TES progress so far

At present, there are three types of thermal energy storage (TES) technologies which can be

coupled to CSP plants. These are sensible heat, latent heat, and thermochemical energy storage

(TCES) systems.
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1.5.1 Sensible heat storage

1.5.1.1 Molten salts

Nitrate molten salts are a sensible heat technology, and the most common CSP-TES technology

due to excellent life time (up to 10 000 cycles), good energy density and suitability for a Rankine

cycle (up to 565°C). However, for a Brayton cycle (≈ 720°C) chlorine/carbonate salts are required,

leading to corrosion issues and significant cost increases. A Brayton cycle is an objective for CSP

plants as higher efficiencies improve the economics. [67]

The current state of the art molten salt power tower uses a 60/40 wt% blend of sodium and

potassium nitrate. The cold tank is held at 290°C and the hot tank is at 565°C. [63]

Various studies have been performed outlining the costs of nitrate salt systems at 565°C, and for

systems at 720°C, carbonate and chlorine salts. The most comprehensive study was the Abengoa

2010 study, which was used to scale for the 720°C case and another was undertaken by Worley

Parsons. The results are as follows [55]:

• TES direct cost for two-tank salt at 565°C = $ 20 - 33 /kWhth

• TES direct cost for two-tank salt (MgCl2/KCl) at 720°C referenced from Abengoa 2010 =

$ 58 /kWhth.

• TES direct cost for two-tank salt (Na/K/Li carbonate eutectic) at 720°C referenced from

Abengoa 2010 = $ 66 /kWhth.

It is evident that all molten salt cases are above the TES target of $ 15 /kWhth at both 565°C

and 720°C scenarios.

1.5.1.2 Particulate solids

Another sensible heat technology, which is being advocated by researchers part of the SunShot

project is using particulate solids. This uses ceramic/silica based particles as the heat transfer

medium (HTM) with the silos (storage), particle heat exchanger (solid-sCO2) and particle receiver
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integrated into the power tower. The HTM is raised to the receiver by a conveyor belt and falls

through to the hot silo, into the particle heat exchanger and into the cold silo. The estimated cost

of the TES system using insulated steel tanks was $ 22/kWhth and $ < 15/kWhth using firebrick

and concrete insulating materials.

Thus, this TES system has the potential to meet the cost target. The main challenge with this

technology is not the storage system, but rather the integration of this system within the plant,

such as the solid-sCO2 heat exchanger (solid material on one side of the exchanger, supercritical

carbon dioxide on the other), which is yet to be proven, or improving the HTM performance in

the receiver. If achieved, particulate solids can be a feasible alternative to molten salts [55, 67].

1.5.2 Multiple loops in a CSP plant

Another approach is to use two separate loops within the CSP plant. One loop for the receiver-

storage circuit, and the other for the power block. The receiver loop aims to use an inert fluid

(e.g. CO2, argon, helium) at conditions ≥720°C at the outlet of the receiver, 50-75 bar operating

pressure and ≈ 550°C returning to the receiver. The power block is based on a (supercritical) sCO2

Brayton cycle. The advantage of this approach allows potential decoupling of the TES technology,

allowing for advanced energy storage methods, such as thermo-chemical energy storage. [55]

1.5.2.1 Latent heat systems

One of the technologies that has been considered with this approach is using latent heat systems.

The materials are usually carbonates, fluorides or chlorides. Disadvantages with these systems are

incongruent melting, sub-cooling and corrosion. Sub-cooling is undesired due to the unwanted shift

in phase change temperature, aggravating the system. Encapsulating the PCM in a holding vessel

reduces sub-cooling and corrosion but increases cost at scale-up. [67] A multi-tube heat exchanger

has been estimated as the most competitive design at $ 39/ kWhth, above the 2030 target. [55]
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1.5.2.2 Thermo-chemical energy storage (TCES)

Another candidate for a multiple loop system is thermo-chemical energy storage (TCES). In gen-

eral, the main limitations with sensible and latent heat technologies are namely low energy densities

(in comparison to TCES) and thermal losses, but are easier to design due to fewer complexities.

[99] Table 1.1 summarises the advantages of thermo-chemical energy storage, compared to other

TES technologies. The cost is the direct cost and is based on the recent estimates within the

Generation 3 CSP road map report. For the TCES cost, the range is large due to the research

being at a low maturity level.

From table 1.1, it is clear that TCES exhibits many advantages. It has larger volumetric and

gravimetric energy densities, higher storage capacity and an unlimited storage period. Because

of these inherent advantages, further research in TCES within CSP is a valid path in order to

reach the DoE (USA Department of Energy) targets, specifically the target of $15/kWhth, with

the potential to operate up to 720°C. Therefore, in the next section TCES candidates are explored,

and the compatibility is discussed.

Table 1.1: Comparison of varying thermal energy storage technologies used in CSP plants.[99, 68]

Performance
Sensible thermal

energy storage (STE)
Storage in phase

change materials (PCM)
Thermo-chemical

energy storage (TCES)

Storage capacity
(kWh/t)

10-50 50-150 120-250

Cost ($/kWhth) 20-66 [84] 39-128 [55] 14-100

Energy density
(volumetric density)

≈ 50 kWh/m3

of material
≈ 100 kWh/m3

of materials
≈ 500 kWh/m3

of reactant

Energy density
(gravimetric density)

≈ 0.02-0.03 kWh/kg
of material

≈ 0.05-0.1 kWh/kg
of material

≈ 0.5-1 kWh/kg
of reactant

Storage period
Limited

(thermal losses)
Limited

(thermal losses)
Theoretically unlimited

Maturity Industrial scale Pilot scale Lab/pilot scale

Complexity Low Medium High
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1.6 TCES system candidates

Although TCES has gained traction in interest over the past 5 – 10 years, it is in the early stages

of development, with several key lab scale issues in need of resolving. These issues are the reaction

kinetics, effective reactor design regarding heat and mass transfer and reducing loss of capacity

with cycling [68, 99]. The leading TCES candidates are covered here, starting at the highest

temperatures, followed by the candidates which show the most temperature versatility.

1.6.1 Steam methane reforming

The steam methane reformer (SMR) uses water and methane as the reactants at high temperatures

(800-1000°C) to produce carbon monoxide and water endothermically. The SMR is linked to a

methanator, i.e. the reverse reaction, producing the original reactants at lower temperatures of

350-700°C. The reaction is as follows. [48]

CH4 +H2O 
 CO +H2

The products are cooled and stored at high pressure in a closed loop system. Further, the process

generates side reactions, it suffers from poor reversibility, has catalyst issues (for methanation)

and requires H2 storage and CO storage. [68] In addition, this system operates at a receiver

temperature that is too high at present and the recovery temperature is much lower than the

receiver temperature.

1.6.2 Metal oxides

The other very high temperature candidate system is the metal oxide process. The process works

by cycling between metal oxide in different oxidation states [74, 32],

MO2x+1 
MO + xO2
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where manganese is usually selected over other oxides (such as cobalt) due to lower material costs.

[79] This system is of interest due to the oxygen being drawn from the air, negating the need

for storage. The key issues with this system are the degradation with cycling. Binary metal

oxides show promise with fast reaction kinetics, where Mn-oxide/Fe-oxide and Mn-oxide/Cu-oxide

are potential candidates for CSP. These binary systems operate at 1000°C, so metal oxide TCES

are very long term CSP options if plants reached such temperatures. [10] Table 1.2 summarises

potential metal oxide candidates outlining useful data. The reaction time however is based for

small samples on DSC/TGA and it will not necessarily relate to a typical prototype pilot scale

reactor. In general, cycling incurs an increase in reaction time, where binary metal oxides perform

better, showing enhanced stability. [10]

Table 1.2: Key oxide candidates taken from [10]. Onset temperature, reaction time and enthalpy
analysed by simultaneous DSC/TGA in atmospheric air.

Material
Reduction Re-oxidation

T (°C)
Enthalpy
(J/g)

Reaction time
(min)

T (°C)
Enthalpy
(J/g)

Reaction time
(min)

Mn-oxide 940 230 6 - - 72
Fe-oxide 1400 600 5 1374 560 5

Cu/(Cu+Mn) = 0.5 960 167 5 930 120 6
Mn/(Fe+Mn) = 0.67 1000 233 7 900 162 9

From a current perspective however, the operating temperatures are above the ideal tempera-

tures ≈ 720°C and for current plants up to 565°C. At present, all industrial scale systems utilise the

Rankine cycle and super-heated steam for the power block, where the typical temperature ranges

are shown in table 1.3.

Table 1.3: CSP design conditions/features in current and future target scenarios. The data for
troughs and towers are based on current commercially proven systems [46, 55]

Parabolic Trough Solar Tower Sunshot target

Operating solar
field temperature
(°C)

290-400 290-565 Receiver > 720

Power block
and fluid

Rankine, superheated steam
@ 380°C and 100 bar

Rankine, superheated steam
540°C and 100-160 bar

Brayton CO2

@ 720°C and 200 bar
Heat transfer
fluid

synthetic oil, water/steam,
molten salt

Water/steam, molten salt
Molten salt (with low melting T),
helium, argon, supercritical CO2, particles

Storage system
Indirect two-tank molten salt
(293-393°C)

Direct two-tank molten salt
(290-565°C)

14h capacity
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1.6.3 Ammonia reaction

One system that can operate within this temperature range is the reversible dissociation of am-

monia.

NH3 
 N2 +H2

The dissociation of ammonia operates from 400-700°C, while the ammonia synthesis operates at

360-550°C using Haldo-Topsoe reactors. Other advantages are that there are no side reactions,

a common storage volume can be used for H2, N2 and liquid NH3 at ambient temperature and

there is over 100 years of industrial experience to call upon [19]. The disadvantages however are

the operating pressures and nature of the equilibrium curves. Typically, to dissociate NH3, 700°C

and 100 bar will give 90% conversion, whereas NH3 synthesis at 400°C and 200 bar gives 60%

conversion [19]. This means although the receiver can supply temperatures up to 700°C, the power

generation temperature is throttled by the conversion limitations of NH3. Ideally, it is desirable

for a power block that operates close to the receiver temperature, along with a high temperature

power generation loop enabling a high Carnot efficiency. However, a new catalyst has emerged for

ammonia cracking at 400°C-450°C using lithium imide, which can cause researchers to re-visit this

technology [50].

1.6.4 Hydration/dehydration of metal oxides

Another explored system is reacting steam with metal oxides. Pardo et al. reviewed many TCES

candidates, including hydrides, carbonates, ammonia, redox systems and organic processes, and

concluded that hydration systems were the most promising. They recommended the calcium system

based on the follow equation.

Ca(OH)2 
 CaO +H2O

The dehydration reaction (from receiver) operates at 420-450°C while the hydration (supplying

power block) operates at 83 to 338°C. Advantages of this system include low operating pressure

(1-2 bar), good reversibility, no by-products, no catalyst requirements and competitive material

prices. However, prototypes have been expensive $ 45 kWh−1
th , with capacity tested up to only

34



100 cycles. Further, the system suffers from poor thermal conductivity, (albeit can be improved

through good reactor design) and the operating temperatures limit the versatility. Again, from

table 1.3 above, it is desirable for a system that can operate through trough and towers systems.

1.6.5 Hydride systems

Hydrides have the capability to operate at current commercial plant temperatures (290 to 565°C

i.e. nitrate salts) and also at higher temperatures (≥720°C). For instance, suitable materials are

MgH2 (practical 360-450°C), MgFeH2 (practical 450-510°C) and NaMgH3 (theoretical 382-683°C)

[51, 84]. The practical term refers to the operating range useful work can be extracted from the

heat of reaction. The partial addition of fluorine has been shown to help stabilise metal hydrides

and improve cycling capabilities. For example, a Mg(H0.85F0.15)2 system can cycle at 80°C higher

than bulk MgH2 [97]. For very high temperature systems, (700-800°C) calcium based hydrides

have been identified, such as Ca5Si3, Ca4Mg4Fe3H22 or CaNH + CaH2 although the theoretical

H2 capacity is within 1-2.5 wt% [51]. In addition, MgH2 
 Mg + H2 can reliably thermally

cycle between 360°C-450°C. Thus, the receiver and power block can be within similar temperature

ranges. The main disadvantage for hydride based TCES systems is what to do with the hydrogen.

Two solutions for this are compression in underground gas storage and storage in a low temperature

metal hydride (LTMH), such as NaAlH4. [16, 95, 84]. The debate of which system is best is still

ongoing, however Sheppard and Buckley performed a techno-economic study of various promising

hydrides (e.g. MgH2, Mg2FeH6, NaMgH3, NaMgH2F and NaH) with underground gas storage

and determined a specific installed cost range from $13.7 to 26.7 kWh−1
th . Thus, these calculations

indicate hydride-compressed underground gas storage may reach DoE thermal energy storage costs

targets. This paper also assumed a bulk density of 0.7, which if raised, can significantly reduce the

number of reactors. In addition, they mentioned utilising the sensible heat of hydrogen to perform

work allows potential for further cost reduction of the system [84].

Returning attention to MgH2, a test system based on this material can be applied to current

commercial plants as a suitable technological entry point. As a binary hydride, it is the simplest

type of hydride, thus the kinetics will be (in theory) easier to interpret and validate in a prototype
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reactor. Furthermore, the material cost is an attractive AC2.9 kWh−1
th with a good thermal energy

density of 962 kWhth m−3 and a practical thermal storage of 2389 kJ kg−1 [51]. These suitable

numbers enable MgH2 to be a promising material for ≈ 400°C CSP TCES. A disadvantage of this

material is centred around the thermal conductivity as the hydrogenation and dehydrogenation

reaction rate are dependent on the rate of heat transfer. However, this effect can be minimised

through including additives, such as exfoliated natural graphite and a catalyst (such as TiB2)

[18]. The other key obstacle surrounding magnesium based hydrides are the understanding of the

reaction kinetics. For any reactor to reach commercial scale, a sufficient rate equation grounded

on physical principles is required so that there is confidence in the design with scale-up. This

objective is the backbone of the thesis.

As detailed in the next chapter, a suitable model both for magnesium hydrogenation and

magnesium hydride dehydrogenation arguably has yet to be developed. Therefore, chapter 2

discusses the literature regarding generic and hydride reaction engineering models, which form the

main theme of objectives.
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1.7 Aims and objectives

1.7.1 Aims

The principal aim of this PhD is to build a unifying model that blends established concepts of

reaction engineering, combined with thinking within the metal hydride community and novel ideas,

to create a framework to which it could be applied to the reaction kinetics of metal hydrogenation

and hydride dehydrogenation.

Through this, this work aims to apply the model to larger scale designs, and aid how one could

envisage a metal hydride TCES in a commercial capacity. In parallel, this PhD aims to continue

the work on 154 g magnesium reactor, a TCES prototype using thermal oil. The goal is to gather

good quality data to test the derived model.

1.7.2 Objectives

1. Develop a model for magnesium hydrogenation suitable for scale up. (chapter 4)

2. Develop a model for magnesium hydride dehydrogenation suitable for scale up. (chapter 5)

3. Validate this model with experimental data at small (0.2 g) and large (154 g) lab-scale sample

sizes. (chapter 4, 5 and 6)

4. Develop a TCES magnesium hydride prototype and explore the challenges associated with

this technology. (chapter 6)
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Chapter 2

Background

2.1 Overview of metal hydrides

Hydrides are compounds containing hydrogen anions which are bonded to a less electronegative

element. The thermodynamics of hydride formation are described using pressure-composition-

isotherms (abbreviated to either PCT or PCI). Starting with a definition of the change in Gibbs

energy (∆G) (J mol−1) of a system,

∆G = ∆H − T∆S

where ∆H (J mol−1), ∆S (J K−1 mol−1) and T (K) are the change in enthalpy, entropy of the

system and temperature respectively. The Gibbs energy at a specified standard state can also be

expressed in terms of the equilibrium constant Keq as,

∆G−	− = −RTln(Keq)
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with R (J K−1 mol−1) being the universal gas constant. Equating the two equations and assuming

standard conditions, results in the common (integrated) van’t Hoff equation.

ln(Keq) = −∆RH

RT
+

∆RS

R
(2.1)

In equation 2.1, ∆RH and ∆RS are the reaction enthalpy and entropy respectively. At a given

temperature at equilibrium, the hydrogen gas pressure will equate to the hydrogen bound equilib-

rium pressure (PH2
= Peq) (bar). Also, the equilibrium constant is equal to the hydrogen fugacity,

where the real gas behaviour is accounted for with a suitable equation of state. In general however,

for brevity, it is usually noted that Keq = Peq/P0, where P0 is the reference pressure (usually 1

bar). If hydrogen is introduced in stages (an aliquot) at constant temperature, where equilibrium

is reached for each stage, then the pressure at each stage can be plotted against the increasing

reacted fraction. This plot is a pressure-temperature-composition (PCI) isotherm. Figure 2.1

shows a plot of a typical PCI. An isotherm is characterised by the solid red line on the left chart,

with (typically) three distinct phases. The first phase is where hydrogen is in solid solution (α)

with the metal. The bulk of the reaction occurs during the co-existence phase (α + β), which

is sometimes represented by a flat plateau (depending on the metal), where the β phase is the

hydride phase. At a high hydrogen to metal ratio (H/M) the system is exclusively β phase. With

increasing temperature, the PCI rises and if the temperature rises past the critical temperature

(Tc), the co-existence phase ends. From equation 2.1, a plot of ln(Peq) against 1/T allows one to

determine ∆RH and ∆RS as shown in the right chart of figure 2.1. For hydrogenation ∆RH < 0

(i.e. exothermic) and ∆RS < 0 (fewer ways of arranging the energy of the system), while during

dehydrogenation, ∆RH > 0 and ∆RS > 0.

The enthalpy term determines the strength of the metal hydrogen bond, while the entropy term

mainly describes the change from molecular hydrogen into bound hydrogen. In addition, as the

Gibbs energy is a measure of the system’s spontaneity, the temperature a system is in equilibrium

can be determined. At equilibrium ∆G = 0 thus,

T (1 bar) =
∆H

∆S
(2.2)
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Figure 2.1: PCT for hydrogen hydrogenation (forward reaction) for a typical inter-metallic com-
pound. [100]

Therefore, if a Mg, H2 and MgH2 (bulk) system were at 1 bar, and ∆RH = -75.0 kJ mol−1 and

∆RS = -135.6 J mol−1 K−1 [97], the temperature (1 bar) would be 280°C. Thus, the dehydrogena-

tion of magnesium hydride would be spontaneous at temperatures greater than 280°C. Also, if it

is assumed the formation of a binary hydride, i.e. M + H2 
 MH2, as M and H2 are elements,

the enthalpy change of formation is equal to the enthalpy change of reaction.

In general, bulk solid powder usually exhibits a small surface area. However, reduction of the

particle size to nano-scale results in a large proportion of the atoms at the surface. Part of the

enthalpy would be stored as an excess surface energy, reducing the energy released during hydriding

and de-hydriding. This results in a modified Van’t Hoff relation, [78]

ln(Peq) = −∆H ′

RT
− ∆RS

−	−

R
where ∆H ′ = ∆H +

3V̂M∆M→MH2

R0
(2.3)

The right side of ∆H ′ in equation 2.3 is based on a non-porous sphere, where the specific surface

area (SSA) of a sphere = 3/R0 (R0 = radius of sphere). V̂ is the molar volume of the respective

component (M = metal, MH2 = metal hydride). The term ∆M→MH2
(being a function of radius

R0 and surface energy flux γ) is denoted as, [78]

∆M→MH2
(γ,R0) =

γMH2
(R0)

(
V̂MH2

V̂M

) 2
3

− γM (R0)

+ Eads (2.4)

40



An additional energy term Eads is included to account for the discrepancy in surface energy reduc-

tion between the metal and hydride phases [78]. Equation 2.3 states increasing the surface area

(to very small particle size) can alter the enthalpy of reaction, which is related to the reaction

thermodynamics. For magnesium particles however, a minimum of 15 nm particle size is predicted

based on repulsive energy calculations [20].

Moreover, Bérubé et al. noted the effect of excess enthalpy and strain at the grain boundary

due to a rise in surface energy. This effect would become more pronounced with nano-size particles

(for Mg < 5 nm) as a larger number of atoms reside in the grain boundary, further reducing the

enthalpy. This effect also increases the specific heat capacity and is related to the materials bulk

modulus. [78]

The use of chemical destabilisation has been commonly reported in the literature, where a new

component is introduced that reacts with the metal to form an intermediate species. In principal,

instead of cycling between M +H2 
MH2, the addition of a de-stabiliser can cycle between the

intermediate species and a hydride, such asMAx+H2 
MH2 +xA. There are many destabilising

systems, yet the common example is the magnesium hydride/silicon system [93],

MgH2 + Si

1

2
Mg2Si+H2

The dehydrogenation reaction is de-stabilised, resulting in a reduced enthalpy of reaction, as the

endothermic dehydrogenation of magnesium hydride is counteracted by the exothermic formation

of magnesium silicide. Thus, the overall equation can be split into two half equations,

MgH2 →Mg +H2 ∆fH = 75 kJ/mol (2.5)

Mg + Si→ 1

2
Mg2Si ∆fH = −39 kJ/mol (2.6)

Giving a enthalpy of reaction of 36 kJ/mol. Subsequently, the T(1 bar) is reduced but with

a sacrifice in gravimetric hydrogen density. Further, the reversibility is challenging due to the

difficulty in returning the Mg2Si into its elements [93, 39].
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Switching attention to the kinetics, metal hydride reaction kinetics are not entirely understood.

Züttel explained the reaction pathway of hydrogen from molecular hydrogen to within the metal

lattice (hydrogenation). To begin, a hydrogen molecule attaches to the metal surface via physisorp-

tion at about 0.2 nm from the metal surface. The required energy is E ≈ 10 kJ mol−1. As it gets

closer, hydrogen dissociates and is chemisorbed to form a hydrogen metal bond (≈ 50 kJ/mol H2).

Once chemisorbed, the hydrogen has high mobility and can interact with each other, where the

hydrogen can jump into the subsurface layer and diffuse into interstitial sites through the metal

sublattice. [100]

The reaction pathway for metal hydrogenation outlined by Züttel [100] does not describe which

stage of the reaction mechanism is rate determining. This is because this question is much in debate.

One of the aims of this thesis is to contribute answering this pressing question, as metal hydride

systems cannot truly be utilised until sufficient physical reaction mechanisms are established. Thus,

the next section covers the essentials of current ideas surrounding the essentials of reaction kinetics,

surface reactions and ultimately how these have been applied to the hydrogenation of metals and

the dehydrogenation of metal hydrides.

2.2 General reaction kinetics

2.2.1 Homogeneous reactions

The reaction kinetics are an essential part of designing any chemical reactor, which is expressed

algebraically as a rate law/equation. Homogeneous reactions are in general the simplest to derive,

therefore this system is used to show the basics of reaction kinetics, and illustrate the terminology

used in this thesis. Firstly, as a metal hydride reactor is a batch reactor, the mole balance is in

the form [28],

−rA =
1

V

dNA
dt

= kf(C) (2.7)
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The above equation states that the rate of disappearance of component A (rA, mol m−3 s−1,

negative sign for reducing and subscript A) is related to the volume (V , m3) and the derivative of

the moles of A with respect to time (dNA/dt, mol s−1), and the product of the rate constant (k,

s−1) and some concentration dependent function f(C) (mol m−3) [28, 43].

For the reaction A → Product, the rate law for the rate of disappearance of A can be written as,

−rA = kCA (2.8)

Equating 2.7 and 2.8, knowing that the concentration of component A is CA = NA/V (N = moles,

V = volume) and defining a fractional conversion as XA = 1−CA/CA0 (CA0= initial concentration

of A) gives,

−rA = −dCA
dt

= kCA0(1−XA) (2.9)

To calculate k, equation 2.1 can be differentiated with respect to T (K) giving another form of the

van’t Hoff equation.

d ln Keq

dT
=

∆RH
−	−

RT 2
(2.10)

As the equilibrium constant is Keq = k1/k−1 (where k1 and k1 are the rate constants of the forward

and backward reaction respectively), then equation 2.10 can be rewritten as [76],

d ln k1

dT
− d ln k−1

dT
=

E1

RT 2
− E−1

RT 2
(2.11)

where E is the energy to drive the respective reaction (subscript 1 = forward, -1 = backward).

Van’t Hoff then argued that the first and second terms on each side can be equated [76],

d ln k1

dT
=

E1

RT 2

d ln k−1

dT
=
E−1

RT 2
(2.12)
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If one then focuses on either the forward or backward reaction independently, (for brevity, the sub-

scripts are subsequently dropped) and if E is assumed independent of temperature and integrated,

this gives,

ln k = − E

RT
+ constant (2.13)

k(T ) = A exp

(
− E

RT

)
(2.14)

where equation 2.14 is the Arrhenius equation. Where A (typically s−1) is the frequency/pre-

exponential factor and E (J mol−1) is the activation energy [28].

The common method to test a rate equation is through applying linear least squares on an

integrated rate equation. In this thesis, this is referred to as the integral method. The rate

equation is integrated and re-arranged into a linear format. If the experimental data is directly

proportional to the integrated rate law (i.e. a straight line), then the fit is considered satisfactory. If

equation 2.9 above is written in terms of conversion only thus, dXA/dt = k(1−XA) and integrated

from 0 to XA and from 0 to t; this gives,

−ln(1−XA) = kt (2.15)

A plot of −ln(1 − XA) versus t would test a first order rate equation, with the rate constant k

being the gradient. [43] From taking the natural logarithm of the Arrhenius equation,

ln(k) = ln(A)− E

RT
(2.16)

The activation energy E and frequency factor A can be determined by isothermal experimental

data collected at different temperatures, where a plot of the rate constants against temperature

can be performed using equation 2.16 [43].
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2.2.2 Heterogeneous reactions

Gas-solid reactions are heterogeneous reactions. Much of this area concentrates on catalytic re-

actions due to its industrial importance, with an influential example being the ammonia reaction

N2 + 3H2 
 2NH3 on an iron based catalyst. The common approach to model solid catalysed

reactions is through the work of Irving Langmuir (and then Hougen & Watson) [53]. For this

reason, the essentials of Langmuir’s work are covered, to help understand the potential links to

metal hydride kinetics.

2.2.2.1 Langmuir isotherm

If an elementary reaction is assumed to be in dynamic equilibrium, then the adsorption reaction

is based on the net rate of adsorption.

A + M
M ·A

This is where the rate of attachment is equal to the rate of detachment. The rate of attachment of

component A to an active site (M) is proportional to the number of collisions that these molecules

make with a surface active site per second. As such, the collision rate is proportional to component

A’s partial pressure (PA). As A only adsorbs to vacant sites, not occupied ones, it must also be

proportional to the concentration of vacant sites (Cv). Thus, the rate of attachment (subscript A)

is proportional to the product of PA and Cv [28].

r′′A = kAPACv (2.17)

Assuming the rate of detachment is first order, the rate of detachment (subscript -A) will be

proportional to component A attached to the surface.

r′′−A = k−ACM ·A (2.18)
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With reaction rate (r) superscript ′′ denoting a surface reaction rate units, mol m−2 s−1. Further

note that with the rate equation expressed in flux form, the rate constant kA and k−A have units

of m s−1). As rA = r−A (dynamic equilibrium), then

kAPACv = k−ACM ·A (2.19)

Defining an equilibrium constant as KA = kA/k−A, incorporating the site balance where CT =

Cv + CM ·A then,

KAPA(CT − CM ·A) = CM ·A (2.20)

and including the surface coverage θs, as θs = CM ·A/CT and rearranging to make θs the subject,

θs =
KAPA

1 +KAPA
(2.21)

Equation 2.21 above is commonly referred to as the Langmuir Isotherm [28], where Brunauer

denoted this type of isotherm as a type 1 isotherm [53]. The pressure of component A over the

surface is related to the concentration of A through the gas law (PA = ZCART , where Z =

compressibility). Other essential assumptions of the Langmuir isotherm are [53]:

• The gas adsorbs on identical sites on a homogeneous surface.

• The gas adsorbs via a single layer (a monolayer) and once all sites are filled, maximum

capacity is reached.

• Once the gas adsorbs, it is immobile.

• There are no interactions between adjacent adsorbed molecules. This results in a constant

heat of adsorption, and thus this parameter does not change with surface coverage.
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2.2.2.2 Langmuir-Hinshelwood mechanism

The theory defining the isotherm above can be applied to determine the rate of gas-on-surface

reactions. For example, with the reaction,

A→ Product

whereby component A is (1) absorbed to an active site, (2) converted to product and finally (3)

desorbed to free the site; the net rate of adsorption (r′′AP - units [mol m−2 s−1]) is taken from

equation 2.19, thus

r′′AP = kAPCA(1− θs)− k−AP θA

with the desorption rate dependent on the surface coverage of A only. The surface coverage (θs)

is the sum of sites covered by A and Product (subscript P ),

θs = θA + θP (2.22)

and as the reaction step at the surface (2) is assumed rate determining (Langmuir-Hinshelwood

mechanism), a dynamic equilibrium for both A and Product can be assumed.

KACA(1− θs) = θA (2.23)

KPCP (1− θs) = θP (2.24)

Equating equation 2.23 and 2.24 into 2.22 allows the creation of the isotherm equation.

θs = KACA(1− θs) +KPCP (1− θs) (2.25)

θs =
KACA +KpCp

1 +KACA +KpCp
(2.26)

If the forward reaction dominates the backward reaction, one can assume kAP � k−AP and thus

r′′AP = kAPCA(1 − θs). Substitution of the isotherm equation (2.26) into the rate equation to
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eliminate θs gives,

r′′AP = kAPCA

[
1− KACA +KpCp

1 +KACA +KpCp

]
=

kAPCA
1 +KACA +KpCp

(2.27)

Most experimental data of gas reactions catalysed on a solid surface can be represented accurately

using a Langmuir-Hinshelwood mechanism [53]. The result of 2.27 shows a fundamental difference

to a simple homogeneous reaction (rA = kACA) in that equation 2.27 contains a resistance term

and thus the equation is in the form, [43]

Rate =
(Kinetic term)(driving force)

resistance
(2.28)

another way to view this is that the resistance is site inhibition as components A and Product are

blocking/occupying sites, so the reaction rate is reduced. To generate the surface reaction rate law

above, an isotherm/PCI was used, in this case the Langmuir isotherm (to remove θs).

The above example is for the basic gas-solid reaction (A → Product). In general, surface

reactions are more complex with intermediate states resulting in a non-elementary reaction, where

the stoichiometry does match the kinetics [43]. Non-elementary reactions can be split into a series

of elementary reaction steps.

M + A
1


2
Aad (2.29)

Aad
3


4
Bad (2.30)

Bad
5


6
B + M (2.31)

In this sequence, component A adsorbs to a metal site M to create an adsorbed species Aad,

reacts to form Bad and then desorbs to release the site M and create product B. If Aad
3


4
Bad is
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assumed rate determining, then the reaction rate would be [53],

rAB =

(
k1k3
k2

)
PAMT −

(
k6k4
k5

)
PBMT

1 +
(
k1
k2

)
PA +

(
k6
k5

)
PB

(2.32)

where MT is the total number of sites. From equation 2.32, there are many constants that need

to be determined, which generally grow in number with more complicated mechanisms. This is

an issue with long and complicated rate equations, whereby it can become problematic finding

the right mechanism. A large number of parameters requires good quality and reproducible data.

Thus, it is not acceptable to select mechanisms which fit the data well and state "this is the correct

mechanism", as the difference in fit can fall within experimental error. Therefore, it is preferred

to say "this type of reaction can be represented well by this mechanism".

2.2.2.3 The type V Isotherm

When the Langmuir Isotherm was derived it was mentioned that it falls within the scope of a

type 1 isotherm. This classification was proposed by Brunauer who separated adsorption of gases

onto solids into five general forms. Over the years a type VI was introduced [85]. A figure of the

isotherms are shown in figure 2.2.

One can notice that the type V isotherm has an uncanny resemblance to the metal hydride

PCI shown in figure 2.1, but with the axes swapped. The convention for hydrogen gas reacting

with solids appears to have always had the pressure on the y-axis, and the molecules reacted on

the x-axis.

As the path of hydrogen involves physisorption, chemisorption (two forms of adsorption) and a

highly mobile hydrogen diffusing through to the bulk (essentially absorption); this has potentially

contributed to the varied range of naming conventions regarding hydrogen reacting with solids.

For the hydriding reaction, some researchers use absorption, others use sorption (thus both ab-

sorption and adsorption) and many use hydrogenation. For the dehydriding reaction desorption

and dehydrogenation are used. For clarity, in this thesis:
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• Hydriding reaction - Interchangeably use hydrogenation or sorption.

• Dehydriding reaction - Interchangeably use dehydrogenation or desorption.

Figure 2.2: 6 types of adsorption
isotherms first proposed by
Brunauer with the addition of
type VI as classified by IUPAC. [85]

Type I - Representative of micro-porous solids having rel-

atively small external surface. (e.g. zeolites) Maximum

uptake governed by accessible micro-pore volume rather

than by the internal surface area. [85]

Type II - This isotherm represents unhindered mono-

layer to multilayer adsorption, and is represented well by

the BET isotherm. Obtained with non-porous or macro-

porous adsorbent. Point B indicates where multilayer

coverage begins. [85]

Type III - Representative of systems which increase in

capacity as adsorbate nucleates on the surface and then

enters a significant growth phase. [53]

Type IV - Similar to type II, i.e. monolayer to multilayer

coverage. The hysteresis is due to capillary condensation

taking place in mesopores. [85]

Type V - Sing (1982) stated Type V is similar to type III in that the adsorbent—adsorbate

interaction is weak compared with the adsorbate—adsorbate interactions [53, 85, 81]. Type VI

- This isotherm typically represents stepwise multilayer adsorption occurring on a uniform non-

porous surface [85].

Focusing on the type V isotherm, models have been developed to represent them. A common

model is the lattice gas model. This model can:

• Represent adsorbate-adsorbate (H-H) interactions for commensurate layers. A commensurate

layer is an ordered array of distinct lattice sites [53].

• Also, it predicts the arrangement for the adsorbed layer.
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The lattice gas model starts with the same assumptions as the Langmuir Adsorption Model. I.e.

component A can adsorb onto unoccupied sites to give an adsorbed species,

A + M
M ·A (2.33)

The lattice gas model however accounts for each possible arrangement of the adsorbate and the

effect of the local interactions between adjacent adsorbed molecules. This means the adsorbate

arrangement is considered in creating the isotherms. From a physical perspective, the lattice gas

model considers that at a given coverage, variations in surface atom arrangement would influence

the nearest neighbour interactions and thus have different energies.

To do this, statistical mechanics are employed. Derivation is shown in Masel (1996), and the

key results are summarised here [53]. Assuming there is only one type of adsorption site, the

partition function for all arrangements of the adsorbed layer (p̂) is,

p̂ =
∑
n

exp(β En) (2.34)

where En is the expectation value of the free energy (energy of lattice gas) when the layer is in

arrangement n and β = 1/(kB T ); kB = boltzmann constant and T = temperature). For site i an

occupancy number of εi = 0 is empty and εi = 1 is occupied. Assuming there are only direct H-H

interactions with pairwise additive potential and only two-body interactions then,

−Hn = H0 +H1

∑
i

εi +
1

2

∑
i,j

hijεiεj (2.35)

H0 = free energy of surface with no adsorbate
H1 = free energy of adsorbed molecule
hij = interaction energy between molecules on site i and j. +hij = attractive interaction, −hij =
repulsive interaction.

The second term in equation 2.35 represents free energy change with coverage. The third term

represents the variation in free energy with changing adsorbate arrangement. To solve these equa-

tions, the Monte Carlo method can be used to generate the adsorption isotherms. Figure 2.3 shows

the result of the Monte Carlo method. It is evident, the isotherms display similar characteristics
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to an ideal metal hydride PCI but with the axes swapped (e.g. 2-phase region, overall shape and

critical point etc.).

Figure 2.3: Graphs of the solved Metropolis/Monte Carlo algorithm on a 40x40 lattice. These
are taken directly from Masel [53] (β = 1/kBT ). (Left) This graph shows close resemblance to
a traditional PCI, but with the axes flipped. Highlighted is the two-phase region, critical point,
and subsequent transition away from a flat plateau. (Right) Replot with ln(KeqPA). Attractive
interactions show a flat plateau, while repulsive interactions show a slope.

The solution from the Monte Carlo method does not provide an analytical solution. The

simplest approximation that does give an analytical solution is the Bragg-Williams approximation,

where the H-H interactions are considered in an average sense. The end result gives the following

equation 2.36:

θ =
1

1 + exp(−βH1 − 0.25βhnnθ)
(2.36)

Equation 2.36 is essentially a sigmoid function f(x) = 1/(1 + e−x), where H1 is the independent

variable. The (0.25βhnnθ) term alters the trajectory of the function, where h is the average

interaction energy and nn is the number of nearest neighbours at a given site.
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2.2.2.4 Fluid-particle reactions

In the previous sections, the material covered involves gas reacting at a surface (typically a catalyst

surface) whereas in this section, the scenario is a gas coming in contact with a solid, reacting

with it and producing a product,

A(gas) + bB(solid)→ Product (solid) (2.37)

where b is the stoichiometric ratio. This is similar to the metal hydrogenation reaction, however

this reaction usually involves volume expansion. For Mg + H2 → MgH2 the expansion is in the

region of 20-30% [70]. The shrinking core model (SCM) is a fluid-particle reaction model based on

a constant particle size. In this model, the reaction occurs at the pellet surface. At the beginning,

the reaction starts at the outer skin, with the reaction front moving inwards as the reacting "core

shrinks" until the core is fully reacted. This model can be applied to varying pellet shapes, such

as spheres, cylinders or flat plates [43].

Section A.4 shows the derivations of the shrinking core equations in the differential form (see

figure 2.4), which is not shown in [43], and also in the integral form (also see figure 2.4), which is

originally shown in [43]. Figure 2.4 shows a summary of the rate equations depending on which

step is rate determining. For instance, if the surface chemical reaction is rate determining, then

model (3) is used. These models have been commonly used to represent metal hydrogenation [61,

60, 59].
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2.3 Magnesium hydrogenation kinetics

2.3.1 Diffusion, contracting volume and JMA models

Barkhordarian et al. investigated the magnesium hydrogenation reaction catalysed with Nb2O5 [8].

They summarised 7 models in the integrated form shown in table 2.1. The fractional conversion of

B (XB in previous sections) is equivalent to the normalised hydride fraction (θ). The normalised

hydride fraction is the normalised fraction of hydride formed, i.e. when t = 0, θ=0 and t = t∗,

θ=1. (t∗ = time for complete reaction)

Table 2.1: Barkhordarian et al. equations used to fit their experimental sorption/hydrogenation
data

Number Integrated rate equation

1 θ = kt

2 [−ln(1− θ)]
1
3 = kt

3 [−ln(1− θ)]
1
2 = kt

4 1− [(1− θ)]
1
3 = kt

5 1− [(1− θ)]
1
2 = kt

6 1−
(

2θ
3

)
− (1− θ) 2

3 = kt

First, the terminology is addressed, as over the years, researchers have given differing names

to the very similar mechanisms, and for some it is difficult to determine which interface one is

referring to. The terminology and reaction steps are shown in figure 2.5, with also a comparison

to the Site Availability Model (SAM) [1].

Many of the models in table 2.1 were developed/collated by Mintz. An important difference

between Mintz and SAM is the where the hydrogen dissociates. Mintz assumes the hydrogen

dissociates at the metal hydride surface, and then diffuses through as a hydrogen atom. The

other distinction is the names given to respective boundaries. "Author"-"Terminology" is used for

describing each model.

(1) θ = kt: This equation was denoted by Barkhordarian et al. as a surface controlled re-

action, whereas Yagi-Kunii refers to it as a gas film controlled reaction. As such, the "Mintz"-

"Surface/Film" is identical to equation A.41. It is apparent magnesium hydrogenation does not
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Yagi & Kunii: (Shrinking core)
Gas film:
Gas-product boundary (film)
Product diffusion:
Through product/hydride layer
Surface controlled:
Core-Product boundary

Mintz:
Surface controlled:
Gas-hydride boundary
Transport controlled process:
Through product/hydride layer
Interface process:
Hydride-metal boundary

• f(Geometry, reaction topochemistry)
• Contracting envelope/volume
• Edge attack
• Random bulk nucleation & growth

(1) Surface controlled – adsorption, chemisorption, dissociation, surface diffusion, sub-
surface penetration

(2) Transport processes – Bulk diffusion, grain boundary diffusion or other mechanisms
(3) Nucleation of hydride phase
(4) Interface processes – solid state phase transformation or thermal emission through 

interface

(1) (2) (3) (4)

(i) (ii) (iii)

i. Hydrogen gas film over outer particle (hydride)
ii. Diffusion/permeation through (imperfect) product. Grain boundary/Knudsen 

diffusion
iii. Reaction at metal (core) surface. Physisorption → Dissociation → Chemisorption 

including solid state phase effects (Site de-activation, H-H interactions, defects)

Mintz

Site Availability Model 
(SAM)

Figure 2.5: Mintz terminology compared to the Yagi & Kunii shrinking core terminology. Also
included is the reaction pathway outlined by Mintz and Bloch [60] and for comparison the Site
Availability Model (SAM) [1]. The step in red is assumed the rate determining step for (SAM).

follow this as the uptake experimental data is not directly proportional to time.

Equations (2) to (6) in table 2.1 originated by Mintz & Bloch and are "Mintz-Bloch"-"Interface"

processes, i.e. they are concerned with the hydride-metal boundary. (4) and (5) are identical to the

A.51 and A.56 respectively (where 1/t∗ = k) and therefore have already been covered. Equations

(2) and (3) however, are a nucleation and growth model which is based on the Johnson-Mehl-Avrami

(JMA) equation. The JMA model assumptions are [5, 38]:

• Random and homogeneous nucleation over un-transformed material

• Constant growth velocity over reaction duration

• Growth occurs according to the geometry. i.e. if a sphere, the same rate in all directions.

The JMA models assumes there is a constant increase in concentration (C) of nuclei (dC/dt), Ċ,

where they transform from A to B with an outward velocity u. Further, there are two time scales,

where t is regular time and tP is the precipitate growth time. tP begins when nucleation occurs

while precipitates are nucleating at different times t. The differential moles of nuclei (dN) during

dtP in a constant volume V is dN = ĊV dtP . Therefore, the differential volume of unrestricted
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growth (dVu) is dVu = Geometry x Generation,

dVu =

(
4

3
u3(t− tP )3

)
(ĊV dtP ) (2.38)

Where for a sphere the volume = 4
3πR

3
0 and the radius R0 = u(t−tP ). If equation 2.38 is integrated

from tP = 0 to tP = t and Vu from 0 to Vu this gives,

Vu =
π

3
ĊV u3t4 (2.39)

Introducing the normalised hydride fraction (θ) that has transformed as θ = VB/V , so the fraction

not reacted yet = 1− VB/V . The differential volume of VB is proportional to dVu and 1− VB/V ,

dVB =

(
1− VB

V

)
(dVu) (2.40)

Integration from 0 to VB and 0 to Vu and some algebra gives

−V ln(1− θ) = Vu =
π

3
ĊV u3t4 (2.41)

[−ln(1− θ)](1/4)
=

(
πĊu3

3

)(1/4)

t (2.42)

[−ln(1− θ)](1/4)
= kCDt (2.43)

Which is in the form of [−ln(1− θ)](1/n)
= kt as indicated in table 2.1 where n indicates the

growth based on the geometry, or reaction order. Note the geometry would also alter the rate

constant k and the rate concentration of nuclei Ċ is dependent on temperature. The advantage

of the JMA equation is that the parameter n changes the shape of curve, giving versatility to the

rate law. When n = 1, the rate law is equivalent to a first order reaction. However, there are three

criticisms, one is that the model is based on an extended volume concept, which means a shrinking

surface is not accounted for (of course this is acceptable if there is not one), another is that there is

no pressure dependency, but it is known that metal hydrides kinetics are f(P ), and that there are

two time scales. Therefore, getting the JMA equation into a differential equation to be solved via

Runge Kutta’s methods for example is difficult. Further, the JMA equation can be re-arranged to
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the following equation,

θ = 1− exp(−(kCDt)
n
) (2.44)

This is the common JMAK form of the Avrami equation. This can be rearranged into the following

linear format,

ln(−ln(1− θ)) = ln(kCD) + n ln(t) (2.45)

Thus, a plot of ln(−ln(1−θ)) and ln(t) gives n = slope and ln(kCD) = intercept. One of the issues

with this is that applying natural logarithm on an already integrated rate equation will suppress

the discrepancies and make the fit look more satisfactory and therefore, potentially misleading.

The last equation covered (6) by Barkhordarian et al. is the Carter-Valensi expression, used

by Mintz and Zeiri [61]. The "Carter"-"Interface-Diffusion Controlled" model is for a contracting

volume where the thickening product layer offers increasing resistance. The equation is as follows:

f(θ) =
ω − [1 + (ω − 1)θ]2/3 − (ω − 1)(1− θ)2/3

ω − 1
=

2kD
R2

0

t (2.46)

The model introduces ω, a product to reactive reactant volume ratio. If ω → 1 (i.e. very small

volume expansion) then (ω − 1)θ � 1, and applying a series expansion of (1 + (ω − 1)θ)2/3 gives,

f(θ) = 1− 2

3
θ − [1− θ]2/3 =

2kD
R2

0

t (2.47)

This reduced expression is an approximation whereby there is an unchanged particle size, and

a Taylor series expansion to two θ terms only. Equation A.46 ("Yagi"-"Diffusion") achieves the

similar objectives to the "Carter-Valensi" expression, with a constant particle size and a rate

determining product layer, but slightly differently as equation (A.45) assumes pseudo steady-state.

2.3.2 The pressure term

The disadvantage of the above rate laws is they do not cover for the phenomenon, regarding metal

hydride kinetics, in which the reaction rate is improved by increasing the rate of heat removal

during hydrogenation, and rate of heat input during dehydrogenation [88, 57, 2]. This is in direct
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contrast to exothermic reactions such as combustion. If combustion goes out of control, the reaction

rate increases due to an increase in temperature, causing the temperature to rise further and hence

a rapid increase in reaction rate. Thus, improving the rate of heat transfer from the system slows

the reaction. But with metal hydrogenation (also exothermic), improving the rate of heat transfer

from the system accelerates the reaction.

One of the ways researchers have included this phenomenon into the rate law is through a

dimensionless pressure term. Ron experimented with many different pressure terms [80] but it

was Mintz and Bloch [60, 59] who brought this line of thinking to the forefront after the work of

Flanagan [26]. It was proposed that for a hydriding mechanism, which is controlled by a phase

transformation step (metal-hydride boundary), the interface velocity u is,

u = L νm exp

(
Ea
RT

)
ln

(
Pg
Peq

)
(2.48)

where L = distance from the interface boundary within which the transformation takes place (m),

νm = vibrational frequency of metal lattice (Hz), Ea = activation energy of phase transformation (J

mol−1), Pg = working/gas pressure and Peq = equilibrium pressure at working/local temperature

(bar). It was assumed the reaction front velocity (u, m s−1) was assumed proportional to dissoci-

ated hydrogen supersaturated in metal, and the supersaturation was proportional to the chemical

potential driving force of dissociated hydrogen in solution (in equilibrium with hydrogen gas (H2(g)
)

at working pressure) and dissociated hydrogen in the product (in equilibrium with hydrogen gas

(H2(g)
) at equilibrium pressure Peq) [26]. The ln

(
Pg

Peq

)
term was called the supersaturation factor.

They pointed out that this model is based on macroscopic thermodynamic parameters (e.g. T ,

P ) thus this assumption is valid for a large ensemble of atoms (i.e. bulk quantity calculations)

[26]. Flanagan also noted the Gibbs energy driving force (∆G′) is dependent on strain energy

(∆Gstrain), i.e.

∆G′ = k ln

(
Pg
Peq

)
−∆Gstrain (2.49)

Another result from equation 2.49 shows that if ∆Gstrain = 0 and the driving force ∆G′ = 0,

then equilibrium has been reached, where Pg = Peq. Commonly, most used rate equations with a

dimensionless pressure term drop the strain energy term [64, 54, 12]. In the late 90s, Ron collated
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and experimented with varying dimensionless pressure terms. For hydrogenation these are shown

below. All pressure terms satisfy the criteria that when Pg = Peq, reaction has reached equilibrium.

Ron’s paper primarily focused on dehydrogenation, however the pressure terms used all had varying

degrees of success with (1) and (5) most common, where Peq = equilibrium pressure, Pg = gas

pressure P00 = initial gas pressure.

1. ln
(
Pg

Peq

)
2. Pg − Peq

3. Pg−Peq

P00

0.5

4. (Pg − Peq)0.5

5. P−Peq

Peq

6.
(
Pg

Peq

)a
a = constant

2.3.3 Other models

Other commonly used models are the ones by developed by Chou and Xu [14]. The equations were

expressed in the form of ‘characteristic reaction time’ = tc. For the first case, it was assumed a

reaction at a spherical particle surface giving,

θ = 1−
(

1− t

tc

)3

(2.50)

This is synonymous with the shrinking core as re-arranging to give t/tc the subject (or kt) gives

1− [(1− θ)]
1
3 = kt. For the derived sub-cases (physisorption/ chemisorption/ surface penetration)

the rate law is un-changed except for the characteristic reaction time, tc (or k). The other case is

based on the diffusion of hydrogen atoms through a hydride layer giving,

θ = 1−
(

1−
√

t

tc

)3

(2.51)

(
1− [(1− θ)]

1
3

)2

= kt (2.52)

with equation 2.52 showing the ‘Chou-Diffusion’ model expressed in the form seen previously. The

rate constant here is based on solid diffusion.
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2.4 Magnesium hydride dehydrogenation kinetics

The amount of research on hydride dehydrogenation kinetics is infrequent in comparison to metal

hydrogenation kinetics. In many cases, the dehydrogenation models are very similar to the hy-

drogenation models. In summary however, the reaction rate of metal hydride dehydrogenation is

known to be influenced by the initial hydride/metal concentration, the mean particle size, additives

and gas pressure [72].

2.4.1 JMAK model

The first model considered is the Avrami equation based on a nucleation & growth mechanism,

where the derivation is based on the extended volume concept and yields the following integrated

rate equation, [5]

θ′ = 1− exp(−Ktn) (2.53)

Equation 2.53 can be modified into a linear format giving equation 2.54. If the experimental data

is a straight line, the rate law is suitable.

ln(−ln(1− θ′)) = ln(K) + nln(t) (2.54)

This equation has been covered previously for magnesium hydride dehydrogenation, however, in

the dehydrogenation context equation 2.53 is based on the rate of metal growth, hence the use of

the normalised metal fraction (θ′).

2.4.2 Dehydrogenation models including pressure

One of the downsides regarding the JMAK model is that pressure effects are not included. Similar

to some hydrogenation models, dimensionless pressure terms have been added to consider pressure

effects. Researchers have used a generic form of a rate equation that has been applied to metal
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hydrides such as MgH2 or LaNi5. It is as follows:

dθ′/dt = (T term = Arrhenius)(P term = A ratio)(Concentration term)

Where θ′ = normalised metal fraction, T = temperature (K) and P = pressure (bar). For instance,

1. Dehydrogenation of MgH2 by Chaise, Rango and Marty

dθ′20

dt
=

(
2Aexp

(
− E

RT

))(
ln
Peq
Pg

)(
θ′20

(−ln θ′20)0.5

)
(2.55)

Where E = 130 kJ/mol, A = 1 × 1010 1/s. θ′20 is the normalised metal fraction up to a

period of 20 minutes [12].

2. Dehydrogenation of LaNi4.7Al0.3 by Mayer, Groll and Supper, essentially a first order rate

equation [54].

dθ′20

dt
= Aexp

(
− E

RT

)(
Peq − Pg
Peq

)
(1− θ′) (2.56)

Concentrating on the pressure term, Ron summarised many pressure terms used for the dehy-

drogenation of AB2 hydrides. Some representation of pressure is crucial within the rate equation

as changing the pressure difference (Peq − Pg) will alter the reaction rate. Perejón et al. demon-

strated this with DSC measurements of MgH2 at 10 bar and 20 bar. It was apparent that for all

heating rates, the peak and onset temperatures were lower at 10 bar, indicating that the fastest

dehydrogenation kinetics occur when the pressure difference is maximised [72].

The pressure terms summarised by Ron for dehydrogenation are shown below [80]. They all

mathematically represent a positive driving force when Peq > Pg and when Peq → Pg the pressure

term approaches zero and thus the reaction approaches equilibrium, except with (5), (Peq/Pg)
a,

which tends to 1 (a = constant). It was not entirely clear with its representation, but it may have

attempted to represent the effects of over-pressure (higher gas to equilibrium pressure ratio) on

the reaction rate.

1. |Peq − Pg|/Patm, Patm =

1 atm

2. ln(Peq/Pg)

3. (Peq − Pg)/Peq

4. Peq − Pg

5. (Peq/Pg)
a
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A physical explanation of the pressure term is in section 2.3.2, where Mintz and Bloch identified

that the pressure term may be a super-saturation factor, whereby it tracks the amount of hydrogen

super-saturated within the lattice [60].

To empirically determine the pressure term, Ron devised an experimental procedure by sys-

tematically applying them independently. First, quasi-isobaric and isothermal experiments were

performed. By assuming the material exhibits a flat plateau and the bulk of the experiment oper-

ates across this region, then Peq ≈ constant and thus the pressure term is constant. This allows

integration of the rate law and then the pressure term can be determined through plotting the

pressure term at θ = 0.5 against time. A straight line would indicate a suitable pressure term. For

instance, Ron found that (Peq − Pg)/Peq for FeTi0.8Ni0.2 worked well [80].

2.4.3 Sestak-Berggren equation

In another approach, Perejon et al. adopted the Sestak-Berggren equation,

f(θ) = κ1(1− θ)κ2θκ3 (2.57)

Equation 2.57 is commonly used to model solid state reactions. κ1 is a constant equivalent to

the rate constant k (governed by Arrhenius) and κ2 and κ3 are empirical constants, covering for

physical mechanistic changes. They used this equation on DSC MgH2 dehydrogenation data at far

from equilibrium, in order to minimise pressure effects. They found their data was represented by

f(θ) = (1− θ)0.83 θ0.745, which yielded a sigmoid profile [72].

2.4.4 Model by Maad et al.

Experimental data of magnesium nickel hydride (Mg2NiH2) collected by Hsu et al. was used by

Maad, Askri & Nasrallah to generate the following rate equation.

r = k
Pg − Peq
Peq

(1− exp(−θ)) (2.58)
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The pressure term within equation 2.58 would give a negative answer for dehydrogenation,

which causes the rate term to be negative. With the rate laws displayed in this paper, the con-

vention is to place the negative sign next to the r, to note formation or disappearance of the

respective component. Thus, the rate law should be multiplied by -1, or swapping the pressure

term to Peq − Pg. Plotting this rate equation also gives a first order equation.

2.4.5 Model by Evard, Gabis and Yartys

Evard, Gabis and Yartys derived a model for dehydrogenation of MgH2 [24]. Evidence from DSC

data indicated that dehydrogenation from partial hydrogenation produced a decrease in the onset

temperature and a broadening of the peaks. The explanation was based on islands of metal

reactant available on the surface enabling it to act as a dehydrogenation channel. In other words,

dehydrogenation only starts to occur when a nucleus of metal materialises. Further, through

analysing an optical microscopy image of an etched metallographic section, the magnesium reaction

front expanded outwards into the magnesium hydride. In effect, it was proposed that a shrinking

core mechanism is not valid for MgH2 dehydrogenation. It was also suggested that a diffusion

mechanism (diffusion length) does not primarily influence the reaction rate. The resultant rate

equation is established on an outward reaction front based on a time dependent particle radius in

a two step process.

R0(t) =


0, t < tcr

πR2
0, t ≥ tcr

dR0

dt
=


0, t < tcr

Rt∗
0

2Rt∗
0 −R0(t)

kCeq
s

2

Ch−Ceq
s
, t ≥ tcr

Where k is governed by the Arrhenius equation, Ceqs = H2 concentration in solution phase in equi-

librium with the hydride phase, Ch = hydride concentration and Rt
∗

0 is the completed spherical

particle radius. tcr is the nucleation time for the metal phase. Two disadvantages are that the dis-

continuity of the rate equation has to be accounted for when modelling, and a pressure dependence

term is not included.
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In view of the literature covered, the following points should be considered when exploring the

metal hydride dehydrogenation reaction.

• Representation of the reaction occurring at the surface, noting that the magnesium may

evolve via expanding into the hydride.

• A representation of the pressure effects, and the nature of these effects when close and far

from the equilibrium pressure.

• A physical mechanism, based on a chemical reaction, which governs the sigmoidal concen-

tration profile.

2.5 Hydride reactor designs: for CSP applications

2.5.1 General design intent

In this section, past papers into metal hydride reactor design are reviewed, where many prototypes

have been built/simulated to test metal hydride TCES reactors. In general, many aims for heat

exchanger design apply to these reactors. These are shown in the list below [86]. Meeting these

design deliverables will aid minimising reactor costs.

• Design with established fabrication techniques

• Easily cleaned

• Fit within current design procedures

• Good mechanical layout, such that withstanding pressure swing is possible (around 0 - 50

bar)

• Reasonable heat transfer area to small volume ratio
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Figure 2.6: Typical layout designs for TCES reactors for CSP applications. (Left) Double pipe
with fins. (Middle) Jacketed vessel with internal helical fins. (Right) Shell and tube with hydride
in tubes. HTF = heat transfer fluid.

2.5.2 Current reactor designs

2.5.2.1 Double pipe reactors

A double pipe reactor is the simplest type, where they are usually applied to low heat loads and

high pressure systems. A multi-tube reactor is a variation with higher heat transfer area. [65] Patil

and Gopal simulated a double pipe arrangement with the powder in the inner tube. It was found

that including the resistance of the tube wall within the overall heat transfer coefficient improves

the model [71]. Bao et al. explored a multi-tube arrangement with the powder within the shell.

It was concluded a high bed effective thermal conductivity and the inclusion of contact resistance

is essential [7]. Kukkapalli and Kim also simulated a double pipe variation with the inner pipe

holding the HTF with metal fins penetrating into the shell. It deduced fins an effective method

to increasing the reaction rate and recommended exploring an optimal fin geometry [41, 6, 44].

Figure 2.6 illustrates a double pipe arrangement with the use of lateral fins.
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2.5.2.2 Jacketed reactor

Another category of reactor is a jacketed vessel. These types of reactors employ a helical type heat

transfer arrangement around the external wall, encapsulating the reactor in a "jacket". Figure 2.6

illustrates a potential jacketed reactor. A helical coil could also be added internally. The heat

transfer is usually greater due to the centrifugal effect, where these reactors are for average heat

duties or low HTF flow rates with higher velocity [65]. Feng et al. simulated a metal hydride bed

with an internal coil. One conclusion was that there were regions that did not react at regions

near the wall [25] with a coil to reactor diameter ratio of 1:2. The proposed solution was to

remove these parts from the reactor bed, losing fill volume. It was concluded this reactor design is

suitable for MH TCES reactors. Note, that the simulation was based on a lab scale size of inner

diameter = 5 cm and length = 20 cm reactor, and not commercial scale. Dong et al. developed an

internal helical coil exchanger/reactor for 30 g of MgH2 with TiB2 and expanded natural graphite

(ENG) additives using H2O as the HTF [18]. Although the HTF flow rate was small (2-5 ml/min)

the inclusion of HTF gave a uniform temperature distribution and a sufficient reaction rate was

achieved. A change in bed temperature was also observed. However, the temperature of the outlet

H2O was not provided. A coil wrapped around a porous tube was used for the hydrogen inlet and

coil support.

2.5.2.3 15kg Steam Mg/Ni TCES reactor

Bogdanovic et al. developed a much larger prototype (15 kg of MgH2 doped with Ni) using a

jacketed vessel concept, where water was vaporised to saturated steam in the outer spiral and then

superheated as it passed through the internal helical coil. A central sintered metal tube was used for

the hydrogen inlet and exit. Both a high temperature hydride coupled to either a compressed hydro-

gen store or a low temperature hydride was tested (code 5800 - Ti0.98Zr0.02V0.43Fe0.09Cr0.05Mn1.2).

[11]

It was demonstrated that when the store was linked to compressed hydrogen tanks, operating

under a constant hydrogen pressure, a constant steam outlet temperature throughout at ≈ 80%

of the reaction was delivered. Whereas delivery of hydrogen under a varied flow rate (30 to 5 bar)
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resulted in a gradual temperature decrease in the steam outlet (≈ 50°C) across the reaction. It was

stated that the system efficiency can further be improved through a sensible heat store between

the high temperature store and hydrogen gas store, to preheat the hydrogen during hydrogenation.

Another variation could be a heat exchanger positioned before the reactors, which can preheat the

HTF prior to entering the reactors using hot hydrogen. Further, when the steam generator was

cut open, the following observations were made [11]:

1. The MgH2 formed a ductile highly porous substance, in which the vessel container walls

withstood the additional pressure due to expansion.

2. The powder had expanded to a tight fit around the inner coil

3. Due to a vertical arrangement, the density was higher at the steam generator base. This

varied from 0.7 to 1.15 g cm3. It was concluded that this had no effect on the reaction

kinetics. Positioning the reactor in the horizontal position would minimise this issue.

4. As the density and thus the storage capacity varied by up to 30%, optimising the filling bulk

density can significantly reduce cost.

2.5.2.4 Shell and tube reactors

Considering shell and tube reactors, Urbanczyk et al. developed a thermo-chemical heat storage

system with 5 kg of Mg2FeH6 using molten salt as the heat transfer fluid. The fill density was

1.085 g cm−3 and the powder was capped with sea sand and glass wool. The reactor was intended

to operate up to 550°C, where in preliminary tests, they achieved an efficiency of 31.5%, due to

flow instability and insufficient insulation [92]. Figure 2.6 is an example of a shell and tube.

2.5.2.5 Reactor design summary

At present, an effective reactor design for metal hydride TCES at commercial scale has not been

identified. However, it is clear heat transfer architecture is required in order to improve the reaction

rate, but the level of improvement required, has not been determined. A horizontal orientation

will enable a uniform bulk density, where an optimum bulk density should be explored.
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Chapter 3

Experimental & simulation methods

3.1 Sievert’s apparatus

A Sievert’s apparatus was used to monitor the de/hydrogenation reaction over time for the small

0.2g magnesium samples. This is achieved through measuring the pressure change over time within

a fixed volume, with the reactor cell (holding the sample) kept at a constant temperature. The

pressure change can be used to determine the amount (of reactant) reacted. The experimental data

gathered was used to analyse the kinetic behaviour of magnesium hydrogenation and magnesium

hydride dehydrogenation, and used to test existing models and develop new ones. Once suitable

validation of models has been achieved, it can then be tested to larger sample sizes. The equivalent

volume method was used when operating and interpreting the data from the Sievert’s apparatus

(this method is described in section A.1.1). In this section, the magnesium activation and cycling

experimental conditions are covered.

3.1.1 0.2g magnesium activation and cycling conditions

The magnesium used was atomised Mg powder (26 µm) by SFM - FluorsidGroup Company (a

picture is shown in figure A.14 in the appendix. Most of the magnesium (in 5 kg barrels) was

stored in a metal container in a outside store. This metal container used a metal clamp mechanism

69



to improve the seal. A smaller Kilner clip-top glass jar was used to store magnesium in the

laboratory.

There were two samples used. For both samples, the capacity recovered by the fourth cycle.

The general cycling procedure was as follows - morning (8-9am), dehydrogenation at respective

condition, 9am-1pm hydrogenation at respective condition. Dehydrogenation (1pm-2pm), then

hydrogenation (2-6pm). Sometimes, a single dehydrogenation and hydrogenation cycle was per-

formed in one day, if time could not allow two. The pressure was dropped to +0.5 bar above the

plateau at the respective temperature before leaving the apparatus overnight. The aim was to

maintain the sample in the hydrogenated state overnight, and minimise the time the sample is in

the metal state at temperature. This was to minimise sintering. The sample history is shown in

table 3.1.

Table 3.1: Magnesium activation and cycling sample history (in chronological order) for 0.2g sample
4 (S004) and 0.2g sample 5 (S005) Sievert’s experiments. PCI = pressure composition isotherm.

Hydrogenation Dehydrogenation
T (°C) P (bar) Duration Runs T (°C) P (bar) Duration (hours) Extra info.

360 40 2-3 days 4 360 <1 bar To completion Activation S004
360 16 4 h 3 360 <1 bar 1.4 h Kinetics S004
360 25 4 h 3 360 <1 bar 1.2 h Kinetics S004
360 32 4 h 3 360 <1 bar 1 h Kinetics S004
360 40 4 h 3 360 <1 bar 1 h Kinetics S004
330 8 4 h 3 360 <1 bar (Not recorded) Kinetics S004
330 12 4 h 3 360 <1 bar (Not recorded) Kinetics S004
330 16 4 h 3 360 <1 bar (Not recorded) Kinetics S004
330 20 4 h 3 360 <1 bar (Not recorded) Kinetics S004
360 - 2 weeks 1 360 <1 bar 0.8 h PCI S004
380 - 2 weeks 1 380 <1 bar 0.3 h PCI S004

30
360 40 2-3 days 4 360 <1 bar To completion Activation S005
345 11 4 h 3 360 <1 bar (Not recorded) Kinetics S005
380 24 4 h 3 380 <1 bar 0.4 h Kinetics S005
400 36 4 h 3 400 <1 bar 0.2 h Kinetics S005

13

3.1.2 Experimental issues

The Sievert’s apparatus used a single pressure transducer with a range from 0 - 150 bar. Although

this is suitable for the hydrogenation experiments, it creates a larger error for the dehydrogenation
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experiments. The original intention was to only measure hydrogenation, therefore there was a

single Druck transducer, with a range from 0 - 150 bar. Thus, the measurements between 0 - 1 bar

were not as accurate than if an additional low range sensor was used. Further, the Sievert’s used

did not have extra volume for dehydrogenation within the temperature controlled box, thus, some

external tubing was used instead, and that the transducer required re-calibration. Manual linear

re-calibration was performed to amend the pressure at 0 (it was known that the transducer still

exhibited a linear profile). Figure 3.1 shows this. As such, the starting pressure for dehydrogenation

is denoted as < 1 bar. Calculated from the transducer’s error, measurements < 1 bar can be up

to ±0.1 bar. The pressure measurements range during dehydrogenation was ≈ 0.5− 2.5 bar.
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Figure 3.1: Experimental data for dehydrogenation at 360°C < 1 bar from a 360°C 25 bar hydro-
genation.

3.1.3 Extra Sievert’s information

For Sievert’s experiments in chapters 4 and 5, high purity hydrogen (99.9999%) was used. The

bulk density was 1000 kg m−3, thus giving an assumed porosity of (1 - 1000/1740) ≈ 0.4 (1740 kg

m−3 is the density of pure magnesium).

Kinetic runs were at several constant initial temperatures and at varying over-pressures. The

over-pressure is a measure of how far the system is from equilibrium at a given temperature. The

over-pressure is detailed further in section 4.1.1. It is assumed that when the over-pressure = 0,
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it is at equilibrium, when the over-pressure is ≤ 1, it is close to equilibrium, and when >1, the

system is at far from equilibrium. The sample temperature was measured with a thermocouple in

the sample.

The sample holder has a thick steel wall designed to act as a large thermal mass, dissipating

heat through the steel domain, and minimise surrounding temperature fluctuations. The holder

was made from stainless steel 316.

A thermocouple was placed 15mm from the edge of the inner wall (where sample is place, see

figure 3.2) and the temperature was monitored throughout. It was observed to remain relatively

steady at the set point. Thus, it was assumed that everywhere at 15mm from the edge of the

sample was at this set point. This enabled a suitable boundary condition of constant temperature.

Figure 3.2 illustrates this. The hydrogen enters and exits through the centre of the holder, whereby

the height of the sample was calculated from the sample mass, density, and radius of the drilled

hole.

2D axisymmetric

Constant temperature 
boundary condition

H2 domain

Sample domain

Steel domain

Thermocouple

L1

L2

15mm

15mm

Figure 3.2: (a) 2D axi-symmetric geometry (yellow zone). Simplified to optimise simulation. (b)
Schematic of sample holder: material used 316ss, measurements in mm. See figure A.7 for mesh.
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3.1.3.1 Sample dimensions

The domain height was calculated by assuming the sample volume to be the sum of a cylinder

and a cone. The conical end height (L2) was assumed to be 20% of the main cylinder height (L1)

(see figure 3.2). The mass of sample was 0.2g, and assuming the metal hydride reaches maximum

capacity (e.g. 7.66wt%), the mass of hydrogen at t = t∗ (t∗ = completion time) is mt∗

H2
,

mt∗

H2
=
wtmmMg

1− wtm
(3.1)

where wtm = maximum weight percent of sample and mMg = mass of magnesium/sample.

Time Status Mass Density Volume
At t = 0 100% magnesium 0.2 g 1740 kg/m3 [13] 0.1145 cm3

At t = t* 100% magnesium hydride 0.2166 g 1450 kg/m3 [58] 0.1494 cm3

To model this problem, the sample domain must increase with time. This would increase

computation complexity, as the sample would need re-meshing after each time step. Also, the

kinetics have assumed no volume expansion. As such, it was necessary to work with an average

porous matrix density (ρp) and thus a pseudo value for L1 and L2, equating to an effective sample

domain volume (Vde). Taking a simple average density of Mg and MgH2 gives a ρp = 1590 kg/m3.

Vde is calculated by considering the maximum uptake of hydrogen,

Vde =
mMg +mt∗

H2
xm

ρp(1− εb)
(3.2)

where εb is the bed porosity and xm is the volume averaged maximum hydride fraction. This is

the hydride fraction determined from experimental data.
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3.2 Large lab-scale reactor

The aim of a metal hydride thermo-chemical energy store (TCES) is un-conventional. A metal

hydride TCES requires equal importance of the utility and reactor section, where the "product" is

the conditions of the heat transfer fluid supplied by the duty of the chemical reaction. This section

looks at the commissioning and operation of a metal hydride TCES, detailing the experimental

and assembling procedure. The purpose of this reactor is to test the models developed for the

small 0.2g sample, and apply them to a larger 154g sample, in a more realistic setting using a heat

transfer fluid.

3.2.1 Reactor design

A metal hydride TCES was in development at the University of Nottingham, prior to the start of

this PhD. The reactor was based on a double pipe heat exchanger, but with a variation whereby

the hot oil spirals around the reactor bed (helical flow, see figure 3.4). The outer flow was made

with a copper wire wrapped around the inner chamber/cylinder. The second cylinder was then

inserted over the assembly with an interference fit.

The inclusion of the wire/baffles results in the fluid flowing between the wires/baffles as a duct,

increasing the length of time the oil is exposed to the bed in comparison to a conventional double

pipe reactor. A diagram of the reactor is shown in figure 3.3. As a double pipe heat exchanger

is the easiest type of reactor to model, and one of the objectives was to simulate this reaction at

large lab-scale, the decision was made to keep and use this reactor for experiments.
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H2

Hot HTF out

Cold HTF in

Metal/metal hydride bed
Evening operation

Figure 3.3: Illustration of the double pipe heat exchanger incorporating helical flow for the heat
transfer fluid (HTF) (Drawing not to scale). Shown is the evening operation if coupled to a CSP
plant, with the exothermic hydrogenation reaction transferring useful work to the fluid.

Inner chamber 
(powder)

Copper wire

Outer chamber

Helical fluid flow 
between wires

Interference fit

Figure 3.4: Visualisation of the helical fluid flow using copper wire/baffles in the modified double
pipe reactor.
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3.2.2 Process flow diagram

3.2.2.1 Hydrogen

Figure 3.5 shows the overall process for the (de)hydrogenation reaction. This rig utilises flow

control with a continuous flow of hydrogen to supply the hydrogenation reaction and likewise a

continuous removal of hydrogen for dehydrogenation. Explanation of the flow based calculations

for de/hydrogenation are shown in the appendix, section A.2.

The flow is controlled manually by the needle valve (NV1), with two flow recorders (FR) in

parallel. FR1 can measure between 0.5 to 25 nl/min accurately and FR2 can accurately measure

6 to 300 nl/min. For single reactor operation, using only FR1 is required. As flow recorders have

a maximum operating temperature of 60°C, a passive air cooler is added upstream of the flow

recorders when operating in dehydrogenation mode. This passive cooler is simply a serpentine

shaped tube layout.

There are two pressure recorders in this process. One by the entrance of the gas regulators,

and another at the entrance to the reactor vessel. It is necessary to record the pressure as well as

flow readings, as this enables calculation of reaction uptake. It is also useful for the kinetics and

safety. An analogue pressure gauge (PI) is in-between V12 and the reactor, to manually read the

pressure if PR2 fails. A pressure relief valve (PRV) is set to relief at 38 barg. The PRV has a

tolerance of approximately 5% to be within the design pressure of 40 bar.

Surface thermocouples are attached both to the entry pipe of each pressure recorder, labelled

TR1 and TR2. This monitors the fluctuations in room temperature to improve accuracy of the

uptake calculations. TR3 is a triple thermocouple assembly which measures the reactor centre-line

temperature. One sensor is positioned in line with the thermal oil entry (TC1), another in line

with the thermal oil outlet (TC3), and the final sensor positioned in the middle of the reactor

(TC2). This provides the bed temperature profile through the vessel as the reaction progresses.

This helps indicate how the reaction is performing. The buffer tank is added in order to minimise

pressure fluctuations when operating in hydrogenation mode. A flashback arrestor is included to

prevent the reverse flow of air into the system.
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Figure 3.5: Process flow diagram of the gas fluid (hydrogen and helium) side. The DAQ (data
acquisition) device records the pressure (PR), temperature (TR) and flow (FR) at the specified
locations. PI is a pressure gauge. Valve (V) positions are closed/open depending on the mode of
operation, with the needle valve (NV) providing additional flow control.

3.2.2.2 Hot oil

Figure 3.6 shows the thermal oil circuit. A flow indicator gives a manual reading of the flow through

the hot oil circuit. Closing the bypass valve enables more flow through the reactor section. The

meter is calibrated for Marlotherm SH at 330°C. TR4 monitors the thermal oil inlet temperature at

the pipe surface and TR5 monitors the thermal oil outlet at the pipe surface. Two isolating valves

enable the heater and reactor to be separated. The heater is a commercial heater by Tool Temp

(TT-390) designed for use with Marlotherm SH up to 360°C, where there is automatic temperature

control with a heating capacity of 16 to 24kW and an indirect cooling capacity of up to 90kW at

360°C. This model contains a pump with a seal-less magnetic drive. Marlotherm SH is a thermal

oil sold by Global Heat Transfer (ght). The component is dibenzyltoluene with a temperature

range from 250 - 350°C. The properties of the fluid are shown in the appendix A.4.
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DAQ

Tool Temp
TT-390 A
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Drain

Reactor

Hydrogen
transfer

Bypass
loop

Figure 3.6: Thermal oil layout. Shown are the temperature recorders TR3, TR4 and TR5. They are
the triple thermocouple assembly, heat transfer fluid (HTF) entry and exit respectively. The crosses
indicate the approximate position within the reactor centreline. FI is a flow indicator, calibrated
using Marlotherm SH at 330°C. The bypass loop controls the amount of fluid entering the reactor
section. DAQ = Data acquisition software (National Instruments, CompactDAQ chassis)

3.2.3 Loading the reactor

The inside cylinder fill dimensions were 24.3 mm by 462.8 mm. This gave a total internal volume

of 215 cm3. There were 39 expanded natural graphite (ENG) fins/discs each with a depth of 0.12

cm with a radius of 1.215 cm inserted into the powder section. As the ENG fins exhibit a very high

radial thermal conductivity, they aid in reducing the bed thermal resistance. This gave a total fin

volume of 21.7 cm3 and thus a fill volume of 193 cm3.

Using a fully filled reactor of packing density 1 g cm−3 (supplied on the SFM Atoultra 200

spherical inert gas atomised Mg powder datasheet), gave a mass of 193 g. Allowing for 20%

volume expansion gave 154 g. This amount was used to fill the reactor. Thus, the end bulk density

was 154/193 = 0.8 g cm−3.

The procedure to fill the reactor became more complicated as it was decided to retrofit the
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reactor with a thermocouple arrangement so the inside reactor profile could be measured. Figure

3.7 shows the arrangement of the thermocouple fitting. The filling assembly procedure was as

follows:

ENG fins

Gasket

Hydrogen line

Triple thermocouple
arrangement

Spectite fittingTee tube fittingFlange

Figure 3.7: The tube fitting arrangement of the reactor hydrogen outlet. The spectite MF fitting
was a triple hole PTFE fitting. The spectite fitting required a NPT to compression fitting adapter,
and all other connections were compression fittings. The compression fitting to the flange was
welded by the reactor manufacturer. This assembly is attached to reactor flange on the right
shown in figure 3.8.

1. Graphite ENG fins were cut to size using a knife and a mudguard washer was used as a

template. Each fin was checked to have a tight fitting to the cylinder wall. The centre point

was marked and a 2 mm hole hand drilled. A circular file was then used to remove excess

flakes resulting in a clean 2 mm diameter hole.

2. A tube fitting arrangement was assembled as per figure 3.7. The gasket and ENG fins were

inserted over the thermocouples. The length of the thermocouples were adjusted to give the

positions shown in figure 3.8. Three mineral insulated type K with pot seal thermocouples

were used of diameter 1.5 mm and length of 1m, 0.75m and 0.5m each. The 1m sensor was

the furthest from the hydrogen entry/exit flange and 0.5m sensor was closest to the flange.

From the outlet of the spectite fitting, there was clearance of ≈ 30 cm before the pot seal

and start of the plastic sheaved wiring. This resulted in approximately 30 cm between hot

sections and electrically components. Due to the low specific heat capacity of air, the air

79



temperature around the electrical components was < 35°C.

3. An individual batch of magnesium was poured into the reactor. A fin was then inserted down

the reactor, using the depth gauge. The depth gauge was a special made metal assembly,

with the diagram shown in the appendix (A.13). A new batch of magnesium was poured in

and another fin was inserted down the reactor. This cycle was repeated until full. There was

20 mm between each fin in a thermocouple region, and 10 mm gap everywhere else as shown

in figure 3.8. The reactor was filled in a vertical position and then positioned horizontally.

A hammer with a plastic end was hit at the points along the reactor to promote distribution

in each respective section.

4. Once full, a ENG fin was added on top and then tightly packed with quartz wool. The wool

was used to stop powder escaping into the pipework when under dehydrogenating conditions.

For details on connection assembly on reactors, flanges and fittings, see section A.6.

TC1 (left) TC2 (centre)

TC3 (right)

225 mm

450 mm

24.3 mm

10 mm between ENG fins

10 mm between ENG fins

20 mm 20 mm20 mm

(a)

(b)

Figure 3.8: (a) Reactor and approximate location of thermocouples (TC). (b) Reactor diagram
showing location of thermocouples and distance between each expanded natural graphite (ENG)
fin.
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3.2.4 Volume calibration

The method was to couple the reactor to an existing Sievert’s of known manifold volume. At

room temperature this filled reactor volume was then calculated. From knowing this volume, other

volume segments were either calculated by P1V1 = P2V2 when attached to the large lab-scale

hydrogen circuit, or by filling the RED segment with a fixed pressure and emptying it into another

section (such as BLUE). The different segments are shown in figure 3.9. The effective reactor

volume at temperature was calibrated when attached to the large lab-scale hydrogen circuit, rather

than the Sievert’s apparatus. All other segments are assumed to be at room temperature.
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Figure 3.9: Process flow diagram (PFD) including the respective sections. The DAQ (data acquisi-
tion) device records the pressure (PR), temperature (TR) and flow (FR) at the specified locations.
PI is a pressure gauge. Valve (V) positions are closed/open depending on the mode of operation,
with the needle valve (NV) providing additional flow control.
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3.2.5 Activation

For activation, the reactor was surrounded with heating tape. Heating tape was used for activation

for the following reasons:

• I had past experience in using electrical heating for magnesium reactors and was comfortable

using it.

• Originally, a large oven was purchased that could fit the reactors so they could be activated.

However, once activated this meant disconnecting the reactor to air before reconnecting to

the position for the hot oil circuit. It was decided to try and avoid this exposure to air.

• Although the hot oil circuit could have been used to activate the sample, there were troubles

getting it assembled, therefore activation with tried and tested electrical tape was used to

progress experiments.

An additional heating rope was wrapped around the flange as it was acting as a heat sink.

For sufficient activation, a uniform temperature distribution was desirable. To test for a uniform

distribution, the empty reactor was filled with sand before filling with magnesium, where the

results are detailed in chapter 6. The setup was then replicated during magnesium activation. The

activation operating procedures for hydrogenation and dehydrogenation are shown in figures 3.10

and 3.11 respectively. The heating tape was controlled using a proportional, integral, derivative

(PID) Watlow EZ-zone controller, with the sensor between the tape and the outer reactor wall.

The set-point (SP) of the tape and rope were set such that the average of the temperature readings

inside of the reactor (TR3) were at 380°C (SP-tape = 387°C SP-rope = 390°C).

For hydrogenation, the initial reactor temperature and pressure was 380°C and 24 bar respec-

tively. Initially, the reactor section was evacuated (isolated at V12) and the hydrogen manifold

was set at 24 bar. V12 was opened to start hydrogenation and when the flow rate < 1 nL/min,

the reaction was considered finished. For dehydrogenation, the conditions were 380°C and an op-

erating pressure ≈ 1 bar. Initially, V12 was shut and the hydrogen manifold evacuated. V12 was

then opened to start dehydrogenation and the vent line was opened sufficiently to hold a constant

pressure. Once the mass flow dropped to around 0.8 nL/min, the vacuum pump was opened.
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Figure 3.10: General operating procedure when activating reactor for hydrogenation. Valves in
the closed position are filled black.
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Figure 3.11: General operating procedure when activating reactor for de-hydrogenation. Valves in
the closed position are filled black.
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3.2.6 Preparing hot oil circuit

When the hot oil loop was operated for the first time or when the flow rate needed resetting,

the bypass loop control valve was fully opened (figure 3.6). Then manual adjusting of the bypass

control valve enabled the desired flow rate when at temperature. As the HTF viscosity changes

with temperature, constant adjusting of the control valve is required during startup and shutdown.

When transitioning from the heating tape to the hot oil circuit, the reactor was cooled to room

temperature before removing the tape.

3.2.7 Experiments with Marlotherm SH

The operating procedure using Marlotherm SH for hydrogenation was the same for activation,

except V3 was used as the isolation valve instead of V12. This was because a metal frame was

erected around the rig for safety reasons, and V12 was positioned close to the thermal oil circuit. For

dehydrogenation, as the reaction rate was slow and the pressure difference required maximising, the

reactor was open to the vacuum pump for the duration of the reaction. The operating temperatures

for hydrogenation were 302°C and 9 -14 barg and 302°C and -0.65 barg for dehydrogenation. The

thermal oil flow rate was 6 nL/min. More information on this (and the influence of COVID-

19 on experiments) is described in section 6.2.3 in chapter 6. The total reaction time for both

reactions was fit around open laboratory times. As such, a hydrogenation was performed in the

mid afternoon (1-3 hours reaction time), and a dehydrogenation was started at 5pm the same day,

so that it finished around lunchtime the next day (25-30 hours reaction time). This was to avoid a

scenario where the reactor would be in the metal state for long periods. Once heated to operating

temperature, the thermal oil circuit was kept at temperature until experiments were completed.
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3.3 COMSOL: Multi-physics software

COMSOL is a commercial software package that uses the finite element method to solve differential

equations. COMSOL was used for modelling the chemical reactions in chapters 4, 5 and 6. In the

appendix (A.3), the general physics interfaces in COMSOL are covered in relation to the kinetics

of metal hydrides from a graphical user interface perspective, the basics around the finite element

method, and parameters, variables and mesh used for simulations (figure A.7 and A.6). In this

section the equations used to model metal hydride kinetics in a Sievert’s apparatus (0.2g) and for

the large lab-scale reactor (154g) are discussed.

3.3.1 Sievert’s model

3.3.1.1 Governing equations

The mass balance is expressed in concentration form. The volume chosen is up to the user (and

geometry), common volumes are reactor volume, void volume or a unit volume. As it is assumed

that the time taken for the H2 molecule to the get from the entrance of the reactor to the reac-

tant surface is much faster than the hydride reaction, the external diffusion effects are neglected.

Therefore, the equation reduces to,

−∂CA
∂t

= rA (3.3)

where CA and rA are the concentration and reaction rate of component A respectively. The

Arrhenius equation calculates the effective specific rate constant ke, using effective activation energy

Ee and effective pre-exponential factor Ae, which accounts for the average reactive surface area

(RSA).

ke = Aeexp

(
− Ee
RT

)

Due to the non-isothermal nature of the reaction, an energy balance is included. Conductive heat

flux was expected to dominate, thus convective heat flux of hydrogen was neglected,

(ρcp)e
∂T

∂t
+∇ · (−λe∇T ) = −r∆RH (3.4)
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where ρ = density, cp = specific heat capacity, λ = thermal conductivity, ∆RH = heat of reaction,

and subscript e = effective. Equation 3.4 also assumes that there is a local thermal equilibrium,

where the temperature of the fluid and solid are the same. Nasrallah et al. experimentally validated

this assumption for a LaNi5 system [37]. It is assumed that the local thermal equilibrum assumption

is also valid for a magnesium hydride system.

3.3.1.2 Hydrogen gas properties

The specific heat capacity of H2 and thermal conductivity of H2, were governed by an empirical

equation which was a f(T, P ), using data from NIST database at the system pressure ranges [42].

λH2
(T [K], P [bar]) = 4.805E−4T + 3.983E−2 + 4.344E−5P (3.5)

Uncertainty = ±2.698× 10−5 @ 1 bar, ±8.347× 10−5 @ 50 bar

cpH2
(T [K], P [bar]) = 1.599E−6T − 1.429E−3 + 5.231E−4P + 14.83 (3.6)

Uncertainty = ±5.231× 10−4 @ 1 bar, ±2.926× 10−3 @ 50 bar

The thermal conductivity and specific heat capacity of the porous matrix (λp & cpp respectively)

were assumed to be a constant. cpp = 1545 J kg1 K1 [52, 1].

3.3.1.3 Effective thermal conductivity

In the simulations, the porous matrix thermal conductivity (λp) was selected as an input parameter

to reach the desired value of λe. To determine the effective thermal conductivity, data provided by

Albert et al. was extrapolated [3]. This data was for magnesium in a hydrogen atmosphere from

1-25 bar and 25, 100, 200 and 300°C. λe was found to be a function of pressure and temperature

with a logarithmic type trend (fast initially, slow increase then on after). λe was also a function

of the cycle number (no. 10/11 to 28/27 respectively), increasing 50% both for dehydrogenation

and hydrogenation, attributed to cycling causing densification (hydrogenation) and powder re-
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arrangement (dehydrogenation), thus enhancing heat transfer paths [3]. Additionally, magnesium

sintering may occur, also improving heat transfer [3, 97]. In addition, a dehydrogenated state

hydride (i.e. metal) exhibits a higher effective thermal conductivity than hydrogenation at a given

temperature and pressure. This was explained through increased electron transport in metallic

particles [91]. At 410°C and 25 bar, hydrogenated state λe was measured as 1.1 W m−1 K−1 and

dehydrogenated magnesium hydride 1.80 W m−1 K−1 after 18 cycles [3].

Extrapolation was difficult as the jump from 25 to 100 was large, but the 100-200 jump was

smaller than 200-300°C. Equation 3.7 was generated digitising the data from [3], resulting in a

residual sum of squares of 0.005. The results are shown in figure 3.12

0.0547 ln(P ) + 0.216 + 0.0757 ln(T ) + 0.000173 (3.7)
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Figure 3.12: Equation 3.7 applied to experimental data from [3].

Using equation 3.7, for 330°C at 8-20 bar λe = 0.84-0.89 W m−1 K−1, 360°C at 16-40 bar λe

= 0.88-0.93 W m−1 K−1, 380°C at 24 bar 0.91 W m−1 K−1, and at 400°C at 32 bar 0.92 W m−1

K−1. It was found that a change from 0.8-0.9 W m−1 K−1 resulted in little change to the reaction

profile when compared to experimental data. This is expanded upon in section 4.5.6. Accordingly,

a constant λe of 0.9 W m−1 K−1 was used for all hydrogenation simulations.

87



For dehydrogenation experiments, accurate λe values have less significance, as other parame-

ters within the model that are regressed) (such as fragmentation and initial value of CH·M - see

section 5.3) offer similar changes to the reaction rate. The effective thermal conductivity in dehy-

drogenation simulations was λe = 1.5 W m−1 K−1, which was calculated from a λp = 2 W m−1

K−1.

3.3.2 Large lab-scale reactor simulation: activation

This section looks at how COMSOL was used to model the large lab-scale reactor. The large lab-

scale reactor simulations used the same mass and energy balance as the Sievert’s models (section

3.3.1.1) within the reaction domain (i.e. the metal/metal hydride). The differences came from

the geometry and boundary conditions. Figure 3.13 shows the 2D-axisymmetric reactor geometry,

which attempted to represent the dimensions and layout of the actual reactor, with the mesh shown

in figure A.6.

Lateral fins 
(Expanded 
natural graphite)

Wire pitch 
(copper)

Chamber wall 
(steel)

Jacket wall 
(steel)

Reactant

Constant 
T = 380°C

Information Value

Mass of metal 154g

Reference H2 content 7.66 wt%

Reference moles H 12.67 mol

Total Internal V 215 cm3

Fin number 39

Wire pitch 6 or 39

Total fin volume 21.7 cm3

Fill volume 193 cm3

Bulk density 0.8 g/cm3

Bed porosity 0.54

xm (No PBD) [6] 0.915

xm (PBD) [6] 0.955

xm (No PBD) [39] 0.915

xm (PBD) [39] 0.955

Air

(a) (b)

Figure 3.13: (a) COMSOL geometry of large lab-scale reactor during activation. Top of reactor
shown only. Chamber ID = 24.3mm (1"NB), ENG fin depth = 1.2mm, chamber wall = 4.55mm,
air/wire = 2.35 mm, jacket wall = 5.08 mm & length = 463 mm. (b) Data for this setup. ENG
fins: λe = 190 W m−1 K−1, ρ = 1 kg m−3, cp = 900 J kg−1 K −1, xm = maximum hydride fraction
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Figure 3.13 shows the reaction domains sandwiched in-between lateral fins. This is followed

by the chamber wall, then the section which would have HTF following through during hot oil

operation (but stagnant air during activation using heating tape) and finally the outer/jacket wall,

to where a constant temperature condition of 380°C was applied. There were two scenarios for

each model tested, where the wire pitch was modified. The wire pitch was chosen as the air gap

provides significant thermal resistance, thus changing the number of contact crossings (wire) can

easily alter the thermal resistance, where the first scenario was a wire pitch of 39 (as per engineering

drawing) and in the second scenario, 6. The change in wire pitch is an unrefined representation of

the systems thermal resistance. As the site availability depends on the heat transfer rate, thermal

resistance is essentially a variable. Modelling thermal resistance is challenging in this setup due to

the following reasons:

• The reactor wire pitch in practice is a helical spiral. As its not possible to revolve a spiral in 2D

axi-symmetry, a torus was used instead. Thus, the 39 wire pitch is not a true representation.

Further, the wire was wrapped around the inner chamber wall, and then the outer cylinder

was slot over in an interference fit, thus there was not perfect contact.

• A constant boundary temperature is assumed, but in reality this is hard to achieve using

heating tape. The measured boundary temperatures at the "tape" and "rope" could not be

used as they had to be higher to counter the heat losses. The boundary PID controller was

set so that the reactor centre-line started on average at 380°C.

• The tape was not long enough to completely wrap around the reactor without leaving non-

directly heated areas. Therefore, parts of the wall were cooler than parts in direct contact

with the heater. A 3D simulation was generated, but due to a spiral shape and asymmetric

distribution, symmetry was not possible, and this was abandoned as the simulation would

be computationally expensive.

• The reactor heat losses were uneven. For instance, the flange acted as a heat sink, which was

countered by the rope heater, and at the other end of the reactor, loose insulation was used.

In comparison to the model, the ends of the reactor assumed an adiabatic boundary.

• The simulation assumes perfect thermal contact between the fins, wall and reactant material.
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In reality, this is not a true representation as a certain amount of powder was inserted

incrementally, followed by a fin, allowing expansion head-space. Then, it was positioned

horizontally. Thus, there would have been a volume with a larger void space than other

regions, and so this would have resulted in variations in thermal contact.

Therefore, the wire pitch was a regression parameter, whereby it was altered as an "effective"

thermal resistance parameter, taking into account the issues described above.

3.3.3 Large lab-scale reactor simulation: hot oil

For the simulations that used thermal oil, the geometry and boundary conditions were modified to

factor the different scenario. Figure 3.14 shows the geometry used for the large lab-scale reactor.

For these simulations the heat transfer effect of the fluid was modelled using the overall heat

transfer coefficient (U).

ENG fins (39)

Dirchlet
boundary 
condition (Tin)

Heat flux 
boundary 
condition

Powder 
reactant

Powder reactant

Copper wire

Spiral helical flow

Inner boundary 
of outer wall

Inner reactor wall

(b)(a)

Figure 3.14: (a) 2D-axisymmetric geometry used for the 154g reactor. (b) Illustration of helical
flow in an annulus, reactor.
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3.3.3.1 Overall heat transfer coefficient

The method used to the model the heat transfer fluid (HTF) was through adding thermal resis-

tances in series. Figure 3.15 shows this for a metal hydrogenation reaction. The resistance of the

reactor bed is dominated by conduction, i.e. the bed effective thermal conductivity. At the edge of

the bed, thermal contact between the powder and solid wall adds further resistance, as the contact

is not perfect. Further, the wall adds resistance, as does the fouling layer of the HTF, liquid film

and finally the inverse of the convective heat transfer coefficient at the tube outer wall.

Figure 3.15: Idealised diagram of the heat transfer resistances during the metal hydrogenation
reaction. It is assumed the other profiles are linear. The fluid bulk temperature is also considered
to be constant at that point in-line (i.e. z and y direction) but changing in the x direction. The
gradients are not representative, but are shown to display the differences between layers.

This can be summarised in terms of the overall heat transfer coefficient (U) as,

1

U
=

1

ho
+ fo +

Lw
λ

+
1

htc
+

1

hb
(3.8)

where the contact areas are equal, and ho = outer heat transfer coefficient, f0 = outer fouling

factor, Lw = tube wall thickness, λ = tube material thermal conductivity, 1/htc = Arbitrary

parameter to denote thermal contact resistance and 1/hb = Arbitrary parameter for the reactor

91



bed resistance. The heat load (Q) is,

Q = UAHT (∆T ) (3.9)

where AHT is the heat transfer area. A Dirchlet boundary condition is placed on a corner point

(inlet temperature) and a "heat flux" boundary interface is used. An energy balance is applied on

the boundary using equation 3.10,

∂Tc
∂t

+ cpcṁc · ∇Tc = 2πRI h(T − Tc) (3.10)

where Tc = coolant temperature (K), RI the internal radius (m), ṁc = coolant flow rate (kg s−1),

cpc = coolant specific heat capacity (J kg−1 K−1), h = convective heat transfer coefficient (W m−2

K−1), and at the "heat flux" boundary, there is an inward heat flux of −h(T − Tc).

3.3.3.2 Helical flow in an annulus

Ideally, an experimental correlation should be used to determine the convective heat transfer

coefficient (h). In this case, an experimental correlation for h was not found and therefore, a

numerically investigated correlation was used instead. Maakoul et al. first tested their simulation

on a double pipe heat exchanger [22]. They used the following double pipe correlation from

Petukhov,

Nu = 0.023Re0.8 Pr
1
3 (3.11)

where Nu = Nusselt number, Re = Reynolds number and Pr = Prandtl number. Maakoul et al.

then developed the following correlation for helical flow down an annulus with a Reynolds number

5982 ≤ Re ≤ 71785 and baffle spacing 0.025 m ≤ B ≤ 0.1 m [22],

NuPr
1
3 = 0.04572Re0.6098(1 +B)7.565 (3.12)
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Both equation 3.11 and 3.12 number use the hydraulic diameter. Between these ranges, a decrease

in baffle spacing and rise in Reynolds number (velocity) results in a higher heat transfer coefficient

relative to a standard double pipe arrangement. This increase in heat transfer comes at a cost of

increased pressure drop.

Maakoul noted the cross-sectional area as Acs = 0.5B(do − di) and Re = (ρudo)/µ, where B =

baffle spacing (width), do − di = annulus gap. However, here there is disagreement as the flow

cross-sectional area can be estimated as a rectangular duct as shown in figure 3.14c and 3.16,

therefore, Acs = B(do − di). Further, the hydraulic diameter (dH) is assumed to be a fully filled

rectangular duct,

dH =
4Acs

wetted perimeter
=

2B(do − di)
do − di +B

(3.13)

with the Reynolds number as Re = (ρ u dH)/µ. Using these equations, figure 3.17 outlines an

example calculation for finding the convective heat transfer coefficient for helical flow in an annulus

based on the reactor "as built" dimensions as shown in figure 3.16.

Jacket shell

4.55 mm

5.08 mm

2.35 mm

17.65 mm

Flow assumed fully filled 
rectangular duct:
2.35 x 17.65 mm

Length = 460 mm: 23 pitches @ 20 mm

24.3 mm

20 mm

Chamber shell

Info. Chamber shell
1” NB Sch 80S

Jacket shell
1 ½” NB Sch 80S

OD 33.4 mm 48.26 mm

Wall thickness 4.55 mm 5.08 mm

Reactor baffle 13 BWG = 
2.413 mm – tack welded at 
ends.
Interference fit: 
(48.26 - 33.4 - 5.08 - 5.08) / 
2 = 2.35 mm

Figure 3.16: Diagram outlining the dimensions of the fully filled rectangular duct. Dimensions
taken from the reactor schematic. Nominal bore (NB) dimensions taken from [23]. BWG =
Birmingham wire gauge, OD = outer diameter.
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OD of inner tube do 33.4mm Marlotherm @ 330°C
ID of outer tube di 38.1mm ρ 844kg/m3
Cross section Height 2.35mm ν 0.45mm2/s
Cross section Length 17.65mm cp 2590J/kg/K
Cross section area Acr 41.48mm^2 μ 0.00038Pa s
Hydraulic Diameter dH 4.15mm λ 0.094W/m/K

Flow 6L/min
Mean velocity u 2.411m/s 84g/s
Reynold number Re 22222 m 0.084kg/s

Prandtl number Pr 10

Helical flow through an annulus
NuPr^(-1/3)=a*Re^b*(1+B/L)^c
Length of bed (rounded) L 460mm
Baffle spacing (wire pitch) B 20mm

Constant 1 a 0.04572
Constant 2 b 0.6098
Constant 3 c 7.565

NuPr^(-1/3) 24
Nusselt number Nu 52
Convective heat transfer coefficient h 1178W/m2/K

Figure 3.17: Calculation of the heat transfer coefficient using the Maakoul et al. correlation.
Marlotherm data taken from the datasheet and dimensions from the schematic.

The cross sectional area (Acs) of the duct for the 154g reactor was outside the range tested by

Maakoul et al. In figure 3.18a, values of h based on Maakoul’s tested range and our Marlotherm SH

conditions were between 777-1039 W m−1 K−1. Applying L = 460mm and altering baffle length for

similar Acs gave similar h values. For comparison, both cases are above the Petukhov correlation,

at h ≈ 750 W m−1 K−1. As the 154g reactor is close to Maakoul’s tested range it was decided to

use this correlation. However, as it was not experimentally validated, there is little bonus covering

extra detail of fouling, thermal contact and the Marlotherm SH film, thus a rounded convective

heat transfer coefficient h = 1000 W m−1 K−1 was used.
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Figure 3.18: (a) Maakoul correlation based on their range tested (units L, B = mm, A = mm2) (b)
Maakoul correlation at 154g reactor length and varying baffle lengths. Both compared to Petukhov
correlation.
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Chapter 4

Hydrogenation kinetics

4.1 Experimental hydrogenation data

Magnesium hydrogenation experimental data was gathered on a manual Sievert’s for a 0.2 g sample

at varying initial gas pressures and temperatures. The results are shown in figure 4.1. One

can see that the initial reaction rate increases with temperature (figure 4.1d). At 330°C and

360°C, an increase in gas pressure results in a faster initial reaction rate, but then decreases into a

linear trend at high hydride fractions. This linear trend is more profound at higher temperatures

(380°C and 400°C) as shown in figure 4.1c. Not only is there a noticeable change in the uptake

profile/curve as the pressure increases at a given temperature, but there is also a reduction in

capacity. Hydrogenation capacity tends to reduce as the temperature decreases, however the

capacity at 380°C is lower than at 400°C at one over-pressure (σ0.5), see equation 4.1.
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4.1.1 Over-pressure

When a hydrogenation kinetic experiment is carried out, a degree of over-pressure is applied to help

drive the reaction. The greater the gas pressure, the further the system is from the equilibrium

pressure. When gathering the experimental data, the over-pressure (σ0.5) was defined as,

σ0.5 =
P (initial)− P (eq @ θ = 0.5)

P (eq @ θ = 0.5)
(4.1)

As stated above, a rise in the over-pressure causes a kinetic change, where this change is also

influenced by the temperature. In this thesis, this kinetic change, is split into two sections, ‘close

to equilibrium’, and ‘far from equilibrium’. Although the results suggest this kinetic change is

gradual, instead of a sudden transition; to aid structure to this thesis, ‘close to equilibrium’ refers

to conditions when the over-pressure σ0.5 = 1 and initial sample temperatures are between 300-

360°C. ‘Far from equilibrium’ is set as initial sample temperatures at 380°C and above at σ0.5 ≥

1, or 300-360°C at σ0.5 >1.
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Figure 4.1: Hydrogenation of Mg experimental data using a Sievert’s apparatus at varying initial
temperatures and over-pressure. Experiments were performed in triplicates and the standard error
is shown. (Conversion to wt% = x*7.66 for Mg)
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4.2 Analysing previous rate laws

To test the rate laws developed by previous researchers, the magnesium hydrogenation data at

330°C shown in figure 4.1 was applied to the integrated rate laws covered in the chapter 2. A

straight line indicates a good fit. The JMA rate law −ln(1− θ) 1
n is shown in figure 4.2. One can

see that the best rate law is when n = 1 at 8 bar and it does not translate to higher pressures

(4.2a), and the other rate laws at higher values of n are also insufficient (4.2b,c and d).
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Figure 4.2: JMA integrated rate laws using experimental data at initial temperature of 330°C and
varying initial gas pressures.

When the experimental data is applied to the shrinking core/contracting volume and diffusion

limiting rate equations (figure 4.3), the fits are equally unsatisfactory and not linear. The Cater-

Valensi equation [61] is unstable at higher pressures (figure 4.3a), whereas the SC:Diff Controlled

[43] is more robust (figure 4.3d).

The next set of models tested were the models derived by Chou et al. (figure 4.4). The first
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Figure 4.3: Shrinking core/contracting volume and diffusion controlled integrated rate laws using
experimental data at initial temperature of 330°C and varying initial gas pressures

surface-based Chou model is synonymous with the shrinking core/contracting volume y-axis but

the gradient term varies depending on the reacting mechanism (figure 4.4a). The diffusion-based

Chou model is shown for all temperatures tested as this model displayed a reasonable fit at 330°C

(figure 4.4b). The model runs into issues at higher temperatures and over-pressures however (figure

4.4c and d). It is evident that there are two straight line regions, where it can be tempting to draw

two lines and designate the rapid gradient change to a phase change. This thesis argues to avoid

such temptation, as the derived model mathematically states (1− (1− θ)(1/3))2 is plotted on the

y-axis with time (t) on the x-axis, and k or 1/t∗ being the gradient. Therefore, the y-intercept goes

through the origin and inserting a secondary straight line that has a y-intercept > 0 contravenes

the rate law.
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Figure 4.4: Application of the Chou model based on the contracting volume and diffusion mecha-
nisms for all tested experimental conditions.

In summary, it is evident that all the common rate laws used within the metal hydride com-

munity do not sufficiently represent the kinetics of magnesium hydrogenation at 330°C and 360°C.

As such, it was decided to derive a new model, based on the observations and clues provided by

the experimental data.
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4.3 The Site Availability Model (SAM)

4.3.1 Overview

In this section, work within the paper, written by the author of this thesis, "Modelling a kinetic

deviation of the magnesium hydrogenation reaction at conditions close to equilibrium" [1] is re-

capped, and then expanded upon, by developing the Site Availability Model (SAM) through the

use of non-stoichiometric defects to represent metal hydrogenation kinetics far from equilibrium.

4.3.2 General mechanism

The key theme of the SAM model is assuming a surface reaction. The site availability model

builds from the assumptions of the Langmuir adsorption model (covered in [28]), but also in-

cludes a shrinking core approach (covered in Levenspiel [43]). A generic reaction is assumed where

component A binds to component M to create a complex M ·A.

A + M→M ·A

Assuming component A reacts at the metal surface, component A has to transport itself there.

Therefore, the general mechanism for an idealised sphere can be summarised below and illustrated

in figure 4.5.

1. Transport of A to surface

(a) Initial permeation through the porous bed (external diffusion)

(b) Diffusion through product layer (internal diffusion)

2. Dissociation at metal surface (currently ignored)

3. Adsorption reaction to shared complex and depletion of core. Once hydrogen has been

chemisorbed, the hydrogen has high mobility as described by [100] in section 2.1.

Within this shrinking core approach, the particle size does not change, thus R0 is a constant,

whereas Rc is the radius of shrinking metal reactant or reaction front. If step 3 is selected, then this
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Figure 4.5: Proposed general mechanism of hydrogenation kinetics for Magnesium. This is a 2D
cutout section of a sphere. R0 is the radius of the sphere, Rc is the radius of shrinking metal
reactant

is an adsorption reaction, thus the Langmuir adsorption model would be a sensible place to start.

Table 4.1 details how a metal hydrogenation reaction is modified from conventional Langmuir with

the modification of PA with the site availability σs. The concept of site availability is introduced

due to phenomenon regarding hydride reactions, detailed next.

4.3.3 Site de-activation

For H2 hydrogenation to a metal to occur, the gas pressure (Pg) must be greater than the bound

pressure (PB). As the exothermic reaction invokes a rise in temperature, which causes the bound

pressure PB to rise and approach Pg; the driving force is reduced and so must the reaction rate.

Expanding on site theory, if the reaction rate must fall, the rate of a successful collision to

an active site must decrease. Thus, it is assumed that the rise in temperature and subsequently

the reduction in the "pressure driving force", must temporarily de-activate a site, even if that site

is unoccupied/unavailable, to reduce the amount of successful collisions, and therefore reduce the

reaction rate.
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Within SAM, this theory is represented by the ratio of available sites to unavailable sites.

As temperature is linked to the bound pressure, then across each time step, PB indicates the

unavailable sites. At the next time step, the change in (Pg−PB) will be an indication of sites that

have become inactive across that time step. Therefore, the ratio that sites that are available to

ones that are unavailable can be estimated by the site availability, σs. Thus, the "pressure driving

force" can be viewed as a "site availability driving force".

σs ≈
Available sites

Unavailable sites
≈ Pg − PB

PB
(4.2)

As discussed in section 2, different pressure ratios have been applied to metal hydride reactions,

however here an alternative physical meaning is proposed through site theory and probability.

This concept of site availability is a key theme as this concept expands to relate ideas such as H-H

interactions and defects imposed by the inclusion of hydrogen into the metal sub-lattice.

Table 4.1: Comparison between Langmuir (forward rate) [28] and using site availability

Langmuir (forward rate) Site Availability Model (SAM)

The rate of attachment to an active site (M)
is proportional to rate of collisions that
A makes with active sites

Same

An active site is any unoccupied site.
An active site is a site that is unoccupied
and available. (i.e. both unoccupied and available to react)

The collision rate to an active site
is proportional to the pressure over the surface (PA).

The collision rate to an active site
is proportional to the (sorption) site availability (σs).

As A only adsorbs on active sites, it is
proportional to concentration of
active/vacant sites. (Cv)

Same

rA·M = k′′PACv rA·M = k′′σsCv

4.3.4 Isotherm representation

At close to equilibrium conditions i.e. an imposed gas pressure not too far away from the equi-

librium pressure (Peq), the bound pressure (PB) is assumed to be similar to bound equilibrium

pressure determined through PCT measurements. Thus, PB ≈ Peq. To model PB , a semi-empirical

equation has been developed to represent metal hydrogenation which is a function of temperature

102



(T ) and normalised hydride fraction (θ). Starting with a basic sigmoidal function with θ as the

dependent variable,

θ =
1

1 + exp(−y1φ)
(4.3)

For stability, the midpoint must pass through 0, and the vertical axis must start at 0 and end at

1. As such, the normalised hydride fraction suits the vertical axis, while for the horizontal axis, a

dimensionless normalisation term, φ is introduced,

φ =
PB − PN
PN

(4.4)

PN is the normalisation pressure. For a typical PCI, this point would be where θ = 0.5, often this

position is the plateau pressure. Therefore, one can use the van’t Hoff relation to determine the

isotherm pressure at φ = 0.

PN = exp

(
∆RH

RT
− ∆RS

R

)
(4.5)

With ∆RH and ∆RS enthalpy and entropy of reaction respectively, R = universal gas constant and

T = temperature. Thus, this pressure is a normalisation point to which the equilibrium pressure

can be determined at a given normalised hydride fraction and temperature. In effect, when Peq = 0,

φ = −1, and when Peq = 2PN , φ = 1. Rearranging 4.3 and substituting into 4.4 gives:

PB = PN

(
1− 1

y1
ln

(
1− θ
θ

))
(4.6)

On a practical point, note, equation 4.6 will return error values at θ = 0 or at θ = 1, so this needs

to be avoided when modelling. Within a sigmoidal function, increasing y1 will increase the ascent

of the curve (equally resembling a flat plateau) and thus is called the growth parameter. If y1 is

constant, the curve will be symmetrical. To demonstrate the versatility of y1, there are 3 examples

of defining y1 as f(θ); a constant growth rate, an exponential drop, and a bell-shaped curve (figure

4.6).

It is apparent that all phases can be influenced by defining an equation for y1, as a function of

θ. This approach is practical as the equation for y1 can be a single custom polynomial (or a spline

of the respective phases) by regressing to experimental data and therefore, each metal hydride will
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have a custom equation for y1. Equation 4.6 can be modified for a metal hydride system that

exhibits two separate growth phases,

θ =
1

1 + y2exp(−y1φ3)
(4.7)

And if rearranged to make the bound pressure the subject, this gives,

PB = PN

(
1−

[
1

y1
ln

(
1− θ
y2θ

)] 1
3

)
(4.8)

Where ‘y2’ is a constant which can shift the location of the normalisation point. The normalisation

point is recommended to be half of the pressure at θ = 1 (yellow), which is at θ = 0.5, and then

translate the normalisation point by modifying y2 (orange), followed by regressing to experimental

data by customising an equation for y1 (blue).
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Figure 4.6: (a) Growth parameter y1, (i) y1 = 20, (ii) Exponential fall of y1 from 40 to 10, (iii)
Bell curve of y1 from 10 to 40 and back to 10. (b) Subsequent PCI shapes based on eq. 4.6 using
growth parameters in (a). (c) Two growth PCI shapes using eq. 4.8 and varying y1 and y2. (d)
Illustration of y2 based on equation in key.
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4.3.5 Adsorption reaction

If dissociation is ignored, the rate of A forming A ·M is directly proportional to the product of

site availability (σs) and vacant sites (Cv), providing a fluid molecule can overcome the activation

energy. Thus, if step 3 is considered the rate-determining step, the rate of forming A ·M is ("

denotes surface reaction),

r′′A·M = k′′σsCv (4.9)

Units: k′′ = m s−1 & r′′ = mol m−2 s−1. The concentration of vacant sites can be split into the

concentration of available and vacant sites CAv−v, and unavailable and vacant CUn−v. Therefore,

the concentration of total sites (CT ) is

CT = CUn−v + CAv−v + CA·M (4.10)

If CT is also given by CT = Crefxm, where Cref is the reference concentration (taken as 7.66wt%)

and xm is the maximum capacity fraction at operating conditions, then the amount of unavailable

& vacant sites at the end of the reaction would be represented through xm. This means xm is a

regression parameter. Thus, the site balance can be simplified by

CT = CAv−v + CA·M (4.11)

Where concentration of vacant sites Cv = CAv−v. Further incorporating the normalised hydride

fraction θ = CA·M/CT , gives a first order rate equation.

r′′A·M = k′′σsCT (1− θ) (4.12)

If a hydride fraction is introduced x = θxm, then the rate equation can be modified to,

r′′A·M = k′′σsCref (xm − x) (4.13)
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4.3.6 Including resistances

Within this thesis, resistances are expressed as mechanisms that hinder the reaction rate based

on equation 4.12 above. These two mechanisms are denoted as diffusion resistance and surface

resistance.

Therefore, this section includes step 1 of the reaction mechanism (diffusion resistance). How-

ever, as equation 4.12 is based in surface terms, understanding of the reaction surface is also

required (surface resistance). For metal hydrogenation, the available reactive surface area will de-

crease with time. Likewise, a hydride product layer will form, which ‘fresh’ hydrogen would need

to diffuse through before it can react with metal. To attempt to model these resistance effects, a

shrinking core method has been used as discussed in section 2.2.2.4.

The diffusion of hydrogen through the bed (such as Darcy’s law) has been neglected. This is

due to the belief that the time required for hydrogen to diffuse and reach the pellet surface, would

be much faster than the internal diffusion and surface kinetics. A constant bed porosity (εb) has

also been assumed and thus particle sizes do not vary. As the reaction proceeds, a product layer

forms, and thus the reactive surface area decreases.

In this model an important distinction is made compared with Gérard and Ono [30]. Here the

assumption that any dissociation that occurs on the outside metal hydride surface and subsequent

atomic diffusion to the inner metal surface is sufficiently small that it can be neglected. Instead the

expansion of the metal hydride forms surface cracks, grain boundaries and defects in the structure

allowing the permeation of molecular hydrogen direct to the inner metal surface via Knudsen

diffusion as shown in figure 4.7.

Again, assuming a generic reaction whereby A+M
 A ·M, with the resistance effects derived

seperately, the following rate law can be developed. Note that the rate law (equation 4.12) is based

on rate of accumulation of component A within the metal hydride. This rate equation is based on

the rate of disappearance of componentA in the gas (bulk) that takes part in the reaction. For

example, if the pressure went from 20 - 18 bar, this rate law is based on the moles corresponding

to the difference, 2 bar. For the surface reaction resistance,
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Figure 4.7: (a) Visualisation of the shrinking core over time, grey = metal, white = metal hydride
(b) The concentration profile of the gas-phase reactant against the radial position within the
reacting sphere/pellet

Rate of disappearance of A(g) = Kinetics at surface

written as a mole balance,

−dNA
dt

= k′′(CAc
− 0)σs · 4πR2

c (4.14)

CAc is the concentration of component A at the metal surface or shrinking core, NA the moles of A

and Rc is the shrinking core radius. As the rate determining mechanism is assumed at the surface,

an increase in surface area would increase the reaction rate, where a common coarse method is

to represent the specific surface area (SSA) within a ‘velocity’ rate constant of the reaction front

(k′′). This gives an effective rate constant (ke[s
−1] = SSA[m2/m3]× k ′′[m s−1]),

ke = Aeexp

(
Ee
RT

)
(4.15)

However, if what matters does occur at the surface, then the reactant specific surface area

is not a constant and will decrease. In this case, SSA is substituted with the variable, reactive
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surface area, (RSA) instead. As this would further complicate ke, it is further assumed to use

an average value of Ee (effective activation energy) and Ae (effective frequency factor) across the

reaction duration (i.e. a constant). Thus, converting 4.14 into effective volume terms,

−dNA
dt
· RSA

4πR2
c

= k′′ ·RSA · CAcσs = keCAcσs (4.16)

Where RSA is the reactive surface area, and if the pellet is assumed as a sphere this gives,

RSA =
Reactive surface area

volume of porous sphere
=

4πR2
cav

4
3πR

3
0

=
3R2

cav

R3
0

(4.17)

With Rcav
being the average radius of the shrinking core. Upon rearranging,

CAc
= − 1

4πR2
c

RSA

keσs

dNA
dt

(4.18)

For the diffusion resistance,

Rate of disappearance of A(g) = Rate of diffusion to reaction surface (Fick’s law)

The mole balance in terms of A is,

−dNA
dt

= 4πR2JA = 4πR2De
dCA
dR

(4.19)

where JA (mol m−2) is the molar flux of Aand R (m) is the radius to be integrated over regarding

the diffusion resistance. Converted into volume terms of Rc,

−dNA
dt
· RSA

4πR2
= De ·RSA ·

dCA
dR

(4.20)

Applying the pseudo steady-state assumption of the concentration gradient from R0 → Rc and

CAB
to CAc

, noting that the concentration gradient is positive and integrating across the product
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layer yields:

−dNA
dt
· RSA

4π

∫ Rc

R0

1

R2
dR = De ·RSA

∫ CAc

CAB

dCA (4.21)

−dNA
dt
· RSA

4π

[
1

R0
− 1

Rc

]
= De ·RSA(CAc

− CAB
) (4.22)

CAB
is the concentration of A in the bulk. All concentrations are linear and in series and thus the

resistances can be combined (equate 4.18 and 4.22):

−dNA
dt
· RSA

4π

[
1

R0
− 1

Rc

]
=

RSA2

4πR2
Ckeσs

dNA
dt

+RSA · CAB
(4.23)

Rearranging gives:

−rAB
= −dNA

dt
· RSA

4πR2
0

=
CAB

·RSA
R2

0RSA
R2

ckeσs
+ R0

De

(
R0−Rc

Rc

) (4.24)

In words, the rate equation considering resistance effects can be summarised as,

Rate of disappearance of M
based on effective pellet volume

= Driving force
Surface resistance + Diffusion resistance

Thus, the surface resistance = R2
0RSA

R2
ckeσs

and the diffusion resistance = R0

De

(
R0−Rc

Rc

)
. In addition,

the radius of the shrinking core can be defined as,

Fraction of A receding =
V ol. of unreacted core

Total vol. of particle
=

4
3πR

3
c

4
3πR

3
0

=

(
Rc
R0

)3

=
CAB

CA0

(4.25)

Rc = R0

(
CAB

CA0

) 1
3

(4.26)

Equation 4.24 was used as a direct rate equation to be used in COMSOL, with Rc being

calculated with equation 4.26. As these equations are based on the moles of A disappearing from

the bulk, and what is required is the moles of A within the forming hydride, a mole balance is

used such that,

NA·M = NA0 −NAB
(4.27)

where NA0
is the (dummy) moles of the initial bulk A(g), which is also the maximum uptake of
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A(s) within the hydride at the respective conditions. This means that Nv = NAB
and enables

calculation of the normalised hydride fraction θ = NA·M/NT (NT = total moles) and the hydride

fraction x = NA·M/Nref (see figure A.7 for the illustration of this). Note that if using the isotherm

equation 4.6, it will not solve when N0 = NAB
at t = 0, thus an estimated initial value of N1 should

be used just after t = 0.

To model the diffusion through the porous product layer, it is assumed that Knudsen diffusion,

Dk, dominates, and that a pore is assumed to be a straight cylinder of pore radius, RPL. The

Knudsen diffusion is related to the mean speed of the component, u and mean path length, λ =

2RPL, as a molecule collides with the wall more often than another molecule. [82, 77]. This is

given by the following equation,

Dk =
λu

3
=

2

3
RPL

√
8RT

πMA
(4.28)

Where MA is the molecular weight of component A. The effective diffusion coefficient De, where

εPL and τPL are the porosity and tortuosity of the product layer is,

De =
DkεPL
τPL

(4.29)

4.3.7 Including non-stoichiometric defects

To recap from previous sections, Langmuir’s original assumptions of a surface reaction were ex-

panded upon, and the concept of site availability was introduced. The assumption stated that

a site must be unoccupied and available for a reaction to occur. The availability of a site could

be de-activated as the temperature increased and then re-activated as the temperature reduced.

It was assumed that this unavailability was temporary and therefore, the hydrogen capacity of

the sample should not be affected. The use of modelling PB ≈ Peq could potentially reduce the

predicted capacity, but from modelling experimental data at higher over-pressures using equation

4.77, it falls short (figure 4.8d).

Applying theory from the site availability model, to maximise the hydrogenation reaction rate
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the site availability driving force should be maximised. As hydrogenation is exothermic the bound

pressure will rise, reducing the site availability driving force by sites being temporarily turned

off. Thus, it would be desirable to run the reaction isothermally as this would result in a bound

pressure being similar to the equilibrium pressure (figure 4.8a). However, in most cases, it would

be difficult to achieve true isothermal conditions, thus the bound pressure profile resembles figure

4.8b.

In order to further increase the site availability driving force, one might be tempted to then

increase the gas pressure (Pg) in relation to the bound pressure (PB). This ratio was defined

as the system over-pressure. From experimental results shown in figure 4.8d, imposing a system

over-pressure initially results in an increased reaction rate, followed by a noticeably altered mid-

section and finally a reduced capacity, where this effect is profound for magnesium hydrogenation.

The reality is in direct contradiction to the current theory of site availability so far as PB (for a

non-isothermal system) would follow the green dotted line in figure 4.8c, resulting in an incorrect

hydride uptake profile (figure 4.8d). To address the change in uptake profile when there is an

increase in system over-pressure, an expansion to the site availability model (SAM) is proposed

with the inclusion of non-stoichiometric defects. The potential effect of non-stoichiometric defects

is visually shown in figure 4.8, where the defects reduce the site availability driving force and

ultimately reduce the hydrogen capacity.

Firstly, it is assumed the intrinsic point defects are Frenkel defects. At the pure stoichiometric

composition, there are equal hydrogen vacancies and interstitials (i.e. [H′i] = [v·
H ]), while at

reduced hydrogen activity (pressure), hydrogen vacancies dominate and at high hydrogen activity,

hydrogen interstitials dominate. In shorthand notation, a Frenkel defect on the hydrogen sub-

lattice can be written as equation 4.30.

φ
 H′i + v·H (4.30)

Hx
H + vxi +

1

2
H2(g)


 H′i + v·
H +

1

2
H2(g)

(4.31)
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Where the neutral species is denoted φ. For a Frenkel defect, a hydrogen interstitial (H′i) and a

hydrogen vacancy (v·
H) can form, and likewise return to its neutral state. The longer notation

(equation 4.31) includes the hydrogen gas and neutral interstitial and hydrogen sites. The "x"

denotes neutral, whereas the apostrophe is negative (electron) and the dot is positive (hole).

Equation 4.31 can be split into two equations depending on the hydrogen gas conditions thus,

vxi +
1

2
H2(g)

K1


 H′i (4.32)

Hx
H

K2


 v·
H +

1

2
H2(g)

(4.33)

Therefore, under high hydrogen pressure, the equilibrium constant (K1) can be expressed as,

K1 =
[H′i]

[vxi ] P
1
2
eq

(4.34)

with square brackets indicating the concentration of the respective site (normal or interstitial). If

the concentrations were the number of species per mole of hydride then [M] = [H] = 1, then the

concentration is the mole fraction. Further, as the number of vacant interstitials is very large in

comparison to the number of filled interstitials, then [vxi ] ≈ 1. Thus,

K1 = xH′i P
− 1

2
eq (4.35)

Likewise, with reduced pressure conditions, the equilibrium constant is

K2 =
[v·
H ] P

1
2
eq

[Hx
H ]

= xv·H P
1
2
eq (4.36)

For a non-stoichiometric hydride, the deviation from stoichiometry (δ) can be defined as

δ = xH′i − xv·H (4.37)
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One conclusion from this is that when δ = 0, the intrinsic defects in the crystal structure (ID)

correspond to the stoichiometric composition. Following through the same deviation as outlined

by Libowitz in [45], if equations 4.35 and 4.36 are substituted into 4.37,

K1 Peq − δ P
1
2
eq −K2 = 0 (4.38)

And solved via the quadratic formula gives,

P
1
2
eq =

δ ±
√
δ2 + 4K1K2

2K1
(4.39)

At the stoichiometric composition (δ = 0) so,

K1 P
1
2

0 = K2 P
− 1

2
0 ∴ P0 =

K2

K1
(4.40)

Likewise, the intrinsic disorder of a crystal ID is defined as,

ID ≡ xH′i ≡ xv·H ∴ I2
D = K1P

1
2

0 K2P
− 1

2
0 = K1K2 (4.41)

And substituting ID into equation 4.39, squaring and then dividing by P0 results in the following,

Peq
P0 (δ = 0)

= 1 +
δ2 ± δ

√
δ2 + 4 I2

D

2 I2
D

(4.42)

The result of equation 4.42 is shown in figure 4.9. As the quadratic provides two solutions,

it is for a theoretical hydride of composition MH1±δ, with the purple curve illustrating MH1−δ,

for example. Turning attention to the positive solutions, the fraction of intrinsic defects heavily

influences the pressure ratio for a given deviation from stoichiometry. Further, as the number

of defects is minimised as the temperature approaches absolute zero, the intrinsic disorder is a

function of temperature.

Primary defects such as Frenkel defects will maintain stoichiometric ratio as the concentration

of cation M and anion H are effectively unchanged. To exhibit non-stoichiometry, while also main-
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Figure 4.9: The theoretical relationship between the equilibrium pressure and small deviations
from stoichiometry calculated from equation 4.42. "+ve" is the solution of the quadratic when
± = + and visa versa for the "-ve" solution.

taining charge balance, secondary defects occur. For a hydrogenation reaction, K1 will dominate

over K2. This would either create a metal deficiency, or an anion excess. To balance an anion

excess for example, the cation vacancies could contribute electrons to the conduction band. [90]

Expanding on Libowitz’s work, if Frenkel defects are assumed dominant, the deviation from

stoichiometry can be estimated by,

δ = xH′i − xv·H ≈ xH′i = K1 P
1
2
eq (4.43)

If this equation is squared,

Peq =
δ2

K2
1

(4.44)

Rearrange and dividing by P0 = K2/K1

Peq
P0

=
δ2

K1K2
=

(
δ

ID(T )

)2

(4.45)
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This expression implies that a large pressure ratio will result from a small degree of intrinsic

disorder even with a very small deviation from stoichiometry. Returning to equation 4.35,

[H′i] = K1Peq
1
2 (4.46)

and inserting the Gibbs energy gives,

[H′i] = exp

(
−∆G1

RT

)
P

1
2
eq

= exp

(
∆S1

RT

)
exp

(
−∆H1

RT

)
P

1
2
eq

= A1exp

(
−∆H1

RT

)
P

1
2
eq

(4.47)

Where ∆S1 and ∆H1 are the entropy and enthalpy of hydrogen interstitial formation. Equa-

tion 4.47 states that at high hydrogen (equilibrium) pressures and a given temperature, this will

correspond to the concentration of hydrogen interstitials. Thus, under hydrogenating conditions

δ ≈ xH′i , the deviation from stoichiometry can be approximated by,

δ ≈ A1exp

(
−∆H1

RT

)
P

1
2
g (4.48)

This states that at under hydrogenation conditions at a given local gas pressure and temperature,

there will be defects corresponding to δ providing there is a formation enthalpy corresponding to

∆H1 (δ ∝ Peq
1
2 ). It is also assumed that at each time step, the defect reaction is at dynamic

equilibrium at that given temperature and pressure (Peq = Pg), resulting in non-stoichiometry

forming. As the non-stoichiometry would increase alongside the reaction front, which is ‘observed’

via the normalised hydride fraction (θ), and if it is assumed the rate of accumulation of defects,

dδ/dt, is zero order with respect to θ (dδ/dt ∝ k), and equation 4.48 is integrated from 0 to δ and

0 and θ,

δ = AD P
1
2
g exp

(
−∆HD

RT

)
θ = kDθ (4.49)

With subscript "D" referring to defect. If it is further assumed that P0 is at 1 bar, then the defect
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pressure (PD) can be calculated by substituting equation 4.49 into 4.45 which gives,

PD =

(
kDθ

ID

)2

(4.50)

As the formation of defects would be an addition to the bound pressure of the bulk material, the

bound pressure including defects (PBD) can be determined by,

PBD = PB + PD (4.51)

And inserting the equation for both the bound pressure and defect pressure gives,

PBD = PN

(
1− 1

y1
ln

(
1− θ
θ

))
+

(
kDθ

ID

)2

(4.52)

Where to recap the site availability is the ratio of available sites to ones that are unavailable,

σs =
Pg − PBD
PBD

(4.53)

In effect, the addition of non-stoichiometry during hydrogenation imposes a defect pressure onto

the system further suppressing the site availability driving force, thus reducing the reaction rate.

In all, the rate equation is essentially unchanged except with the modification in how the site

availability is calculated.

For completeness, the formation of defects must be endothermic as it must remove energy from

the system to create the defect. Returning back to the original Frenkel defect equation,

Hx
H + vxi 
 H′i + v·

H (4.54)

the equilibrium constant for this reaction and subsequent enthalpy of formation of a Frenkel defect
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are as follows. It is assumed that there are small defect concentrations so [Hx
H ] = [vxi ] = 1.

KF =
[H′i][v·

H ]

[Hx
H ][vxi ]

∴ KF = [H′i][v
·
H ] (4.55)

[H′i] = [v·H ] = K
1
2

F = exp

(
∆FSF

2R

)
exp

(
−∆FHF

2RT

)
(4.56)

Applying this into the energy balance would result in Q = −QR + QD where QR is the heat

generated from the reaction and QD is the heat sink of the defect generation. To get into units

(W m−3) the total defect concentration is included (CD).

Q = −QR +QD = rH(−∆RHH2
) +

dδ

dt
∆FHFCD (4.57)

In general, the energy taken to create the defect should be much smaller than the reaction enthalpy,

and can be ignored in the calulations.

4.3.8 Relaxation pressure (SAM:DR)

The concept of relaxation pressure has been developed to complement the defect pressure, where it

was created by working backwards from analysing the reaction profile trends at high over-pressures

and high temperatures. A discussion on the significance of this potential "reliefing" pressure is

shown in section 4.6.4.4. At first, it is assumed that the hydride undergoes some change during

the phase transition from α + β to β. It is assumed to follow a sigmoid shape, with this dummy

variable ζ being a f(θ) (θ = normalised hydride fraction),

f(ζ) =
1

1 + exp(−θ)
(4.58)

If it is further assumed that the resulting pressure (called the relaxation pressure [PR]) is propor-

tional to the dummy variable then,

PR = k
1

1 + exp(−θ)
(4.59)
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Using a logistic function, the sigmoid function can be manipulated to suit the needs of the user.

This is similar to how the equation for the bound pressure (PB) was developed. Following the

procedure below,

1. Define the mid-point of the S curve as θmid, i.e. the middle point of the phase transition

2. Normalise the curve through (θ−θmid)
θmid

3. Insert a growth parameter of the S curve through y3. To simplify, it is assumed constant.

4. And note the final pressure of PR as PRfinal
then,

PR =
PRfinal

1 + exp
(
−y3

(θ−θmid)
θmid

)
If it is assumed that the final pressure term, PRfinal

, is dictated by some energy term, which follows

an Arrhenius type expression and the same pressure dependency as the defect pressure, i.e. Pg0.5,

then PR can be written as,

PR =
ARexp

(−ER

RT

)
Pg

0.5

1 + exp
(
−y3

(θ−θmid)
θmid

)
To incorporate PR into the SAMmodel, the relaxation pressure will be opposing the defect pressure,

so the total pressure (PBD) = Equilibrium/bound pressure (Peq/PB) + Defect pressure (PD) -

Relaxation pressure (PR).

PBD = PB + PD − PR (4.60)

The outcomes of including PD and PR are shown in figure 4.10. One can see that when PR1
is

included in the model, then the isothermal PBD1 curve exhibits a sloping plateau followed by a

secondary plateau at high normalised hydride fractions (θ). This “secondary plateau” alters the

shape of the uptake curve to display a linear profile at high hydride fractions. If PR is more

sensitive to temperature than PD, then at higher temperatures the relaxation pressure starts to

dominate and the secondary plateau transitions to a dip as shown by profile PBD2
in figure 4.10.

This extends the linear uptake profile at high hydride fractions, and also implies higher uptake

capacities are reached (relative to PBD1).
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PD and low PR (PR1

) and high PR (PR2).

4.4 Other extensions

4.4.1 Including an encasing shell (SAM:ES)

The derivation of the SAM-"encasing shell" (SAM:ES) rate equation is similar in approach to

adding resistance in series, such that the concept of resistance in series is adopted, but an encasing

shell is also included, in which dissociated hydrogen diffuses through solid hydride. It is assumed

the action to dissociate hydrogen at the hydride surface in comparison to the diffusion step, is

negligible to the reaction rate.

An illustration of the reaction progression is shown in figure 4.11, where the gaseous reactant

(H2) starts (at t = 0) with a bulk concentration of CA0
and full unreacted identical spherical

particles of constant radius R0. Over time, the reacting core depletes producing a product which

is assumed to be divided into two distinct layers, an encasing shell and porous layer.

Again, the rate equation is based on the gas that participates in the reaction, where the moles

of gas reduces across the radius of the sphere due to the resistances in series. This implies that

each section has a resistance effect, influencing the reaction rate and thus there is not a single rate

determining step.
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Figure 4.11: Shrinking core representation with addition of the encasing shell. J = flux, C =
concentration, R = radius.

The derivation involves focusing on each section individually. For the porous layer, the moles

of gas disappearing over time is related to the molar flux of H2 through the surface area of that

section:

−dNH2

dt
= 4πR2JH2

= 4πR2Dke

dCH2

dR
(4.61)

The molar flux is represented by Fick’s first law, where JH2
and dCH2

dR are positive (both C and

R are reducing). Dke is the effective Knudsen diffusion coefficient. Applying dCH2 = 0.5 dCH and

integrating from R0 to Rs (applying the pseudo steady state approximation),

Dke

∫ CHs

CH

dCH = −dNH
dt
· 1

4π

∫ Rs

R0

dR

R2
(4.62)

Rearranging gives,

CHs =
dNH
dt
· 1

4πDke

(
1

Rs
− 1

R0

)
+ CH (4.63)

The encasing shell is similar, except equation 4.61 is integrated from Rs to Rc and use the solid
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diffusion coefficient Ds,

Ds

∫ CHc

CHs

dCH = −dNH
dt
· 1

4π

∫ Rc

Rs

dR

R2
(4.64)

Which gives,

Ds(CHc
− CHs

) = −dNH
dt
· 1

4π

(
1

Rs
− 1

Rc

)
(4.65)

For the reaction, the moles of gas disappearing over time is equal to the reaction kinetics at

the surface based on the expansion of Langmuir, which is the foundation of the SAM.

−dNH
dt

= k′′CHc
σs4πR

2
c (4.66)

CHc
= − 1

4πR2
ck
′′σs

dNH
dt

(4.67)

Substituting 4.67 & 4.65 into 4.63 and re-arranging to be in the form of effective pellet volume

gives,

−rH = −dNH
dt

RSA

4πR2
0

=
CHRSA

R2
0

Dke

(
1
Rs
− 1

R0

)
+

R2
0RSA

R2
ckeσs

+
R2

0

Ds

(
1
Rc
− 1

Rs

) (4.68)

Where the RSA and Rc are defined based on a sphere.

RSA =
3R2

c

R3
0

(4.69)

Rc = R0

(
CH
CT

) 1
3

(4.70)

Equation 4.68 is similar to 4.24, and it is clear that if the encasing shell did not form, so Rs = Rc,

the solid diffusion resistance term (R2
0)/Ds(1/Rc−1/Rs) would drop out and then the rate equation

would return to 4.24 as before. It is assumed that the formation of the encasing shell is essentially

identical to the formation of the porous layer, which would be proportional to the shrinking core.

Rs = R0s

(
1−

(
CH
CT

) 1
3

)
(4.71)

The final radius of the encasing shell is assumed as R0s
= 0.33R0. A sensitivity analysis was

performed on the ratio (in this case 1/3), where it was found that changing it (from 0.05 to 0.5)

did not influence the reaction rate, as the rate was mainly dominated by the magnitude of the solid
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diffusion coefficient. The solid diffusion coefficient is calculated based on a typical solid diffusion

relation,

Ds = Asd exp

(
Esd
RT

)
(4.72)

Where the solid diffusion coefficient Ds is a function of temperature, Asd is the solid diffusion

pre-exponential factor and Esd is the solid diffusion activation energy. For SAM:ES, D0 and Esd

are the key regression parameters.

4.4.2 Empirically modified (SAM:EM)

This model extends the SAM model by empirically broadening the site availability assumption

(labelled SAM:EM), which is positioned within the surface resistance term.

One of the conclusions of section 4.5.3 in the results details that the diffusion resistance is

negligible. In effect, the surface resistance is dominating. Therefore, equation 4.77 is used for this

particular model.

The focus on the rate equation is the σs term, where the introduction of an over-pressure

induces a physical change in the product formation and/or at the metal reactant surface, which

is assumed represented by a change in bound pressure PB . This is represented by an empirical

parameter "Ω", as shown in 4.73, which is a polynomial being assumed a f(θ) only (e.g. f(θ) =

−75.702θ6 + 180.01θ5− 153.01θ4 + 58.068θ3− 10.011θ2 + 1.0421θ+ 0.8003). This modifies the site

availability driving force resulting in a reduced reaction rate. This model enables a different angle

to analyse the hydrogenation and dehydrogenation reactions (therefore used as analysis purposes

only), where it is used for an accurate representation of PBD (PBD = ΩPB).

−rAB
= ke

(
Pg − ΩPB

ΩPB

)
CT (1− θ)

5
3 (4.73)

To help the reader understand unique work to this thesis, as often new ideas are intermixed

with previous literature, table 4.2 has been created to aid clarification.
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4.5 Results and discussion [close to equilibrium]

In this section equation 4.24 is applied to data at close to equilibrium (over-pressure = 1) and

at initial temperatures ≤ 360°C. The bound pressure (PB) is assumed close to the equilibrium

pressure (Peq), thus y1 is determined from equation 4.6 based on PCI data. The resistances are

then compared and analysed.

4.5.1 Isotherm modelling

The calculated polynomial for y1 from experimental magnesium hydrogenation PCI data found in

the literature (between 300-390°C) [98] and used within COMSOL simulations is shown in equation

4.74. The paper calculated a ∆H = -76.07 kJ mol−1 ± 1.21 and a ∆S = -137.89 J K−1 ± 1.97.

The values of ∆H and ∆S calculated by these authors are comparable to others [49, 89]. This

equation sufficiently represents the plateau and β phase but does not include the α phase. This is

because the total α-phase reaction time was less than 10 seconds, and thus could be omitted. The

PCI, where y1 was regressed using data at 300°C, was assumed not to be a function of temperature.

y1 = −245.09θ4 + 310.95θ3 − 123.74θ2 − 12.268θ + 73.943 (4.74)

The depiction of y1 with θ is shown in figure 4.12d, and the resultant calculation for Peq from

equation 4.6 is shown in figure 4.12c.

4.5.2 Kinetics

Using the equations outlined in previous sections, enabled the calculation of the hydride fraction

as the reaction progressed, shown in Figure 4.12. The gas pressure experimental data was directly

used within the rate equation. The calculated effective activation energy (Ee = 172 kJ mol−1,

Ae = 4.5×1011 s−1) was within the error of one standard deviation to the values determined

by DSC dehydrogenation under argon via Kissinger plots of the same magnesium batch (169± 9

kJ mol−1 and A = 4.5 ×1011 s−1 (lower limit -1.8×1011 s−1 and upper limit +6.8×1011 [62]).
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The experimentally determined value of Ee was used as the initial value. Then Ae was kept

constant with Ee as a regression parameter within the COMSOL simulation. The reaction at 360°C

has progressed further compared to 330°C and 345°C (of which no reaction reached completion)

and results indicate that lower temperatures result in higher capacities at conditions close to

equilibrium.

Figure 4.12: (a) Model results versus experimental uptake and initial pressure data at 1 overpres-
sure. Averaged results of triplicates. (b) Experimental gas pressure data. (c) Equilibrium pressure
fits of magnesium PCT’s [98], (d) Regressed parameter y1 @ 300°C

4.5.3 Diffusion and surface resistance

Equation 4.24 enables the resistances to be plotted independently. In the first case, the diffusion

resistance is assumed to have a product layer porosity of 0.3 (expansion by 30%) with an assumed

pore radius of 1 nm (figure 4.13a and b). In case two, the diffusion resistance is maximised by

minimising the porosity and pore radius. Here, it is assumed a practical minimum of porosity =

0.1 and the pore radius = 0.5 nm (figure 4.13c and d) (2x the diameter of 1 hydrogen molecule)

to give a maximum Knudsen diffusion of 10−8 m2 s−1. From Figure 4.13, the diffusion resistance
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does not exceed 8000 s m−1 for when the effective diffusion coefficient is maximised.

In comparison, the surface reaction resistance is in the order of 107 s m−1. In effect, a small

diffusion resistance implies that hydrogen diffusing through the hydride has little effect on limiting

the kinetics, if based on Knudsen diffusion. However, one cannot eliminate the possibility that

diffusion resistance becomes influential at far from equilibrium operating conditions, where the

additional overpressure could change the process in how the hydride forms, minimising cracks and

forming an encasing shell, i.e. no longer entirely Knudsen diffusion.
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Figure 4.13: The averaged volume resistances and effective molecular diffusion coefficient. Initial
conditions at 360°C & 16 bar (σs ≈ 1) over the duration of 4 hours. (a,b) ε=0.3, Pore radius = 1
nm. (c,d) ε=0.1, Pore radius = 0.5 nm. The temporary improvement of the surface resistance is
due to site re-activation.
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4.5.4 Surface resistance

Consequently, if it is assumed that the diffusion resistance is negligible, equation 4.24 simplifies to

equation 4.75:

−rAB
= keσsCAB

(
Rc
R0

)2

(4.75)

If equation 4.75 is analysed at close to equilibrium conditions, the effective rate constant (ke)

dominates the reaction rate in comparison to (Rc/R0)
2 and σs. As ke = k′′ RSA where RSA =

3R2
c/R

3
0, an increase in RSA would increase ke and thus raise the reaction rate, which is achieved

by a reduction in particle size (R0). This mathematically represents that reducing the particle size,

increases the reaction rate. Further, as ke dominates, maximising the RSA is crucial in achieving

a very high reaction rate. If equation 4.75 is further simplified by substituting 4.26, this gives the

result in terms of concentration only (4.76), and if expressed in terms of the normalised hydride

fraction gives equation 4.77.

−rAB
= keσsCAB

(
CAB

CT

) 2
3

(4.76)

−rAB
= keσsCT (1− θ)

5
3 (4.77)

This result indicates that if there is a sufficient reduction in the RSA, feasibly a high wt% material,

where the rate determining step is a reaction occurring at a surface of a sphere at conditions close

to equilibrium, the reaction order is 5/3. If in contrast, the material is low wt%, where there is not

a significant reduction in Rc, thus Rc/R0 ≈ 1; equation 4.75 simplifies to a first order rate equation

(4.12) - similar to kinetics currently used for low wt% materials based on the work of Mayer and

Groll [54] and popularised by Jemni and Nasrallah. [37] In effect, a low wt% material potentially

contains a low total amount of available sites for hydrogen relative to the total surface, so the

metal reactant does not shrink. In contrast, a high wt% material contains a high total amount of

available sites, resulting in a shrinking metal reactant and therefore, the analysis indicates inclusion

of the reacting surface is important when deriving a suitable rate equation for a high wt% material.
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4.5.4.1 Integrated SAM rate law

In addition, if σs is assumed a constant, equation 4.76 is suitable for integration:

3

2

([
CT
CAB

] 2
3

− 1

)
= keσst (4.78)

And inserting CA·M = CT − CAB
can give the integrated rate law in terms of normalised hydride

fraction (θ),

3

2

([
1

1− θ

] 2
3

− 1

)
= keσst (4.79)

The integral method was tested using magnesium hydrogenation (at close to equilibrium) experi-

mental data collected on a Sievert’s apparatus. Using equation 4.78, the fits are reasonable (figure

4.14a) where the fitted curves R2 values are 0.989, 1.000 and 0.987 for 360°C, 345°C and 330°C

respectively. Using a value of σs = 0.5, the effective rate constant was determined (figure 4.14b)

with a R2 = 0.981 and a gradient = -14980 ±2085. This gives an effective activation energy Ee =

125 ±17 kJ mol−1.

However, when calculating the reaction rate, what really matters is the accuracy of the effective

rate constant (ke). Crucially, this parameter is dependent on both the pre-exponential factor (Ae)

and Ee. Thus, comparing both Ee and Ae would be more thorough. This is shown visually in

4.14d, where the value of ke is similar for all three techniques used. In effect, even though Ee might

be slightly displaced, the Ae can be tweaked to still give a reliable value of ke for a good reaction

rate representation.

This is shown in 4.14c, as Ee determined through the integral method was different by 50

kJ/mol to the DSC method (Kissinger plot), where this difference was adjusted by a change in the

pre-exponential factor, resulting in a similar ke value. The DSC measurements were of the same

magnesium batch (26 µm atomised spheres from SFM - FluorsidGroup) but not the same sample,

whereby the data is detailed in this paper [62]. It is noted that the activation energy determined

through DSC experiments was for dehydrogenation experiments and not hydrogenation.
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Figure 4.14: (a) Plot of equation 4.78 using Mg hydrogenation data from Sievert’s experiments
(b) Arrhenius plot to find the effective activation energy and pre-exponential factor (c) Variation
in effective activation energy through different methods (d) Comparison of DSC, linear and NM
PDE (numerical method partial differential equation) to calculating the effective rate constant

As mentioned previously, solving the differential equations using COMSOL was by assuming

the same value of Ae determined through DSC, and modifying the effective activation energy. This

resulted in a value of Ee = 172 kJ mol−1, which is comparable to the effective activation energy

determined through DSC measurements.

Regarding using linear least squares on an integrated rate law (noted integral method in this

thesis), if including the assumption of the site availability, the accuracy of the calculated effective

activation energy is dependent on the estimated value of σs as within equation 4.78, the gradient

is keσs. Thus, a value of σs is required. Based on the average site availability curve, the average

σs over the reaction was ≈ 0.5. This enabled calculation of ke. It is important to mention that if

only the integral method was used, the average site availability would need to be estimated and

this would lead to an increase in error. The distribution/variance of the average site availability
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can be minimised by the following methods:

• Operating under isothermal conditions, thus PB does not rise with temperature. Isothermal

conditions are also essential to reliably assign a single rate constant (k) value at a given

temperature, as k(T ).

• Operating under isobaric conditions so the gas pressure remains constant.

• Operate kinetics within the plateau of the bound pressure curve to further minimise change

in PB .

4.5.4.2 Surface resistance summary

The analysis indicates the integral method (therefore only solving the mole balance) has disadvan-

tages when completely modelling H2 hydrogenation of metals at close to equilibrium. Compa-

rably, including an energy balance models the change in temperature (T ) and therefore change in

site availability (σs), which better represent the key changing parameters within the system.
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4.5.5 Site availability

Analysing the site availability results of the 0.2 g sample, results in several key observations. To

start with a general overview of σs, there are three key observations:

• If the initial bound pressure cannot be greater than the gas pressure, then site de-activation

would limit the initial temperature spike. This indicates that with an enclosed system of

exclusively hydrogen and metal, thermal runaway cannot occur even with a large inventory

of hydrogen dumped on the solid reactant.

• If the temperature is linked to the bound pressure, which is related to the site availability; a

rise in temperature increases site de-activation, where an improvement in heat transfer would

improve site re-activation and thus increase the reaction rate.

• As the temperature spike occurs at the beginning of the reaction, site de-activation is only

important initially. However, if the bed effective thermal conductivity is low, and/or with a

inefficiently designed heat exchange system, site de-activation will be key.

Also, there is an apparent difference between the site availability across the domain. The wall

region experiences relatively no site de-activation, where the conditions are relatively isothermal.

When comparing to the middle of the domain, a significant proportion of sites become temporarily

unavailable. This important observation implies that regions experiencing a higher rate of heat

transfer will transition to slower phases sooner, such as the transition from α+β to β phase. Thus,

one conclusion from this analysis suggests that for commercial scale reactor design, modelling

localised phase transitions may be required for appropriate interpretation of the kinetics.
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4.5.6 Effect of the effective thermal conductivity

Albert et al. measured the effective thermal conductivity of MgH2 in a H2 environment to be

around 0.8 - 1.0 W m−1 K−1 depending on the temperature and pressure [3]. A parametric sweep

was performed in COMSOL varying the effective thermal conductivity from 0.2 to 2 W m−1 K−1

and shown in figure 4.15. The model demonstrates the variation in the fitted curves with changing

λe. The best fit occurs when assuming a constant λe of approximately 0.8 W m−1 K−1, coinciding

with the measured experimental data. At very low λe’s, around 0.1-0.2 W m−1 K−1 the fit is

fundamentally different, whereas the fitted curve trend appears to converge at higher λe’s, from

1.6 - 2.0 W m−1 K−1. However, this is for a 0.2 g magnesium sample in an approximately 3 mm

radius cylinder. This is confirmed when considering that conductive resistance in one dimension

is,

Conductive resistance =
∆L

λ
(4.80)

then with ∆L (distance) = 3 mm, the conductive resistance becomes small at ≈ 2 W m−1 K−1. If

the conductive resistance is 0.0019 m2 K1 W (at bed effective thermal conductivity = 1.6 W m−1

K−1 @ 3 mm radius); considered the minimum for heat transfer to not hinder the reaction rate

(for Mg 26 µm), then the same resistance at 20 mm radius needs an effective thermal conductivity

of 10 W m−1 K−1 as illustrated in figure 4.15b, if the heat conduction is only/dominated in one

dimension.
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Figure 4.15: Parameter sweep modelled experimental data (conditions: 360°C 16 bar initial pres-
sure) using different values of effective thermal conductivity.
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4.6 Results and discussion [further from equilibrium]

4.6.1 Applying the original SAM (SAM) rate law

To further demonstrate that the SAM model (without extensions, i.e. non-stoichiometric defects or

other mechanisms) loses significance at higher temperature and pressures, the SAM integrated rate

equation 3
2

(
1

1−θ

) 2
3 − 1) = kt was applied to 330°C and 360°C at 1,2,3 and 4 over-pressures, and

at 380°C & 400°C at 1 over-pressure as shown in figure 4.16. One can observe that the threshold

appears to be around 360°C, where above 1 over-pressure, the trend is no longer linear. It is noted

that for the fit to be reasonable, a R2 value of approximately 0.985 is required. Further, at 330°C,

an increase in pressure gives an increase in k, whereas at 360°C, an increase in pressure reduces

k and the fit decreases. This gives evidence that the SAM model in the current form breaks

down beyond 360°C and at higher pressures. It also demonstrates that there might be an ‘over-

temperature’ alongside an over-pressure, whereby the increase in T and P are forcing a change in

the kinetics. Unfortunately, not much else can be determined from the integral method. Therefore,

the Finite Element Method is adopted using COMSOL, where sensitivities studies were performed

on certain variables to understand their impact, or to fit to experimental data; incorporating theory

of non-stoichiometric defects and other mechanisms.
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4.6.2 Applying other SAM extensions: ‘Encasing Shell’ (SAM:ES), ‘De-

fects + Encasing Shell’ (SAM:D+ES) and ‘Empirically Modified’

(SAM:EM)

4.6.2.1 Encasing shell extensions: SAM:ES and SAM:D+ES

One noticeable characteristic of magnesium hydrogenation at far from equilibrium is a linear uptake

profile at high weight percent, as mentioned when the experimental data was examined at the start

of this chapter. To try and represent this linear profile at high hydride fractions, the SAM:ES model

was tested first (figure 4.17a & 4.17b). Here, both the surface and diffusion resistance are within

107, where the reaction profile is too slow initially (up to hydride fraction, x = 0.57) and then too

fast from x = 0.57 to 0.61 (linear profile). When combining the defects and encasing shells into a

single model, SAM:D+ES (figure 4.17c & 4.17d), the reaction profile again is too slow initially (up

to x = 0.57) with an improved fit through x = 0.57 to 0.61. However, the linear uptake profile at

high weight percents has not been achieved.
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4.6.2.2 Empirically modified extension (SAM:EM)

The SAM:EM extension was then developed to try and improve the linear profile at high hydride

fractions. It was found that the only way to achieve this shape, through the confines of the Site

Availability Model, was by altering the isothermal bound pressure (PB) curve such that a secondary

plateau occurred at high hydride fractions for many of the conditions tested. It was also found that

if the secondary plateau was transitioned to a ‘hump’ or a ‘dip’ (♦1 and ♦2), the linear profile at

high hydride fractions lengthened. Shown in figure 4.18 are the results of the SAM:EM extension

at 360°C and 25/40 bar. The results of this observation led to the development of the ‘relaxation’

concept shown in the next section.
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4.6.3 Applying the SAM:Defects-Relax (SAM:DR) rate law

4.6.3.1 Assumptions of SAM:DR

To apply the SAM:DR model, some assumptions were made, due to key experimental data being

hard to obtain or unavailable. For instance, obtaining the intrinsic defects parameter (ID) requires

reaching equilibrium of a PCI during the β phase at different temperatures. This was attempted

for the 26 µm sample using an automated Sievert’s apparatus. This sample was very slow (up to

1-1.5 months for one PCI) and on every experiment, the capacity reached above the theoretical

maximum of 7.66 wt%. After trying to find fixes, and not happy with the results, it was decided

not to pursue a experimental value of ID further. Table 4.3 shows the values used for the SAM:DR

model.

Table 4.3: Parameters used for each operating condition for the SAM:DR model. ER and AR are
unit-less as the equation is empirical. y1 (within equation 4.6) for Mg-MgH2 was taken from the
previous work on this model [1]

Temp. (°C) 360 380 400

Pres. (bar) 16 25 32 40 24 32
Ee (J/mol) 172 000 172 000 172 000 172 000 172 000 172 000
Ae (1/s) 4.5x1011 4.5x1011 4.5x1011 4.5x1011 4.5x1011 4.5x1011

xm 0.91 0.67 0.58 0.57 0.62 0.71
∆HD (J/mol) 1730 1730 1730 1730 1730 1730
AD (bar−0.5) 0.001 0.001 0.001 0.001 0.001 0.001
ID 0.0008 0.0008 0.0008 0.0008 0.00084 0.0009
ER 34000 34000 34000 34000 34000 34000
AR 886 886 886 886 886 886
θmid 0.9 0.9 0.9 0.9 0.9 0.9
y3 20 20 20 20 20 20

Ee and Ae were taken as before from the original SAM model. They were measured through

MgH2 dehydrogenation measurements under Argon of the same magnesium batch but not sample.

It is assumed the rate constant for dehydrogenation and hydrogenation are similar [62].

The maximum hydride fraction (xm) for most cases was very similar to the estimated end

point based on extrapolating from experimental data. The exception is at 360°C & 16 bar, which

required a higher xm value.

137



Grau-Crespo et al. combined ab initio calculations and statistical mechanics to determine

MgH2 can only accommodate a small concentration of hydrogen vacancies at conditions of practical

interest [31]. Therefore, the intrinsic defects (ID) was varied from 0.0008 to 0.0009 depending on

the temperature. With this low assumed range of ID, the maximum deviation in stoichiometry at

the end of the reaction is 0.002 - 0.004. That is, the resultant hydride is virtually stoichiometric.

Assuming this provides more confidence with the value of ID, then the rise in defect pressure

(PD) is largely governed by AD and ∆HD. Values were selected so that the change in PD to the

reaction rate was minimal at 330°C but significant at 360-400°C. The same procedure was used to

determine AR and ER for the relaxation pressure PR. The change from α + β to β was assumed

at θ = 0.9 and the growth in relaxation pressure (y3) was set as 20 to give an ascent in relaxation

pressure that influenced the site availability.

Further, it was assumed that the total concentration of defects was very small in relation to

the bulk material, such that the heat removed from the system was small and thus omitted from

the energy balance.
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4.6.3.2 Results (SAM:DR)

The results on the SAM:DR model validated against Sievert’s hydrogenation experimental data is

shown in figure 4.19. There is negligible difference between the standard SAM model and SAM:DR

extension at 360°C & 16 bar scenario. With the inclusion of defects, it is apparent a more effective

fit is achieved at higher over-pressures and temperatures, although the SAM:DR extension is harder

to model at 380°C & 400°C. In figure 4.19d, the isothermal PBD curve exhibits an increasing ascent,

followed by the forming of another plateau, due to the relaxation pressure PR. This gives the PBD

curve (based on average bed temperature), which significantly lowers the site availability driving

force than if PB was used. This is shown in figure 4.19c, where the site availability using the

SAM:DR extension is almost always less than one.
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Figure 4.19: (a) Model validations for experimental data at 360°C and varying initial gas pressures.
(b) Model validations at 380°C and 400°C. (c) Change in site availability by including defects and
relaxation. (d) Pressure curves from model at 360°C and 40 bar initial pressure.
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4.6.4 Discussion (SAM:DR)

4.6.4.1 Effect of SAM:DR model

The inclusion of the SAM:DR extension enables modelling of the linear portion of the uptake curve

exhibited at high hydride fractions. The PBD curve reduces the site availability driving force in

comparison to the PB curve, allowing the site availability to <1 for most of the reaction (figure

4.19), which strictly according to the site availability theory, is a requirement. σs is greater than

1 at the beginning due to the way the bound pressure is modelled at the α phase using equation

4.6. However, this portion is very fast so the influence on the uptake curve is negligible.

The SAM:DR extension at 380°C and 400°C is harder to fit. This may be due to two reasons.

The first reason is that the intrinsic defects may be a stronger function of temperature above

380°C, so the initial temperature spike causes a greater drop in defect pressure than just assuming

a constant ID. This would then create a faster reaction rate at the beginning (up to 0.5 hours

@ 380°C and 400°C). The other reason was using a manual iterative variable sensitivity analysis

to find the defect+relax parameters was difficult, as such, getting a good fit at higher hydride

fractions for all temperature + pressure cases was difficult to achieve.

4.6.4.2 Transferring to larger scale reactors

Including the defects + relaxation extension reduces the site availability driving force (SA-DF).

The end effect of site de-activation does the same. If a large scale reactor was intentionally designed

so that site de-activation dominates over the proposed defects + relaxation phenomenon, then in

theory the defects + relaxation extension is not needed, as the SA-DF is dictated by site de-

activation. This illustrates that from analysing the SAM:DR, for metal hydride CSP applications,

some level of site de-activation could be desirable, thus chasing a super fast reaction rate may be

a fallacy. In effect, the engineer would want some level of site de-activation to enable a constant

bed temperature (governed by the van’t Hoff equation), and also for a smoother reactor design

process.
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4.6.4.3 The intrinsic defects parameter

The intrinsic defects in the crystal structure (ID) is a significant parameter when determining the

magnitude of the defect pressure (PD). When the intrinsic defects are small (nearly stoichiometric)

the defect pressure is sensitive to ID. A small change in ID, assumed due to temperature, can

influence PD by 1-5 bar, thus considerably altering the reaction rate. This could in part explain

the difficulty of magnesium hydride kinetics, due to it being virtually stoichiometric.

On the contrary, a moderate to large non-stoichoimetric alloy would exhibit a high degree of

intrinsic defects, thus the resultant defect pressure is minimal. This may help to explain why

defect+relax extensions have never been developed for low temperature non-stoichiometric alloys,

because they were never needed.

4.6.4.4 The importance of strain

One of the ways to look at the importance of PD and PR is through observing hydrogen as a

foreign atom entering the metal lattice (i.e. extrinsic defects). For the hydrogenation of Mg, H

atoms enter into the interstitial sites of (hexagonal close packed) HCP crystal lattice and then the

lattice rearranges to form the tetragonal structure of MgH2.

The nature of this interaction is elastic (at temperatures of interest) and the lattice dilatation

caused by interstitial H atoms is constant across the whole crystal, so attractive interactions are

favoured. If the lattice is not free to expand upon H sorption, the interactions can become repulsive

[69]. The Lattice Gas Model covered previously also described how positive/attractive interactions

exhibited a flat slope (plateau), while negative/repulsive interactions caused the gradient of the

slope to increase (sloping plateau). This is summarised in figure 4.20a.

Compared to the original Site Availability Model and site theory, attractive interactions corre-

spond to a large site availability driving force. Whereas repulsive interactions reduce the driving

force. Attractive interactions promote clusters of sites to be filled, i.e. the adjacent sites require

less energy to fill.
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(a) (b)

Interstitial

Elastic 
strain

Figure 4.20: (a) Summary of the type of interactions as taken from the Lattice Gas Model. When
the interaction energy is positive, the interactions are attractive, and when negative, they are
repulsive. (b) Elastic strain representation of an interstitial

For Mg-MgH2, equilibrium experiments at conditions of interest (330-400°C) result in a flat

plateau. This indicates attractive interactions. As small aliquots are used, so that there is a small

∆P rise and therefore a small ∆T, there will be negligible site de-activation. This is shown as (1) in

figure 4.21. But if a non-isothermal kinetic experiment is performed in such a way the interactions

remain attractive, (approximately below 360°C and 25 bar for magnesium spheres @ 26 µm) the

pressure curve PB ≈ Peq and the uptake curve is shown in blue in the bottom left graph of figure

4.21.

When the temperature and pressure is further increased, the H-H interactions start to become

more complex and influential. The SAM:DR extension includes point defects. One of the charac-

teristics of point defects is the localised disruption on the metal sub-lattice, where the bonds are

elastically strained (as shown in figure 4.20b). The SAM:DR extension assumed Frenkel defects,

however this may be a simplification. Either way, the end effect of including PD could represent the

reaction front being ‘effectively’ constrained and so repulsive interactions start to appear. As such,

pressure is added to the reaction front with the resultant effect being a sloping plateau as shown

by (2) in figure 4.21. Further, the end capacity is also reduced, because as the bound pressure

approaches the gas pressure faster, the reaction front hits equilibrium sooner leaving un-reacted

reactant leftover. This, when viewed using an electron microscope, can give the appearance of a
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Figure 4.21: (a) Varying bound defect pressure (PBD) curves considering PD and PR. (b) Expla-
nations and equations outlined for each scenario. (c) The theoretical isothermal uptake curves at
a fixed ke and Pg, but varying PD and PR.

hydride ‘crust/encasing shell’, which has logically led researchers to indicate that the rate limiting

factor is the diffusion length. However, as illustrated by the potential influence of strain, this could

be a misconception.

Another characteristic of these bond interactions is not only can they be strained, but also

relax. This is where the term relaxation pressure (PR) comes from. It is re-iterated that this

behaviour was developed empirically based on modelling a linear reacted fraction profile at high

reacted fractions. The inclusion of PR to PD is shown by (3) and (4) in figure 4.21. It is assumed

that the phase transition from α + β to β phase causes a change in the lattice structure. This

change further complicates the bond interactions, in which the bonds can relax and the pressure

curve is reduced at high reacted fractions, resulting in a secondary plateau. This is shown by

(3) in figure 4.21, where both PR and PD have similar influence. If however, PR becomes more

influential than PD, then the isothermal pressure curve dips further (4), resulting in a longer linear

profile as shown by the yellow line in figure 4.21, and a higher capacity. This corresponds to our

experimental data, as hydrogenation at 380°C & 24 bar resulted in a lower capacity than at 400°C

& 32 bar.
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The PR and PD driving force are assumed to be primarily governed through a temperature

driving force (Arrhenius style expression). Mathematically, it is possible for kR to be more sensitive

to temperature than kD, or visa versa, which is primarily achieved through the pre-exponential

factor. From observation, the analysis of the results suggest that kD onsets sooner than kR, but kR

becomes more influential as the temperature and pressure are increased for Mg to MgH2 between

330-400°C.

4.6.4.5 Relationship to dehydrogenation

Another piece of evidence that suggests strain is important, over the H diffusion length, is the

observation that the dehydrogenation reaction rate is dependent on the previous hydrogenation

conditions (see figure 5.1). For the dehydrogenation rate to be influenced by the previous hy-

drogenation run, there must have been a physical change to the hydride, which is stable, as the

dehydrogenation can occur some time after the hydrogenation. When comparing strain (and in

effect H-H interactions) to H diffusion length being the limiting factor in this context, the in-

clusion of strain + relaxation demonstrates a compelling angle when attempting to explain this

phenomenon. This is expanded on in chapter 5.

4.6.4.6 Methodology to determine the kinetics

With the defect + relaxation optional extension applied to the SAM, there is now a more com-

plex procedure to determine the kinetic parameters. As usual, kinetic data is gathered at vary-

ing temperatures and pressures of interest. When using the Site Availability Model, then either

3
2

([
1

1−θ

] 2
3 − 1

)
= keσst (including shrinking core) or −ln(1 − θ) = keσst (no shrinking core) is

used. The maximum hydride fraction (xm) is a regression parameter, where σs = 0.5 is assumed

when finding Ae and Ee.

If linear least squares on the integrated rate equations fail, the rate law is not suitable. If they

partially fit for some cases, then the bond interactions might be strong. Solving the differential

equations (e.g. FEM) should then be attempted to explore bond strain before dis-regarding this

144



model. The equation for PB (PB = Peq) is obtained from PCI data:

Peq = exp

(
∆RH

RT
− ∆RS

R

)(
1− 1

y1
ln

(
1− θ
θ

))
(4.81)

Further from equilibrium scenarios require determining PBD, i.e.

PBD = PN

(
1− 1

y1
ln

(
1− θ
θ

))
+

(
kDθ

ID

)2

+
kR

1 + exp
(
−y3

(θ−θmid)
θmid

) (4.82)

With PN = exp
(

∆RH
RT −

∆RS
R

)
. The parameters to find are ID, AD, ED, (within kD) AR, ER,

(within kR) y3 and θmid. ID in theory can be determined from the PCI. The deviation from

stoichiometry (δ) is taken from the β phase, (MH1±δ) with y axis used for the pressure. This is

plotted at the different temperatures tested. One does not get the whole plot and equation 4.83 is

used.

Peq
P0 (δ = 0)

= 1 +
δ2 ± δ

√
δ2 + 4 I2

D

2 I2
D

(4.83)

AD, ED, AR, ER, y3 and θmid are determined through regression to experimental data, typically

with a small sample over a range of temperatures and pressures of interest. Then, these values are

used to model larger samples. If COMSOL is used, the optimisation module is recommended.

4.6.4.7 The number of parameters

One of the criticisms of the SAM:DR, is the large number of parameters, in which the parameters

could be losing physical significance. However, the site availability term is trying to represent the

following, site availability = effects of site de-activation + effect of strained bonds from defects -

effect of relaxed bonds from lattice re-arrangement. Although there are areas for improvement, the

inclusion of PD and PR has managed to achieve reasonable fits at far from equilibrium conditions

for the Mg-MgH2 system, a first for this system. It is speculated that this could be common for

materials that can accommodate a high amount of hydrogen, due to the potential for significant

H-H interactions.

145



4.7 Hydrogenation chapter summary

This chapter has covered the hydrogenation kinetics of Mg through the development of the Site

Availability Model (SAM). This model is based on a surface reaction expanding on Langmuir’s

assumptions from the Molecular Adsorption Model. The surface is assumed a sphere, where solid

phase effects, represented by the site availability are an important characteristic. The elements

of the site availability are discussed, from the phenomenon of site de-activation, the equilibrium

behaviour represented by PB , and the complex behaviour of the H-H interactions, inducing strain

on the bonds, expressed by PD and PR.

The SAM challenges the long held belief that the rate determining step is the diffusion of

hydrogen through hydride layer. One of the criticisms with this view is that diffusion mechanisms

are not a strong function of pressure. It is clear that after attempting to model magnesium

hydrogenation at far from equilibrium for many months, the kinetics change is a strong function

of temperature and pressure, especially when entering into the 380-400°C region. Further, the

encasing shell mechanism (diffusion based) did not give the linear shape at high hydride fractions,

however pseudo steady state was assumed. The only way that was found to represent the linear

shape, within the confines of this model, was through the application of PD and PR.

Adding one last piece of evidence, the next chapter will outline how the dehydrogenation of

MgH2 is influenced by the conditions of Mg hydrogenation. It is unlikely how a diffusion based

mechanism could clarify this, however the inclusion of defects, altering the characteristics of the

hydride, could offer an explanation.
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Chapter 5

Dehydrogenation kinetics

In this chapter, the dehydrogenation kinetics of magnesium hydride are explored. Experimental

data is compared to existing models, and an expansion to the Site Availability Model (SAM) is

derived for the dehydrogenation reaction. The theory is outlined and then applied to experimental

data.

5.1 Experimental results

Magnesium hydride dehydrogenation experimental data was gathered alongside the hydrogena-

tion experiments, using the same magnesium sample and Sievert’s apparatus (chapter 3). From

analysing figure 5.1, the concentration profile is an upside down s-shape, thus the highest reaction

rate is at the mid-point. In addition, it is clear that the weight percent (wt%) removal profile is

influenced by the previous hydrogenation conditions. For example, focusing on the experiments at

360°C, the total reaction time reduces as the hydrogenation initial gas pressure is increased, even

though the dehydrogenation conditions are identical. A dehydrogenation after a hydrogenation

PCI resulted in the fastest reaction profile at a given operating temperature. Also, it is clear that

as the initial temperature rises, the reaction rate increases, where the reaction rate is more sensitive

to temperature than pressure.
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Figure 5.1: Experimental dehydrogenation data of MgH2 into Mg at varying temperatures and <
1 bar. "H" indicates the previous hydrogenation conditions and likewise "D" shows the conditions
for dehydrogenation. The pressure is the initial gas pressure, and PCI is a pressure-composition-
isotherm. For example, a PCI was performed at 380°C (over two weeks), and then dehydrogenated
at 380°C and < 1 bar.
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5.2 Analysing previous rate laws

5.2.1 Chaise, Rango & Marty equation

The results of the Euler method to solve the ordinary differential equation by Chaise, Rango &

Marty, are shown in figure 5.2a. Isothermal conditions were assumed for this analysis to determine

the feasibility. For the equation to yield a reasonable result, the value of the frequency factor was

altered from A = 1 x 1010 (as stated in their paper [12]) to A = 7 x 107, and the activation energy

to 130.5 kJ/mol. This could be due to their research experimenting with MgH2 compacts, and the

experimental data in thesis uses MgH2 with no additives. Furthermore, Chaise et al. only focused

on the first 20 minutes of the reaction, which resembles the initial part of the sigmoidal shape

(figure 5.2a). A rate law that can represent the whole reaction is desirable.

5.2.2 Mayer, Groll & Supper equation

The results of the Mayer, Groll and Supper equation is shown in figure 5.2a. For this analysis, E

= 172 kJ/mol and A = 4.5 x 1011 s−1 [75]. The main issue with this rate law is that the shape of

the curve is fundamentally different to the experimental data, thus it is clear magnesium hydride

dehydrogenation does not follow a first order based mechanism.

5.2.3 Sestak-Berggren equation

Figure 5.2b illustrates some of the experimental data using the Sestak-Berggren equation. An

activation energy of 172 kJ mol−1 and frequency factor = 4.5 x 1011 s−1 was used to calculate

κ1, where κ1 = 0.00289 s−1 at 360°C and 0.02 s−1 at 400°C (κ1 is equivalent to rate constant k

from the Arrhenius equation). κ2 and κ3 are regression parameters. It can be observed that the

dehydrogenation for 360°C at 16 & 40 bar gave reasonably similar values of κ2 and κ3. However,

when applied to dehydrogenation from an isotherm data, κ2 and κ3 changed. In addition, when

applied to the conditions at 400°C, κ2 and κ3 changed again with no discernible trend. This

demonstrates the complexity of magnesium hydride dehydrogenation kinetics. One of the key
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purposes of finding a sufficient model is one that provides confidence to the engineer when designing

a reactor at scale. The variations in κ2 and κ3 do not provide this confidence.

5.2.4 JMAK Equation

Figure 5.2c shows the result of applying the Johnson–Mehl–Avrami–Kolmogorov (JMAK) equation

on dehydrogenation experimental data after a 360°C and 16 bar initial gas pressure hydrogenation

run. From initial observation, an Avrami equation where n = 2.5 shows a reasonable fit. However,

strictly the value of n should be an integer, representing the type of dimensional growth. Other

drawbacks of the Avrami equations are that it does not offer identification of the rate limiting step

and taking logarithmic values of an integrated rate law masks disagreements between experimental

data and theoretical models [24].
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Figure 5.2: (a) Experimental data from a 360°C, initial 16 bar gas pressure sorption run, to a 360°C
initial temperature, < 1 bar, dehydrogenation run (b) Selection of dehydrogenation experiments
collected on a Sievert’s apparatus tested using the Sestak-Berggren equation (c) JMAK equation
applied to 360°C 16 bar hydrogenation, to a 360°C, < 1 bar run

As the current rate laws available in the literature have not satisfactory modelled magnesium

hydride dehydrogenation at all the conditions tested, and provided a model with intensive charac-

teristics, an extension was developed based on the Site Availability Model (SAM).
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5.3 Theory

5.3.1 General mechanism

The Site Availabiliy Model (SAM) has been modified and applied to hydride decomposition based

on the reaction mechanism shown below.

Step 1

H ·M + M→M · ·H · ·M

Step 2

H ·M + M · ·H · ·M→ H2 + 3M

Overall

2H ·M→ 2M +H2

Where H ·M is a bound/normal site, M · ·H · ·M is a “hypothetical” transition state and M is a

free site needed for a reaction to occur. In this mechanism, a bound H requires an adjacent free

site to ‘jump to’ and form a shared complex. Another adjacent bound H then associates with the

transition complex to form a gaseous hydrogen molecule.

Over the duration of the reaction, the number of free sites increases, so the reaction rate would

initially start low, steadily increase as more free sites become available, reach its peak, and then tail

off as the hydride depletes. This will resemble a sigmoidal shape, and be akin to an auto-catalytic

reaction, where the free sites play the role of the auto-catalyst. The above reaction mechanism is

new to this thesis, however an explanation of a generic auto-catalytic reaction can be found in [43].

Adopting the assumptions of the site availiability, it is assumed that any potential available site

has a probability of being available/unavailable, where the probability of a free site being available

is assumed to be represented by the ratio of available sites to ones that are unavailable. The driving

force is the difference between the bound pressure (PB) and gas pressure (P ). The bound defect

pressure considers the potential free sites introduced through defects under previous hydrogenation

conditions. An unavailable site is related to the bound pressure. Figure 5.3 illustrates this. This is
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because an unavailable site is one that has returned to the metal state and is now assumed to have

the extrinsic defect (caused by the hydrogen) removed. Therefore, the desorption site availability

σD can be approximated as,

σD ≈
Available sites

Unavailable sites
≈ PBD − Pg

PB
≯ 1 (5.1)

wt%
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Pg

wt%

P

PBD

Pg

wt%

P

PB

Pg

(a) (b) (c)

Figure 5.3: Three general scenarios of dehydrogenation within a Sievert’s apparatus. (a) Far
from equilibrium conditions, i.e. lowest pressure possible, giving mostly complete conversion.
Dehydrogenation after an isothermal hydrogenation. (b) Likewise dehydrogenation at close to
equilibrium after an isothermal hydrogenation. Results in incomplete conversion. (c) Proposed
scenario whereby the prior hydrogenation had defects added.

If there are negligible formation of defects, then PBD = PB . If step 1 is assumed to be rate

determining, the rate of hydrogen association depends on the concentration of bound sites, adjacent

available/free sites that are directly exposed to the surface/gas interface, where the energy barrier

can be overcome, and the desorption site availability. An inclusion of a dimensionless pressure

term into the dehydrogenation reaction rate is not novel (see [54, 80]) but the application of the

site availability concept and inclusion of defect pressure is new to this thesis. Therefore, the overall

surface rate equation becomes:

−r′′H·M =
k′′

CT
CH·MCMσD (5.2)

Where r′′H·M (mol m−2 s−1) is the reaction rate in surface terms, and k′′ can be considered an

effective velocity constant of the reaction front (units m s−1). Including a mole balance where the
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total concentration of sites is the sum of unbound and bound sites, the total site concentration is,

CT = CH·M + CM (5.3)

Where the total concentration (CT ) is calculated from the capacity (at operating conditions). For

example, the capacity could be 70% of 7.66wt% of a ‘m’ mass of sample. Substituting equation

5.3 in 5.2 gives the surface rate law based on an auto-catalytic reaction (ACR) including the site

availability (σD),

−r′′H·M =
k′′

CT
CH·M (CT − CM )σD (5.4)

5.3.2 Shrinking core

Applying the shrinking core methodology (see Levenspiel [43]), if this reaction happens at the

surface of a sphere, which is being depleted,

−RSA
4πR2

c

· dNH·M
dt

=
k′′RSA

CT
CH·M (CT − CH·M )σD (5.5)

where RSA is the (average) reactive surface area of a sphere, Rc is the radius of shrinking core

and NH·M is the moles of bound sites. If equation 5.5 is multiplied through by
(
Rc

R0

)2

to express

the rate equation in effective pellet volume form (denoted by removing " superscript). The units

of rH·M are (mol m−3 s−1).

−rH·M = −RSA
4πR2

0

· dNH·M
dt

=
k′′RSA

CT
CH·M (CT − CH·M )

(
Rc
R0

)2

σD (5.6)

For the first case, it is assumed there is a sphere with an inward reaction front governed by the

radius of the (shrinking) core Rc, or a shrinking core mechanism, which can be expressed as,

Rc =

(
CH·M
CT

) 1
3

R0 (5.7)
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Substitution of 5.7 into 5.6 to eliminate to Rc and R0 gives

−rH·M =
k′′RSA

CT
CH·M (CT − CH·M )

(
CH·M
CT

) 2
3

σD (5.8)

Using the definition of the normalised hydride fraction θ = CH·M/CT ,

−rH·M =
k′′RSA

CT
θC2

T (1− θ)θ 2
3σD (5.9)

And simplifying with keH·M = k′′RSA/CT gives the rate law in terms of concentration and site

availability only,

−rH·M = keH·MCTσD(1− θ)θ 5
3 (5.10)

5.3.3 Including fragmentation

Equation 5.10 can be expanded by assuming that the dehydrogenation reaction causes the reactant

to break up or fragment, incidentally, exposing more available surface and therefore increasing the

reaction rate. The idea of fragmentation is novel to this thesis. To account for this, the radius of

the shrinking core is converted to an effective shrinking radius Rce . Taking a step back to equation

5.6, if it is defined that Rce = F Rc and Rc is replace with Rce (so Rc/R0 becomes FRc/R0), and

apply subsequent methodology as before, this gives,

−rH·M = keH·MCTσD(1− θ)θ 5
3F 2 (5.11)

in equation 5.11, F is the fragmentation factor. This pseudo representation of fragmentation is

an estimation of a particle fragmenting as the reaction progresses, revealing more active surface.

This increased surface area could be interpreted by the equivalent surface area of a sphere related

through the effective particle radius. A generic transient change in Rce compared to Rc is shown

in figure 5.4.

To represent fragmentation in dimensionless terms, it is assumed zero/first order and the rate
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Figure 5.4: (a) Illustration of a particle fragmenting as the reaction occurs and the subsequent
approximation using an effective particle radius. (b) Comparison between the effective particle
radius Rce and unfragmented radius Rc as the reaction progresses.

of formation of F is proportional to the normalised metal fraction (θ′).

dF

dθ′
= kF (5.12)

dF

dθ′
= kF θ

′ (5.13)

Integrating from 1 to F, 0 to θ and substitute for the normalised hydride fraction, θ′ = 1− θ gives,

F = kF (1− θ) + 1 (5.14)

F = kF (1− θ)2 + 1 (5.15)

And substituting into equation 5.11,

−rH·M = keH·M(1− θ)θ 5
3σD(kF(1− θ) + 1)2 (5.16)

−rH·M = keH·M(1− θ)θ 5
3σD(kF(1− θ)2 + 1)2 (5.17)

These two equations are the end result that includes an auto catalytic reaction at a spherical

particle surface (whereby the reaction starts at the outer core with an inward reaction front), the

concept of site availability and a particle fragmenting.
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5.3.4 Expanding core

If an expanding core mechanism is adopted (new to this thesis based on altering the boundary

conditions within the shrinking core method), whereby the reaction starts from Rc = 0 and then

completes at Rc = R0, as illustrated in figure 5.5b, then the normalised metal fraction (θ′) can be

expressed as,

θ′ =
CM
CT

=
4
3πR

3
c

4
3πR

3
0

=

(
Rc
R0

)3

(5.18)

In practice, the magnesium starts from an initial start point, e.g. CM0
= 0.05. Regarding the rate

law, an auto-catalytic reaction including site availability is still assumed, except the rate law is

expressed as a rate of formation of metal sites, with the reaction occurring at the radius core Rc,

RSA

4πR2
c

· dNM
dt

=
k′′RSA

CT
CM (CT − CM )σD (5.19)

Again, multiply both sides by (Rc/R0)2 and substitute θ′ = CM/CT to give equation 5.20. If first

order fragmentation is included, this produces equation 5.21.

rM = keM
CTσD(1− θ′)(θ′)5/3 (5.20)

rM = keM
CTσD(1− θ′)(θ′)5/3(kF(θ′)

2
+ 1)2 (5.21)

This is the end result with an auto-catalytic surface reaction of a spherical pellet with an outward

reaction front with the inclusion of site availability and fragmentation.

If the ACR occurred whereby the surface does not shrink in relation to the initial particle

size (i.e. Rc/R0) ≈ 1), and no fragmentation, then dehydrogenation rate equation simplifies to

equation

−rH·M = keH·MCTσD(1− θ)θ (5.22)

Which is essentially a straight forward auto-catalytic reaction including the site availability.
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Figure 5.5: (a) Representation of a "shrinking" core. Reaction starts at the shell and proceeds
inwards. Thus, concentration of CH·M = core radius. (b) Representation of an "expanding core".
Reaction starts at the centre and proceeds outwards.

5.3.5 Summary of rate equations

In summary, all the dehydrogenation rate laws derived are listed below with abbreviations, units

mol m−3 s−1 and suitable for input into COMSOL. For recap r = dC/dt, θ = normalised hydride

fraction and θ′ = normalised metal fraction.

SAM : ACR − rH·M = keH·MCTσD(1− θ)θ (5.23)

SAM : ACR : SC − rH·M = keH·MCTσD(1− θ)θ 5
3 (5.24)

SAM : ACR : SC : F0 − rH·M = keH·MCTσD(1− θ)θ 5
3 (kF (1− θ) + 1)2 (5.25)

SAM : ACR : SC : F1 − rH·M = keH·MCTσD(1− θ)θ 5
3 (kF (1− θ)2 + 1)2 (5.26)

SAM : ACR : EC rM = keMCTσD(1− θ′)(θ′)5/3 (5.27)

SAM : ACR : EC : F1 rM = keMCTσD(1− θ′)(θ′)5/3
(kF (θ′)

2
+ 1)2 (5.28)

Figure 5.6 illustrates the isothermal reaction profile of the derived rate laws. One can see the

expanding core is slow to start and finishes quickly, essentially a mirror of the shrinking core,

whereas inclusion of fragmentation increases the reaction rate at the middle to latter sections.

Figure 5.7 shows an illustration of the SAM:ACR:SC:F rate law.

157



0 20 40 60 80
Time, min

0

0.2

0.4

0.6

0.8

1

N
or

m
al

is
ed

 h
yd

rid
e 

fr
ac

tio
n,

 3 ACR
ACR-SC
ACR-SC-F0, kF=2

ACR-SC-F1, kF=2

(a)

0 20 40 60 80
Time, min

0

0.2

0.4

0.6

0.8

1

N
or

m
al

is
ed

 h
yd

rid
e/

m
et

al
 fr

ac
tio

n

ACR  3'
ACR 3
ACR-EC, 3'
ACR-EC, 3
ACR-EC-F1, 3'

ACR-EC-F1, 3

(b)

Figure 5.6: Illustration of the derived rate dehydrogenation rate laws at isothermal conditions
and a constant site availability. Solved using ode45 in Matlab. (a) Reaction profile of ACR with
shrinking core. k = 0.007, σ = 0.5 and CH·M0 = 0.998 (b) Reaction profile of ACR with expanding
core, k = 0.007, σ = 0.5 and CM0 = 0.05.

𝑅𝑐𝑒

𝑅0

Time

Overall mechanism

Rate determining step            with fragmentation

1 2 3

1

Figure 5.7: The SAM:ACR:SC:F rate equation illustrated using triangles (metal sites) and circles
(hydrogen). Shown is the illustration of the effective particle radius changing with time based on
step 1 being the rate determining step, thus showing that a shrinking core + fragmentation is an
effective expanding core for the majority of the reaction.
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5.3.6 Analysing an ACR reaction

It also useful to scrutinise an auto-catalytic reaction mechanism. With the following general

reaction A+B→ B+B, whereby reaction with B is required to produce more B, the rate law is

−rA = kACACB

where component B acts as the catalysing reactant. A low initial concentration of ‘catalysing’

reactant (CB) gives a sigmoidal shape. Whereas, a high initial concentration of ‘catalysing’ reactant

tends the profile to first order reaction shape. Also, the same effect would occur if the reaction

rate coefficient (k) was higher (i.e. lower activation energy) with a moderate increase in CB , as

shown in figure 5.8. Therefore, applying this site theory, if CB is the fraction of free sites required

for a reaction to occur, then having a higher initial fraction of free sites and/or a lower activation

energy (catalyst) will push the reaction profile to a first order shape. For instance, our data using

Mg spheres only gave sigmoidal shape curves. Gambini et al. also tested a MgH2 based system and

their data was sigmoidal (even though they used first order to model their data) [29]. Likewise,

data from Floriano et al. displayed a similar trajectory for bare MgH2 but a first order shape with

Nb based additives, in line with the theory of an auto-catalytic reaction [27]. Further, Cui et al.

also added suitable additives to Mg, namely Ti, Nb, V, Co, Mo and Ni, and all reaction profiles

exhibited a first order shape [17].

5.3.7 Kissinger method

As mentioned in the background section, the activation energy E and pre-exponential factor A

can be determined through the solving the mole balance differential equation and regressing the

variables to experimental data. However, according to the SAM, these methods would depend on

how accurate the site availability is being modelled.

One way to work around this is to utilise the Kissinger method, via dehydrogenation under

argon using differential scanning calorimetry (DSC). Separate batches of the same sample are

heated under several heating rates (ι) while the peak temperature (Tm) is recorded at each heating

160



0 0.2 0.4 0.6 0.8 1
Dimensionless time

0

0.2

0.4

0.6

0.8

1

N
or

m
al

is
ed

 h
yd

rid
e 

fr
ac

tio
n,

 3

k=2,  C
A0

=0.9999

k=3,  C
A0

=0.999

k=4,  C
A0

=0.995

k=10,C
A0

=0.98

Figure 5.8: Change in auto-catalytic reaction profile with varying initial catalysing reactant, CB0 =

(1 − CA0) and rate constant (k). Graph generated from rate equation −rA = kACA(CT − CA),
where CT = 1.

rate. The peak is the point of constant conversion.

The derivation of the original Kissinger method assumes a first order reaction. Thus, the

derived dehydrogenation models need to be applied to the Kissinger method to determine the

modified Kissinger equation. For completeness, the original Kissinger equation is re-derived [9] to

then apply it to the metal hydride dehydrogenation reaction mechanism.

As the normalised hydride fraction is defined as θ = CH·M/CT , then the rate of disappearance

of θ (dehydrogenation) for f(θ) being ‘some function of θ’ can be described as,

−dθ
dt

= kf(θ)

Where "k" is the proportionality constant governed by the Arrhenius equation k = Aexp(−E/RT ).

Partial differentiation with respect to time,

d

dt

(
dθ

dt

)
= Aexp

(
− E

RT

)
· dθ
dt

+Af(θ) · d
dt

(
exp

(
− E

RT

))
(5.29)
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By defining ι = dT/dt (the heating rate) and using the chain rule,

d

dt

(
exp

(
− E

RT

))
=

d

dT

(
exp

(
− E

RT

))
· d
dT

=
Eι

RT 2
exp

(
− E

RT

)
(5.30)

At the peak T = Tp and − d
dt

(
dθ
dt

)
= 0 therefore,

0 =
d

dt
(f(θ)) + f(θ) · Eι

RT 2
p

(5.31)

Defining f ′(θ) = d
dθ (f(θ)), then d

dt (f(θ)) = f ′(θ) · dθdt

0 = Aexp

(
− E

RTp

)
f ′(θ) +

Eι

RT 2
p

(5.32)

Rearranging for ι/T 2
p and taking the natural logarithm gives the following equation.

ln

(
ι

T 2
p

)
= ln

(
AR

E

)
+ ln(|f ′(θ)|)− E

RTp
(5.33)

From a plot of ln(ι/T 2
p ) against 1/Tp the gradient, irrespective of the model chosen, is always

−E/R. Note, for the SAM, to remove the features of the site availability, the hydrogenation should

be held at close to equilibrium conditions, while the subsequent dehydrogenation should be under

an inert gas, such as Argon. Then, the site availability is close to unity, (σD = (PBD − Pg)/PB ≈

PB/PB = 1) and therefore enabling a straightforward differentiation of f(θ). The calculation of

the pre-exponential factor through the y-intercept would change slightly depending on the model,

where table 5.2 outlines the varying ln(f ′(θ)) at an assumed peak position of θ. The calculation

of A would be,

A =
E

R
(exp(slope)− |f ′(θ)|) (5.34)

As the slope is usually between 10-20 for dehydrogenation of a hydride, the exp(slope) and the

multiplication of E/R governs the size of the exponential factor, essentially meaning |f ′(θ)| is

negligible. Thus, it is a safe assumption to use the Kissinger method based on a first order reaction

(equation 5.33) to determine E and A, which then can be applied to the SAM for modelling the
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reaction kinetics.

ln

(
ι

T 2
p

)
= ln

(
AR

E

)
− E

RTp
(5.35)

Further, as mentioned previously, the SAM assumes an effective rate constant (ke) as,

ke = Aeexp

(
− Ee
RT

)
(5.36)

Then the determined values of Ae and Ee from the Kissinger method used within the SAM are

expressed in rudimentary effective terms, so account for the change in surface area through an

average number.

Table 5.2: Outline of reaction mechanisms applied to the Kissinger method (a) is the SAM where
the reduction of a sphere is included within the rate equation. (b) If (Rc/R0)2 ≈ 1, the rate law
simplifies by dropping the order from 5/3 to 1.

Model f(θ) f ′(θ) ln(|f ′(θ)|

1st order θσD 1 0
(a) SAM:ACR:SC θ

5
3 (1− θ)σD 5

3θ
2
3 − 8

3θ
5
3 -1.6 (θ ≈ 0.5)

(b) SAM:ACR θ(1− θ)σD 1− 2θ -3.9 (θ ≈ 0.49)
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5.4 Simulation results

The methodology of the modelling procedure was to apply each rate equation to all experimental

conditions, where the goal was to find a rate equation that satisfied all magnesium dehydrogenation

profiles. The best performing rate equation is shown in this section, alongside other rate laws that

help demonstrate why it is the most effective.

5.4.1 Auto catalytic reaction - ACR

The first equation tested was the straight ACR (equation 5.23), without a shrinking surface or site

availability. The results are shown in figure 5.10b and d. The porous matrix thermal conductivity

(λp) was fixed at 2 W m−1 K−1 with the initial concentration of free sites (CH·M0
) and maximum

hydride fraction (xm) altered to give the best fit. The applicability of the ACR is not the best

as xm was not fixed and was allowed to "float" in order to improve the R2 value. This on many

occasions resulted in a different value of xm compared to the experiment.

At 360°C, the SAM:ACR rate law is suitable except for the isotherm case. At 380°C and 400°C

the SAM:ACR rate law lost significance, again exhibiting a poor fit for the 380°C isotherm run.

An auto-catalytic reaction mechanism has represented the s-shaped profile sufficiently, but the

SAM:ACR would reduce in effectiveness as the sample sizes become large, due to temperature

gradients.

5.4.2 Auto catalytic reaction, shrinking core – SAM:ACR:SC

The results of the SAM:ACR:SC rate law (equation 5.24) is shown in figure 5.10b and d, where

the parameters λp = 2 W m−1 K−1, Ee and Ae were the same as in the SAM:ACR case. It is

evident that the fit worsens. As the inclusion of a shrinking core and site availability add resistance

to the reaction rate, the total reaction time increases. This provides additional evidence a simple

shrinking core mechanism is not ideal for magnesium hydride dehydrogenation. However, as the

reaction is a function of pressure, a pressure term must be included within the rate law. As the
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pressure term, or site availability, is assumed to occur at the surface reaction front, a representation

of the surface is required, if the SAM is to be used.

5.4.3 Auto catalytic reaction, expanding core – SAM:ACR:EC

As such, the next rate law includes an expanding core, or SAM:ACR:EC (equation 5.27). From

figure 5.9, the reacted fraction profile greatly depends on the initial condition. If it is assumed

that the hydride fraction at time = 0 is 0.68 (determined from experimental data), then the metal

fraction is 0.32. However, it is apparent that when using this initial condition, the graph trajectory

is incorrect (figure 5.9a). If the initial metal fraction is decreased to 0.09, a s-shape is apparent

with the latter part of the experimental data sufficiently modelled, but the initial part is clearly

unsatisfactory (figure 5.9b).
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Figure 5.9: Simulations using the SAM:ACR:EC. Dehydrogenation at initial conditions of 360°C
and < 1 bar, after a 360°C and 16 bar hydrogenation run. (a) Initial metal fraction = 0.32. (b)
Initial metal fraction = 0.09

The problem with the initial portion (in figure 5.9b) may be due to the way the experimental

data is collected. The initial metal fraction is 0.32 but not 100% of it is available for reacting. The

rate equation is dependent on the available metal surface, and that is unknown. Hence, when the

initial condition is lowered to 0.09, the fit improves in the latter half as more of the available sites

are at the surface, in relation to the leftover volume. Another approach was attempted, where the

experimental data was normalised, however this then means the initial metal fraction was small (≈
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0.01), and this caused the expanding core case to be too slow. Also, it does not solve the problem

of how to determine the initial metal fraction available for reaction. Therefore, as the experimental

data is collected on a volume basis, a rate law that can be smoothly applied to data is desirable.

5.4.4 Including fragmentation

As a representation of the surface over time is essential, and the expanding core has issues with the

initial conditions (this includes expanding core with fragmentation SAM:AC:EC:F), fragmentation

is introduced with a shrinking core. As such, the SAM:ACR:SC:F models (equation 5.25 and 5.26)

were tested. Table 5.3 shows the parameter values used within these scenarios. As before, Ae and

Ee were 4.5 × 1011 and 172 kJ mol−1 respectively. Figure 5.10b and d shows the results of these

rate equations. It is evident that the SAM:AC:SC:F is effective for all scenarios tested, where the

R2 >0.99 for all cases. A first order fragmentation works best for kinetics (n=2, first order) while

for PCI’s, n=1 (zero order) fits sufficiently. In this model, the site availability is represented by

the van’t Hoff equation, which simplifies the model and makes it much faster to solve.

Table 5.3: Key model parameters used for the ACR:SC:F. λp = porous matrix thermal conductivity,
CH·M0

= CT × const = constant used to determine initial condition.

Parameter 360°C 380°C 400°C

Initial sorption gas pressure (bar) 16 25 32 40 PCI 24 PCI 36

Equivalent over-pressure 1 2 3 4 n/a 1 n/a 1

λp 2 2 2 2 2 2 2 2

CH·M0
= CT × const 0.998 0.9985 0.9985 0.999 0.995 0.994 0.995 0.994

Max. hydride fraction, xm 0.68 0.653 0.578 0.526 0.93 0.65 0.939 0.644

Fragmentation order, n 2 2 2 2 1 2 1 2

Fragmentation rate constant, kF 1 1 1.4 1.8 2 1 3 4

Average bed T, Tav (K) 631.57 631.62 631.77 631.82 630.56 648.43 646.40 666.10

Assuming that the Ae and Ee is verified through DSC Kissinger plots, ∆H and ∆S are deter-

mined through PCI experiments, and the required thermophysical properties are measured through

a suitable apparatus, therefore the parameters for the SAM:ACR:SC:F model are const, kF , xm

and n. As n is fixed to either 1 or 2, and xm is determined from experimental data, then there are

two regression parameters: const and kF . As only two additional parameters are needed across a

broad range of conditions, the SAM:ACR:SC:F is an effective model for MgH2 dehydrogenation.
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5.5 Discussion

5.5.1 Accuracy of the site availability

The accuracy of the site availability (σD) depends on the accuracy of all the site availability

parameters, PBD, Pg and PB . Assuming Pg is represented by experimental data, then the level of

accuracy for PBD and PB is required.

5.5.1.1 Considering bound pressure

For the SAM:ACR:SC:F cases above, if a scenario is considered where there are no defects (PBD ≈

PB) so σD = PB − Pg/PB , then PB can be represented through equation 4.6 or the van’t Hoff

equation (i.e. PB ≈ Peq). This assumption (PB ≈ Peq) was checked using the SAM:ACR:SC:F case

at 360°C, 380°C and 400°C for one pressure condition using the van’t Hoff equation or equation 4.6,

where it was found the change was minimal. In other words, using the simpler van’t Hoff equation

to represent PB for the SAM:ACR:SC:F is satisfactory for magnesium hydride dehydrogenation.

However, this simplification might not be suitable for a material with a significant sloping plateau.

5.5.1.2 Considering bound defect pressure

If the bound defect pressure (PBD) is inserted into σD, the site availability driving force can be

increased. From the hydrogenation model, the non-isothermal PBD profile is calculated at each

time step, which can be extracted as a data file and imported into the dehydrogenation model.

This method has an issue however, whereby the PBD curve needs to change with a change in

temperature based on the van’t Hoff equation (i.e. site de-activation).

A empirical modification to the hydrogenation model allows for an input of the isothermal PBD

profile. In the SAM:EM hydrogenation model, PBD = Ω × PB , where Ω is a polynomial being a

f(θ). In the dehydrogenation model, the addition of Ω causes a sloping plateau and thus a higher

site availability driving force. This is not the non-isothermal PBD curve but it is better than no

representation of defects. The result of this is shown in figure 5.11, using the SAM:ACR:SC:F0
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rate law incorporating PBD, where the values of kF and const are reduced to accommodate the

effect of PBD. The parameter Ω was represented by a 6th order polynomial and it is clear that the

PBD does not end (hydrogenation) and start (dehydrogenation) at the same place. This is due to

inaccuracies in evaluating xm and const.
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Figure 5.11: (a) and (b) Hydrogenation and dehydrogenation pressure curves at initial temperature
and pressure of 380°C and 24 bar respectively. For each case the (kinetic) driving force is between
the gas pressure Pg and bound defect pressure PBD. (c) Dehydrogenation pressure curves at initial
conditions 360°C 40 bar. (d) Site availability curves at initial conditions 360°C 40 bar, with and
without PBD.

5.5.1.3 The site availability limit

For the over-pressure = 1 case in figure 5.11a and b, the site availability does not rise above one (for

most of the reaction). However, at a higher over-pressure experiment, such as at 360°C and 40 bar

(figure 5.11c and d), the site availability does go above one. Using the rate law SAM:ACR:SC:F0

and incorporating PBD, the fit is very poor (the Pg line is not straight), where for a significant
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part of the reaction, the site availability is consistently above 2. As the model does not fit when

σD >1, this indicates that the condition σD should not be above one holds true. If it is assumed

that this assumption is true, then the addition of PBD is not needed in this case. This is due to the

dehydrogenation experiment operating with the largest possible pressure difference, thus maximum

site availability driving force is achieved for most of the reaction when using (PB−Pg)/PB instead

of (PBD − Pg)/PB , where PB ≈ Peq. If (PBD − Pg)/PB was used and the term was capped at 1,

then the difference between (PB − Pg)/PB and (PBD − Pg)/PB at 360°C and 40 bar would be a

faster driving force between θ = 0.1 - 0.3.

5.5.1.4 Influence of fragmentation on site availability

As both F and PBD’s inclusion to σD increase the reaction rate, it is reasonable to suggest that

an increase in kF could increase the influence of F outside its original intention, i.e. cover the

effects of σD. Figure 5.12 shows that fragmentation correlates with temperature and pressure, or

an increase in reaction rate increases fragmentation, which is logical. As there is slight variation

allowed in kF to achieve a reasonable fit, combined with the limited experimental data available,

it is difficult to pinpoint whether the relationship is linear/logarithmic etc. However, it is evident

F is a f(T, P ).
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Figure 5.12: (a) Calculated average temperature of whole reaction and value of kF used for all de-
hydrogenation cases (by varying over-pressure σ0.5). (b) Over-pressure conditions (hydrogenation)
versus the kF values at 360°C.
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5.5.2 Shrinking or expanding core

As discussed in the literature review, there is physical evidence of magnesium growing outwards

into the hydride, which indicates an expanding core. Further, when the SAM:ACR:SC (shrinking

core only) was applied to the experimental data, the fit was poor especially at low wt%.

Within the expanding core model, as the reaction progresses, the surface area increases as the

metal core grows. Whereas, in the shrinking core, the reverse occurs. However, if fragmentation is

included alongside a shrinking core, then the shrinking surface area of the core is countered by the

increasing surface area caused by a fragmenting particle. As such, the surface area profile in the

expanding core case can exhibit a similar profile using a combined shrinking core and fragmentation

model (e.g. an effective expanding core).

Although the initial conditions for a SAM:ACR:SC:F enable easier application to dehydrogena-

tion experimental data, there are issues with it. For example, the SAM:ACR:SC:F is based on the

normalised hydride fraction. As it was simplified that CT = CM + CH·M , and CT = Crefxm then

the maximum hydride fraction (xm) is empirically accounting for CH·M (Unavailable), as explained

previously. If there was 5wt% uptake out of a reference 7.66wt% for MgH2, then xm = 5/7.66

= 0.65. Further, the initial condition of CH·M (t = 0) = CT × const; if const = 0.99 then 99%

of 0.65 is free to react at time = 0, which is most likely not true. Although this is inaccurate, it

allows the model to be applied to weight percent experimental data, which is in the form commonly

expressed.
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5.6 Dehydrogenation kinetics chapter summary

In this chapter, the Site Availability Model (SAM) has been applied to MgH2 dehydrogenation.

The model expands on the site availability assumption, where the rate determining step is through

an auto catalytic reaction (ACR). The auto-catalyst are adjacent free (metal) sites, where the

reaction is assumed to occur at a spherical surface with the possibility for the particle to fragment

and reveal more active surface, represented through an effective particle radius. These collated

ideas produce the SAM:ACR:SC:F, which represented MgH2 dehydrogenation sufficiently at initial

conditions < 1 bar between 360°C - 400°C.

In addition, the dehydrogenation overall completion time is dependent on the previous condi-

tions the sample was hydrogenated at, with dehydrogenation from hydrogenation PCI’s and high

over-pressures delivering the shortest completion time. Further, as the rate equation is based on a

surface reaction front, this indicates that the surface plays an integral role in the reaction rate.
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Chapter 6

Large lab-scale reactor

6.1 Introduction

This chapter discusses the results of a 154 g helical flow double pipe reactor filled with magnesium

spheres. The aim was to collect good quality data to which it could be modelled using the Site

Availability Model (SAM) described in previous sections, effectively validating the model.

To cycle magnesium hydride using hot oil as the heat transfer fluid (HTF), the reactor first

requires activation. This was achieved using OMEGA heating tape. Tests with the reactor filled

with sand were heated using heating tape to ascertain a sufficient arrangement, which achieved a

suitable temperature distribution across the reactor during activation.

The reactor was then filled with 26 µm magnesium spheres and activated by cycling 25 times

under hydrogen using heating tape at 380°C and 13-14 barg. Once transferred to the hot oil circuit,

the reactor was cycled under hydrogen 13 times with hot oil at 300°C and 12 barg. In this chapter,

the experimental and simulation results are presented and discussed.
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6.2 Experimental results

6.2.1 Uniform temperature profile tests

The use of heating tape can cause difficulty in reaching temperature uniformity, hence the need

for these tests. Experiments were performed whereby 500 µm sieved sand was heated and left to

reach steady state. The aims were:

• reaching uniform temperature along the reactor centre-line.

• determine the heat losses of this system and find a sufficient insulation arrangement.

Figure 6.1 shows the position of the centre-line, and the crosses indicate the positions at which

a temperature readings occurred. This was achieved by sliding a type K thermocouple into the

respective position.

48.26mm

1 2 3 4 54.51.5

25mm20mm

493mm

224mm 112mm 56mm

Figure 6.1: Test reactor showing approximate positions at where temperature was recorded

6.2.1.1 Configuration progress for activation

There were four tests in total where different insulation jacket and heating tape/rope arrangements

were tested. The results of the tests are shown in figure 6.3 and the progress of the configurations

in figure 6.2. A heating rope was included around the flange area to counter it acting as a heat sink,

with the heating tape also concentrated near the flange end. In-between the jackets and reactor,

loose quartz wool insulation was was packed in as tight as possible to help further minimise heat

losses. The test 4 configuration resulted in a maximum temperature distribution of 10°C from the

reactor centre point (3). This configuration was used during the activation experiments.
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Test Information Pictures

1 Tape: temperature controlled 
position 3. Three insulation 
jackets used surrounding 
reactor, extra jacket as base. 
Loose sand at flange end.

2 Tape: controlled position 3. 
Filled sand to flange end and 
Plugged tight with five 1 mm 
ENG fins. Extra jacket used on 
top. Added 2 extra 
thermocouples at position 1 
and 5 between tape and 
jackets to monitor heat loss.

3 Tape: controlled position 3. 
Added rope heater on flange. 
Rope: controlled (set point 
(SP) same as tape). Moved 
tape to concentrate at flange 
end.

4 Same configuration as test 3. 
Tape: controlled position 3. 
Rope: controlled (SP above 
tape). Added loose insulation.

Areas loose quartz 
wool inserted

Figure 6.2: Progression of the insulation/heating arrangement for activation.

1 2 3 4 5
Position in reactor

-70

-60

-50

-40

-30

-20

-10

0

10

D
iff

er
en

ce
 fr

om
 m

id
-p

oi
nt

 (
°C

)

Test 1
Test 2
Test 3
Test 4

Figure 6.3: Illustration of the temperature difference from the reactor centre position.
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6.2.2 Bed activation

6.2.2.1 Cycling

Figure 6.4 shows the activation results for the 154g magnesium reactor. The reactor was cycled

25 times with a full cycle taking 6.5 hours. However, the first hydrogenation was 24 hours. Dehy-

drogenation was performed in the morning, and hydrogenation in the afternoon, thus leaving the

reactor at set temperature (≈ 380°C) in the hydride state overnight to minimise sintering. The

heat input through the heating tape and rope was governed by the temperature set point and a

typical temperature profile is shown in the next section.

For both hydrogenation and dehydrogenation, the capacity reached sufficient activation by the

third run, and each subsequent run, followed a similar concentration profile. Run 15 had a slightly

different profile as the regulator was changed to a higher pressure (16 barg). It was reduced back

for later runs. After activation, approximately 7 wt% was achieved.

Figure 6.4: (a) Activation hydrogenation runs @ ≈ 380°C initial conditions and 25-26 barg. (b)
Activation dehydrogenation runs @ ≈ 380°C initial conditions and 13-14 barg in reactor section
and < -0.5 barg in manifold. (1) Discontinuity caused by opening vacuum line too suddenly.
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6.2.2.2 Analysing run 006

Figure 6.5 shows the uptake and temperature results of the activation run 006. From figure 6.5a

(hydrogenation) the reaction profile is different to common reaction profiles (such as first order).

The reaction proceeds fast initially (♦1), enters into a linear trajectory for approximately an hour

(♦2), and then tails off as the reactant depletes (♦3). Further, it is apparent that the linear increase

in H2 weight percent (wt%) correlates reasonably well with a constant TR3-TC2 (centre sensor)

(♦4). This gives additional evidence that the rate determining mechanism for the majority of the

reaction is centred around the rate removal of heat transfer, as discussed in the hydrogenation

literature review and described by site de-activation within the site availability model (SAM). In

addition, from the van’t Hoff equation, the plateau at 420°C is 27 bar, which is the operating gas

pressure. This provides further evidence that the bound pressure (PB) approaches the gas pressure

(Pg), causing the reaction rate to decrease (♦5), physically represented by site de-activation. There

is also an increase in bed temperature on average by approximately 20°C. This may have been

higher with improved insulation.

Figure 6.5: Hydrogenation and dehydrogenation reaction profiles of activation run 006. Tempera-
ture profiles are also shown. wt% = weight percent. TR3-TC1 = Farthest from hydrogen entry.
TR3-TC2 = Middle. TR3-TC3 = Closest to hydrogen entry. SP = Set point. Av. = average. (a)
Initial conditions 380°C and 26 barg. (b) Initial conditions 380°C and 13.5 barg.

With the dehydrogenation reaction profile (figure 6.5b), it begins with a sigmoid profile (�1),

but then transitions to a linear removal profile (�2). The evidence of a sigmoid profile is further

demonstrated through the inverted "top hat" temperature profile (�3), where the reaction peak is
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in the sigmoid centrepoint, as opposed to an initial temperature spike (for hydrogenation). Again,

the linear removed wt% profile can be attributed to site de-activation, as TR3-TC2 shows a fairly

constant temperature between 0.4 and 1.25 hours (�4). On average, there is a temperature drop

of approximately 25°C for dehydrogenation. This data demonstrates 380°C is a good operating

temperature for a MgH2 TCES.
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6.2.3 Bed cycling with hot oil

After activation, the hot oil circuit was commissioned. Unfortunately, this proved more challenging

than expected and then with further delay due to COVID-19, there was around 6-8 months between

activation and hot oil operation. The reactor was left in the metal state, and heated and cooled

many times as the hot oil circuit was tested for leaks. This inadvertently may have influenced

capacity. Once the system was leak tight, the reactor was cycled without insulation to try and

re-activate the sample. The results from figure 6.6a suggest that approximately 85% re-activation

had occurred. The Tool Temp TT-390 heater runs on Marlotherm SH, with a maximum operating

temperature of 360°C. However, when leak testing, the loop experienced cavitation at the hot oil

bypass valve above 310°C and less than 6 nl/min. Therefore, hot oil tests were performed at 302°C

and 6 nl/min.

The insulation was installed from run 8 on-wards. The results of runs 10, 11, 12 and 13 are

shown in figure 6.6. At 300°C and 9-14 barg, the hydrogenation achieved 5 wt% after 2.5 hours, and

dehydrogenation took between 25-30 hours. The gas pressures are shown in figure 6.6b, where the

initial drop in pressure is due to filling the reactor void volume, and the initial surge of hydrogen

reacting.
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Figure 6.6: Experimental data of the 154 g magnesium reactor operating under hot oil at 300°C and
9-14 barg. (a) Weight percent data, both hydrogenation and dehydrogenation. (b) Gas pressure
measured at transducer closest to reactor.
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6.2.3.1 Run 011: Concentration and temperature

Figure 6.7 shows the temperature, pressure and concentration results of run 011 for both hydro-

genation (9 to 11 barg) and dehydrogenation (-0.7 to -0.5 barg) at 302°C. The hydrogenation

temperature spike (figure 6.7b) is not as high as expected. This may be due to the combination

of: a low operating temperature, heat losses, entry of room temperature hydrogen into the bed,

relatively high convective heat transfer coefficient, and incomplete re-activation. As the dehydro-

genation has a slower reaction rate, it is no surprise that there was no change in bed temperature.

The heat transfer fluid (HTF) IN and OUT sensors were attached as pipe surface thermocouples

instead of being submerged within the fluid. As such, even though insulation surrounded them,

the readings were lower than the bed temperatures. Unfortunately, due to the combination of low

operating temperatures, high HTF flow rate, and surface HTF sensors, there was no observable

change in the HTF temperature for both hydrogenation and dehydrogenation.

Figure 6.7: (a) Hydrogenation run 011. (b) Dehydrogenation run 011. (c) Hydrogenation temper-
ature profiles (HTF = heat transfer fluid TR3-TC1 = Bed sensor closest to HTFin, TR3-TC2 =
Centre bed sensor, TR3-TC3 = Bed sensor cloest to HTFout) (d) Dehydrogenation temperature
profiles.

180



6.3 Experimental discussion

6.3.1 Activation

6.3.1.1 Accuracy of concentration measurements

It was found that during experiments, there were some design and operational issues that influenced

the accuracy of the concentration measurements (through the flow meter).

For hydrogenation, at time = 0, the reactor was at ≈ −0.5 barg prior to gas entry. When the

valve was opened, the system needed time to equalise, however the reaction was also progressing.

This volume of gas was subtracted when the capacity was calculated, but it was estimated over a

period of time. This estimation can influence the end capacity by approximately 0.1 - 0.5 wt%.

If the reaction is fast (it is at 380°C), then this is problematic for hydrogenation, as the initial

temperature spike is at the beginning. For future design, this problem can be mitigated with

suitable valve positioning (close to reactor) and valve automation, such that the valve position is

regulated to equalise quickly and then proceed at operating pressure.

For dehydrogenation, the reactor is isolated as the manifold is evacuated first. In this system,

the pressure equalised to ≈ −0.5 barg quickly as the manifold was larger than the reactor void

volume. Further, as magnesium hydride dehydrogenation does not exhibit an initial temperature

spike, the surge effect on capacity (experienced with hydrogenation) is not encountered. Within this

system, issues came from having to manually switch from vent to the vacuum pump, and operating

within the flow meter range. I.e. the initial pressure equalisation would cause flow through the

meter to reach above its limit of 25 nl/min, thus recording incorrect a flow rate. Again, these

problems can be addressed with valve automation and flow meter switching, if needed.

6.3.2 Reactors in series

Due to outlet HTF temperature potentially only increasing by a small amount, reactors could be

positioned in series. This allows, for example, a system of 30 reactors, to have 3 sets of 10 reactors
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with a ∆THTF = 10°C for a total 100°C target. Each reactor would require its own gas pressure

control and a customised material for the temperature range, suitable from both a thermodynamic

and kinetic standpoint.

6.3.3 Reactor choice

Reviewing the shell & tube design, there is a disadvantage with powder positioned within the

tubes, due to the smaller amount of material in a given volume. On the other hand, it allows for

more effective heat transfer, which may be necessary for powders, where a small increase in radius

can dramatically increase the conductive resistance (as shown in figure 4.15b).

The other disadvantage of a positioning powder within the shell (outside the tubes) is that it

would be harder from a mechanical design perspective to handle daily large pressure swings (in

this case up to 35 bar to 0.1 bar). Powder positioned within the tubes can handle the pressure

swings more effectively.

The pressure swing becomes more important as the vessel gets larger. If the HTF was chosen

to be gas (such as helium for a 720°C CSP receiver loop) then the low heat transfer coefficient will

require a large heat transfer area to meet the required outlet HTF temperature. This will likely

mean a very long reactor. Due to necessity in handling daily pressure swings, and a high overall

heat transfer coefficient, a shell and tube reactor seems most viable.

6.3.4 Lessons learnt

6.3.4.1 Thermal oil

Thermal oil is a excellent heat transfer fluid (HTF) once working, but it is intricate to get oper-

ational. Contact the supplier of the fluid for parts, construction and insulation materials, good

pipework design practice (such as minimal fittings), and commissioning procedures (such as gasket

tightening procedure). Thermal oil regularly operates above the flash point and thus a circuit

should be designed so no air build up occurs. Thermal oil has a lifetime, and if constantly oper-
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ating (24 hours a day), regular tests are required (every 6 months) to indicate when the oil needs

replacing/diluting to reduce light ends (light hydrocarbon gases and liquids). In addition, thermal

oil is usually designed to operate for long periods at operating temperature, so it is recommended

to design the system to operate continuously.

6.3.4.2 State of charge

With metal hydride thermal energy stores, the state of charge (SoC) can be reduced if not handled

correctly. With magnesium hydride, leaving it in the metal state for long periods at temperature

can damage its capacity. As such, metal hydride beds should be left for long periods in the

discharged state (hydride) or partially charged, to increase longevity.

6.3.4.3 Activation

For the 154g reactor, activation was performed using electrical heating tape. Due to the non-

uniformity in temperature during the hot oil experiments, it should be possible to activate the

sample using the thermal oil (HTF), making the overall process simpler.

6.3.4.4 Thermocouples

To get good measurements of the HTF at entry and exit of a reactor, sensors are recommended

to be placed within the fluid, instead of being attached as pipe surface thermocouples. Regarding

reactor bed thermocouples, a multi-point thermocouple assembly is recommended over multiple

single thermocouples fed through the same fitting. Although single thermocouples are cheaper,

assembly can cause these sensors to move unintentionally from the planned position. In addition,

it is recommended to have a separate port for hydrogen transit and reactor thermocouples.
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6.4 Simulation results and discussion

6.4.1 Activation: hydrogenation

6.4.1.1 Methodology

The SAM:DR and SAM rate equations were used for the hydrogenation activation run 006, where

the parameters determined in chapter (4) were inserted (e.g. Ae and Ee). The total internal reactor

volume was used for concentration, and section 3.3.2 shows the geometry, boundary conditions and

useful data regarding these simulations. The wire pitch was changed (either 6 or 39) as a variable

for the thermal resistance in the radial direction.

6.4.1.2 Results and discussion

With appropriate thermal resistance (6 wires), both rate laws (SAM and SAM:DR) give good

fits. From figure 6.8a, the SAM with thermal resistance at 6 wires exhibited the best fit (R2 =

0.9957). Whereas, from figure 6.8b, the SAM:DR extension from first glance appears to represent

the temperature descent more sufficiently. However, as heat losses would heavily influence this

trajectory, it is not possible from figure 6.8b to definitively confirm which model exhibits the

optimum fit. This is evident from observing the experimental average temperature (an average of

TR3-TC1, TR3-TC2 and TR3-TC3 as shown in figure 3.8), where the bed temperature goes below

380°C as the heater could not transfer heat fast enough, and the heat losses lowered the curve past

the set point.

The modelling also suggests that the activation tests were heat transfer limited. This is apparent

from observing the significant change in uptake when switching the wire pitch from 6 to 39.

Changes to the uptake profile between SAM:DR and SAM were small. As such, is it difficult to

determine which rate law is more effective, as the differences could have been covered by the error

in representing thermal resistance "effectively" through wire pitch.
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Figure 6.8: SAM and SAM:DR models for activation run 006. 2 thermal resistance scenarios based
on 6 wires and 39 wires. (a) Weight percent chart, (b) temperature chart. Av. T = average
temperature

6.4.2 Activation: dehydrogenation

6.4.2.1 Methodology

The boundary condition was set at 380°C & the maximum hydride fraction was xm = 0.925. The

geometry, and other parameter listed in the hydrogenation methodology were used (e.g. metal

mass, internal volume) & the parameters used within SAM:ACR:SC:F were taken from the chapter

5, i.e. for Ae, Ee and kF . Again, both scenarios of varying wire pitch (6 and 39) were tested.

6.4.2.2 Results and discussion

Figure 6.9 shows the COMSOL results against the experimental data. The best fit occurred

when the wire pitch = 6, the same for hydrogenation. This provides confidence that the "effective"

thermal resistance parameter through varying wire pitch has worked well. The wt% removal profile

at "Wire 6" shows a similar shape to the experimental data. With the temperature curve, the

overall shape is similar, except the modelled temperature is lower. This could be due to the heating

tape receiving a signal to transfer more heat to counteract the endothermic reaction, and the net

heat transferred is greater than the constant boundary temperature provides (in the model), hence

a lower experimental peak temperature. In general however, the SAM:ACF:F model has sufficiently
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modelled the dehydrogenation reaction at 380°C with an R2 = 0.9941.
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Figure 6.9: Activation run 006: SAM ACR-SC-F at the 2 thermal resistances used in hydrogena-
tion. Initial conditions, 380°C and vacuum conditions.

6.4.3 Hot oil: hydrogenation & dehydrogenation. Run 011

6.4.3.1 Methodology

The bulk of the hot oil simulation methodology (geometry, boundary conditions, equations) is

shown in section 3.3.3 of the experimental methods chapter. Again, parameters determined previ-

ously in the SAM, SAM:DR and SAM:ACR:SC:F models are unchanged (e.g. Ae, Ee etc.), with

the reactor volume being used to calculate concentration. The initial temperature was set at 302°C

and the gas pressure was imported experimental data.

6.4.3.2 Results and discussion

For the hydrogenation run, the SAM:DR model exhibited a superior fit than the original SAM

model, as shown in figure 6.10a. Although the trajectory is not entirely correct, a R2 of 0.9898

has been achieved using the SAM:DR model. As the bed may have not been fully re-activated,

this could have influenced the kinetics and therefore the concentration (hydride fraction) curve.

Figure 6.10b shows the results of the dehydrogenation simulation. Using the SAM:ACR:SC:F, a

fit of R2 = 0.9941 has been achieved using kF = 1 and CH·M0
= (0.9995)CT . The value of 0.9995
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is different than the values regressed within chapter 5 (around 0.995). This shows the reaction

was slower than the small sample, again this may have been influenced by the bed not being fully

re-activated.
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Figure 6.10: (a) Hydrogenation of run 011. SAM: xm = 0.82, SAM:DR xm = 0.9 (b) Dehydro-
genation of run 011. SAM:ACR:SC:F xm = 0.68, ‘const’ = 0.9995, kF = 1
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6.4.4 Simulated hot oil operation at 330°C

Applying the SAM for hydrogenation and the SAM:ACR:SC:F model for dehydrogenation, an

initial temperature of 330°C, an over-pressure of 1 for hydrogenation, a pressure of 1 bar for

dehydrogenation, and an maximum hydride fraction of 0.67, gives the results shown in figure 6.11.

At 330°C, metal hydrogenation is faster than magnesium hydride dehydrogenation, where hy-

drogenation resulted in an average bed peak difference of 30°C, while dehydrogenation only had a

10°C decrease. The hydrogenation peak can be increased with increasing the gas pressure, however

dehydrogenation requires a higher operating temperature to give a larger average bed temperature

reduction. Analysing the rate constant and equilibrium pressure for this sample, shows that the

thermodynamics, forward and backward rate are acceptable ≥ 360°C.
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Figure 6.11: Simulated large lab-scale reactor at 330°C with Marlotherm SH as the heat transfer
fluid. (a) Hydrogenation at one over-pressure, (b) Dehydrogenation at one bar.
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6.4.5 Using the gas pressure for reactor control

Increasing the over-pressure during hydrogenation can in theory enable a higher outlet HTF tem-

perature, as the bed can get hotter. The simulations suggest that the gas pressure can be modified

to encourage a flat outlet temperature profile for an adequate time period (up to 30 minutes).

Figure 6.12a shows an example of this.

If the HTF flow rate (and thus heat transfer coefficient) is increased to improve heat transfer,

then there is a lower bed temperature and then a lower outlet HTF temperature (figure 6.12b).

Therefore, there is a zone (to which the engineer aims to), where there is a sufficient gain in

HTF (Tout − Tin), a large enough overall heat transfer coefficient (U) and heat transfer area (A)

to transfer thermal energy to the HTF, while keeping the reaction rate at an appreciable rate so

reaction completion is not too slow or fast, but with gas pressure control and some site de-activation

to hold a sufficiently hot bed temperature for a reasonable time period, enabling a constant HTF

outlet temperature and useful work from the fluid.
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Figure 6.12: (a) Simulation @ 330°C and one over-pressure with a varied gas pressure causing a
constant outlet temperature for 30 minutes. (b) Effect of the outlet temperature with variation in
heat transfer coefficient (U) and mass coolant flow rate (mc).
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6.4.6 5kg test scale model

A multi-tube reactor with a single inner tube and outer annulus has been modelled to test the

SAM at larger scale. With radius 30 mm and length 2 m, including 40 5mm steel lateral fins and

a bulk density of 1000 kg m−3, the total magnesium capacity = 5 kg. The initial temperature =

400°C, constant gas pressure of 25 bar, an assumed coolant flow rate of 0.03 kg/s and convective

heat transfer coefficient of 250 W m−2 K−1. The results are shown in figure 6.13, where the model

and method applying a heat transfer coefficient at the boundary has been successful, showing a

∆T > 5°C of the HTF for up to 8 hours.

(c) (e)

Heat flux 

boundary

Tout(o)Tout(i)

Tin

(d) Temperature 

profile (°C)

Figure 6.13: (a) Weight percent profile up to 8 hours. (b) Temperature profile up to 8 hours.
(c) Illustration of the additional inner tube and subsequent additional heat flux boundary (d)
Temperature profile at 8.8 hours (e) Mapped mesh used: number of vertex elements = 164, number
of boundary elements = 3380.
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6.4.6.1 Control scheme

The phenomenon of site de-activation can in theory be used to control the reaction rate. In figure

6.14, a simplified control scheme is illustrated with reactor pressure control. The 3-way control

valve acts as the pivot between hydrogenation and dehydrogenation.

In hydrogenation mode, the control valve is controlled by the desired pressure downstream,

which is also twinned to the temperature sensors within the reactor and HTF. Thus, if a higher

HTF ∆T is required, more pressure is introduced, and likewise, if the rate needs reducing, then

the gas pressure can be pinched towards the bound pressure governed by the van’t Hoff equation,

and determined through the temperature readings. If defects/phase changes do impose higher

bound pressures then the additional defect pressure should be included. Tight control is necessary,

because if the gas pressure is decreased too much, then the reactor is pushed into dehydrogenation

conditions. The same concept applies for dehydrogenation but in reverse.

Reactor

PC FR PT

Hydrogenation
Dehydrogenation

Gas
entry

Gas
exit

TT

Figure 6.14: Simplified control scheme for proposed single reactor operation under pressure con-
trol. PC - pressure control. FR - flow recorder. PT - pressure transmitter. TT - temperature
transmitter.

6.5 Importance of bulk density

From the current reactor designs in the literature review (section 2.5.2), Bogdanovic et al. noted

the importance of bulk density. To gain better understanding, calculations have been performed

here to assess this at commercial scale. Two reactors are compared, the shell & tube, and jacketed

vessel. As from figure 6.15, the shell & tube case requires around 60 reactors to provide 7 hours of
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energy storage for approximately 1000 MWhth capacity. Whereas a jacketed vessel, would require

approximately half as many at the same bulk density of 1.3 g cm−3. Note that using a bulk density

of 0.75 g cm−3, such as used in Bogdanovic et al’s paper, approximately 50 reactors are required.

This demonstrates the need for finding an optimum bulk density. The assumptions are:

SHELL AND TUBE CASE JACKETED VESSEL CASE
Heat exchanger dimensions Heat exchanger dimensions
OD 1.8m OD 1.8m
L 20m L 20m

WT 25.4mm
Assume tubes is 50% of total area Assume outer spiral and inner spirals. 
Tubes A 1.27m2

Assume 2" NB SCH 40 (Working P = 45 bar) Paper (Bogdanovic, 1995) Assuming a higher bulk density.
OD 60mm Bulk density 0.75 1.30kg dm-3
wall t 3.9mm Mass Mg 14.5 25.3kg
Tube A 0.0028m2 Volume 19.4 19.4dm3

No. tubes 450tubes Moles Mg 597 1041mol Mg
Energy 44156 77045kJ

ID 52.2mm 12.3 21.4kWhth

ID Vol. 0.043m3 Energy/Vol 0.632 1.103kWhth/dm3

Total ID vol. 19m3

Assume 10% of inner volume is internal HTF architecture
Properties for Mg Reactor V 43 43m3

Bulk density 1300kg/m3 506 883kWhth/m3 80% capture
MW 24.3g/mol One reactor 22 38MWhth

Enthalpy 74kJ/mol
No. of reactors 48 28

Filled Mg 25039kg
Moles Mg 1030411mol

Energy 61000330kJ
Assume 80% of energy captured
One reactor 17MWhth

Noor III CSP 150 MW CSP plant using solar 
power tower with 7 hours energy storage
Energy cap. 1050MWhth

No. reactors 62

Figure 6.15: Calculations to determine rough number of reactors required in order to meet 7 hour
energy storage at the state of the art Noor III CSP 150 MW CSP plant in Morocco.

1. The reactors are nominal bore (NB) of 1.8m and length 20m with the volume assumed as a

cylinder.

2. For the shell & tube case, the tubes are assumed 50% of the cross section area, with 2" NB

tubes at schedule 40. The bulk density is assumed as 1.3 kg m−3 where 80% of the enthalpy

of reaction is captured.

3. For the jacketed vessel case, the data is ratio-ed from the reactor detailed in Bogdanovic

et al’s paper [11]. A wall thickness of 25.4 mm is assumed. Again 80% energy capture is
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assumed and that 10% of the inner volume is occupied for internal HTF architecture.

4. In both cases, the Noor III CSP 150 MW CSP plant is compared to. This plant is the third

part of the Ouarzazate Solar Power Station based in Morocco.

In either case, it is also clear that metal hydride thermo-chemical energy storage is suitable as a

MWh energy storage. For example, a proposed parabolic trough 100 MW plant in the Middle East

is to have a monthly energy generated variation from 10 GWh (November) to 40 GWh (June) [73].

To account for just 20 GWh would require approximately 600 reactors. And within this, hydrogen

storage tanks have not been considered. Therefore, although metal hydride thermo-chemical energy

storage has the theoretical capability to be seasonal, it is limited by the engineering.

6.6 Large lab-scale chapter summary

A 154 g magnesium large lab-scale reactor was successfully activated using electrical heating tape

at 380°C over 25 cycles. After, the reactor was cycled 13 times using thermal oil as the heat

transfer fluid (HTF). The sample was sufficiently re-activated (≈ 85%) so results could be attained.

Although full re-activation was not achieved, thus the temperature results were not ideal, the

concentration results could be modelled.

In this regard, the SAM, SAM:DR and SAM:ACR:SC:F were successful in representing the

kinetics when the reactor was run under HTF and when activated using heating tape. As best to

my knowledge, this is the first time a magnesium hydride system has been successfully validated

at this scale under both HTF or electrical heating. Further, control scheme improvements are

proposed and the bulk density has been highlighted as an important parameter in reducing the

number of reactors at large scale.
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Chapter 7

Conclusion

7.1 Modelling magnesium hydrogenation kinetics

Current models for representing magnesium hydrogenation vary in approach, with some including

a dimensionless pressure term (2.3.2), others with diffusion controlling or nucleation & growth

mechanisms (2.3.1), or a shrinking core (2.2.2.4). Many models combine the mechanisms above.

These current models for magnesium hydrogenation were tested on kinetic experiments collected

on a Sievert’s apparatus. It was found these models do not represent the kinetics at conditions of

practical interest (4.2).

As such, a new model framework was developed to represent magnesium hydrogenation. This

blended previous work with novel ideas, encapsulated within the Site Availability Model (SAM).

The foundation of the framework was based on site theory by the work of Langmuir (2.2.2) and the

incorporation of a shrinking core 4.3.6. Site theory was applied to the dimensionless pressure term,

giving the "site availability term" and the "site availability driving force" (4.3.3). This foundation

was used as a base to build upon. From this, extensions were developed to the SAM, these are:

SAM:ES, SAM:D+ES, SAM:EM (4.4) and the SAM:DR extension (4.3.8).

The most promising model was the Site Availability Model including the defects plus relaxation

theory (SAM:DR), where the magnesium hydrogenation kinetics were successfully modelled at
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temperatures 330-400°C and pressures 8-40 bar (4.6.3). This is a first for this system, as best to

my knowledge.

The main conclusions from the SAM:DR extension are covered here. When the conditions drift

further from equilibrium and at higher temperatures, the site availability term starts to heavily

influence the reaction rate. As such, it is proposed the site availability is accounting for the

complex interactions between the hydrogen in the lattice, where these interactions can alter the

site availability driving force. The addition of hydrogen can introduce defects into the lattice,

which strains the bonds around the defective site. This is equivalent to adjacent sites being made

unavailable, and the site availability driving force being reduced. Countering bond straining, it is

further proposed that the bonds can be also be relaxed/re-organised, which is assumed to occur

during the phase transition from the co-existence phase, to the hydride phase. This relaxation

reduces the effective pressure of the reaction front, resulting in a linear uptake profile at high

weight percent and potential improvement in capacity. It can be concluded that both the addition of

bond strain (resulting in non-stoichiometry) and bond relaxation are a function of temperature and

pressure. The modelling suggests for the Mg-MgH2 system, the onset of defects occurs sooner than

bond relaxation, but the bond relaxation starts to influence greater than the defect generation at

higher temperatures and pressures (≈ ≥ 360°C @ 32 bar) and starts to dominate around 380°C (≈

@ 24 bar). In effect, the bonds straining and relaxing may be related to the hydrogen interactions,

where straining induces repulsive interactions and relaxation, promotes attractive interactions. See

section 4.6.4 for more.

The site availability appears to be an important and governing concept that is incorporated

within the surface resistance; this provides counter evidence to the common claim that the rate

determining step is the internal diffusion of dissociated hydrogen through the hydride layer (4.3.6).

As the SAM model is based on a surface reaction front (4.3.5), then application of the SAM

suggests that the surface area is a critical component in determining the kinetic performance of a

magnesium hydrogenation reaction.
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7.2 Modelling magnesium hydride dehydrogenation kinetics

Metal hydride dehydrogenation kinetics have been less developed than the hydrogenation reaction.

Applying rate laws from literature on gathered magnesium dehydrogenation data, the best fit model

was the Sestak-Berggren model (5.2.3). However, this is an empirical model, so may have exhibit

problems when transferring to large scale. Other models also either incorrectly/omit important

physical phenomena, whether that be the observation that the reaction rate can be heat transfer

controlled (5.2.4), or the sigmoidal weight percent profile is not represented (5.2.2).

Therefore, the Site Availability Model (SAM) was used as a framework to develop models

for magnesium hydride dehydrogenation kinetics. Theory, such as an auto-catalytic reaction,

a shrinking core or an expanding core and particle fragmentation were introduced (5.3). The

most successful model for magnesium hydride dehydrogenation kinetics was the SAM:ACR:SC:F

- the Site Availability Model incorporating an auto-catalytic reaction (ACR), shrinking core (SC)

and particle fragmentation (F). This model represented the dehydrogenation of MgH2 at all the

conditions for practical purposes - dehydrogenation < 1 bar at temperatures from 360°C - 400°C

from hydrogenation conditions 360°C - 400°C @ 8 - 32 bar (5.4.4).

An auto-catalytic reaction switches from a sigmoidal shape to a first order shape with an

increase in rate constant (k) or auto-catalyst concentration, where the addition of dopants (e.g.

Ti, Nb, Cr) may be linked to this profile change (5.3.6). In addition, fragmentation is a function

of temperature and pressure, where it is included with a shrinking core mechanism, resulting in an

effective expanding core. The SAM:ACR:SC:F was checked for use using the Kissinger method,

and it was found that there was negligible difference when determining the activation energy and

pre-exponential factor through either assuming a first order or SAM:ACR:SC:F rate law (5.3.7).

From experimental data, the dehydrogenation of MgH2 is dependent on the previous magnesium

hydrogenation conditions, where the fastest dehydrogenation occurred after a PCI, then followed

by high pressure hydrogenation. This provides evidence to suggest defects play a role, as the

dehydrogenation site availability driving force (SA-DF) is increased due to higher bound pressure

(imposed by the defects) during hydrogenation (5.1).
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7.3 Large lab-scale reactor

A 154g lab-scale reactor was filled with 26 µm magnesium spheres where heat was supplied both

by electrical tape or heat transfer fluid (Marlotherm SH). The aim was to test models developed

in the previous chapters at larger scale.

Using 26 µm magnesium spheres, the 154 g sample activated in a similar fashion to the acti-

vation of a 0.2 g sample. The 154 g reactor successfully recovered capacity during activation and

maintained its capacity to the 25th cycle, where the 154 g sample exhibited a similar de/hydro-

genation temperature profile to the 0.2 g sample (6.2.2).

The SAM and SAM:DR hydrogenation models and the SAM:ACR:SC:F dehydrogenation model

successfully modelled the activation experiments, resulting in R2 = 0.99 for both hydrogenation

and dehydrogenation (6.4.1 and 6.4.2). When the reactor was run using thermal oil, the SAM,

SAM:DR and SAM:ACR:SC:F again were successful in representing the kinetics (hydrogenation

and dehydrogenation R2 = 0.99) (6.2.3). This indicates that these models show good intensive

characteristics and are suitable for large scale magnesium hydride reactors.

It can be concluded that through simulations, that when a HTF was included, the change in

gas pressure (Pg) can be used to deliver a constant outlet HTF temperature for a significant time

period (6.4.5). With a reduction in HTF flow rate, and therefore a reduction in heat transfer

coefficient, the HTF absorbed more thermal energy, thus delivering a hotter outlet HTF (6.4.5).

The phenomenon of site de-activation can be utilised for reactor control, whereby the gas flow rate

is regulated by a pressure controller coupled to the temperature readings in the reactor (6.4.6.1).

A shell and tube design appears to be the most effective metal hydride TCES, where further

work is required on the finding an optimum bulk density (6.5).
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7.4 Future work

In this thesis, understanding in the design of a metal hydride TCES has been developed through

the implementation of the Site Availability Model (SAM). Although the focus was on coupling a

TCES to CSP, another opportunity has emerged with the coupling of thermal energy storage to

agile ammonia synthesis. Figure 7.1 details a potential position of a TCES unit when linked to

an ammonia synthesis reactor. Introducing a thermal battery in a green ammonia plant, which

typically operates under transient conditions, will improve efficiency and plant performance. As

ammonia synthesis operates from 380 - 500°C, magnesium hydride is a suitable candidate, where

the task is develop a TCES for this system and determine the viability.
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Figure 7.1: Useful work extracted downstream of the AQCR to charge the TCES, with delivery
before the reactor pre-heater. Shown is a simplified two stage adiabatic quench cooled reactor
(AQCR). Conditions and conversion from [40].
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Appendix A

Appendix

A.1 Sievert’s apparatus generic information

This section details the standard technique concerning the Sievert’s apparatus. The purpose of a

Sievert’s apparatus is to track the reaction of a sample, typically a metal hydride, by monitoring

the change in pressure within the system. A basic setup of a Sievert’s is shown in figure A.1. The

red box indicates the reference volume (Vref ) and the sample volume (Vcell) as shown in green. A

pressure transducer (PT) records the pressure of the system.

A.1.1 Fundamentals of Sievert’s

As uptake will be calculated via the real gas equation, and the compressibility is a function of

temperature, there must be a temperature profile representation of the system. To simplify the

calculations, the reference/manifold (Vref ) volume is maintained at isothermal conditions. This

enables a simple calculation for the moles of gas within the reference volume,

Nref =
PrefVref

Z(Pref , Tref )RTref
(A.1)

207



Vacuum

Hydrogen
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volume

Sample cell 
volume

Figure A.1: Essential components of a Sievert’s apparatus. PT = pressure transducer, V = valves,
with the sample cell volume (Vcell) in the green box and the reference volume (Vref ) in the red
box. V1 and V2 control the reference volume, with V3 used to disconnect/connect the sample cell.

Where the compressibility Z(Pref , Tref ) is a function of the manifold pressure Pref and temperature

Tref . To first achieve this, Vref must be calibrated. The calibration test involves the pressure being

measured in the reference volume only (initial - 1) and then measured once the valve to the sample

cell has been opened (final - 2). As the moles of gas remains the same after the valve is opened,

the new system pressure Psys can be related to Nref by,

Nref =
PsysVref

Z(Psys, Tref )RTref
+

PsysVcell
Z(Psys, Tcell)RTcell

(A.2)

As the calibration is done at room temperature, typically with an inert gas such as helium, then

Tcell = Tref . Also, if the pressure before and after is measured with several varying additions of

known volume, denoted Vex then,

Nref = ρ1Vref = (Vcell − Vex)ρ2 + ρ2Vref (A.3)
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and upon rearranging this gives,

Vex = −Vref
ρ1 − ρ2

ρ2
+ Vcell (A.4)

Thus, a plot of Vex and (ρ1/ρ2−1) will determine the reference and cell volumes at operating/room

temperature. The densities are calculated from the molar volume (V̂ ) that can be approximated

by a suitable equation of state, such as the Virial equation (up to the third coefficient),

Z =
PV̂

RT
= A+

B

V̂
+

C

V̂ 2
(A.5)

A is typically 1 and B and C are constants which vary depending on the gas and temperature. The

coefficients are available online from the NIST database1. The molar volume can be calculated

numerically or algebraically. Demonstrating an example of an algebraic solution; if Ξ = RT/P

then equation A.5 can be rearranged to form a cubic equation.

0 = Ξ +
BΞ

V̂
+

C

V̂ 2
− V̂ (A.6)

0 = −V̂ 3 + ΞV̂ 2 +BΞV̂ + CΞ (A.7)

If equation A.7 is reduced to a depressed cubic by stating that γ + Ξ/3 = V̂ , this gives A.8.

γ3 + (p)(γ) + q = 0 (A.8)

Using Cardano’s method, the following formulas for p and q are,

p =
3ac− b2

3a2
= −BΞ− Ξ2

3
∴ ϕ =

p

3
= −Ξ2

9
− ΞB

3
(A.9)

q =
2b3 − 9abc+ 27a2d

27a3
= −2Ξ3

27
− BΞ2

3
− CΞ ∴ $ = −q

2
= −Ξ2B

6
+

ΞC

2
+

Ξ3

27
(A.10)

1https://www.nist.gov/pml/sensor-science/fluid-metrology/database-thermophysical-properties-gases-used-
semiconductor-9
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where Γ can be defined as,

Γ =

(
−q

2
+

(
q2

4
+
p3

27

)1/2
)1/3

+

(
−q

2
−
(
q2

4
+
p3

27

)1/2
)1/3

=
(
$ +

(
$2 + ϕ3

)1/2)1/3

+
(
$ −

(
$2 + ϕ3

)1/2)1/3

= W + Z

which enables V̂ to be determined from the previous definition.

V̂ =
Ξ

3
+ Γ =

Ξ

3
+W + Z (A.11)

The key equations for calculating the molar volume are summarised below,

V̂ =
Ξ

3
+W + Z Ξ =

RT

P
(A.12)

Z =
(
$ −

(
$2 + ϕ3

)1/2)1/3

W =
(
$ +

(
$2 + ϕ3

)1/2)1/3

(A.13)

$ =
Ξ2B

6
+

ΞC

2
+

Ξ3

27
ϕ = −Ξ2

9
− ΞB

3
(A.14)

If experiments are run at a different temperature to the manifold/reference temperature, the tem-

perature gradient from sample to reference volume must be considered. The method used for the

manual Sievert’s is the equivalent volume method [94]. Using equation A.2, if Vcell/Tcell is replaced

with V ecell(Tcell)/TRef , where V
e
cell is the effective sample cell volume,

Nref =
PsysVref

Z(Psys, Tref )RTref
+

PsysV
e
cell

Z(Psys, Tcell)RTref
(A.15)

And upon rearranging,

V ecell = Z(Psys, Tcell)

[
NrefRTref

Psys
− Vref
Z(Psys, Tref )

]
(A.16)

As V ecell is a function of the sample cell temperature (V ecell = f(Tcell)), a calibration must be

performed at each temperature of operation. As the system pressure is a function of the reference

and cell temperature, the effective volume will be expressed by the changes in pressure. Equation
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A.16 is the equivalent volume method, and is reliable if the reference temperature fluctuation

remains within 1°C. [94]

A.1.2 Hydrogenation kinetic

To calculate the hydrogen uptake, if the moles “lost from the manifold” from step 1 to step 2 is,

N1 = Nref −N0 = Nref −
P 0
sys

R

(
V ecell(Tcell)

Z(P 0
sys, Ts)Tref

+
Vref

Z(P 0
sys, Ts)Tref

)
(A.17)

And the second step difference is,

N2 = N0 −N1 = N0 −
P 1
sys

R

(
V ecell(Tcell)

Z(P 1
sys, Ts)Tref

+
Vref

Z(P 1
sys, Ts)Tref

)
(A.18)

This enables an equation based in terms of “i” steps; a generic equation for the mole difference at

each step.

Ni = Ni−2 −Ni−1 = Ni−2 −
P i−1
sys

R

(
V ecell(Tcell)

Z(P i−1
sys , Ts)Tref

+
Vref

Z(P i−1
sys , Ts)Tref

)
(A.19)

But at i = 1, Ni−2 = Nref . The total uptake over time would be the accumulation of the differences

as the reaction progresses. From knowing this, the weight percent can be calculated by,

wt% =
NMH2

NMH2
+ms

(A.20)

where MH2 is the molecular weight of H2 and ms is the sample mass.

A.1.3 Hydrogenation Isotherm

Calculation of a sorption isotherm is slightly different to a kinetic run as the pressure is increased

by small aliquots. When the gas pressure is above the equilibrium pressure (Psys > Peq) the

hydrogenation reaction occurs. This causes a reduction in the gas pressure. Over time, Psys

approaches Peq and eventually reaches equilibrium. This pressure is then recorded.
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As not all the gas reacted with the metal in the previous aliquot, this excess must be accounted

for (Ncell) when determining the uptake over the next and subsequent aliquots.

∑
(Nref −Nreacted +Ncell) (A.21)

ncell =
PsysV

e
cell

Z(Psys, Tcell)RTref
(A.22)

The amount of moles reacted (nreacted) is based on equation A.19 above and ncell is 0 at the first

aliquot as there is no excess.

A.1.4 Dehydrogenation kinetic

For dehydrogenation kinetics, the focus is on the amount of hydrogen released into a fixed volume

over time. Evacuate the reference volume, then open the sample valve. Pressure will build up in

the combined volumes. A larger reference volume is required to maintain a lower gas pressure at

the end of the reaction.

A plot of the kinetics using the Sievert’s technique can be determined by calculating the differ-

ence between the end moles of gas in the combined volumes and the accumulation of moles in the

combined volumes within over time, minus the initial gas remaining in the sample cell. Thus, the

hydrogen weight percent can be expressed as,

wt% =
NjMH2

ms +NjMH2

−
i=j∑
i=1

(
NjMH2

ms +NjMH2

)
−NcellMH2

(A.23)

where this data set starts at i = 1 and finishes at the jth data point. MH2 is the molecular weight

of H2 while ms is the mass of metal/sample with no hydrogen.
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A.2 Flow based calculations

A.2.1 Flow through meter

The flow meter records the flow of gas in nL/min. The moles of gas would equate to the area

under the respective section, estimated via the trapezoidal rule, and suitable use of the gas law

(see figure A.2). Therefore, the normal volume of gas between ti and ti−1, VN (nL) is,

VN = Area of trapezium =
(V̇1 − 0 + V̇2 − 0)

2(t2 − t1)
=

(V̇i−1 + V̇i)

2(ti − ti−1)
(A.24)

where V̇ is the volumetric flow rate (nL s−1) and t is time (s). This is shown in figure A.2. Thus,

measuring flow with a suitable acquisition rate will yield an approximation of moles of gas passing

through the meter across each time step (see figure A.2).
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Figure A.2: Illustration of the trapezoidal rule on a flow rate profile with time. RED = flow rate
profile. BLUE = Breaking up the profile into trapezoidal sections.
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A.2.2 Hydrogenation flow calculations

For hydrogenation, the calculation takes into account the initial moles in V1 before experiments

start (i=0) and the excess/leftover in the system as reaction progresses (V1 + V2). These volumes

are shown in a flow diagram (figure A.3). The moles within V1 was calculated by the real gas

equation, where it is assumed V1 is at a constant temperature. V2 is calculated by the equivalent

volume method at the working temperature.

For first time step (i=1) = (Initial gas in V1 at i=0) - (flow through meter) + (excess in system

[V1+V2])

N1 =

(
P i=0
sys V1

Z1RT1

)
−
(
P 1
NV

1
N

ZNRTN

)
+

(
P 1
sysV2

Z2RT2
+
P 1
sysV1

Z1RT1

)
(A.25)

With Z = compressibility, R = universal gas constant J mol−1 K−1, P = pressure (bar), T =

temperature (K), subscript sys = system pressure, and subscript N = normal conditions. For

each subsequent step,

Moles between ti and ti−1 = Gas leftover - flow through meter + excess in system.

Ni (after i=1) =

(
P i−1
sys V2

Z2RT2
+
P i−1
sys V1

Z1RT1

)
−
(
P iNV

i
N

ZNRTN

)
+

(
P isysV2

Z2RT2
+
P isysV1

Z1RT1

)
(A.26)

The accumulation of moles, Nj , finishes at completion time t∗,

t∗∑
j=i

Nj = Ni +Ni−1 (A.27)

which can be converted to hydrogen weight percent,

wt%H2
=

NjMH2

ms +mH2

× 100 (A.28)

where mH2 = theoretical maximum mass of hydrogen the sample can hold & ms = sample mass.
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A.2.3 Dehydrogenation flow calculations

The dehydrogenation calculations involve subtracting the initial mass of gas in the reactor volume

(i=0) and then converting the accumulated gas through the volumetric flow meter to removed

hydrogen weight percent. The moles in reactor volume is,

(
P i=0
sys V2

Z2RT2

)
(A.29)

With the accumulation of moles over time being,

t∗∑
j=i

Nj =

(
P iNV

i
N

ZNRTN

)
−

(
P i=0
sys V2

Z2RT2

)
(A.30)

The moles can be converted to hydrogen weight percent removed by using,

−wt%H2
= −

(
NjMH2

ms +mH2

× 100

)
(A.31)

The calculation for subtracting the initial moles for hydrogenation and dehydrogenation can be

improved by staggering the removal over a period of time steps instead of a single time step. For

these calculations, it was removed over a single time step.

Reactor

FR

Gas exit

Control
valve

Gas Entry

PT

PT

Passive
cooling

V1
P1

V2
P2

Figure A.3: Simplified diagram for flow control into the reactor. RED – hydrogenation. BLUE –
Dehydrogenation.
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A.3 COMSOL - simulation methods

A.3.1 Partial differential equations

In general, differential equations describe the change in a system. A partial differential equation

(PDE) expresses that law in space and time. In many systems, variables do not just vary in time

but also in space, thus it would be more accurate to use a PDE. For example, heat transfer within

the solid can be expressed mathematically as a PDE. Knowing that there must be a conservation

of energy, the change in energy accumulation (i.e. change in T) = Amount generated by the heat

source. Following [15],

For an ordinary differential equation (ODE):

ρcp
dT

dt
= g(T, t)

This ODE relates the change in temperature with time being balanced by a heat source (g).

Providing initial conditions allows the formulation of an analytical solutions.

For a PDE:

ρcp
∂T

∂t
+∇ ·Q = g(T, t,x)

If variations in space need to be included, this can be achieved by spatial variables x = (x, y, z).

Here Q = (Qx, Qy, Qz) is included, which is the heat flux vector and

∇ ·Q =
(∂Qx)

∂x
+

(∂Qy)

∂y
+

(∂Qz)

∂z

∇·Q is the divergence of Q describing the variation of heat flux along spatial coordinates, expressed

using the Cartesian coordinate system. At low to medium temperatures, heat flux in a solid is

essentially conduction, which is described by Fourier’s law. The law states,

Q = −λ∇T → Q =

(
−λ∂Qx

∂x
+−λ∂Qy

∂y
+−λ∂Qz

∂z

)
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where λ is the thermal conductivity. If the system was different, such as at high temperature or a

flow was introduced, other components can be added, like radiative heat flux, or advection. Due

to the large number of independent variables, (x, y, z, t) changing with T, solving a PDE using an

analytical method would be difficult or impossible.

A.3.2 Finite element method

Due to the difficulty of solving PDEs analytically, a solution can be found by constructing ap-

proximations of the PDEs through discretisations methods. These discretisation methods can be

solved using numerical methods, therefore the solution is an approximation of the real solution

to the PDEs. The finite element method (FEM) is a type of numerical method. COMSOL is a

commercial software package that uses the finite element method to solve these type of problems.

The FEM aims to find an approximate solution that is comprised of basis functions (ψi) mul-

tiplied by coefficients (ui), and summed. For example, u = f(T ), then an approximate function of

"u", uh, can be written as

u ≈ uh

where

uh =
∑
i

uiψi

Thus, the approximate function uh is the combination of the basis functions (ψi) with coefficients

(ui). Figure A.4 describes how "u" can be discretised in a 1D problem, illustrating one advantage

of the FEM by varying the distribution in finite elements to improve uh. Another advantage is

the choice of basis function. In figure A.4, linear basis functions are used, but a higher order basis

function could also be adopted. [15]

Figure A.5 is an overall flowchart of the finite element process shown as a visual, and in compar-

ison, the procedure followed by the user interacting with COMSOL’s graphical user interface. The

graphic is summarised from COMSOL’s blog on the finite element method, where heat transfer in

a solid is used an example [15]. In short, the strong form of an equation is modified into the weak

form, which allows discretisation via the approximation uh =
∑
i uiψi. Further imposing boundary
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conditions allows the creation of a system of equations in the form ZTh = b, which can be solved

for Th.

(a) There are seven finite elements with a value of 1
and 0 at the respective nodes, with the coefficients
starting at 0 and ending at 7.

(b) Here the elements have been re-distributed to
better approximate uh at the steeper gradient, re-
sulting in 9 elements.

Figure A.4: Function "u" in blue and the approximated function "uh" in dashed red. uh is a
combination of linear basis functions ψi. Graphs taken from [15]

A.3.2.1 Comparing approximate solutions

An important element of FEM is the error estimate to compare approximate solutions, where the

error is

Error = u− uh

A simple method for comparing approximate solutions is through mesh convergence. In an ideal

scenario, an increase in mesh density causes the approximation to approach the actual solution. In

practice however, achieving a very fine mesh may be problematic, thus it is usual practice to use

the finest mesh possible. [15]

Another straightforward approach on COMSOL is through an adapted mesh. After the first

approximate solution has been computed, an adaptive mesh step is enabled, meaning the second

computation makes the mesh denser, at local places where the error is large. This refined mesh

further reduces the error. [15] For all simulations, the adapted mesh option is used.
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COMSOL Behind the scenes: FEM overview COMSOL User Interaction

Set up Model environment
• Dimension choice (e.g. 

3D or 1D)
• Choose physics (e.g. heat 

transfer)
• Choose study (e.g. steady 

state)
• Variables & parameters

Create geometry
• Import CAD file or create 

on COMSOL

Set materials
• Assign materials to 

domains

Define boundary conditions

Mesh creation

Compute simulation

Results processing

Summarised from: 
https://www.comsol.com/multiphysics
/finite-element-method

Strong formulation 
• Essentially a conventional 

differential equation
• Conditions are rigid, must be 

satisfied in all points over a domain

∇ ∙ −𝜆∇𝑇 = 𝑔(𝑇, 𝐱)

Multiply by test function (𝜑) & integrate over domain (ω)

න

𝜔

∇ ∙ −𝜆∇𝑇𝜑𝑑𝑉 = න

𝜔

𝑔𝜑𝑑𝑉

Green’s first identity (integration by parts)

Weak formulation
• Conditions are relaxed, satisfied only in an 

integral.
• In this form, it is possible to discretise the 

mathematical equations into numerical 
equations

න

𝜔

∇ ∙ −𝜆∇𝑇𝜑𝑑𝑉 + න

𝑑𝜔

∇ ∙ −𝜆∇𝑇 ∙ 𝐧𝜑𝑑𝑉 = න

𝜔

𝑔𝜑𝑑𝑉

Say 𝑇 ≈ 𝑇ℎ
through…

Discretise for every basis function 𝜓𝑖

𝑇ℎ 𝐱 =෍

𝑖

𝑇𝑖𝜓𝑖(𝐱)

෍

𝑖

𝑇𝑖 න

𝜔

𝜆∇𝜓𝑖 ∙ ∇𝜓𝑖𝑑𝑉 +෍

𝑖

න

𝜕𝜔

−𝜆𝑇𝑖∇𝜓𝑖 ∙ 𝐧𝜓𝑖𝑑𝑆 = න

𝜔

𝑔 ෍

𝑖

𝑇𝑖𝜓𝑖 𝜓𝑖𝑑𝑉

𝐙𝐓𝐡 = 𝐛

Develop system of 
equations in vector form

Boundary 
conditions

Solve for 𝑇ℎ = {𝑇1, … , 𝑇𝑖 , … , 𝑇𝑛}
• 𝐓 = Vector of unknowns
• 𝐙 = System matrix
• 𝐛 = Vector of dimension 1 to 𝑛

Figure A.5: A summary graphic of the finite element method employed by commercial software
package COMSOL and the procedure followed by the user using the graphical user interface (GUI).
Parts in the same colour correspond to the same stage between the COMSOL program (behind
the scenes) and the GUI (user interaction) [15]

A.3.3 Using reaction rate in COMSOL

The reaction rate term (rA) used is positioned within the “Dilute species transport” physics option

in COMSOL. Dilute species means that one component (such as a carrier gas) dominates the

momentum. [15] The equations are considered at unsteady state conditions (transient conditions).

The template is:

∂CA
∂t

+∇ · (−DA∇CA) + u · ∇CA = rA (A.32)

• CA = Concentration of component A [mol/m3].
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• DA = Diffusion coefficient of component A [m2/s].

• u = The velocity field term indicating the average velocity of all A molecules [m/s].

• rA = This is a source or sink term, which is a chemical reaction in this thesis [mol m−3 s−1].

A.3.4 Applying an energy balance

The exothermic heat source term, Q [W m−3] by convention is negative and given by:

Q = −rA∆rH

Where ∆rH = enthalpy of reaction [J mol−1]. For non-isothermal design, an energy balance is

required. This can be added via a “Heat Transfer” physics option in COMSOL. The unsteady state

equation template for heat transfer within porous media is:

(ρcp)e
∂T

∂t
+ ρAcpBu · ∇T +∇ · (−λe∇T ) = Q (A.33)

• cpB = specific heat capacity of fluid B [J kg−1 K−1]

• ρB = Density of B [kg m−3]

• (ρcp)e = (1− εb)ρpcpp + εbρBcpB

(ρcp)e is the volumetric heat capacity. Subscript p is the porous matrix, in this case the

metal + metal hydride. Subscript B is for fluid component B. εb is the bed porosity.

• λe = (1− εb)λp + εbλB

This expression is a weighted arithmetic mean and is suitable for heat conduction of the

solid and fluid occurring in parallel. λe is the effective thermal conductivity. As the thermal

conductivity of the porous matrix is assumed constant, λe is essentially constant (although

λB does change it slightly).

• u = velocity field either by an analytic expression or a COMSOL "Fluid flow interface". A

common interface for fluid through powder is via the Darcy velocity.
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A.3.5 Parameters, variables and mesh

This section discusses application of the rate equations into COMSOL through the parameters

and variables interfaces, and the respective meshes used. Figure A.6 shows the meshes for the

large lab scale reactor. A mapped mesh is chosen for simulations using thermal oil due to simple

rectangular shapes, resulting in shorter compute times. Whereas the activation simulations used

a free triangular mesh. This is mainly due to intersection between the copper wire and solid wall.

A localised dense mesh (at * in figure A.6) was required to compensate for circular wire shape. As

the thermal resistance is modified by the number of crossing, it is arguable a simpler cube could

have replaced the circle, allowing adoption of a mapped mesh.

Figure A.7 shows the mesh, parameters and variables used for the Sievert’s experiments and

the large lab-scale reactor for both the SAM and SAM:DR (hydrogenation) models. Gas pressure

experimental data was input through "Definitions" tab –> "Interpolation" function. The units do

not match for the SAM:DR hence the "unit syntax error" (yellow font) due to PR being normalised,

the computation is un-affected.

(a) Mapped mesh for large lab-scale 
simulations using thermal oil

(b) Free triangular mesh for large lab-scale 
simulations with heating tape on outer surface

*

Figure A.6: (a) Mesh used for SAM and SAM:DR models when simulating the large lab-scale
reactor with thermal oil. (b) Mesh used for activation simulations.
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Figure A.8: Parameters and variables for the SAM.ACR.SC.F model used for dehydrogenation
models

A.4 Shrinking core derivations

This section shows the derivations of the shrinking core mechanisms shown in section 2.2.2.4 and

figure 2.4.

A.4.1 Controlling: Diffusion through gas film

For the following reaction [43],

A(fluid) + bB(solid)→ solid product (A.34)
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If the diffusion through the (gas) film is controlling, the concentration driving force is the concen-

tration of A in the gas phase (CAg ) minus A at the outer surface (CAg −CAs). The concentration

at the outer particle surface (CAs
) is equal to the concentration at the core (CAc

), as the product

layer offers no resistance, therefore CAs
= CAc

= 0. The mole balance is,

Rate of disappearance of A(g) = Diffusion through film

− 1

4πR2
0

dNB
dt

= − b

4πR2
0

dNA
dt

= bkg(CAg
− CAs

) = bkgCAg
(A.35)

Where kg [m/s] is the mass transfer coefficient, N = moles, t = time and R0 = total particle radius.

Multiplying through the specific surface area (SSA) [m−1] (based on the particle @ R0) results in

the rate equation being expressed in effective pellet volume (rA) [mol m−3 s−1], where the product

(kgSSA) is the effective mass transfer coefficient. We also substitute CAg = CT (1 − XB) where

CT is the total concentration and XB is the fraction of component B that is converted.

−bSSA
4πR2

0

dNA
dt

= −rA = b(kgSSA)CT (1−XB) (A.36)

The potency of the reaction rate is mainly dependent on the strength of the film, the concentration

driving force and effective mass transfer area. Regarding the metal hydrogenation reaction, the

influence of the gas film created by the hydrogen would most likely be minimal due to its light

nature. Equation A.36 is in a form suitable for COMSOL multi-physics for a numerical solution.

However, equation A.36 can be solved analytically by removing the variable moles of A (NA).

Conveniently, the change in NA (dNA) can be expressed in terms of un-reacted core radius Rc.

As,

−dNB = −bdNA = −ρBdV = −ρBd
(

4

3
πR3

c

)
= −4πρBR

2
cdRc (A.37)

With ρB being density of solid component B. If this equation is substituted into A.35 and suitably

integrated across the limits,

−ρB
R2

0

∫ Rc

R0

R2
cdRc = bkgCAg

∫ t

0

dt (A.38)
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Rearranging the following expression in terms of time (t),

t =
ρBR

3bkgCAg

[
1− Rc

R0

3]
(A.39)

Denoting the time for a complete reaction as t∗, where Rc = 0, then

t∗ =
ρBR

3bkgCAg

(A.40)

Combining to give t/t∗, and as 1−XB = (4/3πR3
c)/(4/3πR

3
0), thus 1−XB = (Rc/R0)3, then

t

t∗
= XB or kt = XB (A.41)

A.4.2 Controlling: Diffusion through product layer

When the product layer resistance controls the reaction rate, the diffusion through the product

needs to be considered. As the reaction front progresses the core shrinks (this is an un-steady state

process), and in turn the diffusion length increases. Therefore, it is assumed that the concentration

gradient of A is constant (i.e. in steady state) over that distance. This is called the pseudo steady

state approximation. [43] Thus, if the resistance through the product layer is controlling then,

Rate of disappearance of A(g) = Diffusion through product (Fick’s law)

Assuming one type of diffusion dominates, say Knudsen diffusion related by its effective diffusion

coefficient De, then the mole balance is,

−dNA
dt

= 4πr2De
dCA
dr

(A.42)

Integrating from R0 to Rc and from CAc
= 0 to CAg

= CAs
results in

−dNA
dt

(
1

Rc
− 1

R0

)
= 4πDeCAg (A.43)
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Multiplying both sides by 1/R2
0 and RSA, and rearranging to give the reaction rate in terms of

the effective pellet volume (−rA), where the reactive surface area (RSA) is the averaged reactive

surface area over the course of reaction,

−dNA
dt

RSA

4πR2
0

= −rA =
DeRSACAg

R0

Rc
R0 −Rc

(A.44)

As 1−XB = (4/3πR3
c)/(4/3πR

3
0), thus 1−XB = (Rc/R0)3, and substituting accordingly gives,

−dNA
dt

RSA

4πR2
0

= −rA =
DeRSACT

R0

(1−XB)5/3

1− (1−XB)1/3
= keCT

(1−XB)5/3

1− (1−XB)1/3
(A.45)

The reaction rate in this case is more complex, and interestingly also a function of the particle size,

when expressed in this form. One could combine the effective diffusion coefficient, particle size and

reactive surface area (DeRSA/R0) to give an effective rate constant (ke [1/s]). This equation is

similar to equation A.50 except with the inclusion of (1− (1−XB)1/3) and a difference in ke.

Again, equation A.45 is in a form suitable for COMSOL multi-physics for a numerical solution

and equation A.43 can be solved analytically by removing the variable moles of A (NA). Following

the same process as before yields the following equation expressed in terms of dimensionless time,

t

t∗
= 1− 3 (1−XB)

2
3 + 2(1−XB) (A.46)

With t* being,

t∗ =
ρBR

2
0

6bDeCAg

(A.47)

This equation is the form c+mx = y, where the gradient is 1/t∗ and passes through the origin.

The gradient contains the constant De, the effective diffusion coefficient. The relationships and

order of magnitude diffusion coefficients are shown in table A.1.
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Table A.1: Diffusion coefficient relationships for gases, liquids and solids [28]. A = component A,
B = component B and µ = viscosity.

Phase Order of magnitude (m2/s) Temperature and pressure dependence

Gas (bulk) 10−5 DAB(T2, P2) = DAB(T1, P1)P1

P2

(
T2

T1

)1.75

Gas (Knudsen) 10−6 DA(T2) = DA(T1)
(
T2

T1

)1/2

Liquid 10−9 DAB(T2) = DAB(T1)µ1

µ2

(
T2

T1

)
Solid 10−13 DAB(T2) = DAB(T1)exp

(
ED

R

(
T2−T1

T1T2

))

A.4.3 Controlling: Surface chemical reaction

The last scenario covered is where the reaction at the surface of solid reactant B is rate determining

[43]. Therefore, as the concentration of gas (CAg
) is not affected by the gas film or resistance

through the product layer, then it is constant until it reaches the reactant "B" available surface.

Thus, the reaction rate is proportional to the reactive surface area (RSA) of B. As,

Rate of disappearance of A(g) = Kinetics at surface core

− b

4πR2
c

dNA
dt

= bk′′CAg (A.48)

Where k′′ [m/s] is the velocity front constant. Multiplying both sides through RSA ·
(
Rc

R0

)2

−bRSA
4πR2

c

dNA
dt

(
Rc
R0

)2

= −rA = b(k′′RSA)CAg

(
Rc
R0

)2

(A.49)

And substituting in (1−XB) = (Rc/R0)3 and CAg = CT (1−XB)

−rA = b(k′′RSA)CT (1−XB)(1−XB)
1
3 = b(k′′RSA)CT (1−XB)

5
3 (A.50)

Equation A.50 is the rate law for when the reaction at the available surface of a sphere is controlling.

The product of k′′RSA is the effective rate constant ke with units mol m−3 s−1. It can be seen

that in this case, the increase in order would reduce the reaction rate, which would be expected

as the shrinking available reactive surface would add resistance. If the same procedure is followed

above (from equation A.48), this yields the integrated rate equation in terms of dimensionless time
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(t/t∗), the following result is,

t

t∗
= 1− (1−XB)

1
3 (A.51)

Again, experimental data can be tested via equation A.51 with 1/t∗ the gradient. Equation A.51

represents a chemical surface reaction control for a spherical geometry. The above analysis can be

repeated for a cylinder geometry, where the reacted fractions are based on the volume of a cylinder,

1−XB =
πR2

cL

πR2
0L

=

(
Rc
R0

)2

(A.52)

And the reaction rate can be expressed as,

−b
2πRcL+ 2πR2

c

dNB
dt

= bk′′CAg (A.53)

With Rc being the radius of the cylinder and L the length. Considering the pellet length L = 2

Rc,

−b
6πR2

c

dNB
dt

= bk′′CAg (A.54)

The change in moles of B is related to the shrinking radius Rc,

−dNB = −ρBdV = −ρBd(πR2
cL) = −ρBd(2πR2

c) = −6πρBR
2
cdRc (A.55)

Substituting A.55 in A.54 and integrating from R0 to Rc and t = 0 and t = t and solving for

dimensionless time (t/t∗) as before yields,

t

t∗
= 1− Rc

R0
= 1− (1−XB)

1
2 (A.56)

In both equation A.51 and A.56 the rate constant is a strong function of temperature and governed

by the Arrhenius equation. In addition, the resistances can be added together as the resistances
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are in series and exhibit a linear concentration profile.

ttotal = tfilm + tproduct + treaction

Thus, the resistances can be combined into a single rate equation in the form: Rate = (Driving

force)/(Resistance), which is in similar form to equation 4.24 within the SAM model [43].

− 1

4πR2
c

dNB
dt

=
bCA

1
kg

+ R0(R0−RC)
RCDe

+
R2

0

R2
Ck
′′

(A.57)

A.5 154g reactor calibration results

The 154g large lab-scale reactor and pipework up to V12 was calibrated by attaching to a Sievert’s

of known volume to determine this volume (segment marked RED in figure A.9. The reactor

volume was determined as 288.6 ± 1.2 cm3 @ 22°C (using P1V1 = P2V2). Using the known volume

of RED, BLUE was then determined. In short hand, this is written as RED = BLUE. The other

segments were found by,

1. RED = (to determine) BLUE

2. RED+BL = BROWN

3. RED+BL+BR = ORANGE

4. RED+BL+BR+OR = PURPLE

5. RED+BL+BR+OR+PU = GREEN

The results of the segment volumes are shown in table A.2. As the final result (GREEN) is the

sum of the segments, the propagated uncertainty is δR =
√
RED2 +BR2 +OR2 + PU2 +GR2 =

3.1

The volume of the RED section at cell temperature was determined at 380°C. It was assumed

all of RED was at this temperature. Using the equivalent sample cell method, and the manifold is

all segments except RED, the effective reactor volume was found as 138.75 cm3.
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Figure A.9: Copied diagram of volume segments.

Table A.2: Calculated volumes for each segment and errors for each segment (1 standard deviation).

Segment Volume (cm3) Std Err

RED 288.6 1.2
BLUE 51 0.05
BROWN 21.2 0.14
ORANGE 244.1 0.21
PURPLE 14.5 0.11
GREEN 1520 2.81

A.6 Connection assembly for 154g reactor

For ¼ - ½” lines, typical VCR (copper/stainless steel) gaskets or Swagelok compression fittings are

sufficient. A Change gasket (Flexitallic) was used for the reactor flange to the hydrogen circuit. As

each cycle has a large pressure swing, the Change gasket was chosen. Flexitallic lubricant (Flex-

Moly) was also used. The lubricant was applied to the thread and nut face seal, where the flange

faces were cleaned with acetone before compressing the gasket. The gasket sealed first time with

no issue applying a torque of 120 Nm (figure 3.8 shows typical placement of compression fitting

and the change gasket used to seal the hydrogen line.).
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The hot oil flanges were standard ½” nominal bore, except the bypass valve which was a ¾” pipe.

It was found that sealing the hot oil system was not straightforward. The operating temperature

of the hot oil system is above the flash point (of 200°C). This means oxygen in surface contact

with oil will ’flash’ and produce vapour, of which this vapour is carcinogenic.

The manufacturer of the oil was contacted (Global Heat Transfer). Further inspection indicated

that two tee joints in the pipe circuit might be providing area for trapped air and constant vapour

production. Figure A.11 shows the pipe layout with insulation fitted with the two tee joints

removed. The consultant also recommended flange guards and spiral wound gaskets without an

inner supporting ring. Also, the recommended tightening procedure was to apply a torque of 40

Nm at room temperature and then at increments of 100°C increments until operating temperature,

allowing the rig to cool to room temperature before re-tightening. The hot oil circuit did not leak

at 300°C with this approach.

Threaded fittings used graphite paste applied to the threading and tightened to no leak de-

tection. For the inlet/outlet fittings, appropriate tightness resulted in two threads left visible on

the male nut. The metal/metal face seals used a Swagelok SWOK lubricant paste applied to the

thread and tightened until no leak detection. For future reference, the consultant at Global Therm

recommended not using threaded or metal/metal face seal fittings in the future for Marlotherm

SH. Figure A.10 shows the positions of the threaded, metal-metal and spiral wound gasket fittings

for the 154g reactor.

Further, originally Rockwool insulation was purchased for this rig. It was also recommended

to avoid use mineral wool (Rockwool) insulation. This insulation can absorb Marlotherm SH,

creating a compound that can spontaneous combust at operating conditions. Foamglass insulation

was recommended for this application and was installed by an independent contractor (a picture

is shown in the appendix A.11). After installation, thermal losses were significantly reduced, and

the hot oil circuit operated more efficiently.
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Figure A.10: Pipe layout diagram showing the positions of the different type of fittings used.
Drawing is not to scale.

Figure A.11: Installed Foamglas insulation by contractor. 20mm thickness on pipes, double thick-
ness on reactor.
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A.7 Flow meter tests

The flow meters underwent calibration runs to improve the accuracy of the measurements. To test

the flow meter, a known amount of gas was inserted into a known volume upstream of the flow

meter. Then the gas was removed by the vent/vacuum pump. The results are shown in figure A.12

The initial spike shown in figure A.12 is the gradual opening of V5. The other spikes are either

due to V5/NV1 being opened further or the vent closed, followed by the vacuum line opening (see

figure A.9 for valve placements). If the meter is calibrated correctly, the total moles through the

meter would equal the initial moles. A summary of the results are shown in table A.3. After three

runs, it was clear a multiplication factor of 2.3 could be used to calibrate the data.
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Figure A.12: Flow measurements from flow meter (converted to moles)

Table A.3: Summary of flow test calibration results for large lab scale rig.

Run Initial
moles

Initial
pressure (bara)

Calculated
total moles

Multiplication
factor

1 0.99 16.0 2.27 2.28
2 0.82 13.3 1.87 2.27
3 0.83 13.4 1.90 2.28
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A.8 Marlotherm SH properties

Table A.4: Thermo-physical properties of Marlotherm SH. Data used in the hot oil simulations.

Temperature Density Specific heat Thermal conductivity kinematic viscosity Vapour pressure

°C °F kg/m3 lb/ft3 kJ/kg K Btu/lb °F W/m/K Btu/ft*hr°F mm2/s cSt hPa psi
0 32 1058 66 1.48 0.354 0.133 0.077 321 321 – –
20 68 1044 65.2 1.55 0.37 0.131 0.076 47 47 – –
40 104 1030 64.3 1.62 0.387 0.128 0.074 16.5 16.5 – –
60 140 1016 63.4 1.7 0.406 0.125 0.072 8.1 8.1 – –
80 176 1001 62.5 1.77 0.423 0.123 0.071 4.7 4.7 – –
100 212 987 61.6 1.85 0.442 0.12 0.069 3.1 3.1 – –
120 248 973 60.7 1.92 0.459 0.117 0.068 2.3 2.3 – –
140 284 958 59.8 1.99 0.475 0.115 0.066 1.8 1.8 0.1 –
160 320 944 58.9 2.07 0.494 0.112 0.065 1.4 1.4 0.5 –
180 356 930 58.1 2.15 0.514 0.11 0.064 1.2 1.2 1.7 0.02
200 392 915 57.1 2.22 0.53 0.107 0.062 0.92 0.92 5 0.07
220 428 901 56.2 2.29 0.547 0.104 0.06 0.77 0.77 12 0.17
240 464 887 55.4 2.37 0.566 0.102 0.059 0.65 0.65 27 0.39
260 500 873 54.5 2.44 0.583 0.099 0.057 0.57 0.57 54 0.78
280 536 858 53.6 2.52 0.602 0.096 0.055 0.5 0.5 98 1.42
300 572 844 52.7 2.59 0.619 0.094 0.054 0.45 0.45 200 2.9
320 608 830 51.8 2.67 0.638 0.091 0.053 0.4 0.4 315 4.57
340 644 815 50.9 2.74 0.654 0.088 0.051 0.36 0.36 560 8.12
360 680 801 50 2.82 0.674 0.086 0.05 0.32 0.32 860 12.47
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A.9 Depth Gauge

Figure A.13: Schematic of depth gauge used to position ENG fins into position.

A.10 Images of magnesium spheres

(a) (b)

Figure A.14: Magnesium 26 µm spheres (average size) images taken using a scanning electron
microscope (SEM) (a) Un-cycled Mg 26 µm purchased from SFM - FluorsidGroup Company. (b)
Cycled particle next to un-cycled powder
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A.11 Matlab code for Sestak-Berggren regression

Code for figure 5.2b. Best fit is based on a non-linear least squares method.

1 % Call experimental data and sort/remove NaN.
2 A = readtable('perejon_sanchez_eulers_method.csv');
3 xdata = rmmissing(A.time);
4 ydata = rmmissing(A.HF);
5

6 % Initial parameter guesses
7 k1 = 0.0065; % Rate constant
8 k2 = 1;
9 k3 = 5/3;

10 k4 = 0.5;
11 k0 = [k1;k2;k3;k4];
12 % Curve fit function for parameters. lb = lower bounds. ub = upper bounds.
13 % Output parameters in array kbest.
14 lb = [0.006,0.8,1,0];
15 ub = [0.008,1.2,2,1];
16 [kbest,resnorm,residual] = lsqcurvefit(@dy_dt,k0,xdata,ydata,lb,ub);
17

18 % Initiate graph and plot experimental data
19 axis tight
20 fig = gcf;
21 fig.Position = [20, 60, 850, 700];
22 plot(xdata/60,ydata,'o')
23 hold on
24

25 % Plot of best fit using parameters (kbest).
26 HF_0 = 0.998; % Initial conditions
27 % Rate of disappearance of HF (t=0 HF = 0.998, t=t* HF = 0)
28 dHF_dt = @(t,HF) -kbest(1) * (1-HF)^kbest(2) * HF^kbest(3) * kbest(4);
29 [t,HF] = ode45(dHF_dt,xdata,HF_0);
30 plot(t/60,HF)
31

32 % Plot extras
33 text(50,0.6,...
34 sprintf('k1 = %.3g\nk2 = %.4g\nk3 = %.4g\nk4 = %.4g\nResidual = %.3g',...
35 kbest(1),kbest(2),kbest(3),kbest(4),residual(end)),'FontSize',20)
36 text(50,0.8,'$-\frac{d\theta}{dt}=k_1(1-\theta)^{k_2}\theta^{k_3}k_4 $',...
37 'Interpreter','Latex','FontSize',22)
38 xlabel('Time, min')
39 ylabel('Normalised hydride fraction')
40 legend('Experimental data','Fit','Location','Best')
41 hold off
42 ax = gca;
43 ax.YGrid = 'on';
44 ax.XGrid = 'on';
45 ax.GridAlpha = 0.075;
46 ax.FontSize = 20;
47

48 % Function to input k parameters into differential equation based on
49 % experimental xdata and initial condtions yfit_0 = 0.998.
50 function yfit = dy_dt(k,xdata)
51 k1 = k(1);
52 k2 = k(2);
53 k3 = k(3);
54 k4 = k(4);
55 yfit_0 = 0.998;
56 f = @(t,y) -k1 * (1-y)^k2 * y^k3 * k4;
57 [¬,yfit] = ode45(f,xdata,yfit_0);
58 end
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