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1 Abstract

This thesis is about defining finitely additive measures on sets. The pro-
totype for what we’re doing is defining a R((X))-valued measure on a 2-
dimensional local field (such as Qp{{t}}). The thesis consists of three main
parts.

The first part consists of defining finitely additive measures and integra-
tion in relatively high degree of generality so that we can not only integrate
over 2-dimensional local fields but also higher dimensional local fields, C((t))
and over algebraic groups.

The second part consists of applying this theory to obtain a sequence of
more refined measures µn on a 2-dimensional local field which allow us to
define the Fourier transform intrinsically.

The third and final part consists of applying the theory to coset measures
on GL(2) and SL(2), including rigorously defining a local Hecke operator
on GL(2,C((t))).
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3 Introduction

3.1 Overview of measure on 2-dimensional local fields

Higher dimensional local fields are never locally compact, so we know a
priori that they can not have a Haar measure defined on them. At the
same time they are not dissimilar to 1-dimensional local fields, so one might
reasonably hope that we could still define some sort of measure on them,
even if it behaves badly in some sense. This turns out to be true and is what
Fesenko does in [1].

If we take concretely the example of Qp((t)), then the idea of this measure
is that there is a natural projection from O = Zp+ tQp[[t]] to Zp, so we have
a natural notion that the measure µ(piO) should be p−i. Then the first
difficulty that presents itself is what kind of measure to assign to a set like
tO or t−1O which are infinitely smaller or larger respectively than the sets
piO which we could assign a value to. The solution to this problem is to
introduce an auxiliary variable, X, which one might reasonable think of as
an infinitesimal, and set µ(tjO) = Xj .

So to make this idea work, you have to allow your measure to take
values in R((X)) but Fesenko shows that you can obtain a meaningful, well-
defined and translation-invariant finitely additive measure µ on some algebra
A generated by sets of the form a+ pitjO and equal to the following

µ(a+ pitjO) = p−iXj

This measure satisfies the following properties:

1. µ(a+A) = µ(A) for all a ∈ K,A ∈ A

2. µ(εti1t
j
2A) = µ(A)q−iXj for all ε ∈ O∗, A ∈ A

3.

µ(
∞⋃
i=0

Ai) =
∞∑
i=0

µ(Ai)

if both sides are defined and the right hand side converges absolutely
in R((X)) (i.e. the series defining each coefficient converges absolutely
and for sufficiently negative N , the series defining the N -th coefficient
is identically zero).

We will often think the second property in the following equivalent form:
there is a module | · | : K → R((X)) such that µ(aA) = |a|µ(A) for all a ∈ K
and A ∈ A. The measure satisfies countable additivity only in a restricted
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sense, but this restricted sense is sufficient to allow you to define some sort
of integration - the idea here is that the integral should satisfy∫ ∞∑

i=0

λi1Aidµ =
∞∑
i=0

λiµ(Ai)

and one can use this as a definition if the Ai are of a particular simple
form, are pairwise disjoint and the series on the right hand side converges
absolutely in R((X)).

There’s also a version of this theory developed by Matthew Morrow [4]
which starts with the idea that we’re lifting from the residue field (in the case
of higher dimensional local fields, we consider the topmost/largest residue
field) and develops a theory of integration from there. This covers slightly
more functions but doesn’t lend itself as well to the generalizations that
we’re interested in.

3.2 Summary of new work

We generalize Fesenko’s approach to measure in 2 ways: we allow a slightly
wider range of functions and at each step of the way to defining integration,
we prove it in as much generality as we can so that for example we can also
define a measure on GL(2,C((t))). We prove exactly when a premeasure
defined on some collections of subsets extends to a finitely additive measure
on an algebra of sets. One key problem is that finitely additive measures
don’t necessarily lead to natural theories of integration (since we have no a
priori condition on how they behave with respect with countable operations);
we resolve this problem by producing the concept of labelling and we prove
a gluing lemma, allowing us to define a theory of integration on a larger set
K by means of defining it on subsets (or on quotients of subsets, i.e. we can
lift a theory of integration from the residue field E to a 2-dimensional field
F ).

Our next section uses the theory just developed to define a sequence
of ever more refined measures µn where µ1 is our standard measure. If
µ1 is related to the isomorphism O/t2O ' E, then µn is related to the
isomorphism O/tn2O ' En. The purpose of these measures is to define a
Fourier transform intrinsically on a 2-dimensional local field and to do that,
you need these more refined measures in order to define integrals of the form∫

fχdµ
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where χ is a character. The downside of these measures is that they are not
inherently commensurable (e.g. µn(ti1A) = qinµn(A), so each µn behaves
differently under scaling). We solve that problem with a limiting procedure,
which allows us to define the Fourier transform intrinsically on the ring of
functions we started with. We then show that this has all the expected
properties such as Fourier inversion.

In the final section we discuss algebraic groups. We first prove a ver-
sion of the Iwasawa decomposition that will be helpful for our purposes
and then use that and our theory of measures to define a measure on
the coset spaces SL(2, F )/SL(2, O) for any 2-dimensional local field and
GL(2,C((t)))/GL(2,C[[t]]). Using the latter measure we can give rigorous
meaning to a local Hecke operator defined by Langlands [3] of the form

θ1 : f 7→ f̃ , f̃(g) =

∫
g∆1/GL(2,C[[X]])

fdµ

and we show that we can define a ring of functions M on GL(2,C((t))) such
that θ1 acts on M .
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4 Notation

Throughout this work we will take F to be a 2-dimensional local field, e.g.
E((t)) for a local field E or Qp{{t}}. We write E for the first residue field,
O for the ring of integers with respect to the rank 2 valuation and O for
the rank 1 ring of integers, so e.g. if K = E((t)), E = E, O = OE + tE[[t]]
and O = E[[t]]; if K = Qp{{t}}, E = Fp((t)), O = Zp[[t]] + pZp{{t}}
and O = Zp{{t}}. We will pick a 2-dimensional valuation v and a pair of
uniformizing elements t1, t2 with v(t1) = (1, 0) and v(t2) = (0, 1) (we order
this lexicographically so that v(t2) > v(t1)). In our two examples (t1, t2)
may be chosen as (πE , t) and (t, p) respectively.

We will also occasionally write K to be any set, when we want to work
in more generality. For the most part, this is still intended to be a 2-
dimensional local field.
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5 Creating a general additive measure theory

5.1 Philosophy

The goal of this section is to generalize Fesenko’s approach to measure on
2-dimensional local fields. Consider first the simplest case, Qp((t)): if we
want to define an additive measure on this field with µ(O) = 1, then also we
have µ(piO) = p−i by additivity and since tO ⊂ p−iO, there’s no reasonable
real-valued measure to assign tO. The solution is to choose µ(tO) = X for
some new element X. If we want to have some sort of module (and thus
a well-behaved theory of integration), we require µ(tjO) = Xj . Using this
input (including specific features of this problem) one can then show that
this does define a unique additive measure on K on an algebra of sets and
that it does lead to a reasonable theory of integration.

Now we want to view this more generally, so we take a set K, a collection
of subsets G (where g stands for generating), an abelian group B and a
function µ : G → B. One can naively extend µ to more subsets in the
following two ways:

1. If A,B ∈ G are disjoint, then it should hold that µ(A ∪B) := µ(A) +
µ(B)

2. If A,B ∈ G satisfy A ⊂ B, then it should hold that µ(B \ A) =
µ(B)− µ(A)

If we want to extend µ to an additive measure on an algebra of subsets
A, then we will require firstly that we also have access to intersections and
secondly, we need to identify under which conditions this naive procedure
in fact produces a unique, well-defined measure. We give an answer to this
question in full generality in the second subsection.

The next step then is to define an appropriate class of functions and
an integration operator

∫
K dµ. The idea here is that the following formula

should hold in as great a generality as possible:∫ ∑
i

λi1Aidµ =
∑
i

λiµ(Ai)

We now give an example to show that we can not hope this will hold in full
generality:

Example Let K = Qp((t)) and pick three sequences Bi, Ci and Di of
subsets satisfying the following:

8



1. Each sequence consists of pairwise disjoint sets.

2. The Bi and Ci are also pairwise disjoint; Di is fully contained in Bi.

3. µK(Bi) = q−i

4. µK(Di) = µK(Ci) = X

Then define Ai = (Bi \ Di) t Ci and fbad =
∑∞

i=1 1Ai ; since µ(Ai) =
q−i −X +X = q−i, this representation would imply that∫

n
fbaddµn =

∞∑
i=0

q−i =
1

1− 1
q

However, if we define A′i = (Bi \ Di) t Ci−1 for i > 0 and A′i = B0 \ D0.
Then we have that fbad =

∑∞
i=0 1A′i but also that:

∞∑
i=0

µn(A′i) = 1−X +

∞∑
i=1

q−i =
1

1− 1
q

−X

In particular, this implies that our theory of integration will always be re-
stricted in terms of what kind of functions it can handle and these restric-
tions will reflect features of the specific sets that we’re working with. If we
look back at how we define integration for functions on Qp((t)) (for exam-
ple), we may observe that an important feature that we take advantage is
that we know integration on Qp is well-defined and under appropriate con-
ditions we can lift this to the bigger field Qp((t)). Our goal therefore will
be to generalize this procedure by means of a gluing lemma, which we do in
the final subsection.

5.2 Existence of measures

Suppose we have a set K, a collection of subsets G (where g stands for
generating), an abelian group B and a function µ : G → B. If we want
to extend µ to a B-valued additive measure on an algebra of subsets A
containing G, then we can immediately note two necessary conditions:

1. We need to be able to extend µ to intersections of elements.

2. µ must satisfy the Inclusion-Exclusion principle on G (since any addi-
tive measure satisfies it).
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We will prove in the following lemma that these conditions are also sufficient.
Since there is no general method for defining the measure of an intersection,
instead we’ll assume that Gn is closed under intersections, which will be true
in all our applications.

Lemma 5.1 Let B be an abelian group and K a set. Let G be a collection
of subsets of K equipped with a function µ : G 7→ B satisfying

1. Closure under intersection: A ∩B ∈ G for all A,B ∈ G

2. Inclusion-Exclusion: If A1, ..., An and
⋃n
i=1Ai are elements of G, then

µ(

n⋃
i=1

Ai) =

n∑
i=1

µ(Ai)−
∑

1≤i<j≤n
µ(Ai ∩Aj) + ...+ (−1)n+1µ(

n⋂
i=1

Ai)

Then µ extends uniquely to a finitely additive B-valued measure on the al-
gebra generated by G, which we will call A.

Proof Since G is already closed under intersections, to obtain A, we need to
take the closure under set-theoretic difference and disjoint union. The idea
is that we would like to define a measure µ̃ on A by the following procedure:

1. If µ̃(A) and µ̃(B) are defined, then we define µ̃(AtB) := µ̃(A)+ µ̃(B)

2. If µ̃(A) and µ̃(B) are defined and B ⊂ A, then we define µ̃(A \ B) =
µ̃(A)− µ̃(B)

It is clear that this is the only way one can extend µ to A; the problem is
to show that µ̃(A) will be independent of the expression we have for A in
terms of sets Ai ∈ G, \ and t. So suppose that we have two expressions for
the same set A in terms of sets Ai (1 ≤ i ≤ k) in G, \ and t. Then we need
to show that these two expressions lead to the same value for µ̃(A). The
trick here is that since we’re only dealing with finitely many sets A1, ..., Ak,
we can reduce the lemma to the case that G and K are both finite sets as
follows: define

G′ = {
⋂
i∈I

Ai|I ⊂ {1, ..., k}}

K ′ = K/∼

where x ∼ y if x and y belong to the exact same elements of K′. Then G′
is finite and closed under intersection by construction and the cardinality
of K ′ is at most 2#G′ , so is also finite. Then we can naturally think of G′
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as consisting of subsets of K ′ - this doesn’t change the values of µ or the
calculation of µ̃, so we only have the prove the lemma in this specific case.
So for the rest of the proof, we will assume G finite, K = {1, ..., n} and that
if i and j belong to the same elements of G, then i = j. In particular, the
latter implies that the only algebra of sets containing G is the full power set
of K (any algebra on a finite set is atomic and that assumption implies its
atoms must be the singleton sets {i}).

Now define n sets as follows:

Ai =
⋂

i∈A∈G
A

Note that Ai ∈ G since it is closed under intersection, i.e. Ai is the smallest
set in G containing i. This definition implies that if i ∈ Aj , then Ai ⊂ Aj .
So, if i ∈ Aj and j ∈ Ai, then Ai = Aj and i = j since they belong to
the same elements of G. We also note that at least one of the Ai has only
one element - the ⊂-relation gives us a partial ordering on the Ai and if
we take a minimal element Aj with respect to this partial ordering, then
i ∈ Aj implies Ai ⊂ Aj , so i = j is the unique element of Aj . Without loss
of generality we may assume that An is such a set with just one element.
Then we consider the sets Ai \ {n} for 1 ≤ n− 1 ordered by inclusion - we
again find a minimal set which by possibly relabeling we may assume to be
An−1 \ {n}. Then An−1 ⊂ {n − 1, n} and we can continue this procedure,
relabelling as we go until our sets satisfy the following for all 1 ≤ i ≤ n:

Ai ⊂ {i, ..., n}

Now define a n-by-n matrix M by the following:

Mi,j = 1(j ∈ Ai)

As a result of our relabelling procedure, this matrix is upper-triangular and
it has 1’s on the diagonal, so we conclude that M is an invertible matrix.
Now, if we have a measure µ̃ on P({1, ..., n}), the matrix M relates the
values µ̃({i}) to the values µ̃(Ai) by means of the formula:

M(µ̃({1}), ..., µ̃({n})) = (µ̃(A1), ..., µ̃(An))

So if we want to find a measure µ̃ that agrees with µ on G, it must at least
satisfy the condition that µ̃(Ai) = µ(Ai), which in terms of the matrix we
can write as

M(µ̃({1}), ..., µ̃({n})) = (µ(A1), ..., µ(An))
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Since M is an invertible matrix, there is a unique solution to this equation,
which we’ll call µ̃ (note that a measure on P({1, ..., n}) is determined by the
values µ̃({i})). We will now show that µ̃ satisfies all the required properties.

Given A ∈ G, we can write it as the following union (if i ∈ A, then
i ∈ Ai ⊂ A by definition of Ai):

A =
⋃
i∈A

Ai

Now we can apply the inclusion-exclusion principle to both µ and µ̃ sep-
arately to express µ(A) in terms of µ(Ai) and µ̃(A) in terms of µ̃(Ai) (by
construction Ai ∩ Aj is equal to Ai or Aj , so the intersections appearing
in the inclusion-exclusion principle are all equal to Ai’s) and we find that
µ̃(A) = µ(A) for all A ∈ G. So µ̃ is the unique measure that extends µ to a
measure on the whole of P({1, ..., n}.

5.3 Integration and gluing

Most functions on K that we’ll want to integrate will be real-valued but
without any loss of generality we’ll work with functions that are B-valued
(where µ takes value in the abelian group B). Since we’ll want to work with
infinite sums and we’ll want to work with absolute convergence, so we’ll
assume B is a topological abelian group and define absolutely convergence
in that generality:

Definition We say a sum
∑

i bi with bi ∈ B is absolutely convergent if it is
convergent and any rearrangement of the sum converges to the same limit.

This is the same as the usual definition in the case of R. Our most common
use-case will be the ring R((X)), in which it corresponds to the following:
suppose we have an infinite sum in R((X)):

∞∑
j=1

∞∑
i=kj

ai,jX
i

Then it is absolutely convergent if each sum
∑∞

j=1 ai,j is absolutely conver-
gent (i.e. absolute convergence is coefficientwise) and the kj are all bounded
from below (otherwise the infinite sum wouldn’t convergence).

Our main idea will be to to integrate as many functions of the form
f =

∑
i λi1Ai as possible by means of the following formula:∫ ∑

i

λi1AidµK =
∑
i

λiµK(Ai)
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For this to make sense and to be independent of our choice of representation
for f , we will certainly require that the sum on the right hand side converges
absolutely, so that will be one restriction on our function f . As our pre-
vious example shows, this condition will not be sufficient - essentially one
can hide a conditionally convergent sum inside one that is nominally abso-
lutely convergent by mixing the levels. Our solution is to explicitly label the
levels. This may seem a little artificial but as we will see later, the theory
of integration will depend on the labelling only in a nice way (i.e. a good
labelling allows us to integrate more functions). The input datum that we’ll
end using consists of 5 pieces (K,G, µ,B, L) satisfying the following:

1. K is any set.

2. G is a collection of subsets of K that is closed under intersections.

3. µ, the measure, is a function from G to B that satisfies the Inclusion-
Exclusion principle.

4. B, the value group, is a topological abelian group.

5. L, the labelling, is a function with G as its domain

By the Key Lemma, this immediately gives us an algebra A containing G
and an extension of µ to the algebra. The labelling L doesn’t immediately
extend to A, so we define the following concept:

Definition We call an element A ∈ A pure of label l if it can be written in
terms of Gi ∈ G with L(Gi) = l, t and \. That is to say:

1. Any element G ∈ G is pure of label l if L(G) = l.

2. If A,B ∈ A are disjoint and pure of label l, then AtB is pure of label
l.

3. If A,B ∈ A satisfy A ⊂ B and are pure of label l, then B \ A is pure
of label l

We will also simply say an element A is pure when we don’t care about the
label.

With the notion of purity in hand, we are now in a position to say what the
integrable functions will be:

Definition Given an appropriate input datum (K,G, µ,B, L), defineM(K,G, µ,B, L),
or M(K,B) if unambiguous, to consist of those functions f : K → B such
that:
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1. f can be written as
∑

i λi1Ai with λi ∈ B and each Ai ∈ A is pure.

2. The sum, i.e. the integral,
∑

i λiµ(Ai) is absolutely convergent.

Remark Since our decomposition does not require disjointness, the restric-
tion that each Ai is pure on its own is not a restriction on the function f . Its
only in combination with the second condition that it’s a restriction and as
such one should see the whole labelling procedure as informing what kinds of
absolutely convergent sums we allow (i.e. which functions have well-defined
integral).

We then see that µ is integrable if we can define integration on M(K,B) by
means of the now familiar formula:∫ ∑

i

λi1Aidµ =
∑
i

λiµ(Ai)

i.e. if this definition does not depend on the chosen representation of our
function f .

Example Let K be equal to R, C or Qp. Then we can define an integrable
measure µ on K based on the standard Haar measure as follows. We let G
consist of all compact sets and K itself (this is closed under intersections);
for A compact, we set µ(A) = µHaar(A); µ(K) we set equal to 0. Then
the Inclusion-Exclusion principle holds for µ because K can not be written
as the finite union as compact sets, so for any non-trivial equality of the
form A0 = ∪ni=1Ai, each Aj must be compact and we inherit the Inclusion-
Exclusion principle from the standard Haar measure. For the labelling, we
simply pick the constant labelling (i.e. we are in a nice enough situation that
we don’t need to label sets). We’ll write a lemma to show this is integrable.

Lemma 5.2 µ, as just defined, is an integrable measure on K = C,R or
any finite extension of Qp.

Proof Our definition of integrability is linear, so we only need to prove that
if
∑

i λi1Ai = 0 with Ai ∈ A and
∑

i λiµ(Ai) absolutely convergent, then
this sum is zero. Now observe that every element of A can be written as
A or K \ A with A a Haar-measurable set (one can check this collection is
closed under ∩,∪, \) so we can split up this sum into two parts

∑
i λi1Ai +∑

i νi1K\Bi
where Ai and Bi are Haar-measurable and both sums∑

i

λiµ(Ai),
∑
i

νiµ(K \Bi) = −
∑
i

νiµ(Bi)
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are absolutely convergent. Define g =
∑

i λi1Ai , f =
∑

i νi1K\Bi
and f̃ =∑

i νi1Bi - then f+f̃ is a constant function on E. g and f̃ are integrable with
respect to the original Haar measure on E and thus g − f̃ is also integrable
with respectable to the Haar measure on E but also g− f̃ = g+ f − (f + f̃)
is a constant function on E since g + f = 0 and f + f̃ are both constant.
The only integrable constant function on E is 0, so g = f̃ and as we already
know integration on K with respect to the Haar measure is well-behaved,
we obtain the equality: ∑

i

λiµ(Ai) =
∑
i

νiµ(Bi)

This is equivalent to the desired equality:∑
i

λiµ(Ai) +
∑
i

νiµ(K \Bi) = 0

Now that was quite a bit of work even for a simple case, so we’d like some
way to prove measures are integrable more easily. To do that, we have the
following gluing lemma:

Lemma 5.3 Suppose we have integrable measures (K,Gi, µi, B, Li) with dis-
joint labellings li satisfying the following three conditions:

1. For distinct i, j ∈ I, we have either that for all A ∈ Gi, B ∈ Gj, the
intersection A ∩B ∈ {A, ∅} or for all such A,B, A ∩B ∈ {B, ∅}.

2. Given an equality A =
⋃
n∈NAn with each An ∈ Ai for some i and

non-empty, then in fact each i is equal.

3. Each measure µi satisfies the following: for each possible label l there
is a set El ∈ Gi which contains each set with label l and has measure
µi(El) = 0.

Then we can glue together all these measures into a single integrable mea-
sure (K,G, µ,B, L) with respect to the labelling L which satisfies L(A) =
(Li(A), i) for A ∈ Gi.

Proof Define G =
⋃
i∈I Gi - this is closed under intersection by (1). Define

µ on G by the formula µ(A) = µi(A) for Ai ∈ Gi and the labelling l as
above - these are both well-defined by (2). Showing this defines a R((X))-
measure amounts to showing µ satisfies Inclusion-Exclusion. So suppose A =
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⋃n
k=1Ak for some A,Ak ∈ G. Suppose A ∈ Gi, then define Ki = {k|Ak ∈ Gi}

so that B := A \
⋃
k∈Ki

Ak ∈ Ai. It also holds that B ⊂
⋃
k 6∈ KiAk so

tautologically we have B =
⋃
k 6∈Ki

Ak ∩ B; suppose Ak ∈ Gj and note that
A∩Ak = Ak, then by (1) intersecting Ak with any element from Gi produces
an element in Gj . In particular, by distributivity of intersection, Ak∩B ∈ Aj .
It follows that while B =

⋃
k 6∈Ki

Ak ∩B so by (2) the only possibility is that
B is empty and A =

⋃
k∈Ki

Ak and Inclusion-Exclusion for µ follows from
Inclusion-Exclusion for µi.

Now we show that µ is integrable. Our definition of integrability is linear,
so we may restrict to the case of the zero function, i.e. if

∑
n∈N λn1An = 0,

each An is pure and the sum
∑

n∈N λnµ(An) is absolutely convergent, then
this sum is zero. Let L denote the set of all labels and for l ∈ L define Nl to
be those indices such that An is labelled by l. Let fl =

∑
n∈Nl

λn1An which
is integrable. Then we get the following equality:

0 =
∑
n∈N

λn1An =
∑
l∈L

∑
n∈Nl

λn1An =
∑
l∈L

fl

Now suppose for some label m we have
∫
fmdµi 6= 0 (where i is the appro-

priate index). Note that fm1Em = fm by definition of Em (see (3)). So
multiplying the zero function by 1Em and subtracting fm we obtain:

−fm =
∑
l 6=m

∑
n∈Nl

λn1An∩Em

Now we note that by condition (1) and distributivity of intersections, we
have that if An ∈ Aj , then An ∩Em is either Em or again an element of Aj
- so we can divide N \ Nm into two parts: N+ where An ∩ Em = Em, N0

and N− where An ∩ Em ∈ Aj for some j 6= i. Moving the sum with N+ to
the left-hand side we find the following:

−fm −
∑
n∈N+

λn1Em =
∑
n∈N−

λn1An∩Em

So the left-hand side is g := −fm−C1Em for some constant C - then g still
has non-zero integral as µi(Em) = 0, so we can find some set A ∈ Ai such
that g1A is non-vanishing. Then we can multiply our previous equality by
1A:

g1A =
∑
n∈N−

λn1An∩A

For n ∈ N−, it holds that An ∩ A ∈ Aj with j 6= i as before, so looking
at the support of the left-hand side and the right-hand side we get that
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A ⊂ ∪n∈N−(An∩A) but also tautologically we have that ∪n∈N−(An∩A) ⊂ A
so we obtain a contradiction with (2).

Corollary 5.4 If we have integrable measures (K,Gi, µi, B, Li) with disjoint
labellings li that also have disjoint support in the sense that for A ∈ Gi, B ∈
Gj (with i 6= j, A∩B = ∅, then we can glue the measures to a single integrable
measure (K,G, µ,B, L) with respect to the labelling L which satisfies L(A) =
(Li(A), i).
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6 Fourier Transform on 2-dimensional local fields

6.1 A more refined measure

To define a Fourier Transform on a 2-dimensional local field F , we need to
be able to integrate sufficiently many functions so that we can make sense
of expressions such as

∫
fχdµ where χ is a character on F . To do that, as it

turns out, we need to refine the measure and gain access to more measurable
sets. To do so, we fix a natural number n; the case n = 1 corresponds to
the standard measure on F . For each n, we’ll define a measure µn on a
collection Gn and in the end we’ll relate each measure to the n = 1 case by
means of a limiting procedure. We note that we can think of our existing
measure as gluing together the pullbacks of the measure on E through the
projections ρi : ti2O → ti2O/t

i+1
2 ' E and for any measurable subset Z of E,

we have the following:

µ(a+ ρ−1
i (Z)) = µE(Z)Xi

Similarly we can construct projections pi : ti2O → ti2O/t
i+n
2 → En where

the second arrow is a continuous bijection and we can try to generalize this
definition to define a measure µn by the following formula for a measurable
subset Z of En:

µn(a+ p−1
i (Z)) = µEn(Z)Xi

Remark These projections are related to our goal of harmonic analysis as
follows: if we have a character χ on F with conductor equal to tn2O, then
the function χ1O factors through the projection p0.

There’s no canonical choice of projections pi in the mixed-characteristic case
- this is essentially because there are many sections to the quotient map
O → O/t2O and although they agree mod t2 by definition, they don’t agree
mod tn2 . Let πE be a uniformizer of E, then we choose a lift s : E → O
satisfying s(πnEu) = tn1s(u) (in equal characteristic s will be an inclusion
map). Then, having fixed s, we know we can write any x ∈ ti2 in the
following form:

x =

∞∑
j=i

xjt
j
2

where each xj lies in the image of s. Then we define pi by the following
equality:

pi(x) = (xi, ..., xi+n−1)

18



In particular, our projections glue together to give a map P : K → EZ in
the sense that pi(x) = (P (x)(i), ..., P (x)(i+ n− 1)).

To show that this leads to a well-defined finitely additive R((X))-valued
measure on a ring An as in the case n = 1, we will first restrict ourselves to a
smaller collection than all sets of the form a+p−1

i (Z), to simplify the proofs.
To every ~z = (z1, ..., zn) ∈ En, ~r = (r1, ...rn) ∈ Rn>0, we can associate the
multiball:

B(~z, ~r) = {(x1, ..., xn) ∈ En| |xi − zi| < ri for all i}

We also call i the level of the set a+ p−1
i (Z). Then our initial collection of

objects Gn consists of translates of pullbacks of multiballs a + p−1
i (B(~z, ~r))

where we require that the constant a ∈ K satisfies P (a)(j) = 0 for i ≤ j ≤
i+n−1 (this restriction simplifies the exposition a bit and lets us postpone
dealing with a key difficulty in the mixed-characteristic case until a more
appropriate time) and in addition we also have the empty set.

We’d like to apply our Key Lemma to this scenario to produce a measure,
so we first check that Gn is closed under intersection:

Lemma 6.1 Gn is closed under intersection.

Proof Suppose we have two sets in Gn, a+p−1
i (B(~z, ~r)) and a′+p−1

j (B(~z′, ~r′)).

We can rewrite the condition x ∈ a+ p−1
i (B(~z, ~r)) in terms of the map P -

it is equivalent to the requirement that P (x)(k) = P (a)(k) for k < i, that
P (x)(k) ∈ B(zk+1−i, rk+1−i) for i ≤ k ≤ i + n − 1 and P (x)(k) can be
anything for k ≥ i+ n. We can write this more uniformly as:

1. P (x)(k) ∈ {P (a)(k)} for k < i

2. P (x)(k) ∈ B(zk+1−i, rk+1−i) for i ≤ k ≤ i+ n− 1

3. P (x)(k) ∈ E for k ≥ i+ n

We note that the intersection of two open balls in E is again an open ball
in E or empty. Assume first that i = j, then x is in the intersection (a +
p−1
i (B(~z, ~r))) ∩ (a′ + p−1

i (B(~z′, ~r′))) if and only if the following hold

1. P (x)(k) ∈ {P (a)(k)} ∩ {P (a′)(k)} for k < i

2. P (x)(k) ∈ B(zk+1−i, rk+1−i)∩B(z′k+1−i, rk+1−i)
′ for i ≤ k ≤ i+ n− 1

3. P (x)(k) ∈ E for k ≥ i+ n
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So we see that the intersection is equal to an element of Gn of level i or
the empty set. Now we assume wlog that i < j. Then we see that x is in
the intersection (a + p−1

i (B(~z, ~r))) ∩ (a′ + p−1
j (B(~z′, ~r′))) if and only if the

following hold:

1. P (x)(k) ∈ {P (a)(k)} ∩ {P (a′)(k)} for k < i

2. P (x)(k) ∈ B(zk+1−i, rk+1−i) ∩ {P (a′)(k)} for i ≤ k ≤ j − 1

3. P (x)(k) ∈ B(zk+1−i, rk+1−i) ∩B(z′k+1−i, r
′
k+1−i) for j ≤ k ≤ i+ n− 1

4. P (x)(k) ∈ E ∩B(z′k+1−i, rk+1−i)
′ for i+ n ≤ k ≤ j + n− 1

5. P (x)(k) ∈ E for k ≥ i+ n

We see that we either get a condition of the form P (x)(k) ∈ ∅ and the
intersection is empty or the conditions are of the form P (x)(k) ∈ Ak where
|Ak| = 1 if k < j, Ak is an open ball in E for j ≤ k ≤ j + n− 1 and Ak = E
for k ≥ j + n, in which case the intersection is an element of Gn of level j.

Now we just need to check the Inclusion-Exclusion principle. We do that
as follows: suppose we have A0, ..., Al ∈ Gn with A0 =

⋃l
j=1Aj . Write each

Aj as aj + p−1
ij

(B(~zj , ~rj)). It is true by assumption that Aj ∩ A0 = Aj , so
following the proof that Gn is closed under intersection, we can conclude
that ij ≥ i and P (aj)(k) = P (a0)(k) for k < i0 (otherwise the intersection
would be empty and we’re assuming non-triviality). So we can subtract a0

from each aj and reduce to the case that Aj ⊂ ti02 O for all 0 ≤ j ≤ l. In
particular, we can apply the projection pi0 and work in En. If ij = i0, then
Aj corresponds to a multiball in En; if ij > i0, then Aj corresponds to a
subset of En that is at most (n − 1)-dimensional. Since the set-theoretical
difference of two open sets in En will always be empty or n-dimensional,
by non-triviality we conclude that ij = i0 for all j. Then the inclusion-
exclusion principle in this case reduce to the inclusion-exclusion principle
for µEn which we know holds.

Thus, the lemma gives us a ring, which we will call An and a measure,
which by abuse of notation we still refer to as µn. µn satisfies similar prop-
erties to those of µ1 we previously mentioned, which merits a proposition:

Proposition 6.2 1. For a ∈ K,A ∈ An, a + A ∈ An and µn(a + A) =
µn(A)

2. µn(εtj1t
k
2A) = µ(A)q−njXk for all ε ∈ O×, A ∈ An
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Proof For the first and second statement, we can immediately reduce to
the case that A ∈ Gn.

We will prove these first in the relatively easy equal-characteristic case.
In that case, s is just the inclusion map and we can write A in the following
more explicit form:

A = b+B(z1, r1)ti2 + ...+B(zn, rn)ti+n−1
2 + ti+n2 O

where P (b)(k) = 0 for i ≤ k ≤ i+ n− 1 and conversely any set that can be
written in such a form is in Gn. Then we can write a =

∑∞
j=N ajt

j
2 for some

N ∈ Z and with aj ∈ E. For e ∈ E, it holds that B(z, r) + e = B(z + e, r),
so we can calculate that

a+A = (b+
i−1∑
j=N

ajt
j
2)+B(z1+ai, r1)ti2+...+B(zn+ai+n−1, rn)ti+n−1

2 +ti+n2 O

which is an element of Gn with the same measure as A.
To prove the second statement in the equal-characteristic case, using

translation invariance we can eliminate the constant to reduce to the case
that A =

∑n−1
j=0 B(zj , rj)t

i+j
2 + ti+n2 O (we switch to this notation so that we

can manipulate things a little easier). Then we can immediately note the
following:

tj1t
k
2A =

n−1∑
j=0

tj1B(zj , rj)t
i+k+j
2 + tn+k

2 O

Since µE(tj1B(zi, ri)) = q−j , this implies that µ(tj1t
k
2A) = q−njXkµ(A). To

show that µ(εA) = µ(A) for any ε ∈ O∗, we make a further reduction step.
We can split up a ball B(z, r) into a finite disjoint union of balls with strictly
smaller radius, so any multiball can be written as a finite disjoint union of
multiballs satisfying the condition that ri � rj whenever i < j - we use �
here because the exact nature of the condition depends on ε. We can write
ε ≡ ε0 +

∑n−1
j=1 εjt

j
2 mod tn2 where ε0 ∈ O×E by assumption. Then we have

εA =
n−1∑
j=0

[ε0B(zj , rj) +
n−1∑
k=1

εkB(zn−1−k, rn−1−k)]t
i+j
2 + tn2O

Now, on the level of E, we note the following two identities: eB(z, r) =
B(ez, r|e|E) for any e ∈ E and B(z, r) + B(z′, r′) = B(z + z′, r) if r′ < r.
Using our assumption that ri � rj whenever i < j, this lets us calculate the
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previous expression explicitly as being equal to the following:

εA =
n−1∑
j=0

B(
∑
k+l=j

εkzl, rj)t
i+j
2 + tn2O

Thus, it follows that εA ∈ An with µ(εA) = µ(A).
To prove the first and second statement in the mixed-characteristic case,

similarly as above, we reduce to the case that A ∈ Gn and that if we write
A = b+ p−1

i (B(~z, ~r)), then ri � rj whenever i < j although now the exact
nature of � will also depend on a. So let a ∈ K, then we can write a+ b as
c+ d where P (c)(k) = 0 for k < i and d ∈ ti2O. Now we wish to understand
the set d+ p−1

i (B(~z, ~r)), so we note that the condition x ∈ d+ p−1
i (B(~z, ~r))

is equivalent to x ∈ ti2O and P (x− d)(i− 1 + k) ∈ B(zk, rk) for 1 ≤ k ≤ n.
We will now prove by induction on k that P (x − d)(i − 1 + k) ∈ B(zk, rk)
is equivalent to a condition of the form P (x) ∈ B(ck, rk) for some constants
ck. For x, d ∈ ti2O, it holds that P (x − d)(i) = P (x)(i) − P (d)(i) since the
map ρi = P (·)(i)|ti2O is additive, so the condition P (x− d)(i) ∈ B(z1, r1) is

equivalent to P (x)(i) ∈ B(c1, r1) where c1 = z1 +P (d)(1), which establishes
the base case. Now suppose the claim holds for all j < k and we’ll prove it
for k. The induction step is a little involved, so we’ll prove it do it in the
specific case n = 2, k = 2, i = 0 and then say how to generalize it. We can
write x ≡ x0 + x1t2 mod t22 where xj = s(P (x)(j)) for j = 0, 1. Similarly,
if we define ej = s(P (x0 − d)(j)), then x0 − d ≡ e0 + e1 mod t22 for all
x ∈ O. It follows that x − d ≡ e0 + (e1 + x1)t2 mod t22 and P (x − d)(1) =
ρ1(e1+x1) = ρ1(e1)+P (x)(1) and P (x−d)(1) ∈ B(z2, r2) becomes equivalent
to P (x)(1) ∈ B(c2, r2) for c2 = z2−ρ1(e1). The only issue here is that ρ1(e1)
is not constant; however we can think of it a continuous function E → E
in the variable P (x)(0) by writing it as ρ1(s(P (s(P (x)(0)) − d))), so since
r1 � r2 by assumption and P (x)(0) ∈ B(c1, r1) by the induction hypothesis,
continuity implies that we get a unique well-defined B(c2, r2).

To prove the induction step in the general case, you give the same def-
inition for ei but ek will now be a continuous function of the k − 1 vari-
ables P (x)(i + j) for 0 ≤ j ≤ k − 2, but since P (x)(i + j) ∈ B(cj , rj) by
the induction hypothesis and rj � rk, we can still conclude that we get a
unique well-defined ball B(ck, rk). It follows that d + p−1

i (B(~z, ~r)) is equal
to p−1

i (B(~c, ~r), so we have

a+A = c+ p−1
i (B(~c, ~r))

and a+A ∈ An and furthermore µn(a+A) = µn(A), so we have translation
invariance.
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Now to prove the second statement in the mixed-characteristic case.
Firstly, as in the equal-characteristic case, we can eliminate the constant
now that we have translation invariance and write A = p−1

i (B(~z, ~r)) with
ri � rj whenever i < j. Then, as s(πE) = t1, we have

tj1t
k
2A = p−1

i+k(π
j
EB(~z, ~r))

so tj1t
k
2A ∈ An and µn(tj1t

k
2A) = µn(A)q−jnXk since µE(πjEA) = q−jA

for any measurable set A in E. Now let ε−1 ∈ O∗ (we take the inverse
purely to simply the notation) and we want to show that ε−1p−1

i (B(~z, ~r)) =
p−1
i (B(~c, ~r)) for some ~c ∈ En. The condition x ∈ ε−1p−1

i (B(~z, ~r)) is again
equivalent to x ∈ ti2O and P (xε−1)(i − 1 + k) ∈ B(zk, rk) for 1 ≤ k ≤ n
and we will prove the claim by induction on k. For k = 1, P (·)(i) coincides
with ρi on ti2O, so P (xε)(i) = P (x)(i)ρ0(ε). Now assume we’ve proved
it for all j < k, then define xl = s(P (x)(l)) for i ≤ l ≤ i − 1 + k and
ek = s(P (

∑i+k−2
l=i xlε)(k)). Then, by construction of ek, we have P (xε)(k) =

P (x)(k)ρ0(ε) + ρi+k−1(ek) where ρi+k−1(ek) is a continuous function of the
k − 1 variables P (x)(l) for i ≤ l ≤ i+ k − 2, so by the induction hypothesis
and our assumption on the radii, the ball B(ck, rk) is unique and well-defined

where ck =
zk−ρi+k−1(ek)

ρ0(ε) .

6.2 Integration with respect to this measure

We have a measure µn. To talk about integration, we need a labelling. Our
labelling will be L(a+ p−1

i (B(~z, ~r)) = (a, i).

Proposition 6.3 µn is integrable with respect to this labelling.

Proof Apply the gluing lemma.

Remark A very important class of functions f : F → C that belongs to
M(F, µn,C((X))) is the following: if f factors through a map of the form
x 7→ pi(x − a) with P (a)(k) = 0 for i ≤ k ≤ i + n − 1 and the induced
function f̃ from En to C((X)) is integrable and has countable image, then
f ∈M(F, µn,C((X))). This follows simply from writing

f =
∑

y∈f(F )

y1a+p−1
i ((f̃−1({y}))

and observing that f̃ being integrable means that we have the following
equality and the sum on the left hand side converges absolutely:∑

y∈f(F )

yµn(a+ p−1
i ((f̃−1({y}))) =

∫
En

f̃dµEnXi
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We also note that our integral has the same change-of-variable property as
the measure:

Lemma 6.4 For any f ∈M(F, µn,C((X))), ε ∈ O∗ and b ∈ F , we have:∫
n
f(εti1t

j
2x+ b)dµn(x) = q−niXj

∫
n
fdµn

Proof This follows straightforwardly from the same property of the mea-
sure.

Example Since our goal is to define a Fourier transform, we want to cal-
culate integrals of the following type∫

n
1a+A(x)χ(αx)dµn

where a ∈ K and A = p−1
i (B(~0, ~r) (it being centered at ~0 means exactly

that for every y ∈ A, y + A = A), ordt2(α) = −i − n and χ the standard
character with conductor equal to O - then the integral exists by the remark
preceding the lemma. We will need to define the following set

Â = {α ∈ K| χ(αx) = 1 ∀x ∈ A}

Then we can calculate the integral in the classical way: take any y ∈ A and
apply our assumed equality y +A = A:∫

n
1a+A(x)χ(αx)dµn = χ(αy)

∫
n
1a+A(x)χ(αx)

and we conclude that the integral is non-zero if and only if α ∈ 1
Â

, which
means we obtain the following∫

n
1a+A(x)χ(αx)dµn = 1

Â
χ(αa)

One can also show that Â ∈ An and that
̂̂
A = A but we will not need these

facts.

6.3 Connecting the theories of integration

Although we have now defined provisional integration theories for each µn
that allow us to do some calculations, for n ≥ 2, they are not as relevant to
what we want to be doing as the case n = 1 - they do not satisfy the right
scaling and for example, the most basic function of the theory 1O lies only
in M(F, µn,C((X))) and not in M(F, µn,C((X))) when n ≥ 2. So our aim
now is to repair that defect. We introduce the following notation:
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1. If A ∈ Gn, i.e. A is of the form a+ p−1
i,n(B(~z, ~r)) and Z a subset of Em

of finite measure, then

A ∗ Z = a+ p−1
i,n+m(B(~z, ~r)× Z)

2. If A1∗Z and A2∗Z are defined, then (A1tA2)∗Z = (A1∗Z)t(A2∗Z)
and (A1 \A2) ∗ Z = (A1 ∗ Z) \ (A2 ∗ Z).

3. It follows that µn+m(A ∗ Z) = µn(A)µ̄m(Z)

Let’s now consider the example of an indicator function of a set A ∈ An.
If we take an increasing sequence Bi such that ∪iBi = E, then 1A∗Bi ∈
M(F, µn+1,C((X))) and the sequence converges pointwise to 1A. If we
consider the sequence of integrals, we get∫

n+1
1A∗Bidµn+1 = µn(A)µ̄(Bi)

This implies that the correct quantity to consider if one wants to obtain

something commensurate with µn is the quotient
∫
n+1 1A∗Bi

dµn+1

µ̄(Bi)
. This then

leads us to note the following somewhat tautological identity:∫
n
1Adµn = lim

i→∞

∫
n+1 1A∗Bidµn+1

µ̄(Bi)

This motivates the following definition. First, for the increasing sequence,
we take the most straightforward option of Bi = t−i1 On−1

E . If we have some
function f : F 7→ C of the form

∑
j∈N fj1Aj with Aj ∈ A1 and fj functions

from F to C, then
∑

j∈N fj1Aj∗Bi converges pointwise to f . Now we define
a set of integrable functions Ln(C) as follows: for f as above, f ∈ Ln(C) if∑

j∈N fj1Aj∗Bi ∈M(F, µ2,C((X))) for all Bi and limi→∞

∫
n

∑
j∈N fj1Aj∗Bi

dµ2

µ̄(Bi)
converges. In that case, we say that∫

fdµ = lim
i→∞

∫
n

∑
j∈N fj1Aj∗Bidµ2

µ̄(Bi)

If we also let L1(C) = M(F, µ1,C((X))), then we obtain the following
lemma:

Lemma 6.5 1. L1(C) ⊂ L2(C) ⊂ L3(C)...

2. For any a, b ∈ K, f ∈ Ln(C),∫
f(ax+ b)dµ(x) =

1

|a|

∫
fdµ
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Proof Let n ≥ 1 and f ∈ Ln(C), we will show that f ∈ Ln+1(C). Suppose
first that f can be written as f1A with A a generating set of A1 such

that f1A∗Bn−1
i
∈M(F, µn,C((X))) and limi→∞

∫
n f1A∗Bn−1

i
dµn

q(n−1)i converges. If

A = a + tN1 t
j
2OE + tj+1

2 O, define env(A) = a + OEt
j−1
2 + tj2O. Then by

construction we have that env(A) ∗ Bn
i ∩ A ∗ B

n−1
i = A ∗ Bn−1

i if i ≥ N
and A ⊂ env(A). It follows that f = f1A1env(A) and we have the following
equality for i ≥ N∫

n f1A∗Bn−1
i

dµn

q(n−1)i
=

∫
n+1 f1A1env(A)∗Bn

i
dµn

q(n−1)iqi

This then immediately implies that f ∈ Ln+1(C). The case that f =∑k
i=0 fi1Ai with Ai ∈ A1 follows from this one using linearity and the gen-

eral case then follows by taking limits.

Definition We define the set L(C) of all integrable functions on F as fol-
lows:

L(C) =
∞⋃
i=1

Li(C)

Example Let α ∈ K and χ the standard character on K, then x 7→
1O(x)χ(αx) ∈ L(C) and we have the following equality:∫

1O(x)χ(αx)dµ = 1O(α)

The equality is immediate when α ∈ O as then the integrand is then simply
1O(x). Now assume α ∈ t−n2 O, then we’ve already calculated the following
integral: ∫

n+1
1
O∗(t−j

1 On
E)

(x)χ(αx)dµn+1 = 1 ̂
O∗(t−j

1 On
E)

(α)

We observe that Ô = O and that O = ∪jO ∗ (t−j1 OnE), so if α 6∈ O, then

there is some N such that for all j > N , α 6∈ ̂
O ∗ (t−j1 OnE). That is to say,

for α 6∈ O, we have

lim
j→∞

∫
n+1 1O∗(t−j

1 On
E)

(x)χ(αx)dµn+1

qnj
= 0

which finishes the calculation.
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6.4 Defining the Fourier transform

Definition For any f ∈ L(C), we define, if it converges, the Fourier trans-
form as follows:

F(f)(α) =

∫
f(x)χ(αx)dµ(x)

Proposition 6.6 For any f ∈ L1(C), F(f) is well-defined, integrable and
furthermore Fourier inversion holds:

F2(f)(x) = f(−x)

Before proving the proposition in full generality, we first show it holds in
the case of indicator functions 1A of sets A ∈ A1.

Example We know from the previous example that F(1O) = 1O. Since
we know how our integral behaves under linear transformations, this can
immediately be generalized to the following:∫

1
a+ti1t

j
2O

(x)χ(αx)dµ = |ti1t
j
2|1t−i

1 t−j
2 O

(α)χ(αa)

That is to say:

F(1
a+ti1t

j
2O

)(α) = |ti1t
j
2|1t−i

1 t−j
2 O

(α)χ(αa)

It is now to easy to check that Fourier inversion holds. Since any indicator
function 1A can be written as a linear combination of indicator functions of
generating functions and the Fourier transform is linear, it follows that

F2(1A)(x) = 1A(−x)

Now we prove the proposition:

Proof First we will show that F(f) exists; we will only need to show this
for F(f)(1) as F(f)(0) exists by assumption and the rest follows from linear
change of variables. Write f =

∑∞
i=0 λi1Ai where the Ai are disjoint differ-

ences of two sets of pure level in A1 and
∑∞

j=0 λiµ(Ai) converges absolutely.
We observe as before that we have a generating set a + A ∈ A1 where A
is centered at 0, then by standard properties of characters one of the two
following equalities holds:∫

χ(x)1a+Adµn = χ(a)µ(Ai)
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∫
χ(x)1a+Adµn = 0

Now if we have a set D ∈ An of pure level, on the one hand D corresponds
to a subset of En, so the equality |χ(x)| = 1 implies the following inequality:

|
∫
χ(x)1Ddµn| ≤ µ(D)

Conversely, we can write the indicator function 1D in terms of indicator
functions of generating sets 1ai+Ai to which we can apply the previous di-
chotomy. So

∫
χ(x)1Ddµn = cµ(D) for some complex number c with |c| ≤ 1.

It follows that if we write Ai = Ci \Di with Ci and Di of pure level, there
exists sequences ci and di of complex numbers of modulus at most 1 such
that ∫ ∞∑

i=0

λiχ(αx)1Aidµ =
∞∑
i=0

λi(ciµ(Ci)− diµ(Di))

The latter sum converges absolutely in C((X)) so F(f)(1) converges and it
makes sense to talk of a Fourier transform. Fourier inversion for arbitrary
functions in L1(C) follows immediately from Fourier inversion for indicator
functions as shown in the example.
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7 Coset measure on SL(2, F ) and GL(2, F )

7.1 Iwasawa decomposition

Lemma 7.1 Let A ∈ GL(n,K). Then there exists a matrix H ∈ GL(n,O),
a diagonal matrix D and a unipotent upper-triangular matrix U such that

A = HUD

Proof This is equivalent to showing that there exist D and U with ADU ∈
GL(n,O) (since both diagonal matrices and u.u.t. matrices are closed under
inversion). If we think of A as consisting of n row-vectors ~xi, then for each
~xi, there exist a scalar di ∈ K such that di~xi ∈ On but also ~xi 6≡ 0 mod Mn;
we define D as the diagonal matrix with di as the i-th diagonal element.
Then AD has entries in O and it makes sense to talk of the reduction of AD
mod M which we’ll denote ĀD̄; by the determinant criterion for invertibility,
AD ∈ GL(n,O) if and only if ĀD̄ ∈ GL(n,E). The latter is equivalent to
the ~xi being linearly independent mod M , whereas our assumption that A
is invertible merely implies that there exist a N such that ~xi are linearly
independent over MN . Using induction, we will show we can make the ~xi
linearly independent by a u.u.t. transformation as follows: suppose ~xj are
linearly independent for i + 1 ≤ j ≤ n. If ~xi is linearly independent from
those, we are done. Otherwise we have a relationship of the form:

~xi ≡
n∑
j=i

λj~xj mod M

where λj correspond to elements in E. So, if we multiply the matrix AD by
the unipotent upper-triangular matrix Ui whose only non-zero entries above
the diagonal consist of λj ’s in the (i, j)-th spot, then the new ~xi will be 0
mod M but then we can adjust di so that again ~xi will be in O but non-
zero mod M . This process must eventually halt within N steps since the
original ~xi were independent mod MN , so after at most (n− 1)N unipotent
upper-triangular transformations, the matrix AD will be in GL(n,O). Since
unipotent upper-triangular transformations form a group, this completes the
proof.

7.2 Coset measure on SL(2, F )

Our goal is to define rigorously a R((X))-valued measure on SL(2, F ) that
will allow us to define integration. Matt Waller has defined a measure
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on SL(2, O) rather than on the full group SL(2, F ) (e.g. his theory has
no sets bigger than X−1), so it seems natural focus on the coset space
SL(2, F )/SL(2, O).

Proposition 7.2 For every coset of SL(2, O), we can find a representative
of the form (

ti1t
j
2 0

0 t−i1 t−j2

)(
1 u
0 1

)
where u is unique up to t−2i

1 t−2j
2 O.

Proof By the Iwasawa decomposition, we can write any element of SL(2, F )
as a product HDU where H ∈ SL(2, O), D is a diagonal matrix and U

is an unipotent upper-triangular matrix. Write di,j =

(
ti1t

j
2 0

0 t−i1 t−j2

)
(any

diagonal matrix in SL(2, F ) can be factored as a diagonal matrix in SL(2, O)
multiplied by di,j for some (i, j)) and we can then simply calculate that any

element of SL(2, O)di,j

(
1 u
0 1

)
can be written in the form

(
ti1t

j
2a ti1t

j
2au+ t−i1 t−j2 b

ti1t
j
2c ti1t

j
2cu+ t−i1 t−j2 d

)

for some

(
a b
c d

)
∈ SL(2, O). Then we can immediately observe that the

minimal valuation of the top-left entry is exactly (i, j) so (i, j) is uniquely
determined by the coset. Now suppose that for some u, u′ ∈ F we have an
equality of cosets

SL(2, O)di,j

(
1 u
0 1

)
= SL(2, O)di,j

(
1 u′

0 1

)
then by picking the identity element on the left, we deduce that there exists(
a b
c d

)
∈ SL(2, O) such that the following equality holds

(
ti1t

j
2 ti1t

j
2u

0 t−i1 t−j2

)
=

(
ti1t

j
2a ti1t

j
2au
′ + t−i1 t−j2 b

ti1t
j
2c ti1t

j
2cu
′ + t−i1 t−j2 d

)
We first read off that a = 1 and c = 0 and then it follows that d = 1
and b = t2i1 t

2j
2 (u − u′). This defines an element of SL(2, O) if and only if

u− u′ ∈ t−2i
1 t−2j

2 O.
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Thus we have a bijection from SL(2, F )/SL(2, O) to
⊔

(i,j)∈Z2 F/t
−2i
1 t−2j

2 O.
Since we defined a measure on F in section 2, we are now almost done.

We use the corollary of the gluing lemma to lift this measure to the
disjoint union

⊔
(i,j) F/t

−2i
1 t−2j

2 O as follows. The index set is Z2 in the

obvious way, the measurable sets of F/t−2i
1 t−2j

2 O are simply those elements

of GF that are invariant under the natural t−2i
1 t−2j

2 O-action and for such an
set A we have

µ
F/t−2i

1 t−2j
2 O

(A) =
µ(A)

µF (t−2i
1 t−2j

2 O)

so that in particular t−2i
1 t−2j

2 O/t−2i
1 t−2j

2 O will end up having measure 1
which is exactly right as it corresponds to a single coset of SL(2, O). These
measures again have disjoint support, so we can glue them together to an
integrable R((X))-measure µSL(2,F )/SL(2,O).
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8 An application to Langlands’ work

In Langlands’ work[3] he wants to define a local Hecke operator onGL(2,C((X)))
by the following formula:

θ1 : f 7→ f̃ , f̃(g) =

∫
g∆1/GL(2,C[[X]])

fdµ

where ∆1 =

(
X−1 0

0 X−1

)
GL(2,C[[X]]) and the goal is to show that this

operator forms a commutative algebra with another local Hecke operator.
Langlands gives this as an intended definition but doesn’t have any class of
functions for which he can prove this operator exists. We provide such a
class of functions.

To do so, we first define a measure on C((X)). We defined an integrable
measure on C in section 5.3. For each λ ∈ C and i ∈ Z, we have the
projection map pa,i : a + XiC[[X]] → C, each of which gives us a measure
defined on C((X)) which we can glue together by the gluing lemma.

By the Iwasawa decomposition we have an isomorphism from the coset
space of GL(2,C[[X]]) in GL(2,C((X)) which states that it is equal to⊔

i,j

C((X))/Xi−jC[[X]]

Using the quotient measure on each C((X))/XjC[[X]] (satisfyingµ(XjC[[X]]/XjC[[X]]) =
1), we can glue those together to get an integrable measure onGL(2,C((X))/GL(2,C[[X]],
so we have a class of functions M(GL(2,C((X))/GL(2,C[[X]],C((X))) we
can integrate. Of course, we want our Hecke operator to act on functions
on GL(2,C((X))), so let M be the corresponding ring of functions defined
on GL(2,C((X))) and invariant under the GL(2,C[[X]])-action.

So we know that θ1 is well-defined on M and the next step is to show
that it acts on M , i.e. that θ1(f) ∈M for all f in M . We first consider the
case that f = 1A for some measurable A invariant under GL(2,C[[X]]), so
we’re interested in the expression

f̃(g) = µ(g∆1 ∩A/GL(2,C[[X]])

Since g∆1 is a single coset of GL(2,C[[X]]), this is either 0 or 1. At this
point it’s helpful to reduce to the case that A is of the simple form:

A =
⊔
u∈U

(
1 u
0 1

)(
Xi 0
0 Xj

)
GL(2,C[[X]])
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where U contains Xi−jC[[X]] since our measurable sets are generated by
subsets of this type. If we similarly write out the Iwasawa decomposition
for g:

g =

(
1 v
0 1

)(
Xk 0
0 X l

)
h)

Then f̃(g) = 0 unless k = i+1, l = j+1 and v ∈ U (note that k− l = i− j).
So if we define A+1 by the following formula:

A =
⊔
u∈U

(
1 u
0 1

)(
Xi+1 0

0 Xj+1

)
GL(2,C[[X]])

then we obtain the following equality

θ1(1A) = 1A+1

so we conclude that θ1(1A) is again in M . Now we know that θ1 sends
indicator functions to elements of M but with this explicit expression, we
can make the more precise claim that θ1 sends indicators of pure sets to in-
dicators of pure sets of the same measure, from which it follows immediately
that θ1 maps M to M .
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