
Optimal Methodologies for Ultrasonic
Guided-Wave Based Structural Health

Monitoring

A Thesis Submitted to The University of Nottingham
for the Degree of Doctor of Philosophy

Sergio Cantero Chinchilla, MSc, BSc

August 2020



Abstract

The assessment of structural integrity is a key issue for many industries due to

its important implications in safety, maintenance cost reduction, and improved

asset availability. In this context, structural health monitoring (SHM) systems

using ultrasonic guided-waves are being explored for an efficient diagnosis

of damage and prognosis of the remaining useful life of the monitored struc-

ture. Nonetheless, addressing this monitoring scenario is a challenge given

the inherent complexities associated to each of the diagnosis steps, which en-

compass the optimal SHM design, the detection of damage, its localisation,

and its identification. Among these complexities, uncertainties stemming from

several sources such as equipment noise, manufacturing defects, and the lack

of conclusive knowledge about wave propagation introduce a high variability

in the response of the SHM system. The main objective of this thesis is to pro-

vide probabilistic Bayesian and fuzzy logic methodologies to manage global

uncertainties for each step in the SHM process.

The accuracy and reliability of an ultrasonic guided-wave based SHM sys-

tem are dependent on the chosen number and location of sensors and actu-

ators. A general framework for optimal sensor configuration based on value

of information is proposed in this thesis, which trades-off information gain

and cost. This approach optimally chooses the sensor position so that they

render the largest information gain when inferring the damage location. The

methodology is tested using different case studies in the context of ultrasonic

guided waves and piezoelectric (PZT) sensors. However, although this frame-

work is mathematically rigorous, it is computationally expensive should the

actuators be considered in the optimisation problem. To overcome this issue,

a cost-benefit analysis is also proposed using both the Shannon’s information

entropy and a cost function associated to the number of sensors and actua-
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tors. The objective function is based on binary decision variables, which are

relaxed into continuous variables, hence convexifying the objective function.

This optimisation methodology is illustrated in several case studies consid-

ering plate-like structures with irregular geometries and different materials,

providing a high computational efficiency.

The first diagnosis stage requires a robust and computationally efficient

damage detection approach in real-life engineering scenarios. To this end,

a novel damage index for ultrasonic guided-wave measurements based on

fuzzy-logic principles is proposed in this thesis. This approach assesses the

time of flight (ToF) mismatch between signals acquired in undamaged and

non-pristine states using fuzzy sets for its evaluation. The robustness partially

builds on the use of a large amount of signals stemming from two experimental

procedures: the round robin configuration and the transmission beamforming

technique. This new damage index is validated in several scenarios with sud-

den and progressive damage.

Once a damage area has been detected, the next diagnosis stage requires a

reliable damage localisation. To address this SHM step, a robust methodology

is proposed based on two hierarchical levels: (1) a Bayesian time-frequency

(TF) model class selection to obtain the ToF of damage scattered waves; and

(2) a Bayesian inverse problem (BIP) of damage localisation that considers as

input data the outcome of the first level. The effectiveness and robustness of

the proposed methodology is illustrated using two cases studies with one and

two areas of damage.

Lastly, to provide a complete diagnosis of damage using ultrasonic guided-

waves, the identification of damage needs to be addressed. A multi-level hy-

brid wave and finite element (WFE) model-based Bayesian approach is pro-

posed to identify the type of damage in composite beams based on posterior

probabilities, hence accounting for different sources of uncertainty. In addition

to the type of damage, this approach allows the inference of damage-related

parameters and the damage location. A carbon fibre beam with two damage

modes, i.e. a crack and a delamination, is used to illustrate the methodology.
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1
Introduction

The assessment of structural integrity is a key issue for many industries

due to its important implications in safety, maintenance cost reduction, and

improved asset availability. This chapter introduces the context and motivation

of this work on SHM and ultrasonic guided-waves. It also provides the main

research objectives and the subsequent contributions made throughout this

Ph.D. thesis.

1.1 Context and motivation

The evaluation of the structural health condition has been typically carried out

using well-established non-destructive testing (NDT) techniques such as visual

inspection, radiography, or ultrasound [1, 2]. Despite being highly accurate,

these methods may require the temporary suspension of the operation of a

specific industrial asset, e.g. a bridge or an aeroplane. The costs associated

with these inspection actions are intrinsically related to the number of hours

required for each test [3], given that little or no service is provided during

the inspection time. Besides, the amount of required maintenance operations

tends to increase with the requested level of safety imposed by the norms and

standards for each industry, thus leading to a high impact in safety-critical

industries. Note that these industries (e.g. nuclear or aerospace) require high

2
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levels of safety-integrity, given that failures could lead to catastrophic conse-

quences [4].

In this context, the benefits and drawbacks of real-time or on-board SHM

systems are being explored by a range of industries. These systems are typi-

cally regarded as diagnosis tools that have the potential to mitigate the side-

effects of scheduled maintenance actions by reducing unnecessary costs while

providing a higher safety level. By using a particular on-board SHM system,

a structure is continuously monitored through time until an anomaly is de-

tected. When this happens, a more profound assessment of its location and

severity is typically carried out, and decisions on best operation and main-

tenance actions and when to optimally implement them are taken. This is

typically regarded as condition-based maintenance [5, 6], whereby maintenance

actions are undertaken based on the actual condition of the asset. When the

SHM system enables predictions of the future stages of damage propagation

and the remaining useful life of the monitored structure, then a predictive main-

tenance approach can be adopted [7]. Note that the detection, localisation, and

identification of damage can be enclosed within the diagnosis stage, while dam-

age prediction and remaining useful life (RUL) estimation fall into the prognosis

stage. An overview of the condition-based maintenance elements is provided

in Figure 1.1.

The accuracy of the SHM systems may rely on the type of technique

adopted to actively or passively interrogate the structural condition. Among

the most well-known approaches, it is worth mentioning the use of vibration

analysis [8, 9] and fibre Bragg grating [10]. These SHM methods stand out

due to their efficiency in monitoring very large structures such as buildings or

bridges, although generally lack of sensitivity to small and local damage. In

this sense, a promising technique is the use of ultrasonic guided-waves, which

are mechanical waves that have the property to travel and explore very large

thin-walled structural components with a relatively small attenuation [11].

Moreover, these ultrasonic waves are particularly sensitive to small damage

forms in the early stage of growth, such as the initiation of a fatigue crack.
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Figure 1.1: Hierarchical structure of condition-based maintenance.

These remarkable characteristics have led industries, such as the aerospace

industry, to focus on this diagnosis technology. One noticeable example of

this development is the phased array monitoring for enhanced life assessment

(PAMELA)® SHM system developed by Aernnova Engineering S.A. [12–14],

consisting of an integrated hardware and software system, including sensors

and actuators, able to perform ultrasonic guided-wave based experiments in

thin-walled structures.

1.1.1 Optimal SHM design

The effectiveness and reliability of a suitable ultrasonic guided-wave based

SHM system depend heavily on the configuration (number and location) of

the sensors and actuators. Inaccurate and biased diagnosis may lead to an

erroneous diagnosis such as false positive or false negative alerts [15], which

depending on the case, may have negative impact on safety and cost, partic-

ularly in safety-critical structures. In order to provide a reliable, yet efficient,

configuration for a SHM system, the adoption of an optimal sensor and ac-

tuator configuration is a key aspect in any SHM system, since it enables a
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balance to be struck between the performance of the SHM system and its re-

lated cost [16]. Theoretically, an infinitely reliable system would require an

infinite amount of information; however such a theoretical rule finds an ex-

ception in practice when features related to the complexity of the monitoring

system, such as the cost or the weight, are taken into consideration. The latter

suggests a trade-off between reliability and complexity for SHM design that

needs to be assessed rigorously for optimal SHM functionality. Authors have

investigated these aspects and the most relevant approaches can be broadly

categorised into two groups, namely, approaches using the value of information

as an optimality criterion [17, 18] and those using cost-benefit analysis [19]. The

first approach provides the sensor and/or actuator configuration that holds the

best balance between cost of the SHM system and the amount of information

gain by the system. Alternatively, the second one typically uses performance

indices (such as the probability of detection [16] or the Lindley information

measure [20]) and cost-related features associated within the layout of sen-

sors of the SHM system, which are simultaneously maximised and minimised

respectively using a multi-objective type of optimisation algorithm. In this the-

sis, original contributions have been done in both approaches using a rigorous

probabilistic Bayesian framework.

1.1.2 Damage detection

Damage detection in structural assets is carried out by monitoring health-

related features, such as vibration modes, deformations, or ultrasonic signa-

tures, throughout their design lifespan. The main advantage of using real-

time SHM techniques instead of other NDT methods, such as visual inspection

or radiography, is that a structure can be interrogated continuously and au-

tonomously over time, especially when it is out of reach, such as inside an

aeroplane wing. Therefore sudden events that might compromise its integrity

can be immediately identified. One possible output of this continuous moni-

toring is a binary indicator that provides Boolean information on whether or

not a structure is damaged. However, a damage index taking values within
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a numerical interval is often preferred since it provides not only information

about the presence of damage, but also information related to the degree of

damage so that inspection and maintenance actions can be planned according

to its severity. In the context of ultrasonic testing, the most common methods

for providing damage indices typically rely on time or energy-related features

from the ultrasonic signals acquired by the SHM system [21]. Additionally,

there are a number of complexities that need to be addressed in order for

this technology to be implemented in real-world engineering scenarios. For

instance, factors such as environmental noise that contaminates the measure-

ments or inaccurate measurement systems may compromise the effectiveness

and accuracy of the SHM system. Therefore, accurate damage detection for

structural applications demands a fast and highly reliable approach to avoid

biased diagnosis such as false positives and false negatives. In addition, a

suitable experimental procedure needs to be established to collect the required

amount of information for an accurate damage detection. In this sense, the

contributions of this thesis on optimal number and position of sensors sup-

port the definition of the previously mentioned experimental procedure by

suggesting optimal configurations. Once a damaged area is detected, proper

operational decisions can be taken, e.g. to carry on to the next stage of damage

localisation.

1.1.3 Damage localisation

The localisation of damage is particularly relevant for the industries such as

the aerospace and the wind power industries, given that some of the struc-

tures used in aircraft or wind turbines are very large, and some of them

are out of range for other NDT techniques such as visual inspection. To

address such a challenging scenario, the damage localisation stage can be

addressed using guided-wave based SHM along with post-processing tech-

niques applied to ultrasonic measurements [22]. Two general approaches are

typically adopted at this stage for damage assessment: (1) model-based in-

verse problems [23], whereby complete damage information can be obtained
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at a considerable computational cost; and (2) inverse problems based on post-

processed signal features, whereby other relevant information can be obtained

more efficiently. In regard to the model-based inverse problem type of iden-

tification, a physics-based wave propagation model is required, which needs

to be parametrised and whose outputs are compared to the available experi-

mental dataset. Alternatively, the second approach uses simpler models (such

as the time-of-flight) whose outcomes are comparable with the ones provided

by post-processing techniques (e.g. time-frequency transforms) instead of raw

experimental data [24]. Note that an excessively high level of information is

not usually required at the damage localisation stage, given that depending on

the location of the damage, this might have different levels of relevance.

1.1.4 Damage identification

If a localised damage site falls within a critically stressed area of a structure,

a more detailed level of information is required, which involves the identifi-

cation of the type of damage. In this regard, it is well-known that different

damage modes have unequal implications in the serviceability of the damaged

structures, for example impact damage may be more critical in terms of safety

than initial corrosion damage. These damage modes also differ between ma-

terials, e.g. fatigue cracks in metallic plates [25] or impact delaminations in

carbon fibre reinforced polymer (CFRP) sheets [26]. Moreover, depending on

the size and severity of the damage, the asset manager might decide to sus-

pend the service of a specific asset in order to carry out maintenance actions,

which may include preventing an aeroplane from flying. In this context, the

use of real-time ultrasonic guided-waves for damage identification establishes

a challenging, yet promising, scenario. It involves the use of model-based in-

verse approaches that allows the inference of the complete damage features,

including damage-type identification, from ultrasonic measurements. As ex-

plained before, these wave propagation models have typically been computa-

tionally challenging, thus preventing them from being used on-board for real-

time damage identification. There are, however, some developments available
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in the literature aimed at alleviating this computational complexity consisting

of the surrogacy of physics-based models [27]. The resulting tools can be re-

garded as efficient meta-models that approximate the input-output behaviour

of the physics-based models.

1.1.5 Uncertainty management

In addition to the aforementioned complexities, several sources of uncertainty,

e.g. unknown material properties, measurement errors stemming from equip-

ment or sensor noise, manufacturing defects, environmental changes, and epis-

temic uncertainty (i.e. lack of conclusive knowledge about wave propagation

in heterogeneous media), also introduce a high variability. If these uncertain-

ties are not rigorously considered, a biased and potentially erroneous diagno-

sis might be provided. To overcome these challenges, robust, rigorous, and

efficient methodologies are proposed in this thesis at each stage of the diag-

nosis process (see Figure 1.2). Thus, the three main approaches used herein:

(1) information theory [28] and Bayesian analysis for the design stage; (2) fuzzy

logic [29, 30] for the damage detection; and (3) BIPs [31–33] for damage local-

isation and identification. Note that for the Bayesian approaches, which have

been scarcely used in the literature in the context of ultrasonic guided-wave

based SHM, parameters or information inferred from measurements are not

treated as deterministic values, but instead as probability density functions.

These probabilities are understood here as a degree of belief [32, 34] given a

proposition, e.g. the degree of belief on a particular theoretical model given

a particular SHM dataset. The use of these rigorous methodologies in the

previous context entails a powerful tool that results in a more efficient and

reliable SHM, and therefore their applications to the different stages of ultra-

sonic guided-wave based SHM represent the main contribution of this doctoral

thesis.
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d Chapters 3 & 4 d Chapter 5 d Chapter 6 d Chapter 7

Optimal SHM
design

Damage
detection

Damage
localisation

Damage
identification

Figure 1.2: SHM stages addressed in this thesis and outline of the contributions.

1.2 Research objectives and contributions

Several ultrasound-based SHM methodologies have been proposed in the lit-

erature to tackle the different monitoring stages, namely optimal SHM design,

damage detection, localisation, and identification, mainly based on determin-

istic formulations to solve the corresponding inverse problems [34]. Overall,

these methods neglect modelling and accounting uncertainties stemming from

(1) unknown model parameter given a particular model class and (2) the choice

of a specific model class among a set of candidates. In this context, the use of

Bayesian and fuzzy-logic based approaches provides rational ways of manag-

ing global uncertainties for each step in the SHM process. This is the central

research objective of this thesis, which has been approached by establishing

several specific objectives on the basis of the following research hypotheses.

1.2.1 Research hypothesis 1

The accuracy and performance of any SHM system is influenced by several

design variables. In particular, the number and position of sensors are typi-

cally regarded as two of the most relevant variables, with important implica-

tions in cost and reliability [15, 16]. Numerous approaches for optimal sen-

sor placement have been proposed in the context of ultrasonic guided-wave

based inspection which use deterministic methodologies that neglect inherent

modelling uncertainties [35–38]. Some Bayesian probabilistic approaches have

also been proposed for applications different from ultrasonic guided-waves by

using, in general, the quantification of information gain as optimality crite-
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rion [39, 40], and neglecting the cost associated with the SHM configuration.

This could lead to uneconomical system configurations.

Hypothesis 1. An optimised and cost-efficient sensor configuration (num-

ber and position) can be obtained by trading-off the information gain and

the cost of the configuration using the value of information instead of the

amount of information.

Research Objective 1. Propose a general framework for optimal sensor configuration

based on value of information by trading-off information and cost, which can be then

specialised to the particularities of ultrasonic guided-wave based inspection.

Contribution. To explore this research objective, a novel methodology based

on the value of information is proposed. This approach is based on a rig-

orous Bayesian damage localisation framework for optimal sensor placement,

whereby the sensor locations are optimally chosen such that they render the

largest information gain when inferring the damage localisation. The optimal

number of sensors is obtained by assessing the value of information, and hence

the cost of the SHM system is taken into consideration. In general, uncertain-

ties coming from data measurements, unknown model parameters, and even a

partially unknown diagnosis model itself are rigorously addressed. The math-

ematical description of the proposed methodology, several case studies, and a

discussion on the results obtained and the potential extensibility of the method

are provided in Chapter 3.

1.2.2 Research hypothesis 2

The design of active SHM systems also involves the optimisation of the actu-

ators as well as the sensors. Besides, adaptive sensing SHM systems, which

use a subset of sensors that are the optimal ones to assess a potential damage,

require efficient methods to address the sensor and actuator optimisation as

soon as a potential damage is detected [41, 42]. In this regard, the adoption of
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classical and rigorous methodologies based on information gain entails a sig-

nificant limitation when addressing real-world engineering scenarios, where a

large number of sensors and actuators are required. To alleviate this burden,

several methodologies have been provided in the literature which transform

the objective function of the optimisation problem from being defined over

binary variables (sensor→1, no sensor→0) to continuous variables [43]. This

transformation is known as a convex relaxation [44], and it provides a consid-

erable improvement in the computational cost under certain conditions [45].

However, none of these methodologies have focused on the optimisation of

both the sensors and actuators. Furthermore, none of them have been applied

on active ultrasonic guided-wave based SHM which could benefit from the use

of these efficient approaches.

Hypothesis 2. Optimal configurations for both sensors and actuators can

be obtained simultaneously and very efficiently by using the Shannon’s

information entropy along with the cost of the system.

Research Objective 2. Provide a methodology for simultaneous optimal actuator and

sensor configuration based on (1) a rigorous quantification of modelling uncertainties

and (2) a description of the cost of the system using convexification strategies to address

the objective function in a highly efficient manner.

Contribution. To address this twofold objective, an entropy-based optimisa-

tion method for both actuators and sensors is proposed. The objective function

is convexified based on [43, 45], which implies that the optimisation problem

has a global minimum within the interval where the variables are defined, and

therefore simple methods can be used, such as the interior-point algorithm. In

addition to the optimal location of sensors and actuators, the proposed method

is able to provide the optimal number of sensors by introducing a cost function,

which depends on the number of sensors and actuators. This novel cost-benefit

methodology along with the proposed case studies that illustrate its capabili-

ties are provided in Chapter 4.
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1.2.3 Research hypothesis 3

The detection of damage in real engineering scenarios require robust, reli-

able, and fast methods. Ultrasonic guided-wave based SHM provides a rel-

atively inexpensive and effective tool to assess the integrity of engineering

structures [46]. In this context, several methods can be found in the litera-

ture for damage detection which are based on the energy content or the ToF

characteristics of the guided-waves [47, 48]. However, they are usually based

on deterministic modelling hypotheses that neglect the assessment and quan-

tification of measurement uncertainties. These uncertainties are particularly

relevant when considering industrial environments, as a biased assumption

can introduce false negative or positive alerts. The adoption of Bayesian ap-

proaches is a rigorous yet powerful tool to account for these uncertainties, but

they are computationally very expensive.

Hypothesis 3. An efficient on-board SHM system for damage detection

requires a fast and robust damage index that can be obtained using com-

putationally simple fuzzy logic methods.

Research Objective 3. Provide an efficient damage detection approach based on fuzzy

logic theory, whereby measurement-related uncertainty can be quantified and damage

severity information can be obtained as a by-product.

Contribution. To investigate this research objective, a novel methodology based

on fuzzy logic is proposed. This approach considers a measurement of data

uncertainty to create fuzzy sets, which are subsequently used to evaluate the

degree of membership [29] of new ultrasonic data within the healthy state. A

significant variation of this degree of membership is deemed to belong to the

presence of damage. Besides, the fuzzy sets enable the determination of a

damage index defined in the interval [0, 1] ∈ R, whereby the damage detec-

tion and severity are assessed. The mathematical and procedural descriptions

of this novel approach are provided in Chapter 5. Additionally, the applica-

tion of this method in real plate-like structures is illustrated in Chapter 5 using
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aluminium and CFRP sheets with different modes of damage, ranging from

impact to fatigue damage. The ability to detect and monitor in real-time the

degradation of structural performance is also investigated.

1.2.4 Research hypothesis 4

The localisation of damage in plate-like structures using ultrasonic guided-

wave based SHM has been addressed in the literature using deterministic

and probabilistic approaches [11, 49, 50]. The ToF obtained from a damage-

scattered wave has been extensively used as a signal feature that provides in-

formation about the damage location. In this context, the few probabilistic

Bayesian approaches proposed in the literature usually focus on quantifying

the uncertainties associated with the unknown model parameters, such as the

position of the damage or the group velocity of the guided-waves [50]. How-

ever, an important source of uncertainty comes from the assumption of a par-

ticular post-processing model, in the form of a TF transform, whereby the ToF

information is obtained. This epistemic uncertainty stemming from the adop-

tion of one particular model among a set of candidates may lead to a biased

localisation of damage.

Hypothesis 4. Bayesian theory can be adopted to rigorously assess both the

damage localisation and the best TF model simultaneously with quantified

uncertainty.

Research Objective 4. Propose a multi-level BIP for (1) TF model class selection and

(2) damage localisation along with an efficient algorithm that facilitates the identifica-

tion of multiple locations of damage within a structure.

Contribution. To deal with this twofold research objective, a set of TF candi-

date models is firstly proposed. These models are able to provide ToF mea-

surements from damage-scattered guided-waves. The problem of model class

selection is addressed by means of posterior probabilities, which provides infor-
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mation about the relative degree of belief of the candidate models. These pos-

terior probabilities are used to obtain a hyper-robust TF model. Next, the dam-

age localisation is computed by considering the ToF estimation of the hyper-

robust TF model using a BIP framework [24]. The asymptotic independent

Markov sampling (AIMS) [51, 52] algorithm is adopted to obtain the posterior

probability density function (PDF) of the model parameters, which is partic-

ularly efficient and accurate when dealing with multiple damage scenarios,

i.e. several damage instances in the same structure, for example, via different

mechanisms. The proposed methodology, along with their corresponding case

studies and discussion are provided in Chapter 6.

1.2.5 Research hypothesis 5

Finally, the identification of damage using ultrasonic guided-waves needs to

be also addressed in order to provide a complete diagnosis of a structure. In

the literature, some Bayesian methods have been proposed which use signal

features obtained from measurements in isotropic beams in order to quantify

the damage [53, 54]. However, a natural step forward would be to address

layered materials, such as composite materials, that are closer to the ones used

in the aerospace industry. In this context, and given the complex nature of

such materials, Bayesian methodologies provide a powerful tool to handle the

associated uncertainties [32]. Additionally, the identification of the type of

damage mode provides valuable information for the maintenance operator in

order to prepare a proper maintenance plan and to carry out further studies

on the remaining useful life of the component.

Hypothesis 5. Measurements from ultrasonic guided-waves can provide

useful information about not only the presence and location of damage,

but also the severity and type of damage within a composite structure.

Research Objective 5. Propose a multi-level Bayesian approach in order to quantify

and identify the type of damage based on posterior probabilities, which measure the
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degree of belief of different damage hypotheses.

Contribution. To address this research objective, a multi-level model-based

BIP framework is developed. An ultrasonic guided-wave propagation model

based on the hybrid WFE method [55] is used to infer damage-related informa-

tion represented by a number of model parameters, e.g. damage location and

transmission and reflection coefficients, while accounting for different sources

of uncertainty. These parameters can be grouped and categorised depending

on the damage nature, e.g. cracks or delaminations. Thus, different model

parametrisations, hence different model hypotheses, related to different dam-

age types are formulated in order to address the identification problem. Ad-

ditionally, the model parameter inference problem allows the localisation of

damage and the estimation of its extent. The methodology, which is limited

here to one-dimensional beam structures, is shown in Chapter 7. Several case

studies are also presented to show the capabilities of the proposed multi-level

Bayesian framework in identifying and quantifying the damage modelled for

composite structures.



2
Literature review

The process of SHM consists of the following stages: (1) design of the opti-

mal strategies and configurations of a SHM system; (2) damage detection of a

structure or structural system that is in operation; (3) localisation of a damaged

structure or damaged area within a structure; (4) identification and quantifi-

cation of the previously localised damage; and (5) prediction of the remaining

useful life of the structure so that maintenance decisions can be made. The

emphasis throughout this review is on the first four stages pertaining to the

diagnosis part, and hence the state-of-the-art in these fields is presented.

The literature review is organised as follows: Section 2.1 introduces the

context and state-of-the-art of the most used SHM techniques in engineering

applications; Section 2.2 provides an overview on optimal sensor placement

approaches; Section 2.3 summarises the methods that address the optimisation

of actuators as well as sensors; Section 2.4 depicts the state-of-the-art of dam-

age detection techniques as well as an overview of experimental techniques;

Section 2.5 describes the latest methods used for damage localisation; dam-

age identification techniques are briefly presented in Section 2.6. Finally, an

overview of types of uncertainty, probability logic and sampling-based meth-

ods is provided in Section 2.7. It is worth mentioning that the focus throughout

this review lies in two specific parts: (1) ultrasonic guided-wave related tech-

niques and (2) uncertainty quantification methods.

16



2.1. Overview of NDT and SHM techniques 17

2.1 Overview of NDT and SHM techniques

The assessment of the structural health condition can be addressed by adopting

one of the following approaches: (1) NDT techniques and (2) SHM methods.

The first group of techniques are usually adopted in scheduled maintenance

policies, where they provide a sufficiently accurate level of information about

the damage mechanism and the extension of the damage. Alternatively, SHM

methods can be regarded as tools that enable an online and continuous moni-

toring of the complete structure by using permanently mounted sensors at the

cost of a lower degree of precision.

Many NDT techniques are published in the scientific literature and they

are commercially available given the high level of standardisation that they

have reached (see Figure 2.1). For instance, radiographic inspection [56] can be

used to obtain the discontinuities in the material caused by manufacturing

errors or damage [57]. The resulting image is dependent on the absorption

properties of the structure being tested. Infrared thermography [58] is another

NDT imaging tool that is based on the detection of thermal radiation prop-

erties of the specimen. It typically requires a heating source and an infrared

camera, in addition to a processing unit that is able to interpret the recorded

heat patterns as possible damage sources [59]. Eddy current [60] NDT is used in

electrically conductive materials and it is able to detect damage (e.g. corrosion

or cracks) by measuring impedance changes [61]. Alternatively, ultrasound-

based NDT techniques provide with information through-the-thickness of thin

and thick structures. The most commonly adopted ultrasonic techniques are

the pulse-echo [62] and through-transmission [63]. They use a transducer for the

emission and acquisition and an emitter and a receiver, respectively. The main

strength of this technique is that the signals contain all the information com-

ing from inhomogeneities inside the structure, although at the cost of complex

post-processing techniques. Overall, the applicability of the previously de-

scribed NDT techniques is limited to a localised area of the structure and to an

offline-type of inspection [64].
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vs.

NDT

Techniques:

� Radiography

� Infrared thermography

� Eddy current

� Ultrasound – pulse-echo

� Ultrasound – through-transmission

Advantages:

* Accurate assessment

* High standardization

Disadvantages:

' Offline monitoring

' High asset downtime

SHM

Techniques:

� Vibration analysis

� Fibre Bragg grating

� Ultrasonic guided-waves

Advantages:

* Continuous monitoring

* Automated process

Disadvantages:

' Early stage of technology

' Lack of certification (aerospace)

Figure 2.1: Comparison between NDT and SHM.

A significant amount of SHM methods have been developed during re-

cent decades, driven by the interest of industries in adopting condition-based

maintenance plans. For instance, vibration-based monitoring methods [9] (e.g.

using accelerometers) are used to detect, localise [65], and identify defects in

very large structures, such as bridges or buildings [66]. However, this relatively

mature technology is limited to a large scale, and the assessment of localised

damage entails the use of high-order modes which may be difficult to excite

and post-process [67]. Fibre Bragg grating sensing systems [68] have also been

widely applied to civil structures, whereby the deformation of a structure can

be monitored and an anomaly may be inferred from the measurements [69].

This technology is mainly limited by the lack of engineering experience and

the high cost of the interrogation system [70]. Ultrasound-based techniques

have also been investigated for SHM in aircraft structures. In this context, ul-

trasonic guided-waves stand out, given their ability to actively interrogate a

relatively large two-dimensional structure [71] (see Figure 2.2), in contrast to

the ultrasonic NDT techniques mentioned above. In this case, ultrasonic waves

bounce back and forth inside the monitored structure, causing interference
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phenomena that ultimately lead to the creation of guided-waves [72]. Note

that the use of ultrasonic guided-waves is usually limited to thin-walled struc-

tures, as the plate thickness needs to be smaller or on the order of magnitude

of the wavelength (i.e. wave velocity divided by frequency) for guided-waves

to exist. Besides, a high excitation energy is required to excite guided-waves in

relatively thick plates, which establishes an additional limitation of this tech-

nique for thicker structures. Their main advantage over vibration analysis and

the use of fibre Bragg gratings is that they are able to interact with small dam-

age forms in their initial stages of growth [73]. This is particularly relevant in

structural applications using composite materials, due to their susceptibility to

sudden and non-visible damage. Additionally, this type of SHM is relatively

cost-effective, as long as the correct number and positions of sensors are used,

given that they are low-weight and relatively inexpensive compared to the cost

of the structure itself. These advantages have attracted the aerospace industry,

which seeks to benefit from the early detection of small and localised damage

enabling a cost-effective and safe transition from scheduled to condition-based

maintenance.

A
S

S

S

Emission

Scatteredwave

Structure

Figure 2.2: Schematic of guided-waves based inspection in an arbitrary structure. An
actuator (A) emits guided-waves, which interact with damage and creates a damage-
scatter that is read by the sensors (S).
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2.2 Optimal sensor configuration

The first stage in SHM usually consists of the optimal design of a SHM sys-

tem. In particular, the placement of sensors in a structure is one of the most

important parameters to be optimised that have been extensively studied in

the literature. The number and position of sensors play a key role on the quan-

tity and quality of the information collected, hence on the damage assessment.

Here, a review on different deterministic and probabilistic approaches to ad-

dress the optimal sensor placement in structural applications is presented.

In the context of ultrasonic guided-wave based SHM system design, sev-

eral approaches have been proposed in the literature to optimise the number of

PZT sensors and/or their locations in plate-like structures in both active sens-

ing diagnostics (ASD) and passive sensing diagnostics (PSD) [74]. PSD tech-

niques consider an arbitrary number of sensors in listening-mode (e.g., receiv-

ing signals from an acoustic emission source) which capture sudden changes

in the structure, such as impacts or crack growth. These techniques have been

widely used in the literature for impact localisation. For instance, in [75], a

deterministic method to localise impacts by using the time of arrival measured

at several PZT sensors was proposed. A structural model-free approach was

proposed in [76], which allowed not only the localisation of the impact, but

also the reconstruction of the force time history by using transfer functions.

Alternatively, impact localisation has also been addressed by a hybrid rea-

soning based methodology using analogy in a learning database, and wavelet

transforms to extract damage position-related signal features in [77]. More

recently, the efficiency of impact localisation in PSD has been enhanced by

using kernel extreme learning machine, which was compared to other compu-

tational techniques in [78]. Alternatively, ultrasonic ASD techniques consider

the interaction of the transducers with the structure by means of emission and

reception of guided waves [46]. Sparse or phased-array sensor layouts are

placed so that a structure is actively interrogated on demand, which confers

higher accuracy and reliability [79]. In both cases, several attempts have been



2.2. Optimal sensor configuration 21

proposed to optimise the SHM performance (number and location of sensors)

through optimisation methods such as (1) artificial neural networks combined

with genetic algorithms [80–83], whose efficiency has been improved by us-

ing the trilateration technique [84] and whose convergence has been enhanced

by modifying the crossover stage in [85]; (2) simulated annealing to achieve

complete coverage and discrimination whereby every point in a structure is

covered by at least one sensor [86]; and (3) particle swarm optimisation to

maximise the damage localisation accuracy of a SHM system based on beam-

forming imaging [87]. Alternatively, sensor placement optimisation has been

addressed by the use of performance indices such as the probability of detec-

tion in [35, 36], damage-related PDFs derived from the weights of an artificial

neural network in [88], and the area of coverage, whereby guided-wave prop-

agation properties and geometrical complexities such as openings are taken

into account [37, 38, 89]. The influence of faulty sensors in the area of cover-

age of the entire network [90] and the use of a more efficient mixed integer

nonlinear algorithm [91] have also been investigated in order to improve its ro-

bustness and performance, respectively. The vast majority of these approaches

rely on deterministic assumptions, and hence do not account for the inherent

uncertainties associated with ultrasound-based SHM, such as signal noise and

uncertain material and ultrasonic parameters. These uncertainties propagate

across different models leading to uncertainty in the damage reconstruction,

which needs to be quantified for a rigorous optimal sensor location assessment.

Several Bayesian probabilistic approaches for optimal sensor configuration

have been proposed in the literature, but for applications other than guided-

wave based SHM. For example, the position and/or the number of sensors

in structural systems have been optimised by making use of model-based

BIPs and probabilistic metrics. Additionally, Shannon’s information entropy of

the pre-posterior distribution was considered in [92, 93] by assuming asymp-

totic approximations to reduce its associated computational cost. Forward and

backward sequential sensor placement algorithms are typically used to place

sensors optimally in this context [94, 95]. However, the issue of sensor clus-
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tering could appear using the previous approaches due to the lack of spatial

correlation in the prediction error between sensor locations, which was tackled

in [96]. The Kullback-Leibler (KL) divergence between the prior and posterior dis-

tributions, which accounts for the information gained after measurements have

been acquired, has also been considered for optimal sensor placement [97].

It is worth mentioning that the maximisation of the KL divergence has been

found to be equivalent to the minimisation of the information entropy [40]. The

computation of such information-related features establishes again a challeng-

ing scenario, which has been alleviated in the literature by using polynomial

chaos expansion approximation techniques combined with Monte Carlo (MC)

sampling [39] to reduce the computational burden of the model evaluations,

stochastic optimisation [98], and principal component analysis [99]. Addition-

ally, the mutual information between data and model parameters has been con-

sidered as feature to be maximised depending on the sensor positions [100],

although it can be considered equivalent to the minimisation of the information

entropy as long as asymptotic approximations are taken into account [45, 101].

In analogous structural applications, Bayesian experimental design framework

has been proposed, which provides a case-specific utility function, such as the

KL divergence [102], whereby the maximisation of its probabilistic expectation

provides the optimal experimental design [103]. As a general comment, these

methods provide rigorous criteria for optimal sensor configuration from an

information-theoretic point of view, so that the more sensors are used, the more

information is gained and the better is the damage identification [94]. Note that

some of these approaches, which focus on the selection of the correlated pre-

diction error models, not only make it possible to account for the uncertainties

but also provide indications of the optimal number of sensors [96]. However, in

practice, decision-theoretic instead of information-theoretic criteria would be

preferred, where important variables such as the cost of the monitoring system

can be rigorously taken into consideration for optimal SHM system design.

Given that the performance and reliability of a SHM system heavily relies

on the number and position of sensors, an infinite number of sensors would
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be required to achieve the maximum level of information. Such rule finds a

limitation in reality, whereby the amount of resources is restricted, and there-

fore a trade-off is necessary. In the particular case of ultrasonic guided-wave

based SHM, the aforementioned trade-off is especially relevant since uncer-

tainty factors such as sensor noise, material property uncertainties, and varia-

tions in the acquisition and generation equipment, are well-known sources of

complexity which limit the monitoring functionality. For this reason, several

authors have recently adopted the concept of value of information [17, 18] to

investigate optimal SHM designs based on a healthy and principled balance

between the amount and the benefit of the monitoring information. For ex-

ample, the value of information has been adopted to address the maintenance

decision optimisation in [104, 105] by using SHM results [106, 107], reliabil-

ity methods [108], and influence diagrams [109]. Besides, it has also been

used to assess the value of SHM systems based on structural risks, integrity

management, service life costs, pre-posterior analysis, and Bayesian decision

theory [110–113]. In the context of optimal sensor placement, the value of in-

formation has been adopted to optimise spatially distributed systems, which

allow for information propagation [114], although with known submodularity

issues whereby the benefit of adding new measurements to a smaller set is

comparatively higher than adding them to a greater set. This is particularly

relevant when using greedy optimisation strategies along with different sets

of information, as it might lead to suboptimal solutions far from the optimal

one [115]. However, none of these contributions to date has focused on ultra-

sonic guided-wave based SHM, precisely where the benefits of this decision-

theoretic concept can be fully exploited due to the high dependence of ultra-

sonic information on both the number and position of PZT sensors. Therefore,

a rigorous approach that trades-off cost of the SHM system and information

gain in ultrasonic guided-wave based inspection would still be necessary.
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2.3 Optimal actuator and sensor configuration

The performance of SHM systems is also related to the number and location

of actuators as well as sensors depending on the application field. When mea-

surements of a structure are acquired during an external action (e.g. earth-

quakes or wind), the SHM system only demands sensors to measure the re-

sponse of such structure. However, when SHM is actively carried out, i.e. a

controlled action is induced into the structure, the optimisation of the actua-

tors plays an important role. In this context, the optimal joint positioning of

actuators and sensors has been studied in structural applications other than

ultrasonic guided-wave based SHM by heuristically maximising the control-

lability of global vibrations [116–119]. Further vibration-related features such

as the observability of modal shapes and the spillover effect of residual modes

have also been introduced as performance indicators to optimise the location of

both actuators and sensors in [120, 121]. Note that most of the previous works

used genetic algorithms (GA) as optimisation approach in order to search for

a global optimum. These types of algorithms, however, might find a limitation

if the objective function is especially heavy to compute and a relatively high

number of variables are required to be optimised.

In contrast to evolutionary algorithms, convex optimisation [43] techniques

can be used to provide optimal configurations of sensors and/or actuators in

a highly efficient manner, as reported in the literature. These optimisation

techniques require that the objective function is convex within the interval in

which the variables are defined, which might be achieved by relaxing binary

decision variables into continuous ones [44]. Convex mixed-integer semidef-

inite algorithms have also been proposed in structural dynamics applications

to address the optimisation of sensors and actuators to minimise the dynamic

cost and state estimation error [122]. More recently, a non-smooth convex algo-

rithm using proximal methods was employed for optimal sensor and actuator

location based on the controllability of dynamic systems [123]. In general, one

of the advantages of using convex objective functions is that they can be min-
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imised using conventional algorithms for function minimisation such as the

interior point algorithm [124, 125], which is highly efficient in terms of com-

putational cost. However, none of the previous methods has considered the

uncertainty present in the data as well as in the model, thus limiting its ro-

bustness against noise or modelling uncertainty. Note that the only Bayesian

attempts for optimising jointly actuators and sensors for SHM systems have

been presented in Section 2.2, which focus on the optimisation of sensors only.

In addition, it is worth mentioning that the main limitation of Bayesian meth-

ods lies in the prohibitively high computational cost for relatively large search

spaces; specifically, when the actuators are added to the optimisation problem

such search space increases significantly. Therefore, a rigorous and highly effi-

cient approach able to address the joint optimisation of actuators and sensors

by considering different sources of uncertainty, which can be used for active

ultrasonic guided-wave based SHM, is still missing in the literature.

2.4 Damage detection

The second stage in SHM consists of the detection of damage either in a struc-

tural system or in a particular structure. In this stage, the data acquired by

experimental methods are post-processed in order to obtain an index-based

damage estimator. Based on the value of such index, a decision on whether or

not there is damage can be taken.

Ultrasonic guided-waves can be actively excited in structures using differ-

ent methods that can be broadly categorised into: (1) pitch-catch, i.e. a PZT

transducer emits guided-waves while other transducers act as receivers only,

and (2) pulse-echo where the emission and reception are carried out using

the same transducers. Due to manufacturing and cable track limitations, PZT

transducers are typically placed in phased-array types of geometry. These ar-

rays of PZT can be used by test methods that only utilise one emitter PZT for

each test, while the rest act as receivers, such as the round-robin method [126].

However, signal post-processing techniques are needed in order to obtain damage-
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related information out of the measurements. One of the most used methods is

receiver beamforming [127], where the signals acquired in a round-robin test

are summed up (e.g. using delay-and-sum (DAS) imaging algorithm [128])

at different points of the structure using the ToF from the centre of phased-

array to the point of interest as delay [129], thus creating a virtual represen-

tation of the beamforming technique based on superposition. Note that both

round-robin and receiver beamforming can be carried out using different ge-

ometrical layouts of PZT transducers. In contrast, transmission beamforming

is the only technique that can use multiple PZT transducers simultaneously

as emitters [127], which is particularly difficult to implement in practice due

to complexities in the hardware. The transmission beamforming technique is

able to create physically a wave-front with a significantly greater amplitude

by using a whole array of PZT simultaneously in generation [126, 130]. It cre-

ates a beam from the constructive interference of different wave packets by

introducing a phase difference between ultrasonic signals. By modifying such

phase, the main beam can be steered in different directions to sweep a large

area [131]. Transmission beamforming has been scarcely used in practice, while

receiver beamforming has been widely studied in the literature due to the ease

of experimental implementation [132]. Unfortunately, receiver beamforming

still has all the limitations of the round-robin method due to the presence of

only a single emitter at a time, e.g. lower amplitude and signal-to-noise ratio

(SNR). In contrast, transmission beamforming overcomes these issues provid-

ing a higher amplitude and therefore an information with higher quality. A

more in-depth review of the different beamforming techniques is provided in

the following subsections.

2.4.1 Beamforming techniques

Receiver beamforming

The receiver or virtual beamforming technique has been developed and inves-

tigated over the years. For instance, the performance of 1D and 2D geometries
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of arrays of PZT transducers has been comparatively studied in order to ob-

tain the configuration that provided lower side-lobe effects by Yu and Giurgiu-

tiu [133]. The experiments were carried out using a data acquisition system,

a signal generator and a multiplexer unit that controlled PZT transducers in

order to perform round-robin tests. The resulting ultrasonic signals were then

used for an imaging algorithm. Other geometries of PZT arrays have also

been explored. This includes circular arrays with a single actuator in the cen-

tre [134] or a comparison of uniform and circular arrays for localising acoustic

emission sources, i.e. using the PZT transducers in passive mode [135]. Addi-

tionally, the performance of receiver beamforming has been assessed in com-

posite structures using a laser vibrometer for acquiring ultrasonic signals. The

specific guided-wave parameters and the energy skew effects are also taken

into account for anisotropic materials by Yu and Tian [136]. The use of re-

ceiver beamforming and laser Doppler vibrometer have been further explored

in damage detection and quantification in composite structures [137]. Also in

an improved damage identification in aluminium plates by a modified DAS

algorithm by Tian et al. [138].

Nevertheless, receiver beamforming suffers from side-lobe effects in the

reconstructed image. This issue has been typically addressed by using adap-

tive methods, which apply weighting coefficients to the signals received in the

array of PZT transducers in order to reduce the side-lobe effects [139, 140].

For example, the adaptive technique has been used for the development of an

improved imaging algorithm using distributed arrays of PZT and a multipath

approach in both aluminium and composite plates, without the need of ma-

terial information [141, 142]. Furthermore, this beamforming mode has been

applied to laser vibrometer measurements along with a baseline-free imaging

algorithm [143]. Alternatively, the adaptive method has been recently applied

for transmission beamforming, whereby a recursive approach has been used

for the generation of the main beam in two directions [144]. However, most of

the receiver beamforming based approaches show a limitation for real-world

SHM applications, which typically require a light-weight and integrated de-
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vice. Such a device should be able to both excite and acquire PZT transducers

with a relatively low post-processing burden and have the ability to work in a

noisy environment.

Transmission beamforming

To provide comparatively higher amplitude in the acquired signals, in order to

be suitable for noisy working environments, transmission beamforming may

be used. However, this technique has typically required a more complex signal

generation system, comprising external function generators and data acquisi-

tion systems (e.g. oscilloscopes) [145, 146], thus limiting its applicability to

real-world engineering scenarios, i.e. to out-of-lab environments. In addition,

the number of actuators emitting synchronously is limited to the number of

channels available in the function generator [147], given that the use of more

channels entails more advanced equipment, which is prohibitively expensive

for most of the engineering cases. Thus, the use of this technique have fo-

cused mainly on the development of the proof-of-concept with conventional

equipment (e.g. using waveform generator cards) [127]. For example, the per-

formance of compact triangular phased arrays was investigated by Senyurek

et al. [148], where two PZT transducers were used as actuators with a third

one acting as sensor. Compared to receiver beamforming, the transmission

beamforming technique has the advantage to generate different geometries of

beams, such as the bottle shaped beam and the vortex beam. These geometries

may be helpful for NDT and SHM given that they provide greater amplitudes,

and therefore a higher SNR can be obtained [149]. Nevertheless, there is still

an evident need for a dedicated hardware able to perform transmission beam-

forming using a higher number of PZT actuators in order to achieve enhanced

ultrasonic guided-wave based SHM.
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2.4.2 Post-processing for damage detection

Efficient damage detection methods are typically based on signal features such

as energy content and ToF, which can be obtained straightforwardly from

the time-amplitude guided-wave representation. Alternatively, model-based

inverse problems methodologies can be applied to extract a higher level of

information from the signal [23], at the cost of a significant increase in compu-

tational time. To avoid such computational complexity while providing a high

level of information, some authors have looked at signal features, which can

be obtained from TF transforms. These signal features are commonly mon-

itored to obtain a better understanding of the guided-wave behaviour when

it interacts with damage. Then, the correlation of those signal features with

physical damage features such as the length of fatigue crack or the area of de-

lamination has been explored by many authors. In particular, the correlation

between energy-based indices and crack growth in aluminium plates by using

TF transforms has been explored in [47, 150]. On the other hand, the use of

time-amplitude signal features has been reported in the literature to be a use-

ful feature to monitor damage in aluminium plates [151, 152]. Other damage

indicators have been also reported in the literature. Among them, both the

energy density and the ToF have been related to the diameter of delamination

in composite laminates in [48]. Likewise, energy-based probability damage in-

dices have been explored and empirically correlated with crack growth in a

full-scale aircraft structure by Qiu et al. [153]. Lastly, a mixed model based on

phase and amplitude changes was developed to monitor crack length, and was

experimentally validated in aluminium plates by Yang et al. [154].

The aforementioned damage-related features are normally used to classify

structures into several health states. Thus, key information about the relevance

of the damage is facilitated to the operator of the structural system. In this con-

text, fuzzy logic provides a powerful tool that accounts for: (1) the structural

damage classification in predefined importance levels and (2) the classification

uncertainty, i.e. providing with the degree of membership of a damage into
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some predefined importance levels [155]. The damage monitoring of structures

by using fuzzy techniques has been explored by many authors in the literature.

Particularly, fuzzy sets have been used as the basis of the inference system

for bridge damage diagnosis [156]. A Bayesian updating framework has also

been proposed to define structural health patterns (i.e. damage levels) by Taha

and Lucero [157]. The dynamic behaviour of a structure was established by a

wavelet norm index, which was then used to classify the health state according

to the patterns. Mojtahedi et al. [158] proposed the use of a model updating ap-

proach to define damage levels using a finite element model. Fuzzy logic was

then used to classify the damage among the previously defined levels in an

efficient manner. More recently, Pragalath et al. [159] developed a fuzzy logic-

based framework which supported the quantification of damage using image

processing algorithms. However, a highly efficient yet robust method designed

to work under real-world engineering scenarios is still missing in the literature

in the context of ultrasonic guided-wave based SHM. This method will be able

to provide a damage assessment by means of a damage index using ultrasonic

guided-waves obtained by transmission beamforming tests.

2.5 Damage localisation

The third stage of SHM focuses on the localisation of damage within either a

structural system, i.e. the localisation of a structure among a whole system such

as an aeroplane, or a structure whereby a bounded region of damage is to be

localised. The latter is particularly relevant for industries such as the aerospace

industry, where some structures are relatively large, i.e. in the order of mag-

nitude of metres. The use of traditional inspection techniques (e.g. visual

inspection) for such a maintenance task involves a high cost for the operator

with limited accuracy. In the context of ultrasonic guided-waves and dam-

age localisation, several model-based inverse techniques have been reported

in the literature [11], for instance, the time-reversal technique [49] or imaging

algorithms based on differences of ToF between guided-waves [160] and cross-
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correlation between signals [161]. Among them, the ToF has been extensively

used as a signal feature for its efficiency in obtaining information about mate-

rial properties along with damage localisation using post-processing scattered

signals.

TF representation techniques have been intensively used for the extraction

of ToF as a signal feature. By TF representation, a frequency domain spectrum

can be obtained at each instant of time [162], however the results slightly differ

from each other depending on the adoption of the various approaches avail-

able in the literature. Among them, the Hilbert-Huang transform (HHT), the

continuous wavelet transform (CWT), the short-time Fourier transform (STFT)

and the Wigner-Ville distribution (WVD) [162–165], are some of the most com-

monly used techniques in ultrasonic guided-waves based SHM applications.

For instance, CWT was used in [50] to extract the time of flight from damage-

scattered waves in order to carry out damage localisation in plates. Addition-

ally, the Hilbert transform, which is closely related to the HHT, was also used

for damage localisation in [166, 167]. Typically, the selection of one among the

available options has been based on the modeller’s experience or based on spe-

cific TF resolution characteristics. However, the selection of an inappropriate

model may result in a biased damage identification [168, 169] due to the dis-

parate model assumptions and hypotheses adopted for each of them. In other

words, the choice of a particular TF approach instead of another one is subject

to epistemic uncertainty (i.e., lack of knowledge). Moreover, ultrasound-based

damage localisation conveys other sources of uncertainty which are mostly

related with the measurement system and physical properties of the mate-

rial. They might produce unreliable damage predictions should these uncer-

tainties not be properly considered and quantified within the calculations.

To partially address this modelling issue, a number of researchers have

proposed the use of probability-based methods, e.g. maximum-likelihood es-

timation [170], kernel density estimation [171], extended Kalman filter [172],

and BIP [50]. Among them, the BIP applied to ultrasound based damage lo-

calisation is getting increasing attention within the SHM community due to
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its ability to handle and quantify large uncertainties in a rigorous manner, al-

though it is still in its early stage. For instance, in [50], the BIP was successfully

demonstrated in localising damage areas in aluminium plates. More recently,

a BIP methodology to account for the anisotropy in the group velocity was pro-

posed in [166] for composite laminates. Notwithstanding this, there is still an

evident need for a rigorous treatment of the uncertainty in modelling the dam-

age localisation using ultrasonic guided-wave based methods, especially when

multiple damage locations are expected in the monitored structure.

2.6 Damage identification

Lastly, the fourth stage of SHM involves the identification of damage, i.e. the

specification of the type of damage so that a concrete type of maintenance

action can be taken. Over the years, different methodologies for identification

and quantification of damage have been developed to overcome the drawbacks

derived from classical modelling approaches for ultrasonic guided-waves (e.g.

finite element modelling (FEM)). One such example is the semi-analytical fi-

nite element method [173, 174] which is very time efficient when modelling

structures that are discontinuous in their thickness but continuous in the di-

rection of propagation. This method, however, experiences serious limitations

in case of structures that are periodic in the direction of propagation [175]. An-

other guided-wave modelling approach is the scaled boundary finite element

method [176], which allows a reduction of the degrees of freedom in two or

three orders of magnitude when compared with the FEM. This is achieved due

to the use of an analytic formulation to scale the exterior domain [177]. Ad-

ditionally, the Rayleigh-Lamb wave equations [178] have been used to obtain

analytically the dispersion characteristics of guided-waves through different

materials. All of these approaches provide more efficient, yet accurate, tools

for ultrasonic guided-wave modelling compared to FEM. More recently, the

hybrid WFE method [55] was proposed to facilitate the post-processing of the

eigenproblem solutions. It is based on a combined analytical and numerical



2.6. Damage identification 33

framework to reduce computational complexity. The efficiency of the hybrid

WFE method encourages its use with model-based inverse approaches for pri-

marily identifying damage, whereby a measured ultrasonic guided-wave can

be used to identify and quantify the damage in a plate-like structure. However,

this method is still in its early stage in the context of ultrasonic guided-waves

at a relatively high frequency range, and consequently only 1D structures, e.g.

beams, can still be properly modelled [179].

Damage identification and quantification using guided-waves can be dif-

ficult given the associated modelling complexities and uncertainties stemming

from several sources, e.g. material properties, modelling assumptions, and

measurement noise. To address this challenging scenario, some Bayesian ap-

proaches [32] have been proposed in the literature. For instance, a Bayesian

multi-level approach for identifying damage patterns from impact damage

in CFRP laminates using through-the-thickness ultrasonic measurements was

proposed in [23]. In the field of guided-waves, a Bayesian framework for quan-

tifying and localising damage in isotropic structures was proposed in [54]. A

spectral finite element model [180] was used to simulate a semi-infinite beam

whereby the damage was modelled by reducing the cross-sectional area of the

beam. A Bayesian framework was applied to infer the model parameters, i.e.

position and damage size. A Bayesian model class selection approach for the

localisation and quantification of a number of cracks in isotropic beam-like

structures has been proposed by He and Ng [53]. The method uses posterior

plausibilities to assess the degree of belief of different model classes, which rep-

resent different numbers of cracks, in order to obtain the most probable dam-

age scenario. More recently, Yan et al. [181] introduced a new Bayesian frame-

work for damage identification based on an analytical probabilistic model of

the scattering coefficient and a computationally efficient wave scattering simu-

lation scheme. Notwithstanding the previous approaches, there still an evident

need for a computationally efficient method in order to obtain damage infor-

mation from guided-wave measurements in layered and orthotropic materials,

using the time-domain signal directly measured in experiments.
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2.7 Uncertainty quantification

As described in the previous sections of this literature review, uncertainty con-

stitutes a critical aspect for making unbiased and principled maintenance de-

cisions in each of the diagnosis stages. Different interpretations of the uncer-

tainty nature can be found in engineering, i.e. aleatory and epistemic uncertainty.

Aleatory or irreducible uncertainty refers to the inherent randomness caused by

the stochasticity of some processes, e.g. wind or an earthquake [32]. Epistemic

or reducible uncertainty refers to the lack of information about the process itself

(e.g. manifested by an approximate numerical model), which could be reduced

or even completely removed by collecting additional new data [182, 183]. How-

ever, scarce data are typically available in most engineering scenarios; hence,

both aleatory and epistemic types of uncertainties are present and need to be

quantified. To this end, several methods arise such as probability theory [184],

fuzzy logic [185], and imprecise probability [186].

Within the probability theory, which has gained attention from engineer-

ing applications over the last decades, two methods can be differentiated: the

frequentist and the Bayesian approaches. The frequentist method enables the

quantification of aleatory uncertainty alone by assuming independent repeti-

tions of a random experiment, but without the consideration of prior knowl-

edge [31]. It is also based on ad-hoc mathematical estimators that are not effec-

tive in all situations, such as extreme cases. Alternatively, Bayesian techniques

overcome the previous limitations and quantify both aleatory and epistemic

uncertainty by considering prior information and determining the optimal es-

timators in an automatic and principled manner [31]. These methods are based

on probability logic, whereby probability is viewed as a multi-value conditional

logic that accounts for the case of incomplete information, and therefore it ex-

tends the Boolean logic (0 or 1) [32]. In this context, a conditional probability

P(a|b) represents the subjective probability or degree of belief in the proposi-

tion a, given the (possibly incomplete) information b.

Bayesian methods for inverse problems usually involves the use of stochas-
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tic methods to obtain the posterior distribution of model parameters, whereby

a model is updated based on the available data. This is as a result of the lack of

analytical solutions for generic non-linear relations between quantity of interest

(QoI) and the model parameters. In this context, many Markov chain Monte

Carlo (MCMC) methods [187] have been developed for sampling the posterior

distribution without the need for calculating the normalising constant of the

Bayes’ theorem. In particular, two properties need to be satisfied to ensure that

the samples are properly extracted from the target distribution: (1) ergodicity,

whereby it is ensured that the areas of high probability density are explored;

and (2) stationarity, whereby all samples are equally distributed as per the pos-

terior PDF.

The Metropolis algorithm is one of the first MCMC algorithms reported

in the literature, which was initially developed by Metropolis et al. in [188],

and later generalised by Hastings in [189]. Its versatility and simplicity of im-

plementation make the Metropolis-Hastings (M-H) algorithm one of the most

used in the literature. It generates samples from a specially constructed Markov

chain whose stationary distribution is the posterior PDF. Its main drawback

is the slow convergence in parameter spaces with high dimensionality, es-

pecially when some parameters are highly correlated [190]. The Gibbs sam-

pler [191] partially overcomes these issues by making it possible to sample

marginal distributions, without the need to sample the complete multivari-

ate distribution [192]. Alternatively, slice samplers, which sample uniformly

from the target distribution and consider the horizontal coordinate only, may

provide faster convergence than M-H and Gibbs sampler with less tuning ef-

fort [193]. The reversible jump MCMC algorithm allows jumping between dif-

ferent subspaces of different dimensionality [194]. This method is particularly

useful when the dimensionality of the model parameters vector is variable,

and hence such a dimensionality is an unknown parameter per se. Sampling

difficult posterior PDFs can also be addressed with adaptive methods, such as

the transitional MCMC algorithm [195] and the AIMS [51, 52], whereby inter-

mediate PDFs are constructed until they converge to the target PDF. The main
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difference between these adaptive methods lies in the sampling procedure of

the intermediate steps: while the AIMS method samples are generated from a

proposal distribution based on the previous step, the transitional MCMC ap-

proach provides the Markov chains by resampling at each level. This difference

leads to an overall better performance of the AIMS method, especially for high

dimensional and multimodal scenarios [51].

2.8 Conclusions about the state-of-the-art

Once the literature has been extensively reviewed, the main gaps and chal-

lenges can be identified for each of the processes in SHM, and the main con-

tributions of this thesis, outlined in Chapter 1, can be put in context. In the

following points, the main conclusions along with the proposed contributions

are described:

� For ultrasonic guided-wave based optimal sensor placement (see Sec-

tion 2.2), a framework that trades-off information gained and cost of the

SHM system is missing in the literature and it is proposed and fully de-

veloped by using the concept of value of information in Chapter 3.

� However, a more efficient methodology that considers both actuators and

sensors is crucial for active SHM systems, as can be extracted from Sec-

tion 2.3. To overcome such an issue, a convex entropy-based objective

function is proposed for optimal sensor and actuator configuration in

Chapter 4.

� For damage detection, a fast and efficient method to detect and monitor

damage, which can use information coming from an on-board type of

device that generates and acquires guided-waves, is still missing in the

literature (refer to Section 2.4). Hence, a fuzzy-logic based damage detec-

tion methodology that is based on ToF differences is proposed and exper-

imentally tested using aluminium and composite structures in Chapter 5.
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� The review on the damage localisation stage has revealed a lack of rig-

orous approaches to deal with modelling and measurement-related un-

certainties altogether (see Section 2.5). Therefore, a unified methodology

to handle uncertainties from the post-processing stage of the signal us-

ing TF transforms and an ellipse-based model for the reconstruction of

multiple damage locations is proposed in Chapter 6.

� Finally, the identification of damage in layered structures using Bayesian

methods and ultrasonic guided-waves has shown to be in its infancy,

as observed in Section 2.6. Thus, the use of an efficient wave propaga-

tion model along with a multi-level Bayesian framework is proposed in

Chapter 7 to tackle the challenging scenario that the damage identifica-

tion stage entails.
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3
Optimal sensor configuration based

on value of information

A novel and generic methodology for optimal sensor configuration in ul-

trasonic guided-wave based SHM is provided in this chapter. To take rigor-

ously into account both information gain and cost-related benefits while ac-

counting for the underlying uncertainties, the expected value of information is

proposed as an optimality criterion. The value of information is defined as the

difference between the maximum prior and posterior expected benefits [107],

and here it is proposed to be used as an objective function for obtaining the op-

timal number of sensors. In particular, different sensor configurations with an

increasing number of sensors are proposed according to a forward sequential

sensor placement algorithm [94]. Then, the optimal sensor position for each

of these configurations is determined by maximising the information gained

between the prior and the posterior PDFs of the damage identification pa-

rameters (e.g., damage position). The computation of the information gain

is carried out using a damage localisation model based on a robust Bayesian

methodology proposed in Chapter 6 (published in [24]). Next, the expected

value of information for each of the optimally-located sensor configurations is

obtained, so that the optimal configuration is chosen as the one which max-

imises the value of information. The methodology is illustrated using two

39
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case studies for two different plate-like structures, namely (1) a flat aluminium

panel and (2) an aeronautical hat-type stiffened aluminium plate. The optimal

sensor configuration is obtained considering the prior information about the

possible damage occurrence within a particular bounded area, whereby the

data is simulated by using a time of flight model [170]. Then, the effectiveness

of the optimal sensor configuration is tested in a particular damage scenario

by simulating the structures in Abaqus® [196] and inferring the position of the

damage using the robust Bayesian methodology provided in [24] and Chap-

ter 6 of this thesis. In general, the results show the efficiency of the proposed

methodology in obtaining the optimal number and position of sensors in con-

trast to pure information based approaches. In particular, the results reveal

that non geometrically constrained configurations are preferred from a value

of information point of view, since they provide the best trade-off between

amount of information and benefit of such information.

The remainder of this chapter is organised as follows: Section 3.1 describes

the proposed optimisation methodology based on the value of information

and the fundamentals of Bayesian damage localisation; Section 3.2 illustrates

the methodology through two case studies for two different plate-like struc-

tures; a discussion is provided in Section 3.3 to investigate the influence of

the parameters involved in the optimisation result and to provide insight on

the extensibility of the proposed approach; and finally, Section 3.4 provides

concluding remarks.

3.1 Methodology

3.1.1 Optimal sensor configuration based on value of informa-

tion

In general terms, the value of information quantifies the increment of bene-

fit as a consequence of the information gain about a set of uncertain model

parameters θ (e.g. damage location parameters) when ultrasound data D are
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taken into account.

In mathematical terms, let N = {1, . . . , n, . . . } denote a set of potential

sensor configurations and b(n, θ) : N×Rnθ → R a benefit function for the n-th

sensor configuration, given a set of updatable model parameters θ ∈ Θ ⊂ Rnθ.

Note that the n-th sensor configuration implies a layout of n sensors. Let p(θ)

and p(θ|D) also denote the prior and posterior PDFs of the parameters θ, re-

spectively, with D being the dataset. In this chapter, b(n, θ) is defined as the

product of a normalised inverse cost function (e.g. from economic or manu-

facturing cost sources) f (n) : N→ [0, 1] and the information gain between the

current and prior PDF of model parameters, as follows:

b(n, θ) = f (n)
(

α + log2

[
π(θ, D)

p(θ)

])
(3.1)

where p(θ) is the prior PDF of model parameters θ, π(θ, D) is used to de-

note the current PDF of θ, which could be either the prior or the posterior

PDFs depending on the availability of the dataset D, and log2[π(θ|D)/p(θ)]

is the information gain between the aforementioned PDFs in terms of bits. In

Equation (3.1), the inverse cost function f (n) can be defined as a generally

decreasing and dimensionless function, which gives a measure on how much

benefit in terms of cost savings a particular configuration of n sensors provides.

The constant α > 0 introduced in Equation (3.1) represents the basic state of

information assumed in the system such that it makes b(n, θ) = α f (n) when

π(θ, D) = p(θ), which happens when there is no learning about θ from data D

and therefore the benefit directly equals the cost savings.

Next, the concept of maximum prior expected benefit B′, obtained from the

adoption of the optimal configuration n′opt ∈ N, is defined as follows [107]:

B′ = Ep(θ)

[
b(n′opt, θ)

]
← n′opt = arg max

n∈N

∫
b(n, θ)p(θ)dθ (3.2)

Analogously, the maximum posterior expected benefit (PEB) B′′(D) can be ob-
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tained as [107]:

B′′(D) = Ep(θ|D)

[
b(n′′opt, θ)

]
← n′′opt = arg max

n∈N

∫
b(n, θ)p(θ|D)dθ (3.3)

where the conditioning on D is used to denote that B′′ depends on the data

obtained through the PZT sensors. Finally, by subtracting both mathematical

expectations, the conditional value of information (CVI) given D is defined as:

CVI(D) = B′′(D)− B′ (3.4)

Therefore, by substituting Equations (3.2), (3.3) and (3.1) into Equation (3.4),

the CVI can be expressed as follows:

CVI(D) =
∫

b(n′′opt, θ)p(θ|D)dθ−
∫

b(n′opt, θ)p(θ)dθ

=
∫

f (n′′opt)

(
α + log2

[
p(θ|D)

p(θ)

])
p(θ|D)dθ

−
∫

f (n′opt)

(
α + log2

[
p(θ)
p(θ)︸ ︷︷ ︸
=1

])
p(θ)dθ

= α
∫

f (n′′opt)p(θ|D)dθ

+
∫

f (n′′opt) log2

[
p(θ|D)

p(θ)

]
p(θ|D)dθ− α

∫
f (n′opt)p(θ)dθ

(3.5)

Note from the last equation that the inverse cost function is independent of the

uncertain parameters θ, therefore Equation (3.5) can be reorganised as follows:

CVI(D) = α f (n′′opt)
∫

p(θ|D)dθ︸ ︷︷ ︸
=1

+ f (n′′opt)
∫

log2

[
p(θ|D)

p(θ)

]
p(θ|D)dθ︸ ︷︷ ︸

KL(p(θ|D)‖p(θ))

−α f (n′opt)
∫

p(θ)dθ︸ ︷︷ ︸
=1

(3.6)
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which finally leads to

CVI(D) = f (n′′opt)KL(p(θ|D)‖p(θ))︸ ︷︷ ︸
BEIG

− α
[

f (n′opt)− f (n′′opt)
]

︸ ︷︷ ︸
RCI

(3.7)

where KL(p(θ|D)‖p(θ)) denotes the KL divergence between the posterior and

the prior PDFs of the uncertain model parameters θ. In the last equation, the

term f (n′′opt)KL(p(θ|D)‖p(θ)) can be understood as the benefit of the expected

information gain (BEIG), which is always a non-negative value, i.e. BEIG ∈ R+
0 .

The second part of Equation (3.7) can be understood as the relative cost of im-

plementation (RCI), since it accounts for the difference between the cost sav-

ings of implementing the optimal sensor configuration before and after con-

sidering the information from data D. Note that, in practice, not adding any

SHM system (n = 0) is cheaper than adding it by strictly considering economic

factors, due to sensors and hardware costs savings, amongst others. Therefore,

the RCI is positive under the assumption that f (n) is decreasing, i.e. n′opt < n′′opt

hence f (n′opt) > f (n′′opt) as exemplified in Figure 3.1.

(a) Information gain (b) Inverse cost function (c) Posterior expected benefit

Figure 3.1: Example of functions of (a) information gain, (b) dimensionless inverse of
cost, and (c) final combination of both functions.

Observe also that the non-negative constant α defined in Equation (3.1)

avoids the prior expected benefit (Equation (3.2)) becoming zero, and there-

fore simpler configurations will be preferred under non-informative (i.e. prior

equals posterior) scenarios. In addition, the value of α is defined so that both

terms, i.e., BEIG and RCI, are comparable under all possible scenarios, even

when the system is not very informative, so that neither one of the RCI nor the
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BEIG terms individually drives the optimisation problem. This interpretation

of Equation (3.7) suggests that the CVI conveys a trade-off between the global

benefit of establishing a particular SHM configuration and the cost of actually

implementing it. The CVI also provides a decision making index that ranks

different strategies considering their suitability in performance and cost. The

interpretation of Equation (3.7) is illustrated with two hypothetical examples

below.

Example 1. Let us assume a non-informative SHM system where the poste-

rior PDF is virtually equal to the prior PDF, such that the optimal number

of sensors in prior and posterior states are the same, i.e. n′opt = n′′opt and

thus f (n′opt) = f (n′′opt), hence RCI = 0. Moreover, since the SHM system is

non-informative, the expected information gain equals zero, and therefore the

BEIG equals zero as well. In this extreme example, given that CVI = 0, no de-

cision about adding or removing sensors could be made based on the current

information, hence no change with respect to the prior configuration would be

required. Figure 3.2a depicts this example.

Example 2. Let us assume a non-informative SHM system such that the op-

timal number of sensors when data are acquired are n′′opt = n′opt/2. In this

example, half of the sensor network in the prior or initial state, i.e., n′opt/2, are

placed opposite to each other in the plate, as depicted in Figure 3.2b. In this

situation, let us assume that the posterior information captured by the system

is equivalent to the prior information, hence the expected information gain (KL

divergence) equals zero, thus BEIG also equals zero. Henceforth, the RCI term

turns negative since f (n′opt) < f (n′′opt), which leads to CVI > 0. This hypotheti-

cal example shows that the proposed formulation favours simpler and cheaper

SHM systems under non-informative scenarios.

Expected value of information

The CVI criterion presented above formulates the optimisation problem for a

particular set of data D, i.e., it implies that damage is located at a particular po-

sition. However, in practice, the optimal sensor configuration problem requires
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Figure 3.2: Graphical representation of Examples 1 and 2 about the influence of using
the proposed CVI-based formulation in the decision of number of sensors. For Ex-
ample 1, the prior distribution of sensors would be maintained. For Example 2, even
when the BEIG= 0, the proposed formulation supports the configuration with less
sensors. Dashed circles represent the sensors in the opposite side of the plate.

a sufficiently large set of damage scenarios to be addressed, hence a space of

datasets D 3 D instead of a particular D needs to be considered. Note that,
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at the design stage, experimental data are not typically available and there-

fore the data are simulated using a model and prior knowledge of the model

parameters. Thus, a mathematical expectation is applied to Equation (3.7) to

obtain the expected value of information (EVI) over the space of datasets D, as

follows:

EVI =
∫
D

[
f (n′′opt)KL(p(θ|D)‖p(θ))

]
p(D)dD−

∫
D

α[ f (n′opt)− f (n′′opt)]p(D)dD

(3.8)

Observe that the first term of Equation (3.8) involves a double multidimen-

sional integral that cannot be solved analytically in most cases. Therefore, it is

numerically approximated using the MC method as follows [39, 97, 197]:

EVI ≈ f (n′′opt)
1

Nout

Nout

∑
m=1

[
log2 p(D(m)|θ(m))

− log2

(
1

Nin

Nin

∑
k=1

p(D(m)|θ(k))
)]
− α[ f (n′opt)− f (n′′opt)]

(3.9)

where θ(m) is a sample drawn from the prior distribution p(θ); D(m) is a sample

dataset drawn from the likelihood distribution p(D|θ = θ(m)) (refer to Equa-

tion (3.12) below); and Nout and Nin are the number of Monte Carlo samples

used in the outer and inner summations, respectively. Thus, Equation (3.9) is

adopted here as optimality criterion to obtain the optimal sensor configuration

considering an area of possible damage locations. Further implementation

details of the EVI criterion and the adopted search algorithm are provided

hereinafter in Section 3.1.3.

3.1.2 Optimal sensor placement: Bayesian damage localisation

The previous section presented a rational fitness function to obtain the optimal

number of sensors using the EVI, which requires updated information about

the model parameters (e.g. damage coordinates) given a particular dataset

D(m) = D. This section describes the fundamentals of the Bayesian inverse
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problem whereby model parameters are estimated.

The problem of damage localisation is addressed by a model-based BIP us-

ing an ellipse-based ToF model [170], which was previously published in [24]

and is addressed in Chapter 6 of this thesis. The ToF is an ultrasonic signal fea-

ture widely adopted by both practitioners and researchers due to its efficiency

in providing information about material properties and damage localisation in

plate-like structures by post-processing scattered signals. Note that the use of

guided-waves for SHM is typically restricted to two-dimensional thin-walled

structures, as described in Section 2.1. To estimate the ToF from scattered sig-

nals, several TF representation techniques are available in the literature [162–

165]. In particular, given a TF model, the ToF can be obtained as the difference

between the time to receive the first energy peak of the excitation signal and

the one from the scattered signal. From a theoretical point of view, the ToF

information of the scattered signals can be obtained as follows [198]:

ToF(a−s) =

√(
Xd − X j

a

)2
+
(

Yd −Y j
a

)2

Va−d
+

√(
Xd − Xi

s

)2
+
(

Yd −Yi
s

)2

Vd−s
(3.10)

where (Xd, Yd) ∈ R2 are the coordinates of the damage position, (X j
a, Y j

a) ∈ R2

are the coordinates of the j-th actuator transducer, (Xi
s, Yi

s) ∈ R2 are the coordi-

nates of the i-th sensor transducer, and Va−d and Vd−s are the wave propagation

velocities of the actuator-damage and damage-sensor paths, respectively. Note

that these velocities are the same under the assumption of isotropic materials

and damage concentrated within a bounded region, where V = Va−d = Vd−s.

Figure 3.3 depicts the wave propagation problem, where the elements of Equa-

tion (3.10) can be identified.

From this standpoint, the unknown model parameters of interest are θ =

{Xd, Yd, V} so, under the assumption of perfect sensor, if an exact value of θ∗

is known, then the measured ToF and the modelled one using Equation (3.10)

would be identical; mathematically: ToF(a−s)
D ≡ ToF(a−s)

M (θ∗). However, in

practice there are uncertainties due to signal measurement errors, partially un-
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Figure 3.3: Schematic of ultrasonic guided-wave based damage (D) localisation using
an actuator (A) and a sensor (S).

known material properties, and the uncertainty about the validity of the ToF

model itself, which make the last identity seldom observed in real-world sce-

narios. Thus, a more appropriate and rigorous approach involves assuming the

existence of these modelling uncertainties and quantifying them, as follows:

ToF(a−s)
D = ToF(a−s)

M (θ) + e (3.11)

where e ∈ R is an error term enclosing the uncertainty which accounts for the

discrepancy between ToF(a−s)
M and ToF(a−s)

D . By the Principle of Maximum In-

formation Entropy [28, 32], a probability model for e can be adopted so that it

provides the largest uncertainty subject to some parametrised constraints. This

assumption is considered to be conservative given that it produces the maxi-

mum entropy (i.e. largest uncertainty) in the prediction error of the ToF. For

this entropy maximisation, a simple choice is to select the following constraints:

a zero mean predictor and a parametrised error variance. The resulting PDF

is a zero-mean Gaussian distribution with standard deviation σe ∈ R. Thus,
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Equation (3.11) can be rewritten probabilistically as:

p
(

ToF(a−s)
D |θ

)
=
(

2πσ2
e

)− 1
2 exp

−1
2

(
ToF(a−s)

D − ToF(a−s)
M (θ)

σe

)2 (3.12)

which provides a probabilistic measure about the similarity between ToF(a−s)
D

and ToF(a−s)
M (θ) for a particular value of θ. Recall that the last equation cor-

responds to the likelihood function of the inverse problem for model parame-

ter θ.

Nevertheless, our interest lies precisely in the reciprocal information, i.e.,

to determine the values of θ among the set of values Θ ⊂ Rnθ which lead to

models that are more likely to satisfy the ideal identity ToF(a−s)
D ≡ ToF(a−s)

M (θ).

This inverse problem is formulated by Bayes’ theorem [33, 34], as:

p(θ|D) =
p(D|θ)p(θ)

p(D)
(3.13)

where D = {D(1), . . . , D(k), . . . , D(n)} is the set of ToF data corresponding to

the set of n sensors and a spatial configuration1 Cn, p(θ) is the prior PDF of

the model parameters, and p(D|θ) is the likelihood function for the set of data

D, as described in Equation (3.12).

Assuming stochastic independence of the measurements, the likelihood

p(D|θ) can be expressed probabilistically as p(D|θ) = ∏n
k=1 p(D(k)|θ), where

each factor p(D(k)|θ) is given by Equation (3.12). Finally, the term p(D) refers

to the evidence [32] of the data under the model specified by θ. This term,

which acts as a normalising constant within Bayes’ theorem, can be bypassed

through sampling using MCMC methods [199]. Thus, Equation (3.13) can be

rewritten as:

p(θ|D) ∝

(
n

∏
k=1

p
(

D(k)|θ
))

p(θ) (3.14)

1The conditioning on Cn has been omitted from p(θ|D) given that it is intrinsically con-
tained in D, since a particular configuration implies a dataset, i.e., Cn → D.
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3.1.3 Algorithmic implementation

In this section, a forward sequential algorithm is used to solve the optimal

sensor configuration problem over two main variables: (1) number and (2) posi-

tion of the sensors, as proposed by [94, 96]. Therefore, the algorithm provides

the optimal number of sensors n′′opt and their optimal spatial configuration

Cn
opt, whereby the EVI is finally obtained. In this algorithm, the optimal sen-

sor placement problem is proposed to be solved through an exhaustive search

methodology, which is performed by exploring all the possible sensor locations

Algorithm 3.1: Pseudo-code implementation of forward sequential
search algorithm for geometrically unconstrained sensor configura-
tions.

/* Preamble */
1 Define Ns ; // number of possible sensor locations
2 Define ns,max ; // maximum number of sensors locations

considered in the optimisation
/* Algorithm */

3 n′opt ← arg maxn f (n) ; // Optimal number of sensors under
prior information

4 {{θ(m,h)}N
m=1}Nset

h=1 ∼ p(θ) ; // Nset sets of N = Nout = Nin samples
drawn from the prior PDF

5 {{D(m,h)}N
m=1}Nset

h=1 ∼ p(D|θ(·,h)) ; // Nset sets of N = Nout = Nin samples
drawn from the likelihood PDF

6 C← ∅ ; // Initialise an empty vector of
optimal sensors placement

/* Forward sequential sensor for loop */
7 for n = 1 to Ns do

/* Exhaustive search for loop */
8 for i = 1 to ns,max do
9 Cn ← Cn−1 ∪ C i ; // Define Cn by concatenating the

previous configuration to the i-th
sensor

10 Obtain J(Cn) ; // Evaluate the objective function
according to Eq. (3.15)

11 end
12 Return: Cn

opt and J(Cn
opt) ; // Optimal sensor layout and its

corresponding objective function
value

13 C← Cn
opt ; // Store the n-th optimal sensor

location for the next iteration
14 end
15 n′′opt ← arg maxn J(C) ; // Optimal number of sensors under

posterior information
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within a discrete grid, given that a relatively small search space is considered.

The objective function J(Cn) : N → R for the optimisation problem is given

by the average of the EVI (Equation (3.9)) for each spatial configuration Cn, as

follows:

J(Cn) = f (n)
1

Nset

Nset

∑
h=1

{
1

Nout

Nout

∑
m=1

[
log2 p(D(m,h)|θ(m,h), Cn)

− log2

(
1

Nin

Nin

∑
k=1

p(D(m,h)|θ(k,h), Cn)

)]}
− α[ f (n′opt)− f (n)]

(3.15)

where Cn is the sensor configuration variable that controls which sensors are

active, their location, and therefore what ToF data D are used to calculate J(Cn).

To efficiently address the expectation of the KL divergence (recall Eq. (3.9)),

the Nout = Nin prior samples are reused in both the inner and outer sums of

Equation (3.15) at the cost of a small increment in the bias of the estimator [39,

97]. Nevertheless, the computation of the KL divergence implies a numerical

error inversely proportional to the number of samples, leading to stochastic

uncertainty in the value of the KL divergence. To reduce such stochasticity, the

objective function is averaged over Nset sets of of Nout = Nin samples for each

configuration Cn, as shown in Equation (3.15).

Furthermore, note that n′opt in Equation (3.15) is obtained using Equa-

tion (3.2) and that the independence of the prior expected benefit on the sensor

configuration makes it only dependent on the inverse cost function. Thus, n′opt

implies the most economically beneficial amount of sensors given that f (n) is

decreasing, regardless of their position.

Additionally, observe that the search of the optimal number of sensors

implies a heavy computational problem involving Ns!/n!(Ns − n)! potential

configurations to be explored. For example, for Ns = 40 possible sensor lo-

cations and n = 5 sensors, the number of possible configurations would be

40!/5!35! = 658, 008. To avoid such computational complexity, several strate-

gies can be applied to reduce the search space. Here, the forward sequential

search approach [94] is adopted, as shown in Algorithm 3.1, consisting of run-
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ning an exhaustive search for one individual sensor (e.g., n) having stored

the optimal locations of the previous n − 1 sensors, thus limiting the search

space. Following this methodology, the total number of configurations reduces

to n(2Ns − n + 1)/2. Taking the same numerical example with Ns = 40 and

n = 5, the number of possible configurations would be 5(80− 5 + 1)/2 = 190

instead of 658, 008 using the former method. Note that a suboptimal config-

uration is expected to be obtained, since the sequential search method does

not necessarily provide the global optimal solution. However, the suboptimal

configuration can be assumed to be effective and robust [200, 201].

From this standpoint, it is important to remark that Algorithm 3.1 pro-

vides a methodology to obtain geometrically unconstrained (“open”) optimal

sensor configurations. However, these may find a limitation in practice when

installation issues such as the routing of the wires are taken into account.

Therefore, more practical sensor configurations constrained to linear arrays of

sensors [12, 14] are typically preferred for their ease of installation and main-

tenance. These sensor configurations using one or two arrays of sensors (see

Figure 3.4) can be assessed by slightly modifying Algorithm 3.1 as follows:

For one array of n sensors, only the n-th sensor (master) position is optimised,

Master sensor

Slave sensors

X Coordinate

Y
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Possible sensor locations

(a) Sensor distribution using 1 array
and 6 sensors

First array
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arraySlave sensors
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(b) Sensor distribution using 2 arrays
and 6 sensors

Figure 3.4: Illustration of sensor positioning strategies for 1 and 2 arrays. In panel (a),
one-array configurations where one master sensor is optimally placed, while the slave
sensors are placed next the master. Panel (b) for two arrays of sensors, where the first
array is optimally placed and its position stored to start the search for the second one.
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considering that the remaining n − 1 sensors (slave) are placed either on the

left or right side of the master one, as depicted in Figure 3.4a. Note for this

configuration the search space reduces as long as n increases. In case of two

arrays of n sensors, the optimisation is carried out in two steps, (1) the first

array of n/2 sensors is optimally placed, as explained before, and its position

is stored, and (2) the optimal position of the second array of n/2 sensors is

addressed considering the first one fixed, as shown in Figure 3.4b. The search

space reduces even faster for two array configurations since only even numbers

of sensors n are considered to form the two arrays.

3.2 Case studies

The proposed methodology to obtain the optimal sensor configuration based

on EVI is exemplified herein using two case studies. Section 3.2.1 illustrates

the methodology for a square aluminium plate. Finally, Section 3.2.2 provides

a comparison between open and array configurations for an aeronautical hat-

type stiffened plate.

3.2.1 Sensor optimisation in a square metallic plate

This case study deals with the problem of optimal sensor configuration for

a 30cm× 30cm× 0.2cm aluminium 2024-T351 plate. The prior information of

the model parameters θ is represented as uniform distributions for the damage

position parameters (Xd, Yd) and as a Gaussian distribution for the velocity V,

as follows: p(Xd) = U (−6, 6), p(Yd) = U (−6, 6), and p(V) = N (5400, 60),

with position and wave velocity units expressed in [cm] and [m/s] respec-

tively. Note that the uniform PDFs depict a scenario where the damage is

known to occur anywhere within a bounded region with the same proba-

bility. The Gaussian PDF of the velocity, however, represents the uncertainty

around a known nominal value (e.g. by the guided-wave theory [72]) for the

first symmetric guided-wave mode at a frequency 300 kHz and the considered
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plate. To address the optimal sensor configuration, a grid of possible sensor

locations is defined as two concentric squares of 12 cm and 18 cm of side re-

spectively, resulting in a total of 40 possible locations. The area of possible

damage occurrence is represented in blue colour in Figure 3.5b. The actuator

is considered to be fixed at the origin of coordinates, i.e., the centre of the plate.

The optimisation is addressed by using Algorithm 3.1 with Nset = 1000 and

Nout = Nin = 1000 (recall Eq. (3.15)).
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Figure 3.5: Estimator of the EVI (Eq. (3.15)) in panel (a) and the corresponding optimal
sensor configuration with n′′opt = 3 sensors in (b), where the possible sensor locations
(grey dots) and the optimal locations (red dots) are shown. The blue area denotes the
area of possible damage occurrence.

The results for this case study are shown in Figure 3.5. As is evident

from Figure 3.5a, J(Cn
opt) reaches a global maximum using a configuration of 3

sensors, provided an inverse cost function f0(n) given by:

f0(n) = 100/(n2 + 100) (3.16)

The corresponding EVI value is 5.4875 [bits], adopting α = 1 in Equation (3.9),

i.e., assuming that both the RCI and the information members in Equation (3.15)

are equally important. The optimal sensor distribution for this configuration is

shown in Figure 3.5b. Note that the optimal sensor positions (in red) are found

to be symmetrically placed with respect to the centre of the plate (where the

actuator is located), and they are wholly contained within the inner square,
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i.e. close to the area of possible damage occurrence. The symmetry of the op-

timal layout is highly influenced by the adopted prior distribution, which is

symmetric as well with respect to the centre of the plate. Any other prior PDF,

especially for the damage coordinates, will affect the optimal sensor placement.

Verification of the optimal sensor configuration

The performance of the optimal sensor configuration, as depicted in Figure 3.5b,

is tested against simulated data for a specific damage within the area of pos-

sible damage occurrence. To this end, the plate is simulated in Abaqus® (Fig-

ure 3.6a) using C3D8R (8-node linear brick, reduced integration, hourglass

control) solid elements [196] with mesh size 0.05 cm and mechanical proper-

ties ρ = 2780 kg/m3, E = 73.1 GPa, and ν = 0.33. Note that the optimisation

of the sensor configuration was addressed with respect to the first symmetric

guided-wave mode. Hence, solid elements are required as this mode implies

a deformation of the plate thickness [72]. The mesh size is determined so that

at least 10 nodes are contained per wavelength, and the chosen time step is

obtained so that a disturbance cannot propagate through a grid spacing dur-

ing one time step [11, 202]. The simulated damage is represented as a square

0.2 cm×0.2 cm hole, centred at (3.5, 2.5)cm, considering the centre of the

plate as the origin of coordinates, as shown in Figure 3.6b. To simulate the

wave propagation, an exciting force is applied at the centre of the plate in the

perpendicular direction, consisting of a 5 cycle sine tone burst centred at a

frequency 300 kHz.

The guided-waves are acquired at the three optimal sensor positions high-

lighted in red in Figure 3.5b and subtracted before and after damage to obtain

the scattered signals. Then, the robust ToF estimation methodology previously

developed in [24] is applied. The robust ToF data D = {D(1), · · · , D(n)} ob-

tained for each of the optimal sensors are then used as input data for the

Bayesian damage localisation problem described in Section 3.1.2, whereby the

posterior PDFs of the model parameters θ = {Xd, Yd, V} are obtained. The

prior knowledge of the model parameters is assumed to be equal to the one
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Figure 3.6: Abaqus® model in panel (a), dimensions of the plate and location of the
simulated damage in panel (b), joint posterior distribution of the damage coordi-
nates along with the centre of the real damage represented by the intersection of both
dashed lines in panel (c), and velocity reconstruction in panel (d).

used for the optimisation process, described in the Section 3.2.1. To numer-

ically solve the Bayesian inverse problem of damage localisation, the AIMS

algorithm described in Section 6.3.1 is applied with a threshold value γ = 1/2,

using 50, 000 samples per annealing level, using a Gaussian PDF as proposal

distribution, i.e. q(θ′|θ) = N (θ, σ), where σ is the standard deviation of the M-

H random walk (see Appendix A). Implementation details of the AIMS algo-

rithm can be found in Section 6.3.1 of this thesis. In this problem, σ is selected

such that the acceptance rate lies within the suggested interval [0.2, 0.4] [203–

205].

The posterior information of the damage parameters θ = {Xd, Yd, V} is

illustrated in Figures 3.6c and 3.6d. It can be observed that the damage posi-

tion is remarkably well reconstructed using the optimal sensor configuration.
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In contrast, the uncertainty of the reconstructed wave propagation velocity is

higher as shown in Figure 3.6d. A larger variability of the ToF data at the

optimal sensors is identified as the reason for such relatively high uncertainty

in the velocity, which may come from potential mode mixture issues between

both anti-symmetric and symmetric 0 guided waves modes, namely A0 and S0

modes, respectively.

3.2.2 Sensor optimisation in aeronautical panel

The aim of this case study is to investigate the applicability of the pro-

posed methodology using a more complex and realistic structure. In par-

ticular, a 50cm × 50cm × 0.2cm plate with top-hat section stiffeners, com-

monly used in aeronautical structures, is adopted for this case study. Here,

the origin of the coordinates is located at the centre of the plate’s left edge

and the actuator is placed at the centre of the plate, i.e., (25, 0) [cm]. An

equivalent set of prior PDFs to those used in the previous case study (re-

fer to Section 3.2.1 for their rationale) is adopted, so p(Xd) = U (5, 45),

p(Yd) = U (−10, 10), and p(V) = N (2800, 60), with position and wave ve-

locity units expressed in [cm] and [m/s] respectively. Note that the veloc-

ity prior PDF is centred at 2800 m/s, which corresponds to the group ve-

locity of the ultrasonic guided-wave mode A0 at a frequency 300 kHz. The

search space is represented by eight rows of 39 possible sensor locations at

Y = {20.81, 19.81, 10.19, 9.19,−9.19,−10.19,−19.81,−20.81} [cm], separated by

1 [cm] in the X direction, as depicted in Figure 3.7c using grey dots. The op-

timisation is addressed considering Equation (3.15) with Nset = 100 sets of

Nout = Nin = 1000 samples of the prior distribution.

For this case study, a comparison between different sensor placement

strategies, i.e., (1) non geometrically constrained “open” configuration, (2) sen-

sor positioning in 1 array, and (3) sensor positioning over 2 separated arrays,

is carried out. Figure 3.7a depicts the adopted inverse cost function, whilst

Figure 3.7b depicts the objective function output J(Cn
opt) (recall Eq. (3.15)) as
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Figure 3.7: Inverse cost function f1(n) in panel (a). In (b), the estimator of the EVI
(Eq. (3.15)) for the different positioning configurations is depicted. Panel (c) shows
their corresponding optimal sensor layouts. The blue rectangle represents the area of
possible damage occurrence with uniform probability.

a function of the number of sensors and their respective optimal number

of sensors for each type of configuration. The optimal number of sensors

is found to be n′′opt = 5 for both the open and the one-array configurations

(EVI = 9.2874 [bits] and EVI = 7.3896 [bits], respectively), whereas the two-

array configuration leads to 4 sensors (EVI = 9.0416 [bits]), assuming α = 10

to emphasise the cost over the relative gain of information. In view of Fig-

ure 3.7b, both the open configuration and the one using 2 arrays are found to

be the most valuable, and hence the preferred ones under the EVI criterion.

This ranking is also supported by the robust BEIG and RCI terms (Eq. (3.7)

and (3.9)) in Table 3.1. In particular, observe that even when the RCI for the

open configuration is higher than the RCI of the two-array configuration, the
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first one is preferred since it provides a relatively higher and more robust BEIG.

Table 3.1: Decomposition of EVI into the robust BEIG and RCI terms (Eq. (3.9)) for
the three positioning strategies.

Configurations BEIG [bits] RCI [bits] EVI [bits] No sensors

Open config. 9.3774 0.0900 9.2874 5
One array 7.4796 0.0900 7.3896 5
Two arrays 9.1091 0.0675 9.0416 4

As a general comment, the open configuration is able to reconstruct the

damage more accurately due to its flexibility. However, in real world engineer-

ing applications, factors such as the routing options of the cables introduce

limitations and complexity that may prevent the use of sensor open configu-

rations. Accordingly, the two-array configuration would be the preferred one

based on the value of information criterion, as shown in Table 3.1. Finally,

Figure 3.7c shows the optimal sensor layouts for each of the three positioning

strategies.

Verification of the optimal sensor configuration

The resulting optimal sensor configurations in Section 3.2.2 are tested using a

simulated damage scenario considering a hole in the metallic plate. To this end,

an Abaqus® model, shown in Figure 3.8a, is developed to obtain the guided

(a) Abaqus® model (b) Basic dimensions in cm

Figure 3.8: Abaqus® model in (a) and dimensions in (b) of the aerospace panel.
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waves whereby the robust ToF is estimated and the Bayesian damage localisa-

tion is addressed. Here, the stiffeners are assumed to be perfectly bonded to

the base plate whereas the damage is simulated as a 0.2cm× 0.4cm hole lo-

cated at (35.1, 3) cm, considering the origin of coordinates at the centre of one

plate’s edges, as shown in Figure 3.8b. S4R (4-node doubly curved thin or thick

shell, reduced integration, hourglass control, finite membrane strains) shell el-

ements [196] are used with a mesh size of 0.05 cm. Note that shell elements

capture only anti-symmetric wave modes, equivalent to bending modes, while

solid elements may capture both symmetric and anti-symmetric modes. There-

fore, and since the optimisation of the sensor configurations was addressed

using the first anti-symmetric mode, the adoption of shell elements facilitates

the robust ToF identification as no mode mixture (from both the symmetric

and anti-symmetric modes) is expected to arise at a frequency 300 kHz.

The guided waves are generated with a 5 cycle sine tone burst centred

at the aforementioned frequency applied in the perpendicular direction at the

centre of the plate. The plate and stiffeners dimensions are depicted in Fig-

ure 3.8b. The material is aluminium 2024-T351, thus the mechanical properties

(Young’s modulus E and Poisson’s ratio ν) are the values specified for the pre-

vious case study in Section 3.2.1. The prior knowledge of the model parameters

remains the same as that specified in Section 3.2.2.

The damage localisation results of the optimal configurations are depicted

by their corresponding posterior distributions in Figures 3.9a to 3.9c. As is evi-

dent from the damage localisation results, both the open configuration as well

as the configuration with two arrays reconstruct the damage position remark-

ably well, while the configuration using one array provides higher uncertainty

about the damage position. Note that the single array configuration would

need comparatively more sensors than either the open or double array config-

urations to achieve the same level of preciseness. Such behaviour is also sup-

ported by the wave velocity reconstructions observed in Figure 3.9d, where the

posterior PDFs provided by the open and two-array configurations are more

precise (i.e. have less uncertainty) than the one with one-array configuration.
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Figure 3.9: Damage position reconstruction corresponding to the optimal configura-
tions using the open, one-array and two-array configurations in panels (a)-(c). The
irregularities of contour lines could be improved using more AIMS samples at the
cost of heavier computation. Wave propagation velocity reconstruction in panel (d).

3.3 Discussion

3.3.1 On the case studies results

The proposed methodology for optimal sensor configuration in ultrasonic gui-

ded-wave based SHM has been illustrated in Section 3.2 using two case studies.

In particular, the optimal number and locations of sensors have been shown

to be sensitive to the choice of the particular inverse cost function. Thus, a

proper inverse cost definition is key for an accurate and efficient SHM design.

This was an expected result as a consequence of using the value instead of

the amount of information as the optimality criterion. Note that the defini-

tion of the inverse cost function depends on the manufacturing and mainte-
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nance costs derived from the SHM system, and thus it is case specific. For

instance, if the cost increases linearly with the number of sensors, a linearly

decreasing inverse cost function could be assumed to be appropriate. To fur-

ther explore the dependence of the optimisation results on the inverse cost

function, the implications of using different inverse cost functions in the op-

timal number of sensors are discussed here. In particular, Figure 3.10 shows

two different but similar numerical inverse cost functions, namely f1(n) and

f2(n), and their influence in the value of information curve with respect to the

number of sensors for case study 1. The first inverse cost function is defined

as a step function f1(n) = m · n + y1, where m = tan(-0.13°), y1 = 1− 0.1188w,

w = (n− (n mod d))/d, d = 5.01, and n = {0, 1, 2, . . . } ∈N0. The second in-

verse cost function f2(n) is given by interpolating monotonic cubic splines [206]

with the following interpolating points: (0, 0), (10, 0.9), (30, 0.4), and (40, 0.05)
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Figure 3.10: Alternative inverse cost functions accounting for SHM systems using slots
of 5 sensors (a) along with the resulting influence in the optimal sensor configuration
in (b). In (c), a different function which is continuous rather than discrete with a
similar trend to (a) leads to a different optimal sensor configuration in (d).
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in pairs of (n, f2(n)). As is evident from the results in Figures 3.10b and 3.10d,

the optimal number of sensors varies from 5 to 9 sensors just by changing the

inverse cost function from f1(n) to f2(n), respectively. This simple example

reveals the significance of the inverse cost function in the optimal sensor con-

figuration under the proposed methodology based on value of information.

The importance of the definition of the inverse cost function f (n) is also

revealed in case study 2. Figure 3.11 summarises the EVI (recall Eq. (3.9)) for

each of the optimal configurations under the consideration of both f0(n) (recall

Eq. (3.16)) and f1(n). As observed, the optimal solution under f1(n) provides

higher EVI values, which is in agreement with the more accurate and efficient

(i.e. using fewer sensors) damage reconstructions observed in Figures 3.9a

to 3.9c. Observe also that the EVI not only enables a rational criterion for op-

timal sensor configuration, but also establishes a measure to compare between

several candidate inverse cost functions.
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Figure 3.11: Results of the comparison in terms of EVI (circles) for the different sensor
positioning strategies and inverse cost functions, namely f0(n) (grey symbols) and
f1(n) (white symbols), for case study 2. Points on the upper part of the chart represent
more informative alternatives.

Nevertheless, this dependence upon the inverse cost function may ar-

guably be seen as an additional complexity, which may lead to suboptimal

results depending on priorities, e.g. whether or not the cost is more important

than the amount of information gained. However, it is shown here that adopt-

ing the value instead of the amount of information provides a better identifia-

bility of the optimal design point. This is manifested in Figure 3.12, where the
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KL divergence criterion is compared against the EVI criterion, taking the sec-

ond case study using f0(n) and α = 10 as an example. As shown in the results,

an optimal SHM design point would be barely identifiable using the amount

of information criterion (Figure 3.12a) in view of the asymptotic behaviour of

the KL divergence. In contrast, the estimator of the EVI (i.e., J(Cn
opt)) shown

in Figure 3.12b reaches a globally identifiable optimum value, which greatly

facilitates the optimisation process.
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Figure 3.12: Comparison between the robust KL divergence over the area of possible
damage occurrence and the EVI criterion using f0(n).

Note that the constant α included in Equation (3.1) plays an important

role in modulating the EVI since it scales the relative cost component in Equa-

tion (3.9). However, in view of Figure 3.13a the rank between the candidate

sensor positioning strategies is seen to be unaltered by this constant, where

the EVI is calculated for α ∈ [0, 1000] using f1(n) and the data obtained in case

study 2. Conversely, α is shown to influence the optimal number of sensors,

as observed in Figure 3.13b. In particular, n′′opt tends to decrease as long as α

increases as a consequence of the increasing cost of sensors in the context of

the trade-off between information and cost given by Equation (3.9).

3.3.2 On the extensibility of the method

The proposed methodology provides the optimal sensor configuration for a

specific area of possible damage occurrence based on a ToF model, which takes

into account the position of sensors, actuators, damage, and the wave propa-
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Figure 3.13: Effect of α values in the EVI of each sensor configuration in (a) and its
effect in the optimal number of sensors in (b).

gation velocity. Further, the resulting optimal configurations have proven effi-

ciency in reconstructing the damage position. However, the ToF model lacks of

advanced physics-related information such as the interaction of the ultrasonic

guided-wave with the damage or the effect of attenuation in the localisation

of the damage. This prevents the proposed methodology from considering ad-

vanced damage features other than the position, such as damage mode and ex-

tent (e.g., delamination in composites), and from providing an optimal sensor

configuration considering them. In order to consider these advanced damage

features, a more complex and physics-based wave propagation model such as

the hybrid wave and finite element methods [207] is required. The use of these

models in the design of the optimal sensor configuration is still unfeasible

due to their considerable computational cost. Therefore, the development of

methods to alleviate such computational complexity, such as surrogate meth-

ods [27, 208–211], constitutes a desirable extension of this methodology.

Furthermore, note that the proposed method seeks the optimal sensor con-

figuration, assuming that the actuators are fixed in the structure. However, the

position and number of actuators play an important role in the optimisation

problem. Besides, the sequential sensor placement algorithm using an exhaus-

tive search may find a limitation in practice when considering very large areas

of possible damage occurrence, which could lead to an intractable computa-

tional burden. In this context, a further and natural extension of the proposed
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methodology is the consideration of both sensors and actuators in the opti-

misation problem considering large and complex structures (e.g. composite

laminates). This computationally challenging problem is addressed in Chap-

ter 4 of this dissertation.

3.4 Conclusions

A novel optimal sensor configuration approach based on value of information

is presented in this chapter. The methodology is based on a Bayesian damage

localisation framework for optimal sensor placement, while the optimal num-

ber of sensors is obtained by assessing the expected value of information; thus,

uncertainties coming from several sources are taken into consideration. The ef-

fectiveness in providing an optimal design point has been illustrated using two

case studies considering both flat and stiffened plate structures, respectively.

The following conclusions are drawn from this chapter:

• The proposed approach provides a value of information-based frame-

work that trades-off the amount of information and the cost of monitor-

ing, giving a globally identifiable optimal design point.

• The open configuration provides the best damage reconstruction using

the lower number of sensors due to its flexibility in positioning sensors

over the structure;

• Based on the results, the two-array configuration provides more accurate

damage reconstructions using less number of sensors than the one-array

configuration.

• An accurate definition of the inverse cost function has been shown to

be key for an unbiased optimal sensor configuration under the proposed

methodology.

Further research work is needed to address (1) the extensibility of the pro-

posed method using a physics-based model instead of the time of flight one
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used here, (2) the efficiency of the method when considering the optimisation

of both actuators and sensors in large plate-like structures, and (3) the opti-

mality of the inverse cost function in different specific cases.



4
Entropy-based optimal sensor and

actuator configuration

In this chapter, an efficient method is proposed to obtain both the optimal

number and location of sensors and actuators for SHM systems by minimising

a cost-benefit function in terms of Shannon’s information entropy and a cost

function. This approach extends the work previously developed in [45, 101],

which addresses optimal placement of a fixed number of sensors by apply-

ing convexification and relaxation techniques to the entropy of the pre-posterior

distribution, which is based on the model-predicted data. By performing a

cost-benefit optimisation, the optimal number is found, as well as the optimal

location of both sensors and actuators. Although the methodology presented

here is generic and employable within any monitoring field involving actuators

and sensors for obtaining information relating to a structural, chemical, or bio-

logical system, it is illustrated here using ultrasonic guided-wave based SHM.

This application provides a challenging scenario involving the optimal config-

uration (number and location) of actuators and sensors over a two-dimensional

space in isotropic and orthotropic materials. The chosen layout of the sensor

and actuator grids and the area of possible damage occurrence are customis-

able, so that they can be adapted to any kind of structure and prior infor-

mation. A high efficiency in obtaining the optimal configurations is observed

68
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in comparison with existing information-based approaches regardless of the

complexity of the material, which enhances the use of this methodology in

complex, real-world applications.

The remainder of this chapter is organised as follows: Section 4.1 de-

scribes the proposed entropy-based convex optimisation methodology for the

configuration of actuators and sensors configuration; Section 4.2 illustrates the

methodology through two case studies using two different plate-like struc-

tures; Section 4.3 provides a discussion of the impact of the proposed method

on ultrasonic guided-wave based SHM. Finally, Section 4.4 provides conclud-

ing remarks.

4.1 Methodology

4.1.1 Optimal placement for a given number of sensors and

actuators

Let xj
i(t, θ) ∈ R denote a deterministic model prediction for parameters θ of

an arbitrary QoI at discrete time t (e.g. time of flight of an ultrasonic wave

or acceleration at a material point) at the i-th sensor, assuming that the input

excitation is provided by the j-th actuator. It is assumed that T observations

will be available for this QoI, denoted by DT = {yj
i(t) ∈ R, t = 1, . . . , T}, when

the sensors are installed. These observations could come from an experiment

or simulation that is repeated T times, or t could be interpreted as an instant

of time within a QoI time-history [92, 93]. The deterministic model prediction

and the actual QoI are related by introducing a stochastic prediction-error term

that accounts for the discrepancy between the model output and the actual

observation [32], as follows:

yj
i(t) = xj

i(t, θ) + ej
i(t) (4.1)

The uncertain prediction error is conservatively assumed to be modelled as a
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zero-mean Gaussian distribution with standard deviation σe ∈ R, as explained

in Section 3.1.2. If the actual number of sensors and actuators installed are

denoted by Ng
s and Ng

a , respectively, then the predicted data for a specified

sensor and actuator configuration is:

p(DT|θ) =
Ng

a

∏
j=1

Ng
s

∏
i=1

T

∏
t=1

p(yj
i(t)|θ) (4.2)

where the prediction errors in Equation (4.1) are chosen to be independent

stochastically, that is, if one prediction error is known, it provides no informa-

tion about the others. Next, two grids of sensor and actuator positions of Ns

and Na points, respectively, are chosen to provide possible locations of these

devices. The actual locations of the sensors and actuators are then selected

by activating binary variables denoted by Ψ(i)
s ∈ {0, 1} and Ψ(j)

a ∈ {0, 1}, re-

spectively, where 0 and 1 correspond to the absence and presence of a sensor

or actuator at the i-th and j-th locations of their respective sets of grid points.

Thus, Equation (4.1) can be rewritten as:

p(DT|θ) =
Na

∏
j=1

Ψ(j)
a

Ns

∏
i=1

Ψ(i)
s

T

∏
t=1

p(yj
i(t)|θ) (4.3)

Assuming a large number of data points T [92, 93], the posterior PDF of the

model parameters θ given the data DT and a particular actuator and sensor

configuration specified by Ψa and Ψs respectively, can be asymptotically ap-

proximated as [93]:

p(θ|Ψa, Ψs, DT) ∼=
[det Q(Ψa, Ψs, θ)]

1
2

(2πσ̂e)
1
2 Na Ns

exp
[
− 1

2σ̂e
2 (θ− θ̂)TQ(Ψa, Ψs, θ)(θ− θ̂)

]
(4.4)

where θ̂ is the maximum a posteriori (MAP) value of the posterior distribu-

tion in Equation (4.4) and Q(Ψa, Ψs, θ) ∈ RNθ×Nθ (Nθ: the number of uncertain

model parameters considered in the predictive deterministic model xj
i(θ)) is
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given by [212]:

Q(Ψa, Ψs, θ) ∼=
Na

∑
j=1

Ψ(j)
a

Ns

∑
i=1

Ψ(i)
s

{
T

∑
t=1

(
∇θxj

i(θ)∇T
θ xj

i(θ)
)}

=
Na

∑
j=1

Ψ(j)
a

Ns

∑
i=1

Ψ(i)
s Pj

i (θ)

(4.5)

where matrix Pj
i (θ) = ∑T

t=1∇θxj
i(θ)∇T

θ xj
i(θ) ∈ RNθ×Nθ and ∇θxj

i(θ) denotes

the gradient vector of xj
i(θ). Notice that in Equation (4.4), the dependence on

data DT is only through the MAP values θ̂.

When the optimal sensor and actuator configuration is being determined,

data DT will not be available, so a pre-posterior analysis is necessary where

an expectation of the information entropy of the posterior in Equation (4.4)

is taken, which is a measure of the posterior parameter uncertainty that also

accounts for it being conditional on unknown future data that will be collected

by the sensor network. The expectation of the posterior entropy is with respect

to the data DT as predicted probabilistically by the model in Equation (4.1).

An approximation was introduced in [93] that avoids such computation-

ally demanding Monte Carlo simulation of samples for DT, as follows. As-

suming large T, the MAP values θ̂ of the model parameters are replaced by the

nominal values θ0 of the model parameters defined by their prior distribution

p(θ0), which describes the designers’ uncertainty about appropriate values of

the model parameters. The entropy-based objective function can then be ex-

pressed as [93]:

h(Ψa, Ψs) = −Eθ0 [log det Q(Ψa, Ψs, θ0)] (4.6)

The problem of optimal sensor and actuator placement now becomes the min-

imisation of this pre-posterior measure of parameter uncertainty over discrete

variables Ψ(i)
s and Ψ(j)

a , where ∑Ns
i=1 Ψ(i)

s = Ng
s and ∑Na

i=1 Ψ(i)
a = Ng

a .

Next, based on the idea in [44, 45, 101], the variables Ψ(i)
s and Ψ(j)

a in
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Equation (4.6) are relaxed into continuous variables zi and wj in the inter-

val [0, 1]. Therefore, the function Q now can be expressed as Q(w, z, θ0) ∼=
∑Na

j=1 wj ∑Ns
i=1 ziP

j
i (θ0) with wj ∈ [0, 1] and zi ∈ [0, 1]. Equation (4.6) is then of

the form of f (X) = −EX[log det(X)], where X is a positive semidefinite matrix

that is linear in the continuous variables, and therefore the function is convex

in the domain of these variables [43]. Thus, the original combinatorial optimi-

sation problem is transformed into a continuous convex optimisation problem

with respect to z ∈ [0, 1]Ns and w ∈ [0, 1]Na that is readily solved numerically

using classical convex minimisation methods [44, 45] such as the interior-point

algorithm:

minimise
w,z

h(w, z) = −Eθ0 [log det Q(w, z, θ0)]

subject to 0 ≤ wj ≤ 1, j = 1, . . . , Na

0 ≤ zi ≤ 1, i = 1, . . . , Ns

Na

∑
j=1

wj = Ng
a

Ns

∑
i=1

zi = Ng
s

(4.7)

Note that h(w∗, z∗), corresponding to the optimal values in Equation (4.7) for

each w∗j ∈ [0, 1] and z∗i ∈ [0, 1], provides a lower bound of the minimum

of h(Ψa, Ψs) in Equation (4.6). If any w∗j or z∗i is not at its boundary value

of 0 or 1, then the solution to Equation (4.7) is not directly applicable in its

continuous form in practice since the sensors or actuators can only be present

or absent at each grid point, i.e., wj and zi need to be either 1 or 0. In this

case, the variables can be rounded to their closest binary value while ensuring

that the constraints ∑Na
j=1 wj = Ng

a and ∑Ns
i=1 zi = Ng

s are still satisfied. This

gives a binary solution (Ψ∗a , Ψ∗s ) where h(Ψ∗a , Ψ∗s ) is an upper bound of the

exact minimum of h(Ψa, Ψs). If these upper and lower bounds are close, then

(Ψ∗a , Ψ∗s ) can be taken as a near-optimal placement solution.
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4.1.2 Optimal actuator and sensor configuration: cost-benefit

analysis

Building on the problem of optimal actuator and sensor placement formulated

in the previous sub-section, the optimal number of sensors and actuators may

also be addressed by introducing a monotonically increasing dimensionless

cost function s(n) : [1, (Na + Ns)] → [0, 1] that quantifies the cost of adding n

devices into the SHM system. Note that the cost function includes both actua-

tors and sensors in the same function, which is appropriate for the application

of interest, ultrasonic guided-wave based SHM, where a PZT transducer can be

used as either a receiver or emitter. However, s(n) can be defined differently in

other applications where sensors and actuators may have different costs. For

efficient optimisation, the variable n is chosen to be real, lying in the interval

n ∈ [0, (Na + Ns)]. Since the objective function in Equation (4.7) is monotoni-

cally decreasing with respect to n [94], and s(n) is monotonically increasing, a

new convex minimisation problem can be defined as follows:

minimise
w,z,n

h∗(w, z, n) = −Eθ0 [log det Q(w, z, θ0)] + η · s(n)

subject to 0 ≤ wj ≤ 1, j = 1, . . . , Na

0 ≤ zi ≤ 1, i = 1, . . . , Ns

Na

∑
j=1

wj +
Ns

∑
i=1

zi = n

(4.8)

where η > 0 is used to establish a particular trade-off between information

gain and cost. s(n) : [1, (Na + Ns)] → [0, 1] is chosen as a dimensionless cost

function formed using interpolating monotonic cubic splines [206] due to their

ease of implementation and versatility in mimicking almost any monotonically

increasing cost function. The function s(n) takes a value of 0 when there is the

specified minimum number of sensors and actuators, and the value of 1 for

the specified maximum number of them. As for the minimisation in Equa-

tion (4.7), the convex optimisation problem in Equation (4.8) may be addressed
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Figure 4.1: Graphical representation of the paths followed by the guided-waves emit-
ted by the actuator aj, which interact with the damage d and are acquired at the sensor
si. The grey points represent the space of possible sensor/actuator positions.

with standard convex minimisation algorithms such as the interior-point algo-

rithm. Hence, both the optimal placement and optimal number of actuators

and sensors are simultaneously obtained in a very efficient, yet rigorous, man-

ner.

4.1.3 Bayesian damage localisation using ultrasonic guided-

waves

In this chapter, the proposed approach for optimal sensor and actuator config-

uration is utilised for ultrasonic guided-wave based damage localisation using

the ellipse-based ToF model presented in Section 3.1.2 of this thesis. How-

ever, a more general expression that can be used for isotropic structures and

composite laminates is adopted here, which is defined as:

xj
i =

√(
Xd − X j

a

)2
+
(

Yd −Y j
a

)2

Va−d( f , β)
+

√(
Xd − Xi

s

)2
+
(

Yd −Yi
s

)2

Vd−s( f , β)
(4.9)

where (Xd, Yd) ∈ R2 are the coordinates of the damage position, (X j
a, Y j

a) ∈ R2

are the j-th actuator transducer coordinates, (Xi
s, Yi

s) ∈ R2 are the coordinates

of the i-th sensor transducer, and Va−d( f , β) and Vd−s( f , β) are the wave prop-
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agation velocities of the actuator-damage and damage-sensor paths defined by

the angle β, respectively. Figure 4.1 depicts the geometrical characteristics of

the paths from an arbitrary actuator to a sensor (selected from the possible

sensor/actuator positions), passing through the damage position. In general,

the velocities depend on the frequency of excitation f , the wave mode under

investigation, and the direction of the path with respect to the material orien-

tation. Assuming that the situation involves an orthotropic material, such as

a composite laminate, these velocities can be approximated by modelling the

velocity profile with respect to the angle for a given frequency. Here, the veloc-

ity is assumed to be distributed elliptically in space as in the case of angle-ply

laminates, as follows [166]:

V( f , β) =
√

V2
x + V2

y =
√
(a · cos(φ))2 + (b · sin(φ))2 (4.10)

where the parameter angle φ relates to the physical angle β [166] as follows:

φ = arctan
( a

b
tan (β)

)
; (4.11)

where a and b denote the two main axes of the velocity ellipse and the an-

gle β can be particularised for the actuator-damage and damage-sensor paths,

namely βa and βs respectively, as follows:

βa = arctan

(
Yd −Y j

a

Xd − X j
a

)
, βs = arctan

(
Yi

s −Yd

Xi
s − Xd

)
(4.12)

Therefore, the set of uncertain parameters of the ToF model for orthotropic ma-

terials are the damage coordinates in addition to a and b, so θ = {Xd, Yd, a, b}.
Alternatively, the set of parameters can be simplified if an isotropic structure

(e.g. an aluminium plate) is considered, since both velocity terms would be

identical. Then, the set of parameters would be θ = {Xd, Yd, V}.
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4.2 Case studies

In this section, the optimal actuator and sensor configuration methodology is

applied to plate-like structures with irregular, but realistic, geometries moti-

vated by the shape of wing skin panels of standard commercial aircraft, as

suggested in Figure 4.2.

Figure 4.2: Top view of the central part of standard aircraft. Two typical skin panel
geometries (A and B) with irregular geometries are highlighted in the right wing.
Dimensions expressed in metres.

4.2.1 Description of structures and definition of problem

Two thin-walled structures, named panels A and B, as depicted in Figure 4.2,

are considered in this case study. Additionally, it is assumed that there exist

two possible panels for each geometry A and B, denoted as panels A1, A2,

B1, and B2, where the number refers to different materials. Panels A1 and B1

are made of aluminium alloy 2024-T351 with 2 mm. On the other hand, pan-

els A2 and B2 are made of a quasi-isotropic T800-M913 carbon fibre laminate

with [-45/902/45/0]s stacking sequence and 1.5 mm thickness. The mechanical

properties of both materials are shown in Table 4.1. Note that these properties

are assumed to be deterministically known for all the examples in this case

study.

The guided-wave mode assumed for health monitoring of the aluminium
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Table 4.1: Nominal values of the mechanical properties of both the aluminium struc-
ture and one layer of the composite material.

Composite Longitudinal stiffness Transverse stiffness Shear stiffness
T800-M913 E11 [GPa] E22 [GPa] G12 [GPa]

152.14 6.64 4.20
Poisson’s ratio Poisson’s ratio Density

ν12 [-] ν23 [-] ρ [kg/m3]
0.25 0.54 1550

Aluminium Young’s modulus Poisson’s ratio Density
2024-T351 E [GPa] ν [-] ρ [kg/m3]

73.1 0.33 2780

sheets (panels A1 and B1) is the A0 mode at 300 kHz, whose group velocity

is 3000 m/s. In case of the composite plates (panels A2 and B2), the S0 mode

is chosen at 150 kHz, whose group velocity is angle-dependent following an

elliptical profile defined by its major axis a = 7549 m/s and its minor axis

b = 6030 m/s, as shown in Figure 4.3a. Note that the global axis system is

assumed to be coincident with the material axes. The wave propagation veloc-

ities for both aluminium and composite materials are related to their mechan-

ical properties and obtained by computing their dispersion curves at different

angles using Dispersion Calculator [213]. Note that also the only informa-

tion needed to address the ToF-based actuator and sensor optimisation is the

wave propagation velocity, either as a constant value for isotropic materials, or

angle-dependent in case of orthotropic materials.

A cost function s(n) is arbitrarily defined in order to address the pro-

posed combined optimisation of the number and positions of PZT sensors and

actuators (recall Eq. (4.8)) in the form of interpolating cubic splines with in-

termediate points that defined such a function, as shown in Figure 4.3b. The

interpolating points are represented as circles in Figure 4.3b and are as follows:

(0, 0), (30, 0.3), (50, 0.95), (60, 1), in pairs of (n, s(n)) where n is the number

of transducers. Here, the same cost per unit is used for both sensors and ac-

tuators, arising from the nature of guided-wave based SHM, which uses PZT

transducers for emitting and receiving ultrasonic signals. Additionally, the

trade-off between information gain and cost, dictated by η in Equation (4.8), is
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Figure 4.3: In panel (a), angular dependence of the group velocity of the S0 mode at
150 kHz (solid line) in the composite laminate and its approximation by an ellipse
with major axis a = 7549 m/s and minor axis b = 6030 m/s (dashed line). In panel
(b), the cost function s(n) used for the optimisation of the number of sensors and
actuators.

chosen to be η = |h(w, z)| for the case studies presented hereinafter.

4.2.2 Optimal sensor and actuator configuration: panel A

Aluminium panel A1

The results for the isotropic plate (panel A1) are obtained using a uniform

distribution of possible damage occurrence inside the grey area represented in

Figure 4.4a. An estimation for the mean value of V can be obtained based on

the guided-wave theory; hence, a normal distribution is adopted for its prior

PDF with its mean centred at the theoretical V value and a specified standard

deviation. Therefore, the prior uncertainty for the wave propagation velocity is

quantified by a Gaussian PDF, V ∼ N (3000, 402) in [m/s] units. Note that V

intrinsically carries information about the material and manufacturing uncer-

tainties as a byproduct.

The optimisation is addressed using 500 samples drawn from the prior dis-

tribution of the model parameters θ = {Xd, Yd, V}, along with the previously

proposed cost function s(n) in Figure 4.3b. Results from Figure 4.4a show that

the optimal locations for the sensors and actuators are the same, generally at
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(a) Optimal actuator and sensor configuration for panel A1.
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(b) Optimal actuator and sensor configuration for panel A2.

Figure 4.4: Optimal actuator and sensor configuration for the panel geometry A.
(a) depicts the case for aluminium alloy 2024-T351 and a uniform prior over the grey
inner polygon, and (b) shows the same geometry and prior uncertainty in case of the
composite laminate of layup [-45/902/45/0]s. Red and blue numbers represent the
value of actuator and sensor decision variables (wj and zi), respectively.

the corners, with the same optimal number of ∑Na
j=1 wj = ∑Ns

i=1 zi = 6.30 for

each device type (i.e. n = 12.60, as in Eq. (4.8)). Note that the total number

of sensors and actuators is a real number since the decision variables (wj and

zi) are continuous in the interval [0, 1]. Note also that the results show only

the sensor and actuator positions with wj ≥ 0.2 and zi ≥ 0.2 to better identify

the optimal positions. These thresholds make the sum of decision variables

∑j wj = 4.726 and ∑i zi = 4.722 for actuators and sensors, respectively, which
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are different from the optimal numbers of sensors and actuators given above

as they consider all the values below the previous threshold.

In the left corners, both the upper and bottom ones, the results provide

two sensors and actuators placed next to each other. This behaviour can be

explained under the assumption of the stochastic independence of the data

acquired by the sensors, which causes a sensor clustering effect. In this case,

the optimal sensor and actuator configuration provides an objective function

value (recall Eq. (4.8)) of h∗(w, z, n) = 55.0237. However, such optimal config-

uration cannot be applied in practice, and therefore, a Boolean approximation

is selected by rounding off the number of sensors and actuators (e.g. 6.30→ 6)

for each device type, and selecting the six positions with higher wj and zi (see

Table 4.2). This Boolean approximation provides an objective function value

of h∗(Ψa, Ψs, n) = 55.0587, which represents a remarkably close approximation

to the optimal convex configuration. The coordinates of the positions above

the specified threshold and the corresponding Boolean layout are given in Ta-

ble 4.2.

Table 4.2: Sensors and actuators above the threshold wj ≥ 0.2 and zi ≥ 0.2 along with
their coordinates and the approximate Boolean solution for the panel A1.

PZT coordinates Relaxed solution Binary solution
PZT No. X [m] Y [m] w [-] z [-] Ψa Ψs

1 −0.900 −0.450 0.984 0.984 1 1
2 −0.800 −0.450 0.489 0.483 1 1
3 0.900 −0.450 0.970 0.970 1 1
4 0.900 −0.200 0.715 0.723 1 1
5 −0.830 0.350 0.986 0.986 1 1
6 −0.825 0.400 0.582 0.576 1 1

Composite panel A2

In the case of the composite panel A2, the same number of samples and prior

distribution of the damage coordinates (Xd, Yd) used for the previous case

(panel A1) are applied. The prior information of the parameters that define

the elliptical model of the wave propagation velocity, a and b, are distributed

using Gaussian PDFs as follows: a ∼ N (6030, 402) and b ∼ N (7549, 402),
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with both expressed in [m/s] units. The normal probability models adopted

for the prior distribution of the velocity-related parameters a and b are chosen

following the rationale explained in the previous subsection.

Figure 4.4b shows the optimal actuator and sensor configuration using the

s(n) defined in Figure 4.3b, which gives an equal optimal number for sensors

and actuators of 5.33. Note that the transducers are distributed differently from

those in the isotropic case, appearing at intermediate zones of the structure.

The angular-dependent wave propagation profile (see Figure 4.3a) drives the

optimal positioning of the transducers, hence highlighting the importance of

carrying out optimal sensor and actuator configuration studies for structures

with different materials, even if they share the same geometry. The seven

sensors that appear in Figure 4.4b are listed in Table 4.3 considering again

the threshold values wj ≥ 0.2 and zi ≥ 0.2, and they lead to an objective

function evaluation of h∗(w, z, n) = 99.6435, which is a lower bound. Given the

stochastic nature of the objective function and that several PZTs have similar w

and z values, the practical solution using a Boolean approximation is addressed

by exploring the combinations of PZT 3 and 6 (i.e. the ones with highest w and

z values) with the rest of transducers listed in Table 4.3. The best sub-optimal

Boolean approximation corresponds to the six sensors and actuators specified

in Table 4.3 and results in h∗(Ψa, Ψs, n) = 100.2577. Note also in Figure 4.4b

that PZT 4 and 5 are close to each other and that with this approximation one

of them is dropped, hence avoiding sensor clustering.

Table 4.3: Sensors and actuators above the threshold wj ≥ 0.2 and zi ≥ 0.2 along with
their coordinates and the approximate Boolean solution for panel A2.

PZT coordinates Relaxed solution Binary solution
PZT No. X [m] Y [m] w [-] z [-] Ψa Ψs

1 −0.500 −0.450 0.201 0.201 1 1
2 0.900 −0.450 0.332 0.332 1 1
3 0.900 −0.200 0.687 0.687 1 1
4 −0.890 −0.240 0.209 0.209 0 0
5 −0.885 −0.190 0.216 0.216 1 1
6 −0.825 0.410 0.764 0.764 1 1
7 −0.400 0.242 0.265 0.265 1 1
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4.2.3 Optimal sensor and actuator configuration: panel B

Aluminium panel B1

The results for the isotropic plate with the geometry B that are shown in Fig-

ure 4.5a are obtained in this case using a prior damage distribution of possible

occurrence over the grey polygon with two concentrated areas. This exam-

ple represents a plate that is stiffened in the centre and close to the lateral

edges, and hence the centre of the spans between stiffeners are more likely

to suffer damage. Thus, the a priori information of the Xd coordinate is rep-

resented as a bimodal Gaussian distribution consisting of the weighted sum-

mation of two Gaussian PDFs, Xd ∼ {1/2N (−0.6, 0.22) + 1/2N (0.6, 0.22)} with

units expressed in metres, while the Yd is uniformly distributed, both within

the bounded area represented in Figure 4.5a. Furthermore, the wave propa-

gation velocity V is equally distributed as specified in Section 4.2.2 using the

same number of prior samples to evaluate the objective function.

As observed from the results shown in Figure 4.5a, the sensors and ac-

tuators above the previously specified thresholds (wj ≥ 0.2 and zi ≥ 0.2) are

again coincident and concentrated at the corners of the plate, especially at

the bottom left and upper right ones, with an optimal number of 6.35. Ta-

ble 4.4 summarises the optimal positions along with their corresponding co-

ordinates for the convex optimisation problem, which provides an objective

function evaluation of h∗(w, z, n) = 54.2611. Correspondingly, the Boolean so-

Table 4.4: Sensors and actuators above the threshold wj ≥ 0.2 and zi ≥ 0.2 along with
their coordinates and the approximated Boolean solution for the panel B1.

PZT coordinates Relaxed solution Binary solution
PZT No. X [m] Y [m] w [-] z [-] Ψa Ψs

1 −1.400 −0.400 0.412 0.408 1 1
2 −1.400 −0.450 0.997 0.997 1 1
3 0.900 −0.450 0.261 0.259 0 0
4 1.000 −0.450 0.991 0.991 1 1
5 −1.160 0.450 0.981 0.983 1 1
6 1.300 0.450 0.995 0.995 1 1
7 1.300 0.400 0.517 0.513 1 1
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(a) Optimal actuator and sensor configuration for panel B1.
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(b) Optimal actuator and sensor configuration for panel B2.

Figure 4.5: Optimal actuator and sensor configuration for the panel geometry B.
Panel (a) depicts the case for aluminium alloy 2024-T351 and a bimodal prior dis-
tribution of damage occurrence within the grey areas, and (b) shows the case for the
composite laminate of layup [-45/902/45/0]s and the same prior distribution. Red
and blue numbers represent the value of actuator and sensor decision variables (wj
and zi), respectively.

lution using the six actuators and six sensors shown in Table 4.4 results in

h∗(Ψa, Ψs, n) = 54.3951, which again represents a remarkably close approxi-

mation to the convex solution.
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Composite panel B2

Finally, the composite panel with the B geometry is assessed in order to iden-

tify the optimal positions for both sensors and actuators. The prior informa-

tion of the damage coordinates is the same as the one specified in Section 4.2.3,

while the wave propagation velocity related parameters a and b are defined as

in Section 4.2.2. Using 500 samples of the prior distribution for the evalua-

tion of the objective function, the optimal number of actuators and sensors is

n = 10.75, i.e., 5.37 actuators and 5.37 sensors. Figure 4.5b depicts the opti-

mal layout considering the threshold values of wj ≥ 0.2 and zi ≥ 0.2, which

distributes both coincident actuators and sensors around the most probable

damage occurrence areas. Their corresponding coordinates are also listed in

Table 4.5. In this case, the evaluation of the objective convex function with

the optimal solution provides a value of h∗(w, z, n) = 98.2052. Note that no

obvious choice can be made for the Boolean approximation in Table 4.5 given

the small w and z values. Therefore, the approximation is obtained by explor-

ing the combinations of PZT 1 and 6 (i.e. the ones with the largest w and

z values) with the rest of transducers. The best Boolean approximation re-

sults to have six sensors and six actuators (defined in Table 4.5) and leads to

h∗(Ψa, Ψs, n) = 98.3123, which is very close to the convex solution. Note also

in Figure 4.5b that this configuration avoids sensor clustering in PZT 7 and 8

and in PZT 3 and 4 by dropping PZT 3 and 7, respectively.

Table 4.5: Sensors and actuators above the threshold wj ≥ 0.2 and zi ≥ 0.2 along with
their coordinates and the approximated Boolean solution for the panel B2.

PZT coordinates Relaxed solution Binary solution
PZT No. X [m] Y [m] w [-] z [-] Ψa Ψs

1 −1.400 −0.450 0.496 0.496 1 1
2 −0.500 −0.450 0.327 0.327 1 1
3 0.600 −0.450 0.299 0.299 0 0
4 0.700 −0.450 0.210 0.210 1 1
5 −0.668 0.450 0.325 0.325 1 1
6 −0.513 0.450 0.492 0.492 1 1
7 1.300 0.450 0.363 0.363 0 0
8 1.310 0.300 0.343 0.343 1 1
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4.3 Discussion

4.3.1 On the case study results

The proposed methodology for sensor and actuator entropy-based convex op-

timisation has been illustrated for ultrasonic guided-wave based inspection.

This optimisation problem is addressed by relaxing the position-related deci-

sion variables (wj and zi) from binary {0, 1} to continuous [0, 1] values, thus

transforming the combinatorial objective function into a convex one (recall

Eq. (4.8)). This relaxation provides a lower bound for the original minimi-

sation problem over the binary values. However, the obtained solution cannot

be directly translated into an actual optimal sensor and actuator layout when

any of these decision variables lie within the open interval (0, 1). However,

an actual sensor and actuator configuration may be obtained by selecting the

positions that have values close to 1, while avoiding sensor clustering as much

as possible. This clustering effect is obtained due to the assumption of the

stochastic independence of the predicted data, regardless of how close the po-

sitions of the sensor/actuators are [45]. When the optimal convex solution

provides relatively low w and z values, the best Boolean approximation is not

obvious and it arises from the evaluation of the objective function considering

combinations of sensors and actuators with the largest w and z values.

It is also noticeable from the results that both the location and number

of the sensors and actuators are coincident for the aluminium and compos-

ite plates and for the different geometries, because they have the same values

of wj and zi. Since PZT transducers are able to both emit and receive ul-

trasonic guided-waves, they can act as both a sensor and an actuator and so

only half of the PZTs would be needed for the inspection and monitoring of

these plate-like structures. Furthermore, note that the resulting optimal PZTs

in both aluminium plates are located at the corners of the plate, irrespective

of the different prior distributions of damage considered in the case studies

(see Figures 4.4a and 4.5a). Given that the aluminium plate provides a homo-
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geneous medium for the guided-waves to travel and that attenuation is not

taken into account, placing the PZTs at the corners allows a greater area to be

monitored. In the case of the composite structures, the PZTs are spread along

the plates with a certain preference for the predominant fibre directions due to

the higher wave propagation velocity in such directions. Additionally, observe

from the results for the composite panel B2 (Figure 4.5b) that the optimal PZTs

are located around the most probable damage areas of the prior distribution

in a triangular pattern.

The optimal number of sensors and actuators is influenced by the type

of material, due to the different assumptions adopted in modelling the wave

propagation velocity. In particular, the optimal configurations for the alu-

minium structures contain more sensors with a lower expected information

entropy than those obtained for the composite plates. This behaviour can be

explained by analysing the objective function in Equation (4.8), which directly

multiplies the expected information entropy by the cost given the choice of the

penalty term η = |h(w, z, n)|, as h(w, z, n) + |h(w, z, n)| × s(n). To further clar-

ify this behaviour, the derivative of the objective function is set to zero so that

the optimal number of sensors and actuators can be illustrated in cases where

the entropy is different, as follows:

∂

∂n
{h(w, z, n) + |h(w, z, n)| × s(n)} = 0

⇒ ∂h(w, z, n)
∂n

×
(

1 +
h(w, z, n)
|h(w, z, n)| s(n)

)
︸ ︷︷ ︸

Variation of entropy

= −∂s(n)
∂n
× |h(w, z, n)|︸ ︷︷ ︸

Variation of cost

(4.13)

Thus, in case of two alternatives with similar ∂h(w, z, n)/∂n and equal cost

s(n), the optimal number of sensors is found to be smaller for structures pro-

viding lower variation of entropy. This is depicted in Figure 4.6, where the

derivatives for the aluminium and composite results in panel A of the case

studies are compared. This behaviour can be interpreted as a penalty for sce-

narios with higher uncertainty by reducing the amount of relatively unreliable

information. Alternatively, in cases with lower uncertainty (entropy), the qual-
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ity of such data is higher and more reliable, and hence the proposed approach

allows it to use more sensors/actuators.
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Figure 4.6: Behaviour of the objective function considering two entropy curves for
optimal distributions of sensors for panel A of the case studies in (a), the same cost
function in (b), and the intersection of the two members of Eq. (4.13) in (c).

4.3.2 On the ToF model and computational aspects

The ToF model used in this chapter allows the simulation of the time of flight

of a scattered ultrasonic guided-wave to reach an arbitrary sensor without the

need of a transient ultrasonic guided-wave simulation. This model has proven

efficiency when dealing with complex materials and structures, providing the

propagation characteristics are known. It is worth mentioning that the ellipti-

cal model of the wave propagation velocity used in this chapter is only valid for
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anisotropic structures with quasi-elliptical slowness curves. However, the ex-

tension to more complex structures could be achieved by finding mathematical

expressions that approximate such slowness curves. In addition, the optimisa-

tion framework does not account for the geometry of the structure other than

the area of potential damage occurrence and its spatial prior distribution. An

observation from the case studies is that the definition of such prior informa-

tion is a key aspect, as it can drastically change the optimal sensor layout, at

least in the composite structure. Despite its flexibility, the ToF model entails

several limitations with regards to the physics of the guided-wave propagation

as it does not account for attenuation or wave interaction with different types

of damage. Therefore, it is desirable for future work to investigate a physics-

based wave propagation model that is continuous and differentiable (e.g. by

approximating a finite element model using a surrogate model such as a poly-

nomial chaos expansion [214]), so that the gradients of Equation (4.5) can be

applied.

Nevertheless, the computational efficiency of the proposed approach is

remarkable when compared to other approaches in the literature that approx-

imate the optimal binary solution. The optimal designs of the case studies in

Section 3.2 have been obtained in approximately 300 - 400 seconds of runtime

(equivalent to 75–120 objective function evaluations) in an Intel i3 2-core com-

puter with 8 Gb of RAM, depending on the type of material and the prior dis-

tribution. In contrast, other approaches that use approximation methods such

as the forward sequential sensor algorithm [215], take several hours to obtain

a suboptimal sensor configuration, assuming a fixed distribution of actuators.

Therefore, the runtime needed to address the joint search for sensors and actu-

ators would be exponentially multiplied, thus highlighting the benefits of the

proposed approach in practice. This high computational efficiency encourages

the use of this method in complex scenarios, e.g. those involving intelligent

SHM systems that adapt the utilisation of their sensors and actuators online

based on some a priori information [41, 42]. This could be particularly relevant

in the context of aerospace industry and edge/cloud computing [216], where



4.4. Conclusions 89

large transducer networks could be optimised online based on information

provided by the SHM system itself while working in passive mode, and thus

minimising the energy consumption.

Finally, note that the proposed method relies on the assumption of a large

number of data T → ∞, so that the posterior distribution can be approximated

as Gaussian, ultimately justifying the use of the MAP parameter values [92, 93].

However, this hypothesis causes the model to lose some information about the

model error and its uncertainty. Therefore, a more rigorous method would be

to use the mutual information between data and model parameters as objective

function given by [45, 101]:

I(DT, θ) = H(DT)− H(DT|θ) (4.14)

where H(DT) is the entropy of the data and H(DT|θ) is the conditional entropy.

Note that the first term involves a large number of evidence calculations p(DT),

which is known to be computationally demanding [217] and could make the

problem impractical.

4.4 Conclusions

An entropy-based approach for optimal sensor and actuator configuration (num-

ber of devices and their position) is proposed in this chapter. The methodology

exploits the convexity of a relaxed optimisation problem, making it possible to

be addressed with standard continuous-variable minimisation algorithms at

relatively low computational cost. The efficiency and versatility of the optimi-

sation method in addressing structures with arbitrary geometries and complex

materials is illustrated using two case studies based on ultrasonic guided-wave

based inspection. The following conclusions can be drawn:

• The proposed convex optimisation method produces a lower bound of

the objective function using continuous optimisation variables, which

are then approximated by Boolean variables to give a near-optimal sen-
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sor/actuator configuration. The devices are placed at locations of the

variables with higher values while avoiding sensor clustering.

• The optimal sensor and actuator layouts coincide, at least for the ultra-

sonic guided-wave based application, which suggests that the use of PZT

transducers in pulse-echo mode is the most efficient test mode.

• The proposed objective function, which combines entropy and cost, rec-

ommends fewer sensors/actuators in cases with higher uncertainty (en-

tropy), hence penalising scenarios with poor quality of data.

Further research work is under consideration on the following topics:

(1) the computation of the mutual information between data and model pa-

rameters by addressing the calculation of the evidence; and (2) the use of a

physics-based model, along with a surrogate of it for efficient calculations, so

that the wave interaction with the damage type as well as wave attenuation are

taken into account.



5
An efficient damage detection

system for on-board applications

This chapter proposes a novel technique for damage detection based on

ultrasonic guided-waves measurements. In particular, a novel damage index

is proposed based on ToF differences of consecutive ultrasonic measurements

acquired for an arbitrary plate-like structure. It relies on fuzzy logic fundamen-

tals, which confer the proposed damage index with robustness against noise

without compromising efficiency. The proposed approach is experimentally

evaluated against the following structures and damage modes: (1) hole in an

aluminium plate; (2) edge crack in an aluminium plate; (3) fall of a tool in a

composite plate; (4) lightning strike in a composite plate; and (5) fatigue test-

ing in an aluminium plate. The ultrasonic guided-waves are obtained using

two experimental procedures, i.e. round-robin and transmission or physical

beamforming. They are carried out using the latest version of PAMELA®, a

dedicated structural health monitoring ultrasonic system (SHMUS) hardware

developed by Aernnova Engineering S.A. (Spain) for the generation and ac-

quisition of ultrasonic signals. This system relies on an integrated solution for

the management of several input/output channels, which are able to emit and

receive ultrasonic signals simultaneously and synchronously.

The outline of the remainder of this chapter is as follows: Section 5.1

91
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presents the fuzzy logic based damage index; Section 5.2 details the exper-

imental methods proposed for ultrasonic guided-wave based damage detec-

tion; Section 5.3 describes the experimental set-up as well as the specimens

used for the experiments; the obtained damage detection and monitoring re-

sults are presented in Section 5.4; Section 5.5 discusses the potential practical

implications of the proposed approach. Finally, Section 5.6 provides conclud-

ing remarks and future works.

5.1 Methodology

5.1.1 Hypotheses

The following hypotheses are assumed in order to develop a ToF and fuzzy

logic based damage detection methodology for plate-like structures:

(1) Structures cannot self-heal, so they can only degrade over time;

(2) A difference in ToF of the guided-wave indicates structural deterioration;

(3) SHM data can be evenly acquired in time;

(4) SHM baseline data are available; and

(5) Noise introduces error in the ToF measurements and uncertainty in the

damage assessment from those.

5.1.2 Fuzzy logic based damage detection

Considering the previous hypotheses, an algorithm based on the concept of

fuzzy sets [29] is proposed to provide a damage index able to detect structural

damage. The fuzzy sets are built from several measurements of the structure

in the same health state. Since a non-perfect signal is expected, mainly due

to measurement noise, different ToFs will be obtained for the same structure.

The range of ToFs (i.e. the range of time values from minimum to maximum)
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Figure 5.1: (a) Time-amplitude representation of band-pass filter. (b) Magnitude re-
sponse of the filter. The same is designed so that the filter is centred in the frequency
of interest ( fi).

for a particular peak in the signal is the basis for building the fuzzy sets for a

particular structure.

First, a band-pass filter [2] is applied in order to reduce noise and ob-

tain a signal containing the frequency of interest, i.e. the frequency of excita-

tion. A time window representation of the band-pass filter in addition to the

magnitude representation in frequency domain can be observed in Figure 5.1.

Then, an algorithm specifically designed to obtain maximum (positive) and

minimum (negative) points of the cycles of a signal is applied. An amplitude

threshold is also applied to select only points with relatively high amplitude,

thus avoiding further contamination by noise. As a result, an arbitrary number

of peaks Npk is obtained to build the fuzzy sets.

The test is then repeated an arbitrary number of times (Nt) in order to

obtain a more robust information. These tests are performed in the same struc-

tural health state (e.g. in pristine state) and the ToFs of the Npk peaks for each



5.1. Methodology 94

(a) Signal (b) Fuzzy set

Figure 5.2: (a) Sample signal with identified maximum and minimum points in blue
circles above the specified thresholds in dashed lines and grey area. (b) Fuzzy set
created for one specific signal maximum set of points.

of the Nt ultrasonic guided-waves are stored. Given the noisy nature of the

measurements, the ToF of the peaks are slightly different from each other and

hence a range with a certain spread of ToFs is obtained, which is assumed to

be a representative measurement of the irreducible uncertainty (explained in

Section 2.7). Then, mimicking a fuzzy set, membership functions [29] are de-

fined in the time domain around each peak using the ToF information from

the Nt ultrasonic guided-waves acquired in pristine state. Details about the

membership functions are provided below and in the Appendix B. The mem-

bership functions will then be used to evaluate the ToF mismatch (or degree of

membership) of a new peak from an ultrasonic measurement acquired during

operation with respect to the undamaged state.

Figure 5.2 depicts an example of an arbitrary ultrasonic signal with the

selected peaks (in blue) above a certain threshold and the construction of one

fuzzy set around a particular peak. Note that an additional width and slope

(see Figure 5.2b) are introduced around the ToF range to take into account fur-

ther variations unconsidered by the Nt tests. Both width and slope are defined

based on the frequency of excitation so that there is no overlapping between

membership functions of adjacent peaks (see Appendix B).

Several potential scenarios arise when a new peak is assessed using its
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corresponding membership function: (1) the new peak lies within the limits

of the sum of the range and the width, and the membership function assigns

a maximum value of 1; (2) the new peak is within any zones of the slope (red

interval in Figure 5.2b), where an arbitrary membership function assesses the

degree of membership pertaining to the open interval (0, 1); and (3) the new

peak lies outside the fuzzy zone and then a zero value (0) is assigned. As

a result, the value of the membership function always lies within the closed

interval [0, 1].

As aforementioned, the membership functions provide information about

the signal mismatch, i.e. whether there has been a lag or a lead in the time-

of-flight. This information is obtained from two subsequent functions that are

used to define the fuzzy set [30], as demonstrated in Appendix B: (i) a S-shaped

membership function (SMF), which evaluates the mismatch in the left-part of

the range and (ii) a Z-shaped membership function (ZMF), which evaluates

the right-part of the range. Figure 5.3 exemplifies the process of evaluating one

peak over the two functions, i.e. the SMF and the ZMF. Observe that the new

peak has a value of 1 in the ZMF, whereas the value in the SMF is lower than

1. These functions make it possible to distinguish if the new peak has a lead,

Figure 5.3: Fuzzy interval and membership function evaluation for both left and right-
hand functions. The new signal is evaluated by selecting the maximum point of the
cycle and simultaneously evaluating both membership functions. The membership
value µi

{max} for the peak i would be the result of applying Eq. 5.2.
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a lag, or if it is coincident with respect to the ToF information in pristine state.

Then, the membership values for the maximum or minimum peak (denoted by

superscripts j and i respectively) of SMF (e.g. µ`) and ZMF (e.g. µr) are then

combined into a single value, by multiplying them as follows:

µi
{min} = µi

` · µi
r (5.1)

µ
j
{max} = µ

j
` · µ

j
r (5.2)

where µi
{min} ∈ [0, 1] stands for the membership value of the i-th minimum

peak and µ
j
{max} ∈ [0, 1] for the j-th maximum peak. Finally, the minimum

membership value of the total number of peaks (Npk) is selected as follows:

µm = min
(

µi
{min}, µ

j
{max}

)
; ∀i, j ∈ {1, 2, . . . , Npk} (5.3)

where µm ∈ [0, 1] is the representative value of the signal m in terms of health

assessing. This value is assumed to be an indicator of the degree of health

of the structure. In this regard, µm = 1 means that no change in the struc-

ture is observed, µm = 0 means that the structure has significantly changed,

and a value µm ∈ (0, 1) indicates a certain degree of modification. Figure 5.4

summarises the proposed methodology in a flowchart. Two stages are differ-
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Figure 5.4: Flowchart of the proposed methodology for getting the health information
of a structure by using guided-wave raw data.



5.2. Experimental strategies 97

entiated, one to define the fuzzy sets and membership functions, and other to

evaluate a new signal and obtain the structural health assessment.

5.2 Experimental strategies

Once the method for obtaining the damage index out of a single signal has

been proposed, the next step is to establish experimental strategies so that

the structural health assessment can be tested. First, the classical round-robin

approach is illustrated, and then, the newly implemented transmission beam-

forming technique is detailed.

5.2.1 Round-robin configuration

The round-robin approach consists of emitting from the n-th actuator (An)

and receiving with all the sensors (S). This procedure is typically repeated

using different actuators and the same sensors. Thus, a greater area of the

structure can be swept and more information about the structural health can

be obtained. Using this method, not only a single membership value µm that

stands for the degree of health (DoH) of the structure is obtained, but a matrix

(Hk) of Ng
a × Ng

s µm values can be provided, where Ng
a are the number of

actuators and Ng
s the number of sensors given in a structure at a time tk.

DoH matrices Hk obtained at time tk need to be assessed in depth. This

information is crucial for structural health assessment and further decision

making. Different scenarios are likely to appear which correspond with either

damage status or errors detection. Some damage status examples are shown
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in Equations. (5.4-5.6).

Hk =

A1 A2 A3 . . . ANg
a



1 1 1 · · · 1 S1

1 1 1 · · · 1 S2

1 1 1 · · · 1 S3

...
...

... . . . ...

1 1 1 · · · 1 SNg
s

(5.4)

Hk =

A1 A2 A3 . . . ANg
a



0.7 0.2 0.4 · · · 0.4 S1

0.3 0.5 0.5 · · · 0.2 S2

0.4 0.3 0.2 · · · 0.3 S3

...
...

... . . . ...

0.2 0.3 0.6 · · · 0.9 SNg
s

(5.5)

Hk =

A1 A2 A3 . . . ANg
a



0 0 0 · · · 0 S1

0 0 0 · · · 0 S2

0 0 0 · · · 0 S3

...
...

... . . . ...

0 0 0 · · · 0 SNg
s

(5.6)

Equation (5.4) shows the example of a round robin test with no structural

change detected. Equation (5.5) shows a certain level of mismatch in the signal

which stands for a certain degree of damage. Lastly, Equation (5.6) shows the

case of a round-robin test when the structure has changed significantly with

respect to the baseline state. Note that in case of sensor malfunctioning, the

row corresponding to such an erroneous sensor would appear full of zeros.

Similarly, if the problem is in an actuator, a zero-value column would appear.
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Note also that in case of carrying out the tests with a single array of PZTs (i.e.

emitting and receiving from the same PZTs in a pulse-echo mode), a broken

transducer would be evidenced by a column and a row full of zeros.

Decisions on whether the structure has changed or not can be made based

on DoH matrices. Therefore, the detection of damage in plate-like structures

is covered. Nevertheless, the coverage of the round-robin configuration is lim-

ited due to the use of a single emitter of ultrasonic guided-waves. In case of

large structures a technique, which provides higher power and hence higher

coverage, would be needed.

5.2.2 Transmission beamforming

Transmission beamforming is a suitable technique that meets this requirement.

It is typically carried out by emitting multiple synchronised signals with a

calculated phase difference in terms of time delay. Such signals go then to an

array of PZT transducers, which propagate guided-waves by summing them

up at either an arbitrary point or a certain direction in a thin-walled structure.

A larger structure can then be inspected by sending a beam with significantly

higher amplitude at several directions. Finally, a structural health assessment

can be provided (see Section 5.1) in terms of DoH matrices, as explained below.

The time delays that control the directionality of this technique are cal-

culated considering the following aspects: (i) the mechanical properties of

the plate-like structure, which dictates the wave propagation velocity of the

guided-wave mode of interest; (ii) the relative position of the PZT transducers

in the phased array; and (iii) the mode in which transmission beamforming

is performed to focus on one specific point or on a particular direction [218].

Considering an isotropic structure, the delay δi for the signal generated at the

i-th transducer in the array for transmission beamforming in a direction ~ξ is

given by [219]:

δi = −
~si ·~ξ
V( f )

(5.7)
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Figure 5.5: Transmission beamforming simulation using a linear phased array of 6
PZT focusing horizontally towards right of the plate.

where ~si is the vector from the origin of coordinates, which is normally as-

sumed to be placed at the centre of the array, to the i-th transducer of the array.

~ξ is the vector that defines the direction of the beam and V( f ) is the wave

propagation velocity at a frequency f . Figure 5.5 illustrates a transmission

beamforming simulation performed with a linear phased-array of 6 PZT trans-

ducers steering the beam towards the horizontal direction in an aluminium

plate. The simulation is performed in Abaqus® [196] using the explicit dy-

namics solver. A four cycle Hanning-windowed sinusoid at 360 kHz is used

as excitation. The main beam of the first antisymmetric mode is focused to-

wards the right by introducing a delay between the excitation signals. On the

other hand, it is possible to inspect specific points using the delays calculated

as follows [219]:

δi = −
d0k − dik

V( f )
(5.8)

where d0k is the distance between the origin of coordinates and the k-th point

of interest and dik is the distance between the i-th element of the phased-array

and the point of interest. In this work, the beamforming approach to focus on a

direction ~ξ is used due to its generic character for monitoring a plate-like struc-
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ture of different dimensions. Note that the use of this approach makes it possi-

ble to sweep an area without prior knowledge of its geometry, while focusing

at specific points would require to establish a grid of monitoring points which

are case specific. The wave propagation velocity is obtained through a pre-

liminary experiment whereby one PZT is excited and two additional aligned

sensors are used to acquire the ultrasonic signal. Once the signals are acquired,

the ToFs between consecutive sensors are used to calculate the wave propaga-

tion velocity of the principal guided-wave mode of excitation at the frequency

of excitation. These measurements are repeated several times so that an aver-

aged and more reliable value is obtained.

As a result, the DoH matrices have columns for each direction ~ξ investi-

gated and every row contains the membership value µm obtained by each of

the PZT in the phased-array. An example of these matrices is shown in Equa-

tion (5.9). Note that, similarly to the case of the round-robin configuration, a

malfunctioning transducer would be spotted if a row full of zeros emerges in

the DoH matrix.

Hk =

~ξ1 ~ξ2 ~ξ3 . . . ~ξ



1 0.9 1 · · · 0.8 S1

0.7 0.6 0.8 · · · 0.9 S2

0 0 0 · · · 0 S3

...
...

... . . . ...

1 0.8 0.9 · · · 1 SNg
s

(5.9)

5.3 Experimental set-up

The experimental set-up used in the experiments to validate the proposed

fuzzy logic based damage detection algorithm is shown in Figure 5.6 and com-

prises the following: (1) hardware of the SHMUS, which is used to carry out

round-robin and transmission beamforming experiments, (2) a control soft-

ware, and (3) plate-like structures with an array of PZT transducers attached
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to them.
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(a) Schematic of the experimental setup. (b) Actual experimental setup

Figure 5.6: Experimental set-up used in the experiments for damage detection.

5.3.1 Hardware of the SHMUS

The execution of ultrasonic guided-wave tests for SHM requires an electronic

system, which can be built from conventional or dedicated instrumentation.

Conventional systems consist of a number of independent equipment such as

an arbitrary signal generator, a data acquisition system, and a signal amplifier.

However, factors such as their size or weight make them only applicable to

laboratory-based activities, hence limiting their use in real-world engineering

challenges, where the equipment needs to be efficient and portable. In addi-

tion, the delayed excitation of the actuators using such conventional equipment

is limited with regard to the time precision of the necessary synchronisation.

To overcome these limitations, a dedicated set of hardware for generation and

acquisition of ultrasonic signals for the purpose of SHM is used here [220].

The SHMUS (including sensors and structure) is depicted in Figure 5.7.

A control unit, which contains the processor and predefined internal commu-

nications, is used to command the rest of the elements in the experimental

setup. Such a control unit internally generates n electrical signals using in-

ternal arbitrary waveform generators, which are then adjusted by introducing

previously calculated delays (δ1, δ2, . . . , δn). Note that each channel contains

an independent waveform generator. The delays are calculated so that con-
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Figure 5.7: Generic scheme of the hardware needed to carry out transmission beam-
forming. PZT 1, 2, . . . , n are used in pulse-echo mode. Besides, PZT n + 1, n + 2, . . .
are operated in pitch-catch mode.

structive interferences of the guided-waves are used to examine a plate-like

structure in a similar way as a radar works [221], as shown in Section 5.2.2.

The delayed signals are then amplified before reaching the PZT transducers

that are attached to the plate-like structure. Finally, the electrical signals are

transformed into mechanical displacements in the PZT transducers. The prop-

agation characteristics of such guided-waves are defined according to both the

plate’s mechanical characteristics and the frequency of excitation.

At the same time that the PZT transducers excite the structure, they start

acquiring the mechanical displacements. Such responses may vary depending

on the test mode, which may typically be pulse-echo (e.g. PZT1 to PZTn in

Figure 5.7) or pitch-catch (e.g. PZTn+1 and PZTn+2). The acquired mechanical

displacements are transformed into electrical signals by the PWAS transducers.

These signals are then digitised by means of analogue-digital converters, and

stored in the memory, which are managed by the control unit.

In the experiments, PAMELA® version 4 has been used as the SHMUS. It

has 18 independent channels available for generation and acquisition, which
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can be simultaneously operated. Sinusoidal signals can be generated with

30 kHz to 3 MHz frequency, up to 48 Vpp of amplitude, and up to 1 W per

channel during the excitation of the PZT. The input channels have 1 Vpp of

full scale and they are sampled at 60 MSPS with 12 bits of resolution. Here,

PZT discs of 7 mm diameter and 0.2 mm thickness with radial mode vibration

and a resonant frequency at 300 kHz supplied by STEMINC (part number

SMD07T02R412WL) are used to both generate and acquire ultrasonic guided-

waves.

5.3.2 Plate-like structures

Five different structures made of two different materials (aluminium and CFRP

composite) are used to evaluate the performance of the proposed method for

five different types of damage. The aluminium structure is made of an QQ-A-

250/5 ‘O’, a medium to high strength alloy with Young’s modulus E = 73 GPa,

density ρ = 2740 kg/m3, and Poisson’s ratio ν = 0.33 and 1mm thickness. The

CFRP composite laminate has a [902, 04]s stacking sequence and its layers were

made up of SGL FT1021 unidirectional pre-impregnated composite material

with TENAX®-E HTS45 12K carbon fibres.

The structures were manipulated to attach phased-arrays of PZT transduc-

ers close to one of the edges, as shown in Figure 5.8. Once identified the desired

positions of the PZTs, the process to bond the transducers to the plate can be

summarised as follows: (1) scratch the surface with medium grain sandpaper;

(2) eliminate the particles and clean the surface with an alcohol-based solution;

(3) apply the adhesive to the positions where the transducers are going to be

attached; and (4) attach the PZTs and apply even pressure to ensure similar

adhesive thickness under the PZT. After the adhesive is cured, the wires that

are already attached to the PZT discs are tin-soldered to some thicker cables.

These cables have 2.5mm jack plugs that are connected to PAMELA®, as can

be observed in Figure 5.8b.

Five different forms of damage are applied to each structure, which are
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(a) Sketch. Dimensions in mm (b) Aluminium plate

Figure 5.8: (a) Schematic dimensions of both the aluminium and composite plates
for the experiments except the fatigue test. (b) One of these structures with the PZT
attached and the cables already soldered.

listed in Table 5.1. Sudden damage scenarios in aluminium plates comprise:

(1) a hole formed using a hammer and a chisel; and (2) an edge crack obtained

by using a hacksaw. Note that both forms of damage are progressively applied

in three and two stages, respectively. Similarly, instantaneous damage scenar-

ios in composite plates are obtained by (1) dropping a tool (hammer) 40cm

and 80cm above the plate; and (2) emulating a lightning strike in the lab with

a 60V discharge using a 22mF capacitor. Finally, progressive damage is caused

in an aluminium plate with a notch by means of a fatigue test, whose details

are summarised in Table 5.1. Two cracks are assumed to grow symmetrically,

one from each tip of the notch, and the proposed algorithm is tested to detect

and monitor crack onset and growth, respectively. Note that all the experi-

ments were carried out at the electronics lab of the University of the Basque

Country (Spain), except for the fatigue test, which took place at ITAINNOVA

in Zaragoza (Spain).



Table 5.1: Types of damage used to evaluate the proposed damage detection method for both aluminium and composite plate-like structures.

1 Hole in aluminium plate 2 Edge crack in aluminium plate 5 Fatigue test in aluminium plate

Dimensions: 1003× 503× 1 mm3 Dimensions: 1003× 503× 1 mm3 Dimensions: 500× 245× 1 mm3

3 Tool fall on composite plate 4 Lightning strike on composite plate Fatigue test conditions:
• Maximum load: 14 kN
• Minimum load: 1.4 kN
• Ratio: 0.1
• Number of cycles: 100 000
• Notch geometry:

Dimensions: 803× 403× 1.8 mm3 Dimensions: 803× 403× 1.8 mm3
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5.4 Experimental results

The results obtained from the proposed damage detection approach are shown

in this Section for each damage scenario (refer to Table 5.1). All the exper-

iments were carried out using the same configuration in PAMELA®, i.e., an

excitation frequency of 300 kHz, approximately 48 Vpp of output amplitude,

and 60 MSPS of sampling frequency.

5.4.1 Hole in aluminium plate

Damage was applied to a 1003× 503× 1 mm3 aluminium plate using a ham-

mer and a chisel in three consecutive stages: (1) low level of damage resulting

in a superficial scratch; (2) moderate level of damage resulting in a small in-

dentation; and (3) severe level of damage leading to a hole in the plate. Pictures

of this type of damage can be observed in Table 5.1. A 10 PZT phased array

was used to carry out the guided-wave experiments in emission and reception.

Note that in this material and damage scenario, both round-robin and beam-

forming experimental modes were used. Note also that beamforming was used

by directing the main wave beam in several directions, which are noted here

as: ~ξ` where ` ∈ {1, 2, . . . , 37} ≡ {0°, 5°, . . . , 180°}. As reference, the 0° direc-

tion is focused towards the right positive X axis, refer to Figure 5.8a. First, 10

experiments were carried out in pristine (undamaged) state to build fuzzy sets

(Section 5.1), which assess the health condition of a structure. A threshold of

10% of the maximum amplitude (which minimises signal noise contamination),

an additional width of the fuzzy set of 10% of half period, and a slope of 20%

of half period are applied to obtain such fuzzy sets. Then, single experiments

are carried out for each of the three aforementioned damage levels. It is worth

mentioning that in the post-processing of the signals acquired with damage,

a threshold of 15% of the maximum amplitude is considered to enhance the

robustness of the measured maximum and minimum points.

The DoH matrices obtained for the round-robin experiments are shown
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in Figure 5.9 as colour maps with a scale from 1 (i.e. no damage) to 0 (i.e.

significantly damaged). It can be observed firstly for the case of the low dam-

age level that the majority of the 10× 10 matrix is full of ones, given that the

structure was barely damaged. Secondly, for case of moderate damage, three
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Figure 5.9: DoH matrices for round-robin data obtained for the aluminium plate with
a hole as damage mode in three consecutive damage states.
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Figure 5.10: DoH matrices for beamforming data obtained for the aluminium plate
with a hole as damage mode in three consecutive damage states.
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additional coloured elements start showing an incipient degradation with re-

spect to the pristine condition. Lastly, when the hole was opened through the

plate, a significant number of elements of the matrix appears as different from

one, depicting a more severe damage scenario in the structure, which enables

its detection.

The DoH matrices obtained for the beamforming data are depicted in Fig-

ure 5.10. Note that an analogous behaviour is identified between beamforming

and round-robin data. Low and moderate damage levels show only small vari-

ations with respect to the pristine state of the plate. The third level shows a

more severe damage scenario where some elements go close to zero. Note that

the identification of the direction where the damage is located was obtained at

~ξ21 = 100° from the centre of the phased-array. This angle corresponds to the

real direction of the hole in the plate with respect to phased-array. Given the

particular working mode of beamforming (refer to Section 5.2.2), in this case it

allows both detection and localisation of damage.

5.4.2 Edge crack in aluminium plate

In this case, two damage scenarios corresponding to two cracks on an edge

of the plate of two lengths over a 1003× 503× 1 mm3 aluminium plate were

assessed. The length of the crack in the first scenario was 1cm, while in the

second stage the crack was increased up to 2cm using a hacksaw, as shown in

Table 5.1. The same configuration for the phased array, experimental modes,

and characteristics of the fuzzy sets as the ones described in Section 5.4.1 were

used in these experiments.

Figure 5.11 show the results from the round-robin data. In case of the

1 cm edge crack (see Figure 5.11a), the fuzzy logic based approach is able

to detect a significant variation in most of the signals acquired. Note that in

this particular case, the connection of the tenth PZT in the phased-array to

PAMELA® failed, leading to noise signals and therefore to zero values in the

tenth column and row. Note that in Figure 5.11a there are a black column
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and a black row corresponding to the data from that PZT. Thus, the proposed

method is able to identify the malfunction of a PZT in the phased array. In

case of the 2cm edge crack (Figure 5.11b), the DoH matrix shows several cells

with values close to zero, which indicate a more severe damage.

On the other hand, DoH matrices stemming from beamforming data are

shown in Figure 5.12. In the first damage state, the DoH matrix (see Fig-

ure 5.12a) already shows a significant number of cells with values close to

zero. Note that, in contrast to what the results for the hole showed, the dam-

age position cannot be identified from the DoH results. This phenomenon can
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Figure 5.11: DoH matrices for round-robin data obtained for the aluminium plate
with an edge crack as damage mode in two consecutive damage states.
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Figure 5.12: DoH matrices for beamforming data obtained for the aluminium plate
with an edge crack as damage mode in two consecutive damage states.
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be explained given the relative position of the damage in the plate. While the

hole was close to the centre of the plate, the crack has been applied to an edge.

This position causes the different waves to interact with the damage before ar-

riving back at the phased array, even if the main beam is not directed towards

the direction where the damage is located. In the second stage, corresponding

to a 2cm crack length, the DoH matrix shown in Figure 5.12b still provides

a high number of cells with values close to zero. Observe, however, that in

this case the DoH matrix looks healthier than the one provided for the first

damage state although the damage is more severe. Such behaviour can be ex-

plained because of the different trajectories that the guided-waves follow after

intersecting with the boundaries of the plate and the crack. Note also that the

real damage direction can be enclosed between ~ξ25 and ~ξ32, i.e. between 120°

and 155°. This may be seen as an additional complexity for damage localisa-

tion, but in general the main purpose of the proposed approach, i.e. damage

detection, is successfully covered by the DoH matrices in both cases.

5.4.3 Tool fall on composite plate

This case study tries to emulate the real damage caused by a tool fall in a com-

posite structure during maintenance actions. In this context, a hammer was let

fall onto a 803× 403× 1.8 mm3 composite panel from two different heights (see

Table 5.1): (1) from 40cm and (2) from 80cm. Note that the heights are mea-

sured with respect to the metallic part of the hammer. The hammer impacted

in the same area both times, so a more severe damage was expected to appear.

Equivalently to the aluminium plate, a 10 PZT phased array was attached to

the structure, according to the design provided in Figure 5.8a. Here, how-

ever, only the round-robin experimental mode was used for damage detection,

given that the complexity of the cross-ply laminate and the lack of mechanical

properties made the calculation of the delays for beamforming not feasible.

Figure 5.13 depicts the DoH matrices obtained for both damage scenar-

ios caused by the hammer fall from two heights. In both cases, the damage
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is identified in the matrix given that there are some elements which differs

significantly from one. Additionally, the second scenario, where a second im-

pact from double height was performed, provides at least two elements of the

matrix with values close to zero. This indicates a relatively severe degree of

damage to the structure.

5.4.4 Lightning strike on composite plate

Damage stemming from a lightning strike was recreated in the laboratory by

creating a 60V electrical discharge using a 22mF capacitor, as can be observed

in Table 5.1. A composite plate (described in Section 5.3.2) was used in this

case in order to study the effect of this scenario, whereby matrix degradation

occurs and it causes changes in the mechanical properties. As described above

for the tool fall scenario, only round-robin experiments are carried out. Two

electrical discharges are applied to the the same composite structure.

Figure 5.14 shows the DoH matrices for the two states with one and two

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

S1

S2

S3

S4

S5

S6

S7

S8

S9

S10

(a) First height

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

0

0.2

0.4

0.6

0.8

1

D
eg

re
e

of
h
ea

lt
h
7

m

(b) Second height

Figure 5.13: DoH matrices for round-robin data obtained for the composite plate with
damage created by two tool falls at different heights.
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Figure 5.14: DoH matrices for round-robin data obtained for the composite plate with
damage created by two tool falls at different heights.
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electrical discharges. It can be noted that in the first discharge some elements in

the matrix are observed to be different from 1, thus indicating a certain degree

of damage. When the second discharge is applied, more elements with lower

numbers arise, therefore suggesting that a more severe damage is present in

the structure.

(a) Drawing and dimensions of the specimen (b) Plate & testing machine

(c) Cracks at 100 000 cycles

Figure 5.15: Drawing of the plate used for the fatigue test in (a) along with a photo in
(b) of the specimen mounted into the fatigue testing machine. Finally, in panel (c), a
zoomed picture used to measure the crack length at 100, 000 cycles.
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5.4.5 Fatigue test in aluminium plate

The last case study shows the results obtained during a fatigue test in a 500×
245× 1mm3 aluminium plate (refer to Section 5.3.2 for material properties and

Table 5.1 for fatigue testing properties). The test was stopped every 1 000 cy-

cles in order to carry out guided-wave experiments and take photographs to

measure the cracks length, therefore the same loading conditions were ensured

for all measurements. Note that two cracks appear at every tip of the central

notch. The plate was monitored with PAMELA® and 12 PZT transducers as

shown in Figures 5.15a and 5.15b. The bottom phased-array was used in pulse-

echo mode, while the upper one was used for sensing only. Round-robin and

beamforming experimental modes were adopted to check the capabilities of

the proposed approach in detecting and monitoring damage along the differ-

ent loading cycles. The crack length was measured from the photographs taken

during the experiment at several cycles (every 10 000 cycles). The photographs

were digitised and, using the attached scale rulers, scaled into real dimensions,

as shown in Figure 5.15c.

Figure 5.16 shows the results obtained from the proposed damage detec-

tion approach along with the crack lengths measurements. It is worth men-

tioning that in this case study, the 6× 6 (i.e. 6 emitters and 6 receivers) DoH

matrices are reduced to a unique number which is given by the mean of all the

Figure 5.16: Mean of DoH matrices for round-robin test results from the pulse-echo
phased array (black line) and the sensing one (grey line). In the right vertical axis,
digitised crack lengths from the left (blue dash-dotted line with up triangle) and right
(blue dotted line with downwards triangles) cracks. The average of both crack lengths
is represented as a blue dashed line.



5.4. Experimental results 115

numbers in a DoH matrix, given the high amount of matrices obtained (one

for each phased array and for every 1 000 cycles). Thus, both black and grey

lines in Figure 5.16 represent the mean of the DoH matrices for the pulse-echo

and the sensing phased arrays, respectively. Note that they start providing

information about damage at around 10, 000 cycles, which matches with the

approximate crack onset in the plate (see the blue lines in Figure 5.16). How-

ever, there is a significant variation between the data from the pulse-echo and

the sensing phased arrays. This can be explained since the data from the pulse-

echo mode have a significant less amplitude than the sensing data and the same

level of threshold is applied to reduce the influence from noise. This causes

the data from the sensing array to have a higher sensitivity to changes in the

ToF of the ultrasonic signal than the data from the pulse-echo array, thus pro-

viding an earlier and more severe damage estimation. Nevertheless, the trend

of both lines and the detection of initial damage are relatively similar between

both datasets. Note also that the sensing array has a higher sensitivity to initial

states of damage, even when no crack can be measured from the photos.

Equivalently, the results from the beamforming DoH matrices are sum-

marised in Figure 5.17. These matrices are reduced to a single number by

taking the average of all the degree of membership values for every direction.

Since the DoH matrices have 37× 6 elements (37 directions, i.e. 0°, 5°, . . . , 180°,

and 6 receivers), more information is considered in this case. Similarly to the

Figure 5.17: Mean of DoH matrices for transmission beamforming test results from
the pulse-echo phased array (black line) and the sensing one (grey line). In the right
vertical axis, digitised crack lengths from the left (blue dash-dotted line with up tri-
angle) and right (blue dotted line with downwards triangles) cracks. The average of
both crack lengths is represented as a blue dashed line.
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data form the round-robin tests, Figure 5.17 shows a similar decreasing trend

of the structural DoH when the fatigue cycles increase. Note, however, that

both lines from the pulse-echo and the sensing data are closer to each other

compared to the round-robin test results. This might be caused by the higher

amplitude created by the transmission beamforming technique, whereby six

PZT are actuated synchronously. These higher amplitudes make the sensi-

tivity of the DoH similar in both phased arrays (i.e. pulse-echo and sensing

ones), given that the noise contamination is lower than in the case of using one

PZT for the actuation. It is also worth highlighting that the DoH-related lines

are smoother than the ones obtained from round-robin data, which indicates

a more robust damage assessment, given that a higher number of signals are

used to obtain the average of the DoH matrices.

5.5 Discussion

5.5.1 On the results

The proposed fuzzy logic based damage detection methodology based on ul-

trasonic guided-waves has been illustrated in five different damage scenarios.

Note that this approach uses only the membership functions from the fuzzy

sets theory (see Appendix B), and that the degree of membership value is used

as the QoI for the evaluation of the structural condition. Therefore, no fur-

ther fuzzy logic operations and defuzzication need to be applied. In particular,

this damage assessment is carried out by establishing fuzzy sets on the ToF of

maximum and minimum points of the ultrasonic signal obtained in the pris-

tine state of a structure. A new signal, measured during the operation of the

structural system, is then evaluated in these fuzzy sets and the mismatch of

the ToF is assessed. A degree of membership µm for the m-th signal is finally

obtained as a damage index. This process is applied to all the signals obtained

in two different experimental modes: (1) round-robin fashion; and (2) trans-

mission beamforming. As a result, DoH matrices are obtained which provides
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information about the healthy condition of a structure.

It is noticeable that in the four sudden damage scenarios (except the fa-

tigue test) an indication of damage is provided by the proposed approach. Both

round-robin and beamforming data provide a clear assessment of the damage

in aluminium and composite plate-like structures. However, the DoH matri-

ces are complex in nature and therefore their interpretation might be complex.

This is particularly revealed in the beamforming data, where for the case of

the hole in the aluminium plate both the detection and even the localisation in

terms of direction with respect to the phased array was obtained (Figure 5.10).

Note also that in the case of the edge crack only the damage existence could be

detected (Figure 5.12). Here, the damage in the edge of the plate causes that a

large number of signals, even when the main beam is not directed towards its

location, interact with the crack and make the identification of the direction of

the damage not possible. This may be seen as a limitation of the method, but

considering that the proposed approach focuses on the detection of damage,

the main research objective is still achieved.

The proposed methodology has also been tested to monitor the degra-

dation of an aluminium sheet in a fatigue test. Two phased arrays were in-

stalled in the structure so that one of them worked in pulse-echo mode and

the other only in sensing mode. The main objective of installing these two sets

of transducers was to have redundant data and thus validate that the pulse-

echo mode is enough to monitor and detect damage. The results obtained from

both round-robin and beamforming testing modes (Figures 5.16 and 5.17, re-

spectively) suggest that the pulse-echo mode is able to monitor accurately the

degradation of the structure, which was measured as crack length with the

number of cycles. In this context, a desirable future work would be to carry

out additional tests in different specimens of the same material in order to

use the data to obtain a fast degradation model (e.g. using hidden Markov

models [222]) that relates the average of the DoH matrix with a crack length.

Therefore, fast and on-board oriented SHM for prognosis of the remaining

useful life of a structure would be supported.
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5.5.2 On the experimental modes

Transmission beamforming experiments using ultrasonic guided-waves had

been typically restricted to a few transducers, given the high complexity of

the hardware needed to carry it out. Here, PAMELA® version 4 was used as

it allows a practical implementation of round-robin and transmission beam-

forming experimental modes. The latter is able to provide higher amplitudes

(energy) and therefore the damage is generally better identified. However, it is

a complex technique that requires the calculation of time delays in order to ob-

tain a main beam at different directions. This aspect may be seen as a limitation

in cases where the material is anisotropic such as in the composite laminates,

as the calculation of the skew angle and delays is not straightforward. In such

cases, a round-robin test might be enough as seen in the damage scenarios

provided above, however if the structure is larger, attenuation would cause the

quality of the DoH to deteriorate and become more sensitive to noise. There-

fore, the study and implementation of these delays in more complex materials

would be a natural future extension of this research work.

Additionally, the time required for the excitation, measurement, and writ-

ing process of the data generated in the beamforming mode at 37 different

directions (i.e. 0°, 5°, . . . , 180°) is less than 24 seconds. Furthermore, the evalu-

ation of a new signal in the fuzzy sets takes between 10 to 50 seconds, which

provides a total amount of time, between experiment realisation and damage

assessment, of 1 minute approximately. This encourages the use of the pro-

posed approach for an online and on-board SHM system.

Note that the loading conditions, and therefore, the stress state of the

plate-like structures, must be similar between measurements, so that the dam-

age assessment is not contaminated by other factors. This stress state might

be influenced by external loading conditions such as the temperature variation

during day and night or, in the context of aerospace industry, for the differ-

ent locations where an aeroplane may land. Therefore, another desirable future

work would be to investigate the influence of environmental changes (e.g. tem-
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perature or humidity) in the definition of the fuzzy sets, so that a more robust

damage detection can be carried out.

5.6 Conclusions and future work

A damage detection approach for ultrasonic guided-wave based SHM is pro-

posed in this chapter. The methodology is based on fuzzy logic principles to

allow a fast, yet robust, damage assessment. Besides, this approach uses a

damage index that quantifies the ToF mismatch of maximum and minimum

points of an ultrasonic signal. The efficiency and effectiveness of the damage

detection method have been illustrated using five different damage scenarios

with different damage modes and materials. The following conclusions are

drawn from this chapter:

• The proposed fuzzy logic based method provides a fast and robust frame-

work for damage detection for an on-board SHM system, which accounts

for noise variance.

• Sudden damage scenarios has been successfully detected in composite

laminates and aluminium structures using the proposed approach.

• Damage onset and growth in an aluminium structure subjected to fatigue

loading conditions have been detected and monitored remarkably well.

Further research work has been proposed to further improve the robust-

ness and usability of the fuzzy logic based method on the following lines:

(1) to develop models that relate DoH measurements with damage features

(e.g. crack length) so that they can be used to assess the remaining useful life

of the structure; (2) to investigate and implement time delays to perform trans-

mission beamforming tests in anisotropic materials (e.g. composite laminates)

using PAMELA®; and (3) to study the influence of environmental factors such

as temperature variations in the definition of the fuzzy sets.



6
Robust Bayesian damage localisation

This chapter proposes a multi-level Bayesian framework to rigorously ac-

count for the overall uncertainty in the problem of ultrasound guided-wave

based damage localisation. The main novelty of this chapter is that it provides

a unified methodology to rationally address the problem of damage localisa-

tion using ultrasounds from probabilistic Bayesian principles: first, the prob-

lem of TF model selection is addressed for a given experimental configuration

based on posterior probabilities that assess the relative degree of belief [34] of a

particular model over a set of candidates; then, the problem of damage locali-

sation is addressed using a BIP based on signal features adopting a hyper-robust

TF model resulted from the first assessment level. To this end, once the raw

data have been acquired, two BIPs are hierarchically formulated for each PZT

sensor so that the outcome of the model selection problem is used as input for

damage localisation, as shown in Figure 6.1. In this framework, uncertainties

coming from (1) the mechanical properties of the material; (2) measurement

errors; and (3) epistemic uncertainty in the TF model due to the Heisenberg

principle [162, 172], are taken into account. The proposed approach relies on

rigorous probability-logic assumptions (whereby conditional probabilities are in-

terpreted as degree of plausibility for a given condition) for model class selec-

tion [32] and as such, it avoids experience-based decisions about the optimal

post-processing technique. Here, probability is interpreted as a multi-valued

120
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logic that expresses the degree of belief of a proposition conditioned on the

given information [28, 32]. The methodology is applied in two case studies

using aluminium plates with one and two damaged areas, respectively. For

the particular problem of damage localisation, the AIMS [51, 52] algorithm is

adopted to solve the resulting Bayesian inverse problem, showing high effi-

ciency in dealing with damage multi-modality. In general, the results show

the efficiency of the proposed methodology in reconstructing the damage po-

sition in plate-like structures using guided-waves, while rigorously accounting

for the modelling uncertainties in the reconstruction.

Figure 6.1: General workflow proposed to address the challenge of damage locali-
sation. Note that the signal data can be obtained by numerical (e.g. finite element
analysis) or experimental methods (e.g. using PZT transducers, a signal generator,
and an oscilloscope).

The remainder of the chapter is organised as follows. Section 6.1 shows

the TF models used in the proposed model selection problem. Section 6.2 com-

prises the probabilistic methodology used to obtain the robust estimate of the

ToF for each sensor. The BIP principles used to obtain the damage localisation

are presented in Section 6.3. In Section 6.4, the proposed framework is applied

in two case studies to serve as example. Section 6.5 discusses the robustness of

the proposed methodology. Finally, Section 6.6 provides concluding remarks.
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6.1 Time-frequency models

Out of the most widely-used TF models in the literature, four models are se-

lected in this chapter to be assessed and ranked using the proposed Bayesian

methodology for each sensor, independently; namely the HHT, CWT, STFT,

and WVD. The main formulations of these TF representation techniques are

shown in the following subsections.

6.1.1 Hilbert-Huang transform

The HHT is obtained from the sum of intrinsic mode functions (IMF) whereby

the spectrum is defined after performing the Hilbert transform over each IMF

component [163, 168], as follows:

g1(t) =
nim f

∑
j=1

κj(t) exp
(

i
∫

ωj(t) dt
)

(6.1)

where κj(t) is the magnitude of the analytic signal which is typically consid-

ered as the envelope of the input time series or directly the signal acquired by

the sensor, nim f is the number of IMF components, and ωj(t) is the instanta-

neous frequency. Equation (6.1) represents the amplitude and instantaneous

frequency as function of time.

6.1.2 Continuous wavelet transform

TF wavelets are used in the CWT to obtain the TF representation of the assessed

signal, by:

g2(b, a) =
1√
a

∫ ∞

−∞
X(t)Ψ

(
t− b

a

)
dt (6.2)

where X(t) represents the time series of the signal, Ψ(t) denotes the analysing

wavelet, a > 0 is the scale factor, b is the time-shift variable, and the overline

denotes the complex conjugate [164, 223]. Remarkable time and frequency
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resolution are obtained using this model.

6.1.3 Short-time Fourier transform

Alternatively, the TF representation can be obtained by applying a STFT, which

performs Fourier transforms within a moving window in the assessed sig-

nal [162, 224], as follows:

g3(ω, t) =
1

2π

∫ ∞

−∞
e−iωτX(τ)h(τ − t)dτ (6.3)

where X(t) is the time series, h(t) is a window function, and ω denotes the an-

gular frequency. The energy spectrum of an STFT is known as a spectrogram.

6.1.4 Wigner-Ville distribution

The WVD can be interpreted as a measure of the signal’s local TF energy [224],

and it is defined as follows:

g4(ω, t) =
∫ ∞

−∞
X
(

t +
τ

2

)
X
(

t− τ

2

)
e−iωτdτ (6.4)

where X(t) is the time series and the overline denotes the complex conjugate.

This technique is highly effective in detecting and localising Dirac impulses

and sinusoids [162, 224].

6.1.5 Summary of time-frequency models

The TF models in this section are just different alternatives based on a number

of simplifying hypotheses and modelling assumptions to represent the same

reality. For a particular model, the validity of such simplifying assumptions de-

pends on the adopted values of certain model parameters (e.g. the dispersion

parameter). Thus, to simultaneously identify both the plausibility of each TF

model and the values of the model parameters that better suit the information

coming from the raw ultrasonic data, a BIP is proposed here. Given a plate-like
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structure monitored through a set of PZT sensors, the BIP is addressed inde-

pendently for each PZT sensor due to potential differences between sensors,

such as different working environments or manufacturing defects.

6.2 Bayesian model class ranking

6.2.1 Stochastic embedding of TF models

Let gj : Rn → R be a candidate TF model defined by the relationship between

a discrete signal D(k) ∈ Rn acting as input and the model output gj ∈ R, where

k denotes the k-th sensor in the structure. Next, let d̂(k)j ∈ R be the first energy

peak observed in the scattered ultrasound signal, so that d̂(k)j = gj(D(k)). Under

the assumption that gj is only a candidate model over a set of alternatives [32]

(e.g. like those described in Section 6.1), then the measured first peak, denoted

here as d̃(k), would be more rigorously represented as an uncertain variable, as

follows:

d̃(k) = gj

(
D(k)

)
+ ε (6.5)

where ε is an uncertain prediction error term which accounts for the discrep-

ancy between d̂(k)j and d̃(k), namely the modelled and measured values for the

first energy peak, respectively. Following the principle of maximum informa-

tion entropy (PMIE) [28, 32], this error can be conservatively assumed to be

modelled as a zero-mean Gaussian distribution with standard deviation σε,

i.e., ε ∼ N (0, σε). The PMIE enables a rational way to establish a probability

model for the model error term such that it produces the largest uncertainty

(largest Shannon entropy); the selection of any other probability model would

lead to an unjustified reduction in such uncertainty [32]. Thus, following Equa-

tion (6.5), a probabilistic description of the TF model can be obtained as:

p
(

d̃(k)|M(k)
j , σε

)
=
(

2πσ2
ε

)− 1
2 exp

−1
2

 d̃(k) − g−1
j

(
D(k)

)
σε

2 (6.6)
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whereM(k)
j denotes the j-th candidate model class within a set of Nm available

TF models M = {M(k)
1 , . . . ,M(k)

j , . . . ,M(k)
Nm
}. Each model class is defined by

the stochastic TF model given by Equation (6.6) along with the prior PDF of the

model parameter σε, p(σε|M(k)
j ). This prior PDF represents the initial degree

of belief of the values of σε within a set of possible values Θ ⊆ R before the

information from measurements is incorporated through Bayesian updating,

as explained further below. For all the sensors in the structure, the stochastic

model is defined independently, thus accounting for different potential sources

of errors and uncertainties.

6.2.2 Model parameters estimation

Before obtaining the model parameter updating from measurements, a prelim-

inary assessment of the influence of the dispersion parameter σε in the model

class assessment and ranking was carried out, which showed a relatively high

sensitivity of the resulting model class assessment to the value of this parame-

ter. Thus, a first stage of the BIP is conceived to obtain the set of most plausible

values for σε given a set of data d̂(k) = {d̂(k)1 , . . . , d̂(k)Nm
}, which corresponds to

a set of Nm values obtained by adopting each TF model class. To this end, the

posterior PDF p(σε|d̂(k),M(k)
j ) of the dispersion parameter σε given the j-th TF

model class (M(k)
j ), is required. Thus, by using Bayes’ theorem, this posterior

PDF is given by:

p
(

σε|d̂(k),M(k)
j

)
= c−1p

(
d̂(k)|σε,M(k)

j

)
p
(

σε|M(k)
j

)
(6.7)

where c is a normalising constant, so that:

∫
Θ

p
(

σε|d̂(k),M(k)
j

)
dσε =

∫
Θ

c−1p
(

d̂(k)|σε,M(k)
j

)
p
(

σε|M(k)
j

)
dσε = 1 (6.8)

In Equation (6.7), p
(

d̂(k)|σε,M(k)
j

)
is the likelihood function, which ex-

presses how likely the data d̂(k) are reproduced by the stochastic model in

Equation (6.6) if model class M(k)
j is adopted, as shown in Figure 6.2. This
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likelihood function can be obtained by substitution of the values of d̂(k) as the

output of the stochastic model, as follows:

p
(

d̂(k)|σε,M(k)
j

)
=

Nm

∏
`=1

p
(

d̂`
(k)|σε,M(k)

j

)
(6.9)

Figure 6.2: Likelihood functions derived from each time of flight (d̂j
(k)

). The standard
deviation provided by level I of the proposed model ranking is expected to have dif-
ferent values in each model-class. The time of flight data are then substituted in the
likelihood function p(d̂(k)|σε,M(k)

j ). M1: HHT;M2: CWT;M3: STFT;M4: WVD.

Therefore, Equation (6.7) rewrites as:

p
(

σε|d̂(k),M(k)
j

)
∝

{
Nm

∏
`=1

p
(

d̂`
(k)|σε,M(k)

j

)}
p
(

σε|M(k)
j

)
(6.10)

Furthermore, it is observed that the evaluation of the normalising constant c

in Equation (6.7) cannot usually be evaluated analytically except for special

cases based upon linear models and Gaussian uncertainties [225]. However,

stochastic simulation based on MCMC methods [188, 189] can be used to obtain

samples from the posterior avoiding the evaluation of c, as shown in the next

section.
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6.2.3 Model class assessment

The probabilistic approach for model class assessment is motivated by the un-

certainty about the TF model based on the assumed hypotheses and simplifica-

tions adopted for its formulation [28, 32]. Once the posterior p(σε|d̂(k),M(k)
j ) is

obtained, the plausibility of the model classM(k)
j can be obtained by applying

the total probability theorem as:

P
(
M(k)

j |d̂(k)
)
=
∫

Θ
P
(
M(k)

j |d̂(k), σε

)
p
(

σε|d̂(k)
)

dσε

=
∫

Θ

p
(

d̂(k)|M(k)
j , σε

)
P
(
M(k)

j |M
)

∑Nm
`=1 p

(
d̂(k)|M(k)

` , σε

)
P
(
M(k)

` |M
) p
(

σε|d̂(k)
)

dσε

(6.11)

where p
(

σε|d̂(k)
)

denotes the posterior PDF obtained by Equation (6.10). Equa-

tion (6.11) can be simplified by applying the asymptotic Laplace’s approxima-

tion [32] as follows:

P
(
M(k)

j |d̂(k)
)
≈

p
(

d̂(k)|M(k)
j , σMj

)
P
(
M(k)

j

)
∑Nm

`=1 p
(

d̂(k)|M(k)
` , σMj

)
P
(
M(k)

`

) (6.12)

where the conditioning on M has been suppressed for simplicity and σMj is

the MAP value of the posterior PDF p(σε|d̂(k),M(k)
j ), i.e.:

σM = arg max
σε

p(σε|d̂(k),M(k)
j ) (6.13)

6.2.4 Hyper-robust model estimation

The probability-based ranking of the model classes M(k)
j obtained above pro-

vides information about the degree of belief of the j-th TF model class for

each sensor. However, a hyper-robust model [32] is proposed to account for the
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uncertainties held by all the model classes, thus providing a rigorous tool to

address the model class selection. The hyper-robust model for a specific sensor

k is defined as a weighted average of each TF model as follows:

p
(

d̃(k)|M
)
=

Nm

∑
`=1

p
(

d̃(k)|M(k)
` , σM`

)
P
(
M(k)

` |d̂(k)
)

∼= N
(

Nm

∑
`=1

w
(k)
` d̂(k)` ,

Nm

∑
`=1

(
w

(k)
` σM`

)2
) (6.14)

where d̃(k) are the possible ToF values and w
(k)
` = P(M(k)

` |d̂(k)) are the weights

given by the posterior probabilities of the `-th model class. Given that each

stochastic model is assumed to be distributed as a Gaussian function, a simpli-

fied expression for the hyper-robust Gaussian distribution is also provided in

Equation (6.14). However, to address the damage localisation problem, the use

of a stochastic model as the input data would require excessive computational

effort. Instead, the mean value of the hyper-robust model in the k-th sensor,

denoted as D(k), is adopted.

6.3 Bayesian damage localisation

The localisation of damage is addressed in this chapter by using the same ToF

model based BIP already described in Sections 3.1.2 and 4.1.3 under the as-

sumptions of isotropic material properties and a concentrated patch damage

within a bounded area. However, the model prediction error is considered

here as an additional uncertain variable, which would need to be updated in

the BIP as well as the damage position and wave propagation velocity vari-

ables. Therefore, the vector of uncertain model parameters is defined here

as θ = {Xd, Yd, V, σe} ∈ Θ. Given the likelihood function in Equation (3.12),

one can obtain the posterior PDF of the model parameters given the ToF data

D = {D(1), . . . , D(n)}, where n is the number of sensors by applying the well-
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known Bayes’ theorem as:

p(θ|D) =
p(D|θ)p(θ)

p(D)
(6.15)

where p(θ) is the prior PDF of the model parameters, and p(D|θ) is the likeli-

hood function for the set of data D. Given the stochastic independence of the

measurements, the likelihood can be expressed as p(D|θ) = ∏N
k=1 p(D(k)|θ),

where each factor p(D(k)|θ) is given by Equation (3.12). Finally, p(D) is the ev-

idence of the data under the model specified by θ. This term, which acts as a

normalising factor within Bayes’ theorem, can be bypassed through sampling,

e.g. using MCMC methods [199]. Thus, Equation (6.15) can be rewritten as:

p(θ|D) ∝

{
n

∏
k=1

p
(

D(k)|θ
)}

p(θ) (6.16)

6.3.1 Asymptotic independence Markov sampling algorithm

In practice, the presence of multiple damage locations in plate-like structures

is possible, thus the updating algorithm used to obtain the posterior PDF of

the locations of such potential damage should be able to provide samples of a

multimodal PDF. In the literature, the majority of available MCMC algorithms

can identify multimodal posterior PDFs at the cost of increasing the computa-

tional burden, which can be exacerbated if large dimensional parameter spaces

are explored, or by introducing ad-hoc algorithmic modifications [226]. To over-

come this drawback, the AIMS algorithm [51] is used here due to its efficiency

in providing samples from multi-modal posterior PDFs. In the AIMS algo-

rithm, a posterior PDF p(·|D) is approximated using a combination of three

well-known stochastic simulation methods. To this end, simulated annealing

is used to obtain the target distribution p(·) from the prior distribution by

sampling intermediate distributions pj(·) through a random walk M-H. The in-

termediate distributions pj(·) are approximated by using importance sampling.

A pseudo-code implementation of AIMS method is provided as Algorithm 6.1.
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Algorithm 6.1: Pseudo-code implementation of AIMS algorithm.
/* Preamble */

1 Define γ ∈ R ; // threshold for the essential sampling size
(ESS)

2 Define {NA
j }m

j=0 ; // total number of samples in each annealing
level j

3 Define {qj(·|θ)}m
j=0 ; // proposal distributions at each annealing

level j
/* Algorithm */

4 j = 0 ; // first annealing level

5 Sample {θ(i)0 }
NA

0
i=1 ∼ p(θ);

6 Obtain the ESS ; // measure of the similarity between p0(·) and
the target distribution p(·)

7 while ESS/Nj < γ do
8 Obtain the normalised importance weights as a measure of the relative

importance of the likelihood function in annealing levels j + 1 and j [51];
9 Run the M-H algorithm to generate N states of a Markov chain with target

distribution pj+1(·): Generate a Markov chain θ
(1)
j+1 . . . θ

(NA
j+1)

j+1 with target
distribution pj+1(·) [51];

10 Calculate the ESS as a measure of the similarity between pj+1(·) and the
target p(·);

11 j← j + 1;
12 end
13 Set m = j + 1 ; // total number of steps in the annealing

approach

14 Generate a Markov chain θ
(1)
m . . . θ

(NA
m )

m with distribution pm(·) = p(·) at
annealing level m;

6.4 Case studies

In this section, two case studies are presented to validate the proposed model

class selection methodology using a set of guided-waves synthetically gener-

ated by FEM. The methodology is applied to two cases of damage detection

and localisation considering one and two damaged areas, respectively.

6.4.1 Synthetic signal generation

To numerically generate the input signals, Lamb waves are modelled using

Abaqus® [196] for the simulations. The waves are generated over a thin plate

made of aluminium-based alloy 2024-T351 with dimensions 0.5 m× 0.25 m,
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(a) Case study 1 considering one damage locations and 14 sensors.
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(b) Case study 2 considering two damage locations and 6 sensors.

Figure 6.3: Representation of the aluminium plates considered in both case studies
along with the position and layout of the sensors (dimensions expressed in millime-
tres). The white circle represents the actuator, which is positioned in the centre of the
plate. Damage is represented using dark rectangles.

as depicted in Figure 6.3 (see further properties about the aluminium alloy

2024-T351 [227] in Table 6.1). In Figure 6.3a, sensor numbering is established

starting from S1 for the left-most upper sensor to S14 for the right-most down

sensor. In panel (b), which corresponds to the case of two damage locations,

sensors are analogously arranged starting from S1 to S6. For the ToF calcula-

tions, the Abaqus/Explicit® module is used in this work for its effectiveness in

simulating the transient behaviour of the ultrasonic guided-waves.

A 4-node, quadrilateral, stress-displacement shell element with reduced inte-

gration and a large-strain formulation, referred to as the S4R element [196], is
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Table 6.1: Material and structural properties (aluminium alloy 2024-T351) used in the
Abaqus® model.

Young’s modulus Poisson’s ratio Density Thickness
[GPa] [-] [kg/m3] [mm]

73.1 0.33 2780 1.5

used for the plate model, which is uniformly meshed using square elements

of 1 mm size. The element size is determined by the smallest wavelength λmin

of the guided-wave mode represented. A minimum of 10 nodes per wave-

length is normally required to ensure the avoidance of spatial aliasing [202].

The signal excitation is modelled as a perpendicular point force generated

as a sine tone-burst of 5 cycles centred at a frequency f = 100 kHz. This

frequency is selected to avoid extra complexity in the signal post-processing

due to the appearance of possible higher order guided-waves modes. When

the frequency is maintained at relatively low values, only two modes, namely

the first anti-symmetric mode (A0) and the first symmetric mode (S0), are ex-

cited [202]. Given that the wave propagation velocity of the mode1 captured

by the model is around V = 1950 m/s, the maximum element size would be

λ/10 = (V/ f )/10 = 1.95 mm. However, note that the selected element size

(1 mm) is nearly half of the maximum value. Next, the damage is modelled

as a rectangular hole of dimension 2 mm× 4 mm for both case studies con-

sidered in this chapter. Free boundary conditions are considered in both cases.

The ultrasonic signals are then received by the sensors in both undamaged and

damaged cases. Afterwards, signals from both states are subtracted, thus the

scattered information from the damage is obtained.

6.4.2 Model selection results

As previously mentioned, the simulated response of the plate to Lamb waves

is used as data within the Bayesian framework. First, the standard deviation

parameter σε is defined as σε = ρ · d̂(k)j , where d̂(k)j is the time of arrival at the k-

1The referred mode is the anti-symmetric mode (A0) since only the bending mode can be
captured with shell elements.
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th sensor using the j-th TF model, and ρ is a factor defined within a sufficiently

large interval, which in this example is taken as (0, 0.5]. Therefore, the prior

PDF of σε can be expressed as a uniform distribution over the referred inter-

val, i.e. p(σε) = U (0, 0.5 · d̂(k)j ). The posterior PDF p(σε|d̂(k),M(k)
j ) is obtained

through samples using the M-H algorithm (see a pseudo-code implementa-

tion in Appendix A) with Ts = 40000 and a Gaussian proposal distribution,

i.e., q(θ′|θ) = N (θ, σ), where σ is the standard deviation of the M-H random

walk which is selected such that the acceptance rate r lies within the interval

[0.2, 0.4] [203–205]. The MAP parameter is then computed and introduced as

an input for the model class selection problem, as explained in Section 6.2.3.

(a) P(Mi|d̂) for case study 1

(b) P(Mi|d̂) for case study 2

Figure 6.4: Posterior probability P(Mi|d̂).

The resulting posterior probabilities from Equation (6.12) are subsequently

used to rank the candidate TF models for each of the sensors, as shown in Fig-

ures 6.4a and 6.4b for case study 1 and 2, respectively. Observe from these

results that there is not a particularly predominating TF model for all the sen-
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Table 6.2: Time of arrival (D(k)) obtained as the mean of the hyper-robust models
given by Equation (6.14).

Sensor Time Sensor Time
D(k) [µs] D(k) [µs]

Case study 1 S1 157.53 S8 163.33

S2 125.29 S9 136.23

S3 98.125 S10 114.66

S4 71.539 S11 94.115

S5 49.164 S12 83.664

S6 70.242 S13 96.235

S7 98.500 S14 116.35

Case study 2 S1 109.96 S4 54.577

S2 81.214 S5 81.214

S3 54.577 S6 109.96

sors. Nonetheless, the CWT model emerges as the most plausible one for a

considerable majority of sensors, i.e., 8 out of 14 sensors for the case study 1,

and 4 out of 6, for case study 2. Therefore, if a single TF model had to be

selected for damage identification, a rational selection based on these results

would be to choose the CWT model, since the better representation of the given

data for the majority of sensors is provided by this choice. This output is in

agreement with most of the authors in the literature who select CWT model to

obtain the ToF from the scattered signals [50, 166]. Notwithstanding, a hyper-

robust model can be obtained by applying Equation (6.14) using the posterior

probabilities of each model class. The ToFs in this case are obtained by a model

average from the probabilistic model from each sensor, as shown in Table 6.2.

These values are subsequently used to reconstruct the damage in the BIP of

damage localisation, which is shown next.

6.4.3 Damage localisation and reconstruction

Once the TF models are ranked and the hyper-robust TF model is obtained, the

mean values of each hyper-robust model for each sensor are used as ToF data

D within the BIP of damage localisation, described in Section 6.3. The prior

information of the model parameters has been defined as a uniform distribu-



6.5. Discussion 135

tion for the damage position and dispersion parameter (X ∼ U (−0.25, 0.25)m,

Y ∼ U (−0.125, 0.125)m, and σe ∼ U (0, 10−4)), and a Gaussian PDF for the

velocity V ∼ N (v, σv), where v = 1950m/s and σv = 40m/s. The posterior

PDF of model parameters θ is obtained in this case using the AIMS algorithm,

with a threshold value γ = 1/2, 105 samples per annealing level, and a Gaus-

sian PDF as the proposal distribution, i.e. q(θ′|θ) = N (θ, σ), where σ is the

standard deviation of the M-H random walk which is again selected such that

the acceptance rate r lies within the interval [0.2, 0.4]. Figure 6.5 shows the

inferred damage position for the aluminium plates of case study 1 and 2, re-

spectively, using the hyper-robust TF model obtained by Equation (6.14). The

hyper-robust model is obtained for each sensor by model averaging weighted

using the posterior plausibilities of the TF models, shown in Figure 6.4. It

is observed that the damage position is efficiently reconstructed with the BIP

methodology presented in this chapter. The results also show that, for the par-

ticular case study 2, the multi-modality due to dual damage position is well

addressed using the AIMS algorithm.

The marginal posterior distributions of the other two parameters used by

the BIP of damage localisation, namely the standard deviation factor of the

likelihood function σe and the wave propagation velocity V, are depicted in

Figure 6.6. In case study 1, a lower level of dispersion in both parameters, σe

and V, is observed, whereas in case study 2, a higher dispersion is obtained.

6.5 Discussion

The proposed Bayesian methodology for damage localisation has been demon-

strated using two case studies presented in Section 6.4. For each of the sensors,

a Bayesian model class assessment framework is proposed to rank the candi-

date TF models, according to relative plausibilities that measure the relative

degree of belief of the candidate model class in interpreting the raw signal

acquired by the sensor. These relative plausibilities are then used to obtain a

hyper-robust TF model for each sensor, which provides a higher level of ro-
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(a) Estimated and actual damage position (X − Y) for case
study 1

(b) Estimated and actual damage position (X − Y) for case
study 2

Figure 6.5: Damage location estimation for the plate of case study 1 and 2. The
actual position of the centre of the damage is depicted using red rectangles which are
represented in actual dimensions.

bustness to damage localisation than just taking the most plausible TF model

among the candidate set. This robustness is clearly manifested in Figure 6.5a,

where the damage position is identified in two plausible regions close to the

actual damage position; an unjustified TF model choice would lead to a bi-

ased localisation due to unconsidered model uncertainty. The same behaviour

can be also observed in Figure 6.6b for the reconstruction of the wave prop-

agation velocity parameter. Note that the ultrasonic data used in both case

studies are synthetically obtained through FEM, although the methodology is

entirely applicable to real ultrasonic signals. However, for real ultrasonic data,
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(a) Dispersion parameter (σe).

(b) Wave propagation velocity (V).

Figure 6.6: Posterior PDFs of the σe and V parameters for both case study 1 and 2.

the uncertainty in the damage localisation would be higher due to electronic

noise or other measurement errors coming from, for instance, imperfect sensor

bonding.

Then, a damage localisation BIP using an ellipse-based model is applied

to reconstruct the damage position using the AIMS algorithm as the Bayesian

updating algorithm. The data D are obtained by using the mean of the hyper-

robust model, given by Equation (6.14) for each sensor independently. The

damage location has been inferred remarkably well in both case studies. How-

ever, a higher dispersion in the X − Y parameters (larger localisation uncer-

tainty) has been found in case study 2 compared to case study 1, as can be

observed in Figure 6.5. In addition, a higher dispersion is identified in the

marginal distribution of the standard deviation parameter σe in case study 2.
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This could be explained by the nature of the likelihood function from Equa-

tion (3.12), which is a Gaussian distribution. In order to properly identify the

two damage positions in this case study, the posterior values of σe (which is an

updatable parameter) need to increase, hence leading to a higher dispersion in

the damage localisation as well as in the velocity parameter reconstruction, as

observed in Figure 6.6. This points out a limitation of the proposed methodol-

ogy when dealing with multiple damage locations. In this context, a desirable

further work would be the exploration of optimal likelihood functions to deal

with damage multi-modality.

The robustness of the proposed methodology can then be observed by

comparing the Bayesian identification results against those obtained using a

deterministic approach. A well-known method to address inverse problems

efficiently, but deterministically, is by the use of GA [228]. GA are used to

find the value of the parameters that minimises a cost function, which in this

case can be defined as ‖ToF(a−s)
D − ToF(a−s)

M (θ′)‖2
2, a L2-norm of the residual

time of flight between the model and the data. Figure 6.7 depicts the compar-

ison between the damage identification results obtained using the proposed

Bayesian methodology and a deterministic GA-based inverse problem. To bet-

ter highlight the robustness of the proposed Bayesian damage identification

methodology in the presence of uncertainties, a bias is artificially introduced in

the velocity term as a 5% of deviation in the value obtained through Abaqus®

(from 1950 m/s to 1850 m/s). Note that even with this small deviation, the

damage localisation results given by the GA become biased, whereas the re-

sults using Bayesian methodology are virtually immune to such variation. This

simple example demonstrates the superiority of the proposed methodology in

reconstructing the position of damage from guided-waves data, regardless of

potential input errors.
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Figure 6.7: Comparison between a deterministic damage localisation using GA (grey
point) and the results obtained with the proposed Bayesian methodology.

6.6 Conclusions

A Bayesian methodology for damage location using guided-waves is presented

in this chapter. This methodology makes it possible accounting for several

sources of uncertainty, such as the epistemic uncertainty due to TF model se-

lection, and the uncertainty coming from the measurement noise and variable

material properties. The effectiveness of the method is shown through two

case studies with one and two damaged areas, respectively. The following

conclusions are drawn from this chapter:

• The damage position can be accurately reconstructed using ToFs proving

the effectiveness of the proposed multi-level Bayesian inverse problem

methodology;

• The use of a hyper-robust TF model as an input for the damage localisa-

tion Bayesian inverse problem leads to a more robust damage inference;

• The reconstruction of the two damage areas in case study 2 has been

remarkably addressed by using the AIMS algorithm. However, under this

scenario of damage, an important increase in the posterior uncertainty of

the model parameters is obtained.

Further research work is under consideration with regards to: (1) the as-

sessment of a suitable likelihood function to efficiently deal with multi-modal
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damage scenarios, and (2) the influence of different types of damage in the

performance of the proposed methodology.



7
Bayesian damage identification in

beam composite structures

This chapter addresses the identification of damage from ultrasonic mea-

surements acquired in beam composite structures while quantifying aleatory

and epistemic uncertainties (refer to Section 2.7). To this end, a WFE based

guided-wave model is used in a multi-level Bayesian framework, which allows

the classification, quantification, and localisation of damage. Bayes’ theorem

is applied at two hierarchical levels: (1) to obtain the posterior information

about the unknown model parameters of a particular damage hypothesis, e.g.

a specific damage mode such as a delamination, and (2) to provide the rela-

tive degree of belief of different damage hypothesis within a set of candidate

hypotheses (or model classes). Note that the first level addresses the quantifi-

cation and localisation of damage in a beam structure, given that each damage

hypotheses contains relevant damage-related parameters. The second level

classifies the damage according to the plausibility of each candidate model

classes and therefore the identification of damage mode is obtained. Nu-

merical results show that the proposed Bayesian framework is able to localise

and identify damage in multi-layered composite laminates while quantifying

the uncertainty present in both the numerical data and the wave propagation

model.

141
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In contrast to the Bayesian approach proposed in Chapter 6, where the

position of damage was the main objective, this chapter addresses the iden-

tification of damage, which involves determining its type and quantifying its

severeness. In this context, Chapter 6 uses a simplified ellipse-based ToF model

to localise the damage, while this chapter requires a physics-based model that

provides time-domain ultrasonic signals carrying information about the dam-

age type and extent. Furthermore, the Bayesian approaches are different as

well: Chapter 6 uses two interconnected BIPs, whereby a hyper-robust ToF

model is built using the asymptotic Laplace’s approximation followed a BIP of

damage localisation that uses the hyper-robust ToF estimation as input data.

Conversely, this chapter addresses the identification of damage in a Bayesian

model class selection framework by estimating the evidence of each class (i.e.

damage hypothesis). Therefore, the main differences between this and the pre-

vious chapter lies in: (1) the diagnosis stage that is addressed, i.e. localisation

against identification; (2) the Bayesian framework for model class selection, i.e.

using asymptotic approximations or estimating the evidence; and (3) the type

of the model used, i.e. ellipse-based against physics-based models.

The chapter is organised as follows: the WFE model for guided wave

simulation is presented in Section 7.1; the Bayesian approach for damage iden-

tification is shown in Section 7.2; an algorithmic implementation of the pro-

posed Bayesian framework is provided in Section 7.3; Section 7.4 illustrates

the methodology in a numerical case study; finally, concluding remarks and a

brief discussion are provided in Section 7.5.

7.1 Guided-wave propagation model

The transient ultrasonic guided-wave simulation model used in this chapter,

based on the WFE scheme, is briefly introduced in this section. For further

implementation and base theory details, please refer to [179]. This model,

which works in the frequency domain, builds its computational efficiency on

the use of three different sections of the modelled structure (see Figure 7.1), as
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follows:

(i) a coupling section for arbitrary excitations,

(ii) a scatterer containing arbitrary damage, and

(iii) the rest of the waveguide.

Observation point
Piezoelectric excitation

Sc
at

te
re

r

Coupling
sectionWaveguide Waveguide

Incident Reflected Transmitted

Figure 7.1: Wave propagation due to external excitation.

This wave propagation model combines the previous sections efficiently

in a semi-analytical approach using periodic structure theory [229]. Besides, the

WFE method is used to obtain the wave propagation characteristics by mod-

elling a periodic section of the waveguide in a FEM software. Stiffness (Kb),

mass (Mb) and damping (Cb) matrices are obtained from such model of a beam.

Then, these matrices are used to set up the dynamic equilibrium of the section

as follows:

Db(ω)u = f (7.1)

where, Db(ω) = Kb + iωCb−ω2Mb is the frequency dependent dynamic stiff-

ness matrix, u is the vector of degrees of freedom, f is the internal forces vector,

and ω is the angular frequency. These vectors can be internally partitioned

into left (L) and right (R) degrees of freedom with respect to direction of wave

propagation. According to Bloch’s theorem [230], the free wave propagation

in a waveguide of length lx has the propagation constant λ = eiklx , with k be-

ing the wave-number, which gives uR = λuL and fR = −λfL. An eigenvalue

problem for λ can then be formulated by substituting these expressions into
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Equation (7.1), as follows:

λ

 uL

fL

 = T

 uL

fL

 (7.2)

where T is the transfer matrix and λ are the eigenvalues of T. Note that

the propagation constants λ exist in pairs for positive (+) and negative (−)

travelling waves. Additionally, the eigenvectors φφφ are the wavemodes as given

below:

φφφ =

 φφφu

φφφf

 , where φφφ+ =

 φφφ+
u

φφφ+
f

 , φφφ− =

 φφφ−u

φφφ−f

 (7.3)

The wavemodes are used here as basis functions to transform the problem into

wave domain where the forces and displacements are represented by a linear

combination of incoming (a+) and outgoing amplitudes (a−) as shown below:

u = φφφ+
u a+ +φφφ−u a−, f = φφφ+

f a+ +φφφ−f a− (7.4)

Note that the piezoelectric excitation generates outgoing amplitudes (a−) into

the structure. These amplitudes are obtained by modelling the coupling sec-

tion in FEM software and extracting matrices to set up the dynamic equilib-

rium similar to Equation (7.1). The interface between the waveguide and the

coupling section must be consistent in order to satisfy the continuity and equi-

librium conditions. Then the outgoing amplitudes can be obtained as follows:

a− =
(

Db
csRφφφ−u − Rφφφ−f

)−1
fcs (7.5)

where, Dcs is the dynamic stiffness matrix of the coupling section, R is the

rotation matrix to transform from local degrees of freedom to global and fcs

is the frequency domain external excitation from the piezoelectric transducer.

Then, the scattering coefficients for a damage are computed to reconstruct the

transient response at the observation point. The procedure follows the same
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steps of modelling the damaged section in FEM software and extracting the

matrices. Then, the application of continuity and equilibrium at the interface of

the scatterer and waveguide sections results in the scattering matrix, as follows:

S = −
[
Rφφφ−f −Db

J Rφφφ−u
]−1 [

Rφφφ+
f −Db

J Rφφφ+
u

]
(7.6)

where, Db
J is the dynamic stiffness matrix of the scatterer and S denotes the

scattering matrix. The scattered amplitudes (as) can be obtained from the inci-

dent amplitudes (ai) by as = Sai. The transient response is obtained by sum-

ming up all amplitudes reaching the selected observation point in the desired

time window expanding. Then, these amplitudes are expanded over the indi-

vidual degrees of freedom using Equation (7.4) and an inverse discrete Fourier

transform based on a fast Fourier transform algorithm [231] is performed.

It is worth highlighting that the model parameters that are related to the

actual damage are (1) the location of the damage along the axis of the beam

(i.e. Xd) and (2) the reflection and transmission coefficients (i.e. r and t, re-

spectively), which are contained in the scattering matrix S. The latter group of

coefficients represent the energy part of each incident wave mode (e.g. bending

or tensile/compressive) that is transmitted or reflected. For instance, if a pres-

sure wave mode is incident in the damage, four coefficients will be involved in

creating the scattered wave: (1) pressure-to-pressure reflection coefficient rpp,

(2) pressure-to-bending reflection coefficient rpb, (3) pressure-to-pressure trans-

mission coefficient tpp, and (4) pressure-to-bending transmission coefficient tpb.

Note also that these coefficients will have different values for different dam-

age modes (i.e. depending on the wave interaction with the damage), hence

allowing the differentiation between them.

7.2 Bayesian approach for damage identification

A Bayesian model class assessment framework [32] is developed in this section

for a rigorous and robust identification and localisation of damage. A set of
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Nm candidate damage hypotheses or model classes M = {Mj}Nm
j=1 are initially

defined to this end, e.g. considering a crack or a delamination. These hypothe-

ses are then ranked according to their posterior plausibilities, which rely on

the information obtained from the ultrasonic data qD ∈ RNq . Note that these

data carry information about the health condition of the structure. Addition-

ally, we assume that a deterministic wave propagation model qM(θ) ∈ RNq ,

whose output can be directly comparable to the experimental measurement,

is available. The model is defined as a function of a set of unknown model

parameters θ ∈ Θ ⊂ RNθ
. In this chapter, the wave propagation model based

on the hybrid WFE model (refer to Section 7.1) is adopted. A probabilistic

version of the wave propagation model can be defined by introducing an error

term e ∈ RNq that measures the discrepancy between the modelled qM(θ) and

experimental ultrasonic data qD, as follows:

qD = qM(θ) + e (7.7)

Based on the Principle of Maximum Information Entropy [28, 32], a zero mean

Gaussian distribution with standard deviation σe as N (0, σe) is adopted to

model the error term e in order to produce the largest uncertainty. Thus, the

stochastic version of the model is given by a Gaussian distribution, as:

p
(
qD|qM, θθθ,Mj

)
=
(

2πσ2
e

)− 1
2 exp

(
− 1

2σ2
e
J (θθθ,D)

)
(7.8)

where J (θθθ,D) is the goodness-of-fit function which is selected to be the L2-

norm of the measured and modelled data, as: J (θθθ,D) = ∑
Nq
i=1(qi,M − qi,D)2,

with qi,M and qi,M being the i-th element of the vectors qM and qD, respec-

tively. To completely define the model class Mj, the prior distribution of the

model parameters p(θθθ|Mj) also needs to be provided. Next, the posterior dis-

tribution of the model parameters p
(
θθθ|D,Mj

)
, given the data D , qD and

a specific model class Mj, can be defined by applying the Bayes’ theorem, as

follows:

p
(
θθθ|D,Mj

)
=

p
(
D|θθθ,Mj

)
p(θθθ|Mj)

p(D|Mj)
(7.9)
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where p
(
D|θθθ,Mj

)
denotes the likelihood function in Equation (7.8) and p(D|Mj)

is the evidence of the model class Mj in representing the data D. Note that

the computation of Equation (7.9) requires addressing multidimensional in-

tegrals, which usually do not have an analytical expression. Thus, the M-H

algorithm [188, 189] (see Appendix A) is adopted here as MCMC method to

obtain samples from the posterior distribution p
(
θθθ|D,Mj

)
avoiding the com-

putation of the normalising factor.

Finally, the model classes (i.e. damage hypotheses) are ranked by using

their posterior plausibilities P(Mj|D, M) obtained through Bayes’ theorem, as

follows:

P
(
Mj|D, M

)
=

p
(
D|Mj

)
P
(
Mj|M

)
ΣNm

l=1p (D|Ml) P (Ml|M)
(7.10)

where P
(
Mj|M

)
is the prior probability of the model classMj. Note that the

posterior plausibilities are dependent on the evidence terms calculated for each

model class. The calculation of the evidence is addressed in the section below.

Therefore, both damage identification and the inference of model parameters

are addressed by this hierarchical Bayesian approach.

7.2.1 Evidence of a model class

The evidence calculation is based on [232], where a logarithmic approximation

of the evidence was proposed to provide a more reliable estimation of such

quantity. Note that the evidence could be approximated by samples from the

prior distribution using the total probability theorem as follows:

p(D|Mj) =
∫

p(D|θ,Mj) p(θ|Mj)︸ ︷︷ ︸
Prior PDF

dθ ≈ 1
Nθ

Nθ

∑
k=1

p(D|θ(k),Mj) (7.11)

However, such an approximation involves the use of samples that are, in gen-

eral, very different from the area of high probability of the likelihood function

p(D|θ,Mj), and therefore the accuracy of the approximation may be com-

promised. To overcome this issue, Cheung and Beck [232] proposed a stable
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technique based on an analytical approximation of the posterior distribution.

Thus, the log-evidence can be approximated by:

log p(D|Mj) ≈ log p(D|θ,Mj) + log p(θ|Mj)− log p(θ|D,Mj)︸ ︷︷ ︸
Analytical approx.

(7.12)

Equation (7.12) can be obtained by applying logarithms to Bayes’ theorem that

defines the inverse problem in Equation (7.9). Implementation details of this

method focused on the use of M-H as the MCMC algorithm to obtain samples

from the posterior PDF are provided in Section 7.3.

Note that, in addition to the calculation of the evidence of a model class,

the trade-off between data fitting and the information gained from the ultra-

sonic data is of interest. This allows to distinguish between over-fitting and ro-

bust to noise model classes. This additional information can be obtained from

the evidence calculation from a information theoretic perspective [32, 217], as

follows:

log p(D|Mj) =
∫

Θ

[
log p(D|θ,Mj)

]
p(θ|D,Mj)dθ︸ ︷︷ ︸

Average goodness of fit

−
∫

Θ
log

[
p(θ|D,Mj)

p(θ|Mj)

]
p(θ|D,Mj)dθ︸ ︷︷ ︸

Expected information gain

(7.13)

where the averaged goodness-of-fit (AGF) measures the data fitting of the sam-

ples obtained from the posterior PDF and the expected information gain (EIG)

quantifies the relative entropy between the posterior and prior PDFs of the

model parameters. The EIG term measures the complexity of the model class,

given that it tends to provide higher values for more complex damage hy-

potheses. Besides, it is a penalty term in the calculation of the log-evidence.

Therefore, from this information theoretic point of view, the preferred model

classes will be the ones which tend to provide a good representation of the

data (i.e. high AGF), while remaining robust, hence gaining the minimum

information from them (i.e. low EIG).
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7.3 Algorithmic implementation

The proposed Bayesian framework for damage identification is described here

at an algorithmic level. First, the posterior PDFs are built from samples ob-

tained from the M-H algorithm (see Appendix A) for each model class, and

then the evidence for each of them is calculated. Once the evidence terms

of all the candidate model classes are obtained, the posterior plausibility of

the model class is provided by Equation (7.10) and the most probable one is

selected. A generic algorithmic implementation of the model class selection

problem is provided in Algorithm 7.1.

Algorithm 7.1: Bayesian model class selection
1 Define . M = {Mj} with j = 1, 2, . . . , Nm ; // Model classes
2 Define . θ and p(θ|Mj) ∀Mj ∈ M ; // Parameters and prior PDF
3 for j = 1 to Nm do
4 Obtain p(θ|D,Mj) ∼ M-H algorithm (Appendix A) ; // BIP
5 Estimate p(D|Mj) ∼ Algorithm 7.2 ; // Evidence
6 end
7 Obtain P(Mj|D, M) ∼ Eq. (7.10);
8 Select the most plausibleM∗ = arg max P(Mj|D, M) ;

Additionally, the calculation of the evidence is detailed in Algorithm 7.2.

Note that this algorithm is based on the M-H algorithm, and therefore some of

the equations are referred to the Appendix A. This method is based on samples

from the posterior PDF, which are used to build an analytical approximation

of itself. After the log-evidence is calculated, the EIG term may be obtained

by applying Equation (7.13) given that the AGF term is estimated based on the

samples from the posterior.

7.4 Numerical case studies

In this section, two numerical case studies are presented using a layered carbon

fibre composite beam with two different damage modes: (1) a delamination

and (2) a crack, as shown in Figure 7.2. The delamination has a length of 5mm
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Algorithm 7.2: Evidence calculation.

1 Take {θ(k)}N1
k=1 ∼ p(θ|D,Mj) ; // Samples from the posterior PDF

2 Choose a model parameter vector θ ∈ Θ;
3 for k = 1 to N1 do
4 Evaluate q(θ|θ(k)); // Proposal distribution
5 Evaluate r(θ|θ(k)) ; // Equation (A.1)
6 end
7 Take {θ(`)}N2

`=1 samples from q(·|θ);
8 for ` = 1 to N2 do
9 Evaluate r(θ(`)|θ) ; // Equation (A.1)

10 end

11 Obtain p(θ|D,Mj) ≈
1

N1
∑

N1
k=1 q(θ|θ(k))r(θ|θ(k))
1

N2
∑

N2
`=1 r(θ(`)|θ)

;

12 Evaluate log p(D|Mj) ; // Equation (7.12)
13 Obtain the AGF and EIG terms ; // Equation (7.13)

and it is located between the second and third layer, while the crack starts from

the upper surface and has a depth of 1mm. The beam has a height of 3mm and

width of 2mm and its stacking sequence is [02/90]s. Each carbon fibre layer

has a density of 1560 kg/m3 and the stiffness matrix shown below:

C =



143.8 6.2 6.2 0 0 0

6.2 13.3 6.5 0 0 0

6.2 6.5 13.3 0 0 0

0 0 0 3.6 0 0

0 0 0 0 5.7 0

0 0 0 0 0 5.7


GPa (7.14)

The numerical dataD are generated by performing FEM simulations in Abaqus® [196]

for each type of damage, which will be used as experimental data in these case

studies. The first antisymmetric mode is selected for damage identification,

given that it can detect both crack and delamination [11]. Thus, a Hanning

windowed sinusoid with 6 cycles centred at a frequency of 100 kHz is applied

as the excitation signal at one end of the beam in the vertical direction (see

Figure 7.2). The in-plane response is then observed at 0.2m from the point of

excitation for a time window of 720µs. Note that the beam is assumed to be
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Figure 7.2: Schematic of both crack and delamination types of damage along with the
geometry of beam under consideration.

sufficiently long that the reflections from the far end of the beam do not reach

back to the observation point in the selected time window. The chosen damage

modes are modelled by node duplication in both the Abaqus/Explicit® simula-

tion and the WFE model. The mesh is comprised of solid elements (i.e. C3D8R)

in Abaqus® with the following dimensions: 0.5mm thick, 0.5mm width, and

0.2mm long.

For illustration purposes of the proposed methodology, two damage hy-

potheses are assumed in the numerical case studies: (1) a crack damage mode

(i.e. M1), and (2) a delamination damage mode (i.e. M2). Among this set

of model classes, the Bayesian framework will identify the most probable one

based on samples from the posterior PDF. Given the geometry of the selected

beam and the location of the actuator and sensor, different parameterisations

may be provided for each model class. The sets of unknown model parame-

ters are comprised of several reflection coefficients and the damage location,

as can be observed in Table 7.1. Note that the delamination model class M2

does not contain any reflection coefficient implying an incident pressure wave,

i.e. rpp and rpb. This is a consequence of the assumption that the pressure

wave is negligibly altered by a discontinuity parallel to the wave propagation

direction. The prior PDFs of these unknown model parameters are also shown
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in Table 7.1.

Table 7.1: Sets of model parameters for each damage hypothesis.

Model class Damage hyp. θ1 θ2 θ3 θ4 θ5

M1 Crack Xd rpp rpb rbp rbb

Prior PDF p(θ|M1) U (0.3, 0.7) U (0, 1) U (0, 1) U (0, 0.8) U (0, 0.8)

M2 Delamination Xd rbb rbp

Prior PDF p(θ|M2) U (0.3, 0.7) U (0, 1) U (0, 1)

Xd → location of the damage.

rpp → pressure-to-pressure reflection coefficient.

rpb → pressure-to-bending reflection coefficient.

rbp → bending-to-pressure reflection coefficient.

rbb → bending-to-bending reflection coefficient.

7.4.1 Damage mode: crack

The data D obtained from the Abaqus® model of the beam with a crack is

assessed with the proposed Bayesian framework (see Section 7.2) in order to

localise and identify its damage. Samples from the posterior PDFs of each

set of model parameters are obtained through the M-H algorithm (refer to

Appendix A) with Ts = 400, 000 samples and a Gaussian proposal distribution.

The standard deviation of the M-H random walk is selected such that the

acceptance rate r lies in the interval [0.2, 0.4] [204, 205]. The resulting posterior

PDFs for each model class are depicted in Figure 7.3. It can be appreciated in

Figure 7.3a that the location of the damage (i.e. 0.4m) is better inferred in the

case of the first model class (i.e. assuming a crack in Figure 7.3a).

The classification of damage is addressed based on the posterior plausi-

bility of each model class and, therefore, on their evidence. By applying Equa-

tion (7.10), these posterior probabilities are obtained and shown in Table 7.2.

Note that the classification of the damage using the WFE model and the pro-

posed Bayesian framework has provided a very accurate diagnosis. Addition-

ally, the procedure used to calculate the evidence (see Section 7.2.1) makes

it possible to provide a deeper insight into the reconstruction provided by

each model class. Thus, it is observed that M1 provides a higher AGF term
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(a) Posterior PDF p(θ|D,M1)

(b) Posterior PDF p(θ|D,M2)

Figure 7.3: Posterior PDFs of the model parameters for damage hypothesis: crack in
panel (a) and delamination in panel (b).

in Table 7.2 compared to M2. The large difference in AGF compensates for

the inverse difference of EIG. Therefore, a higher evidence is provided by the
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model classM1 even though such model class is more complex and therefore

is more penalised.

Table 7.2: Bayesian model class selection result.

Model class AGF EIG log p(D|Mj) P(Mj|D, M)

Crack -M1 -1.2488 7.5846 -8.8334 99.99%
Delamination -M2 -17.1338 5.4638 -22.5977 0.01%

(a) Reconstruction byM1 (b) Reconstruction byM2

Figure 7.4: Reconstruction of the ultrasonic signal with the WFE model and the two
model hypotheses: (a) crack and (b) delamination.

Furthermore, the reconstruction of the ultrasonic signal and its compar-

ison with the numerical data is shown in Figure 7.4 for both model classes.

It can be appreciated in Figure 7.4a that the model class representing a crack

damage (i.e. M1) is able to provide a remarkable reconstruction of the nu-

merical data qD. M2, however, provides a less accurate reconstruction (see

Figure 7.4b), thus supporting the previous classification of the damage hy-

potheses. It is worth mentioning that there are several wave packets that are

not reconstructed in the case of M2, as shown in Figure 7.4b. This is caused

by the adoption of a simpler set of model parameters than M1, which does

not contain coefficients from an incident pressure wave mode (see Table 7.1).

Therefore, M2 is unable to create the additional wave packets present in the

ultrasonic data D.
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7.4.2 Damage mode: delamination

Similarly to the previous case study, here the identification and localisation of

damage are carried out using the ultrasonic data obtained from the Abaqus®

model with a delamination. The inference of the model parameters is carried

out using the M-H algorithm configured in the same manner as for the previ-

ous case study. The posterior PDFs for both damage hypotheses are depicted in

Figure 7.5. It is noticeable that the marginal distribution for the location of the

damage Xd shows a bimodal shape in the case of the first model class (i.e. rep-

resenting a crack) in Figure 7.5a. Moreover, none of its high probability areas

falls within the actual damage location (i.e. 0.45m). Conversely, p(θ|D,M2)

provides a more accurate localisation of the damage (see Figure 7.5b). Note

also that the posterior PDFs of the reflection parameters related to the inci-

dent pressure wave (i.e. rpp and rpb in Figure 7.5a) are very uncertain, with a

similar probability density throughout almost the entire interval of their prior

distributions (see Table 7.1).

Table 7.3: Bayesian model class selection result.

Model class AGF EIG log p(D|Mj) P(Mj|D, M)

Crack -M1 -1.5669 5.5424 -7.1093 15.98%
Delamination -M2 -0.7357 4.7135 -5.4493 84.02%

Nonetheless, the classification of the candidate model classes is carried

out based on their evidence terms and posterior plausibilities. Table 7.3 sum-

marises this classification along with relevant information about their evi-

dences, such as the AGF and EIG. The delamination model class M2 is the

most plausible one with a 84.02% of posterior probability. This higher proba-

bility is obtained due to a better fitness (i.e. higher AGF) and lower information

gain, which leads to a model class that fits better with the data and is more

robust against noise variations.

The comparison of the reconstructed ultrasonic data with the mean of the

posterior PDFs is shown in Figure 7.6. In this case, it is shown that both candi-

date model classes provide a similar reconstruction. However, it is noticeable
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(a) Posterior PDF p(θ|D,M1)

(b) Posterior PDF p(θ|D,M2)

Figure 7.5: Posterior PDFs of the model parameters for each class: crack in panel (a)
and delamination in panel (b).

that the reconstruction for M1 (i.e. crack damage in Figure 7.6a) shows a

slight phase mismatch in all the wave packets except for the first one. This is
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(a) Reconstruction byM1 (b) Reconstruction byM2

Figure 7.6: Reconstruction of the ultrasonic signal with the WFE model and the two
model hypotheses: (a) crack and (b) delamination.

the main reason why this model class has a lower AGF than M2 (i.e. delami-

nation damage). Figure 7.6b illustrates a better reconstruction of the ultrasonic

data, hence the proposed Bayesian framework choseM2 as the most plausible

one.

7.5 Conclusions and discussion

A comprehensive damage identification approach for composite beams using

ultrasonic guided-wave measurements is presented in this chapter. As a key

contribution of the proposed approach, the ultrasonic measurements are di-

rectly compared to the model predictions. This enables that no further post-

processing techniques are applied to the measurements, hence reducing the

sources of uncertainty. The methodology is based on a hierarchical BIP, which

allows the inference of damage-related model parameters and ranking sev-

eral candidate damage hypotheses. A guided-wave simulation model based

on the hybrid WFE method is used in the proposed identification framework.

This model is parameterisable in terms of its scatterer-related coefficients and

the damage location, which allow the differentiation between different dam-

age modes. Note that the appropriate definition of the damage hypotheses is

crucial in this context, as they are the basis for identifying the type of damage.
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Therefore, a profound knowledge of the interaction between wave and damage

is required to set up the identification approach.

The methodology has been numerically illustrated using ultrasonic data

stemming from Abaqus® simulations in two case studies. To this end, a single

crack and a delamination crack have been modelled in a composite beam and

the corresponding model classes have been defined. A remarkable level of ac-

curacy in reconstructing the damage location and scattering coefficients along

with the damage identification has been obtained. Notwithstanding this, there

are certain limitations of the adopted damage hypotheses that could be en-

countered should several damage instances be present in the structure. The

appropriate definition of such type of model classes along with its experimen-

tal validation comprise two required extensions of the proposed methodology.

Furthermore, the proposed methodology is able to reconstruct the damage

efficiently in beam structures. However, the use of beam composite structures

and its monitoring is very limited in real-world engineering scenarios. To pro-

vide a more practical damage identification framework, a guided-wave propa-

gation model that represents the wave-damage interaction in two dimensional

structures (e.g. plates) is essential. This also comprises another desirable exten-

sion of the current work, which in turn encompasses its respective numerical

and experimental validation.

Further research effort is under consideration regarding: (1) the defini-

tion of additional damage modes, including the presence of multiple damages;

(2) the experimental validation of the proposed approach using experimental

data; and (3) the extension of the proposed approach from beam structures to

plate-like ones.
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CONCLUSIONS AND FUTURE

WORK
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8
Conclusions and future work

Addressing ultrasonic guided-wave based SHM for aerospace structures

is a challenge given the intrinsic complexities associated with each of the diag-

nosis steps, which range from the optimal SHM design to the identification of

damage with quantified uncertainty.

� In this doctoral thesis, a holistic framework for SHM using ultrasonic

guided-waves is provided by addressing its diagnosis stages from a probabilistic

Bayesian perspective.

Information theory, Bayesian inverse problem, and fuzzy logic fundamentals

are the core methodological elements of the proposed frameworks. These have

been illustrated using different case studies suited for each approach, which

include a set of numerical and experimental scenarios. The general conclusions

drawn from this thesis are described and their implications discussed in the

following sections that go through the different stages of the diagnosis.

8.1 Optimal SHM design

A new sensor optimisation framework based on the value of information was

developed in Chapter 3 to provide a globally identifiable optimal design point,

which contains the optimal number and spatial distribution of sensors. This
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methodology trades-off the amount of information that is acquired from a

Bayesian damage localisation approach and the cost of the monitoring that in-

cludes hardware, maintenance, or post-processing related costs. Note that this

approach supports research hypothesis 1 defined in Section 1.2.1 and there-

fore meets the first research objective. The key contribution was a mathemat-

ical formulation for sensor number and location optimisation using value of

information fundamentals, hence accounting for the various sources of uncer-

tainty. The methodology was tested using different case studies in the context

of ultrasonic guided-waves and PZT sensors, which showed its effectiveness

in providing optimal SHM designs. Additionally, it was shown that the value

of information can be used as a tool to compare and rank different strate-

gies in positioning the sensors, e.g., by adopting geometrically unrestricted

sensor configurations or linearly-aligned phased-arrays. Overall, the unre-

stricted configuration provided the most informative damage reconstruction

with the lowest number of sensors. A suitable and complete definition of the

cost-related function was also found to be key for an unbiased optimal con-

figuration, as it drives the selection of the optimal number of sensors to be

used.

The methodology based on the value of information is mathematically rig-

orous, but it has shown some limitations stemming from the adoption of one

fixed actuator. In the context of ultrasonic guided-waves, the optimisation of

the actuators is almost equally important as that of the sensors. However, if

the actuators were considered in the aforementioned optimisation approach,

the computational cost could be exacerbated. Therefore, a novel optimisation

framework based on both the Shannon’s information entropy and a generic

cost function was proposed in Chapter 4. This chapter addressed the sec-

ond research hypothesis and its corresponding research objective established

in Section 1.2.2. The entropy-based objective function is based on binary de-

cision variables (i.e. {0, 1}), which are relaxed into continuous variables in

the interval [0, 1] and hence convexifying the objective function. This simple

idea enables a drastic reduction of the computational time for the optimisation
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problem, which ultimately provides a valuable guidance to the optimal layout

of both sensors and actuators. The optimisation in this context can be viewed

as finding the sensor and actuator configuration that provides the largest in-

formation gain about the damage. One of the major contributions here was the

adoption of the actuators in addition to the sensors in a highly efficient optimi-

sation scheme. This encourages the use of the proposed methodology in online

and adaptive SHM systems, where the adoption of an optimal subset of sensors

and/or actuators is crucial to maintain a healthy balance between information

accuracy and complexity. The proposed methodology was illustrated by its

application to ultrasonic guided-wave based SHM in structures with two dif-

ferent materials, i.e. aluminium and carbon fibre reinforced polymer. Overall,

the optimal sensor and actuator layouts were found to be coincident in both

location and number. Also, the optimal locations for the aluminium plates

were those that are farthest from the area of possible damage occurrence. Be-

sides, the proposed approach requires fewer sensors and actuators with higher

uncertainty (entropy), which can be viewed as a disadvantage if poor quality

transducers are to be used.

The above methodology based on the convexification of the entropy-based

objective function relies on several simplifying assumptions, such as the Laplace

asymptotic approximation or the reliance on a large amount of data. These

provide this methodology with a high efficiency but it is at the cost of a small

loss of accuracy. To overcome this issue, a desired extension of this methodol-

ogy would be the consideration of the mutual information between data and

model parameters as an objective function. This function comprises a compu-

tationally challenging scenario that requires from the evidence calculation of

every data sample. Additionally, another future work under consideration is

the use of a physics-based model in the proposed methodologies, rather than

the ToF model, so that the wave interaction with different damage types as

well as wave attenuation are taken into account.
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8.2 Damage detection

Robustness and computational efficiency are two key characteristics for a dam-

age detection approach to be applicable in real-life engineering scenarios. To

meet the third research hypothesis and objective proposed in Section 1.2.3,

a new damage detection approach for ultrasonic guided-wave measurements

based on fuzzy logic principles was proposed in Chapter 5. This approach is

based on fuzzy sets built from the ToFs of the ultrasonic signal peaks acquired

in an undamaged state. The corresponding signal peaks for non-pristine con-

ditions are then evaluated using the fuzzy sets, which gives an estimation of

the structural health condition denoted as DoH (e.g., undamaged, damaged, or

some degree of degradation in the interval [0, 1]). The robustness in the sense

of high probability of detection of the proposed method builds on the use of

a set of ultrasonic measurements (rather than a single one), which stem from

two experimental procedures: (1) the round-robin configuration and (2) the

transmission beamforming technique. Note that these complex experimental

modes are easily implemented in practice thanks to the use of PAMELA® as

SHM system. As a result, a matrix with a set of DoH values is obtained rather

than a single value. Several experiments were conducted to illustrate the ef-

fectiveness of this approach with sudden and progressive damage scenarios.

Overall, the results showed that sudden damage scenarios are successfully

detected and that a progressive damage scenario such as a fatigue crack can

be detected and monitored.

Based on the results, the use of transmission beamforming is preferred

over the round-robin configuration since it leads to a better resolution due to

the higher wave amplitude that is obtained without the need of further am-

plification. Although any structure benefits from the beamforming properties,

carbon fibre laminates do more given that a higher wave attenuation is exper-

imented. However, the calculation of the delays using the transmission beam-

forming technique depends on the slowness surface of the wave propagation

in these materials, which is particularly challenging to obtain and is outside
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the scope of this thesis. Therefore, they were not considered in the case studies

and it comprises a future line of research.

Furthermore, the proposed damage index is also robust against measure-

ment noise, which is accounted for in the definition of the fuzzy set through the

repetition of several experiments. However, for this methodology to be applied

in an industrial environment, further variations need to be taken into account.

For instance, temperature and humidity variations are well-known features

that affect the mechanical properties of different materials leading to varia-

tions of their nominal ultrasonic properties, and hence introducing another

source or uncertainty. To address this additional complexity, another desirable

extension of this damage index is the temperature and humidity compensation

of the fuzzy sets.

It is worth highlighting that the results obtained from the fatigue test also

showed a strong correlation with the measured crack length. These results

encourage the future use of a ultrasonic guided-wave based monitoring tech-

nique for fatigue crack estimation, without the need for visual or perceptive

inspection. Another future extension of this approach could be the application

of data-driven stochastic models such as hidden Markov models to prognos-

ticate the crack length and hence the remaining useful life of a component or

structure.

8.3 Damage localisation

A novel Bayesian methodology was proposed in Chapter 6 to deal with the

damage localisation using ultrasonic guided-waves, which in turn addresses

the research hypothesis and the objective introduced in Section 1.2.4. This

framework is comprised of two levels: first, a Bayesian TF model selection

is carried out by assessing the relative degree of belief of a set of candidate

model classes; and second, a BIP of damage localisation is set up consider-

ing as input data the outcome of the first level. This methodology accounts

for several sources of uncertainty, ranging from the epistemic uncertainty due
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to the TF model selection to the measurement noise. As a key contribution,

the proposed framework provides a unified methodology for damage locali-

sation using ultrasonic guided-waves based on rigorous probabilistic Bayesian

principles. The methodology was numerically illustrated by reconstructing the

damage position in two case studies, assuming one and two areas of damage

simultaneously. The results confirmed the effectiveness of the methodology

in reconstructing the damage location in an accurate and robust manner. In

this context, the adoption of a hyper-robust TF model allowed the considera-

tion of additional sources of uncertainty stemming from the heterogeneity of

the candidate models. Hence, the choice of any particular TF model would lead

to an unjustified uncertainty reduction along with a biased damage reconstruc-

tion. It is also worth highlighting the accurate reconstruction of the bimodal

posterior PDF in the second case study, which was efficiently addressed by the

chosen AIMS algorithm.

The efficiency of the proposed methodology relies on the adoption of the

ToF model for the Bayesian damage localisation. This model represents the

time of flight of a wave scatter taking place at the damage location. However,

the methodology has certain limitations should the influence of different dam-

age modes (e.g., microcracks or delamination) need to be assessed. A physics-

based wave propagation model instead of a ToF model would be needed to

this end, where the wave-damage interaction may be considered. Therefore,

a desirable extension of this Bayesian framework would be the adoption of

a physics-based wave propagation model to study the influence of different

damage modes in the performance of the damage localisation.

Additionally, the case study with two damaged areas showed an increased

uncertainty in the standard deviation of the model prediction error. The adop-

tion of a unimodal distribution to represent the prediction model error showed

an increase of entropy in the case of a multimodal posterior PDF. In this con-

text, a natural extension of this work would be the exploration of an alternative

definition of the likelihood function to better deal with damage multimodality.
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8.4 Damage identificiation

The identification of damage in composite beams using ultrasonic guided-

waves was addressed by proposing a Bayesian model class selection frame-

work in Chapter 7. This methodology uses a hybrid WFE model that provides

time-domain signals from beam composite structures that can be directly com-

pared to the ultrasonic measurements. In fact, the ability to compare these

signals in the time-domain comprises one of the major contributions of this

framework, given that no additional post-processing techniques need to be

applied to the raw data thus avoiding a possible source of uncertainty. The

multi-level Bayesian framework allows: (1) the inference of damage-related

parameters (e.g. reflection coefficients); (2) the localisation of damage; and

(3) the ranking of several damage hypotheses. This methodology, which is

based on the relative degree of belief of each candidate damage hypothesis, en-

ables a robust identification of damage while accounting for different sources

of uncertainty. This methodology was illustrated in a carbon fibre beam us-

ing two damage scenarios, namely a crack and a delamination. The results

showed an accurate identification of damage for each scenario, provided that

the parameterisation of each damage hypothesis is well defined. Thus, the

fifth research hypothesis described in Section 1.2.5 was confirmed. However,

these data were obtained numerically, as the base data was computed using an

Abaqus FE model. Therefore, a natural extension of this work would be to test

the proposed methodology using experimental data. Note that guided-wave

experiments in beams are particularly challenging due to the geometrical limi-

tations stemming from the reduced dimensions of the specimen. Additionally,

the chosen wave propagation model simulates the excitation of a single wave

mode. Therefore, experiments should be designed so that only one wave mode

is excited, which also comprises another significant difficulty.

Furthermore, the methodology has been illustrated using two damage hy-

potheses, a crack and a delamination. In this context, a more realistic approach

would require the consideration of additional damage modes in multiple lo-
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cations. This parameterisation work needs to be addressed with a profound

knowledge of the wave-damage interaction, which may establish the adop-

tion of different model parameters or different prior information about them.

Therefore, this work package comprises another desirable piece of future work.

Nevertheless, the use of composite beam structures in engineering ap-

plications is limited; this limits the usefulness of monitoring such structures.

A more practical approach should consider wave propagation in thin-walled

plate structures, which are widely used in industries such as aerospace. To

this end, the development and implementation of a two (or three) dimensional

wave propagation model is required and comprises a future line of research.

In this context, the Bayesian methodology for damage identification would not

change in essence, apart from the derivation of different damage hypotheses

for each damage mode.
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[112] Jianjun Qin, Sebastian Thöns, and Michael H Faber. On the value of SHM

in the context of service life integrity management. In 12th International

Conference on Applications of Statistics and Probability in Civil Engineering

(ICASP12), pages 1–8, 2015.
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A
Metropolis-Hastings simulation for

Bayesian updating

The M-H algorithm generates samples from a specially constructed Markov

chain whose stationary distribution is the required posterior PDF p(θ|d̂,M). By

sampling a candidate model parameter θ
′

from a proposal distribution q(θ
′ |θζ),

the M-H obtains the state of the chain at ζ + 1, given the state at ζ, specified

by θζ . The candidate parameter θ
′

is accepted (i.e., θζ+1 = θ
′
) with proba-

bility min{1, r}, and rejected (i.e., θζ+1 = θζ) with the remaining probability

1−min{1, r}, where:

r =
p(d̂|θ′ ,M)p(θ

′ |M)q(θζ−1|θ′)
p(d̂|θζ−1,M)p(θζ−1|M)q(θ′ |θζ−1)

(A.1)

Algorithm A.1: M-H algorithm
1 Initialise θζ=0 by sampling from the prior PDF: θ0 ∼ p(θ|M);
2 for ζ = 1 to Ts do
3 Sample from the proposal: θ

′ ∼ q(θ
′ |θζ−1);

4 Compute r from Eq. (A.1);
5 Generate a uniform random number: α ∼ U [0, 1];
6 if r > α then
7 Set θζ = θ

′
;

8 else
9 Set θζ = θζ−1;

10 end
11 end
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The process is repeated until Ts samples have been generated so that the mon-

itored acceptance rate (ratio between accepted M-H samples over total amount

of samples) reaches an asymptotic behaviour. A pseudo-code description of

this method is provided below as Algorithm A.1.



B
Fuzzy sets: concepts for

damage detection

Fuzzy sets are mathematical artefacts that represent qualitative information,

which can be expressed in linguistic terms [233]. A typical example is the clas-

sification of people’s height in three sets: small, normal, and tall. It is clear that

an adult with a height of 2.0m can be classified within the tall set, or that

someone of 1.40m belongs to the small group. However, intermediate heights

such as 1.80m may be arguably categorised as both normal and tall, based on

subjectivity. Given the lack of exact numbers that separate these sets, a gradual

transition can be established between them through different membership func-

tions as shown in Figure B.1, which in turn form the fuzzy sets. In this context,

a 1.80m person that does not entirely fall within any set could be classified

with a 0.2 membership value for belonging to the normal set and 0.8 for the tall

set.

1.80m
0

1

0.2

0.8
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Figure B.1: Fuzzy sets for the classification of people’s height.
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In the context of damage detection using ultrasonic guided-waves, three

trapezoidal fuzzy sets (or linguistic concepts) are defined so that the ToF mis-

match between two measurements can be classified into the following: ad-

vanced, on time, and delayed. Figure B.2 shows these fuzzy sets around the ToFi

of the i-th peak of an ultrasonic measurement. The points that define the sets

(i.e. Ai, Bi, Ci, and Di) are given by the measurement uncertainty captured by

the range between the maximum and minimum values of the Nt repetitions of

ToFi. Additional separation between the defining points is established propor-

tional to the frequency of excitation f so that ToF, D = A, ToF ∈
(
0, 1/(4 f )

]
.

The maximum distance of 1/(4 f ) is established so that there is no overlapping

between the on time fuzzy sets of adjacent signal peaks. Note that these fuzzy

sets are defined in the time domain relative to the ultrasonic measurement, so

the space of the ToF variable will range from 0 (start of the experiment) to ∞.

This fuzzification process is applied to all the peaks obtained from the ultra-

sonic signals. The corresponding peaks from new signals are then evaluated in

their fuzzy sets so that the membership value is obtained.

Ai Bi ToFi Ci Di
0

1

Time

M
em

be
rs

hi
p

Advanced
Delayed
On time

Figure B.2: Fuzzy sets used for the classification of the ToF mismatch for the i-th peak
of an ultrasonic signal.

Observe that the fuzzy sets in Figure B.2 are symmetric in the intervals

[Ai, Bi] and [Ci, Di]. From this standpoint, the on time set can be defined by

the complement of the union of the sets advanced and delayed, as shown in

Figure B.3. Note also that on time can then be defined as the multiplication of

a ZMF and a SMF, which can be identified as the complement membership

functions of the delayed and advanced sets, respectively.
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Figure B.3: On time fuzzy set as a complement of the union of advanced and delayed
fuzzy sets.

The use of fuzzy sets in this context provides a practical method for man-

aging irreducible measurement uncertainties, while evaluating a continuous

damage index. This index can be used not only for the binary decision of dam-

age detection, but also to provide a continuous index relative to the severeness

of the damage.

Note that the detection of damage is assessed by the degree of member-

ship of a new peak pertaining to the on time fuzzy set alone. Therefore, no

further fuzzy logic operations and defuzzification need to be carried out.
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