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Abstract

Recent advances in the manipulation of cold atoms within a tailored optical

tweezer array allow for the production of Rydberg quantum simulators. In this

thesis we analyze disordered and constrained many-body dynamics by utilizing

such a system. Using a one-dimensional quantum simulator platform, we employ

single-site addressing to analyze three distinct protocols based on the Rydberg

blockade mechanism. These protocols allow for the preparation of an antiferro-

magnetic GHZ state and a matrix product state, as well as the transport of a

quantum state.

Furthermore, Rydberg simulators allow for the study of many-body dynamics

under the so-called facilitation condition. Under this condition, the system can

be represented by a single-particle hopping model on a synthetic lattice that

features flat bands supporting localized states. We discuss the dynamics of this

system in a ladder geometry focusing on the localization properties under the

influence of disorder originating from an uncertainty of the atomic position in the

optical tweezer.

Additionally, we explore an interacting spin chain with kinetic facilitation con-

straints and disorder in the many-particle sector. This system can be mapped

onto an XX-chain with an unconventional non-local disordered interaction result-

ing in interesting non-ergodic behavior. We analyze the localization properties

using theoretical tools from the domain of many-body localization and find sig-

natures indicating a crossover between a localized and delocalized phase.

In the final part of the thesis, we study the constrained dynamics of an effectively

open, two-dimensional system of hard-core bosons. The constraint enters the

system through the Zeno effect due to strong, non-local pair loss instead of energy

barriers, as in the previous considerations. This system, which can be studied in

a Rydberg atom setup, exhibits intriguing localization phenomena, even in the

absence of disorder.
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6.1 Setup of the one-dimensional Rydberg lattice with kinetic

facilitation constraints. Setup and basic principle. In a one-

dimensional lattice atoms in their electronic ground state, |↓〉, are
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frequency Ω and detuning ∆. The atomic positions in the local

traps are distributed according to a Gaussian distribution of width

σ. For small values of σ excitations, initially prepared at time

t = 0 in a state |↑↑↓↓↑↑↓↓〉, spread throughout the chain. With

increasing value of σ localization sets in and the systems remains

localized in a state close to the initial configuration. (Taken from

Ref. [3]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.2 Domain wall imbalance and average of the local density

of domain walls. (a) Domain wall imbalance in the long-time

limit (Ωt = 105) for a chain of N = 8 (brown, solid line), N = 10

(blue, long dashes) and N = 12 (red, short dashes) atoms. The

shaded area is plus/minus the standard deviation for 100 disorder

realizations at t = 105 for a chain of N = 8 atoms. (b) Imbalance

as a function of time (up to Ωt = 103) for seven values of the

trap width σ for N = 8 atoms; in increasing order: σ = 0.0006
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6.3 Half-chain entanglement entropy (HCEE), and level statis-

tic ratio. (a,b) HCEE as a function of time in a chain for various

N = 8,10, 12, and σ. The color code and symbols correspond

to those in Fig. 6.2(a), i.e. σ = 0.0006 (purple) [only N = 10, 12

shown], 0.0071 (light blue), 0.0306 (green) and 0.135 (red) [N = 10

and N = 12 overlap] . (b) The σ = 0.08 (orange) case, is displayed

on its own to highlight the emergence of a logarithmic growth of

the HCEE as N is increased (the black curve, indicating loga-

rithmic behavior, is a guide to the eye). (c) LSR of the effective

disordered Hamiltonian in the restricted Hilbert space containing

Ncl = 2 clusters as a function of σ for different N . The LSR is

compatible with a Poissonian distribution of level spacings at very

low and large disorder. In the former case, the system is close to

being integrable, whereas in the latter this is due to the effects

of the disorder and the phase is MBL-like. In between there is a

crossover regime in which the LSR shows GOE statistics, suggest-

ing the presence of an ergodic window at intermediate values of

σ ≈ 10−2. Shaded areas: plus/minus the standard deviation for

100 disorder realizations for N = 8 atoms. (This figure is adapted

from Ref. [3]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.4 Finite size effects of the level statistic ratio and the imbal-

ance. (a): Imbalance of an equal superposition state containing

Ncl = 2 clusters at Ωt = 0 as a function of system size N . (b):

Level statistic ratio for zero disorder in the restricted Hilbert space

containing Ncl = 2 clusters as a function of system size N . The

dashed line gives the LSR of a Poissonian distribution of the level

spacing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
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6.6 Half-chain entanglement entropy and imbalance under the

full dynamics. Half-chain entanglement entropy as a function of
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Chapter 1

Introduction 1

Over the past few decades, technological advances have allowed for increasingly

precise manipulation of cold atomic gases rendering them invaluable in the quest

towards achieving quantum information processing (QIP) and exceedingly viable

as a versatile quantum simulation platform [12,13]. Several paradigmatic many-

body models have been studied experimentally using cold atomic gases. One

dimensional models include Luttinger liquids [14] and Tonks-Girardeau gases [15]

which model the interaction of identical fermions and bosons, respectively. Other

examples are the Bose-Hubbard model [16, 16] which describes the behavior of

spinless lattice bosons, and the Fermi-Hubbard model [17] which approximates

the behavior of fermions in a solid. The experimental investigation of these

models has allowed for the direct observation of phenomena such as quantum

revivals [18], Lieb-Robinson bounds [19], and topological phase transitions [20].

Though there are many contenders for the building block of a quantum simulator,

ensembles of Rydberg atoms [10, 21, 22] have proved particularly suitable due to

their strong interactions, which give rise to an intricate phenomenology, includ-

ing devil’s staircases [23–25], aggregate formation and melting [26, 27], Rydberg

crystals [28], optical bistability [29, 30], phase transitions [31–33] and protected

zero modes [34].

Experimental progress in manipulating Rydberg atoms now allows the simulation

of, for example, quantum Ising spin system [35], quantum information process-

ing [21,36] and the implementation of quantum gates [37,38] utilizing the so-called

Rydberg blockade effect which prevents the simultaneous excitation of two neigh-

boring atoms to a Rydberg state.

The subject matter of this thesis centres around quantum simulators based on

Rydberg atoms trapped in optical tweezer arrays. Current technology allows

1This chapter is adapted from References [1–3]
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for the creation of various lattice geometries [39] that have been recently used to

deterministically obtain an optical lattice with close-to-unit filling [40,41]. Impor-

tantly, techniques allowing single-site addressing in such arrays have been devel-

oped [42–45] opening new possibilities for non-adiabatic quantum state engineer-

ing. This might be an approach to overcome limitations imposed by the required

timescales by adiabatic procedures, where detrimental relaxation effects may be-

come important [46]. First steps in this direction were taken in Ref. [47] which

considered optimal control techniques for creation of ferromagnetic Greenberger-

Horne-Zeilinger (GHZ), crystalline or Fock superposition quantum states in Ry-

dberg atoms. Several among these instances employ the so-called facilitation (or

anti-blockade) mechanism (see e.g., Refs. [48–53]), meaning that Rydberg states

can only be excited next to an already existing excitation, actuating a form of

quantum transport.

In contrast to the Rydberg blockade, facilitation depends strongly on the inter-

atomic separation (see Chapter 2.3.3). In optical tweezer arrays, where there

is an uncertainty in the atomic position (a type of disorder), facilitation and

therefore transport are hindered. In general, disorder can heavily affect quantum

transport, as it can cause destructive interference effects resulting in the local-

ization of eigenstates. This disorder induced localization of the wavefunction,

known as Anderson localization [54], appears, for example, in the case of met-

als with impurities where the conductivity vanishes. Anderson localization was

initially discussed for non-interacting quantum particles in disordered potential

landscapes.

Localization phenomena are not limited to disordered systems. In lattices with

specific geometries like in a Lieb lattice, localization occurs via macroscopically

degenerate flat bands formed by localized zero-energy eigenstates. Interestingly,

when disorder is present in such a Lieb lattice, it can destroy the localized flat-

band states which is counter intuitive. Understanding the competition between

localization due to flat bands and Anderson localization is an interesting problem

which we will investigate in this thesis (see Chapter 5).

Since the introduction of Anderson localization, the focus has increasingly shifted

to the many-body domain, partially fueled by the development of refined tech-

niques to experimentally engineer and probe many-body systems with cold atoms

[12]. Evidence has been found that in isolated, one-dimensional, interacting sys-

tems the presence of disorder induces a transition from a thermal to a many-

body localized phase where ergodicity breaks down [55–72]. Experiments have

confirmed theoretical predictions [72–75], and signatures of many-body localiza-
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tion (MBL) have also been identified in two-dimensional systems [76]. A second

mechanism for interesting quantum relaxation is via constraints in the dynamics.

Quantum systems with kinetic constraints can display very slow and complex

relaxation [77–79] and can be used to probe the possibility of MBL-like physics

in the absence of disorder [80–90]. Constraints can further impose restrictions on

the dynamics either by removing states from the Hilbert space or by cutting off

transition pathways between states. Supplemented by the presence of disorder,

it is expected that constrained systems become prone to localization [91].

In summary, we will focus on quantum phenomena in Rydberg quantum simu-

lator systems. We utilize the natural occurrence of disorder in optical tweezer

arrays to investigate how disorder affects quantum state engineering protocols

as well as systems with localized flat bands. Furthermore, we consider kinetic

constraints occurring via the facilitation condition to study many-body localiza-

tion. In Rydberg lattice gases, constraints can also occur via strong dissipation

resulting in the dissipative localization of states.

In Chapter 2, we introduce the concept of a Rydberg atom quantum simulator,

give a theoretical description of Rydberg atoms, describe the interaction between

them, and then explain the many-body behavior of a Rydberg lattice gas under

the influence of disorder in the system. Chapter 3 begins with disorder induced

single-particle or Anderson localization and how the localization properties are

described in terms of the localization length. The natural progression is to then

introduce interactions to a localized system leading to many-body localization.

We consider the impact of interactions and disorder on localizing systems which

can result in a phase transition between an ergodic and an MBL phase.

We consider in Chapter 4 quantum information processing using a Rydberg atom

platform with single-site addressing. We focus on the preparation of three differ-

ent protocols for the non-adiabatic engineering of quantum states and the state

transport in a one-dimensional lattice. In particular, we discuss protocols for the

creation of an antiferromagnetic GHZ state, a specific kind of matrix product

state (MPS) which is related to Rydberg crystals, and the transport of a single-

qubit quantum state from the first to the last qubit of the chain. The protocols

are based on the Rydberg blockade mechanism. Furthermore, we identify system

parameters that optimize the fidelity and allow that the operation of the proto-

cols is shorter than the lifetime of the Rydberg states. We discuss the influence

of imperfections like a non-perfect Rydberg blockade, positional disorder of the

atoms, and radiative decay of the Rydberg state, on the resulting state.

Chapter 5 covers the quantum many-body dynamics of a Rydberg quantum sim-
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ulator under the facilitation constraint. This results in a Hilbert space structure

where many-body states organize into a synthetic lattice featuring flat bands that

support immobile states. We focus on a quasi-one dimensional lattice, a Lieb lad-

der, in the presence of quenched disorder, caused by an uncertainty in the atomic

position, that results in Anderson localization. The localization properties of this

system are characterized through two length scales (localization lengths) that dis-

play anomalous scaling behavior at certain band edges. Moreover, we discuss the

experimental preparation of an immobile localized state, and analyze disorder-

induced propagation effects.

A natural progression from our study of single-particle localization is to consider

many-body localization phenomena in a Rydberg quantum simulator systems. In

Chapter 6, we analyze many-body effects in spin chains with facilitated kinetic

constraints and disorder originating from spin-spin interactions. This system can

be described by an XX-model, a standard MBL system, though it has an un-

usual non-local disordered interaction potential. We analyze how the connection

between interaction and disorder affects the localization compared to standard

MBL models. In Chapter 7, we analyze the dynamics of hard-core bosons on a

two-dimensional lattice with non-local, distance selective loss that can be engi-

neered using Rydberg atom simulators. The evolution of the system separates

into two timescales, the fast dissipative dynamics into a Zeno subspace, followed

by the coherent dynamics which can be treated as a constrained hopping model.

This constrained dynamics results in interesting relaxation behavior and exhibits

trivially localized eigenstates even in the absence of disorder.



Chapter 2

Interacting Rydberg gases

2.1 Introduction to Rydberg quantum simula-

tors

In 1982, Feynman proposed the so-called analog quantum computer [92], or quan-

tum simulator, which is based on the idea of letting nature solve complex quan-

tum physical many-body problems too difficult to study analytically. In quantum

physics, the Hilbert space scales exponentially with the number of particles N in

the system. Due to this exponential growth, quantum systems are too complex

to be described analytically even for small particle numbers, while numerical ap-

proaches to solve the Schrödinger equation are quickly limited by computer mem-

ory. A quantum simulator is not a programmable machine performing any given

algorithm, but instead it consists of a precisely engineered system that, when

allowed to evolve in time, perfectly models the dynamics of the desired quantum

system. The observable of interest is measured after the system has evolved and

the experiment has to be repeated until the quantum mechanical distribution of

the observable in the final state is resolved. A disadvantage of quantum simula-

tors is that they cannot be used to solve a broad range of problems. This is aim of

quantum computers, which are based on the design of specific algorithms utilizing

the quantum properties of systems, such as linear superpositions of states and

entanglement. As classical computation relies on collections of binary variables

(bits), quantum computation acts on on collections of quantum two-level systems

called quantum bits (qubits [93]). Using classical algorithms on a quantum com-

puter will not give a significant gain in the efficiency as these algorithms do not

take the quantum nature of the system into account. Quantum computers are

not restricted to solving quantum mechanical problem; classical problems that

may be tackled by quantum computers are: the Deutsch-Josza algorithm [94,95]

5
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Figure 2.1: Rydberg atom, two-level scheme. (a) Model of an alkali atom

in a Rydberg state. The valence electron (dark blue) is in a highly excited s-state

(n� 1, l = 0). The nucleus is shielded by the non-excited electrons (blue shaded

region) leading to a positive charge equal to a hydrogen nucleus which allows a

description of the Rydberg atom as hydrogen with a small correction accounting

for the finite size of the nucleus. (b) Two-level atom. A laser couples the ground

state |↓〉 with a highly excited Rydberg state |↑〉.

for the generation of truly random numbers, the Grover algorithm for the efficient

data-bank search [96], and the Shor algorithm for the factorization of large num-

bers [97]. There also exist algorithms to solve the time-dependent Schrödinger

equation (TDSE) such as the quantum Fourier transform algorithm, which is a

part of the Shor algorithm.

There have been a variety of different proposals for the implementation of qubits,

for example optical qubits using linear optics [98], superconducting qubits using

Josephson junctions [99], or atomic qubits like neutral atoms [100] or trapped

ions [101]. An advantage of neutral atomic qubits is the possibility of encoding

quantum information in long-living hyperfine states. Moreover, resonant laser

pulses are very effective in both manipulating the qubit states, as well as reading

out the information stored in the atoms. The interaction of neutral atoms, which

is necessary for conditional qubit gates acting on multiple qubits at the same

time, is strongly dependent on their state. We will focus in this work on neu-

tral atom qubits, more precisely on Rydberg atom quantum simulator platforms.

Rydberg atoms are atoms with one or more electrons in a highly excited energy

state with a large principal quantum number n� 1 (see Fig. 2.1 (a)). Although

it is possible to have multiple highly excited electrons per atom these systems are

unstable because autoionization destroys the doubly excited state very quickly.

Most quantum simulator platforms which are based on neutral atoms therefore
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utilize alkali atoms with only a single valence electron [36,40,41]. We will restrict

our considerations to alkali atoms with a single electron in a Rydberg state. The

valence electron is largely unaffected by the structure of the atomic core, which it

sees approximately as a point charge, due to the large separation. The core, non-

excited electrons together with the atomic nucleus display a net positive electrical

charge (equal to a single protonic charge). Thus, the energy states of the Ryd-

berg atom can effectively be described by a hydrogen atom with a small correction

accounting for the finite size of the core, the quantum defect δn,l, where n and

l denote the principal and angular momentum quantum numbers, respectively.

Hence, the energy levels of an atom in a Rydberg state are

εnlj = − Ry

(n− δn,l)2
, (2.1)

where Ry = 13.61 eV is the Rydberg constant, and j = s+ l being the total angu-

lar momentum quantum number composed of the spin s and the orbital angular

momentum quantum number l.

Rydberg atoms interacting with a laser field resonantly coupling two atomic en-

ergy states can be describes as a two-level system (see Section 2.2 for the deriva-

tion). Thus, Rydberg atoms naturally represent spin systems, in which different

atomic levels correspond to spin states. A common choice is to use the ground or

a low-lying excited state of the atom as |↓〉-spin, and a Rydberg state to represent

the |↑〉-spin. Consequently, Rydberg atoms can be used to simulate various spin

models like the Ising spin system [35] or the XY -model [102]. In Chapter 6, we

use a Rydberg lattice system to study the dynamics of a spin chain with kinetic

constraints.

In quantum computation platforms utilizing Rydberg atoms as qubits, there

are multiple ways of encoding the information in the atom. The simplest method

Properties n dependence

Binding energy of the electron n−2

Energy between adjacent levels n−3

Radius of the Orbit n2

Dipole moment n2

Polarizability n7

Radiative lifetime n3

Table 2.1: Properties of Rydberg atoms. Selected properties of Rydberg

atoms and their scaling with the principal quantum number n. This table is taken

from reference [10].
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employs a two-level atom as a qubit, where the ground state represents the logical

zero |↓〉 =̂ |0〉, and the Rydberg state represents the logical one |↑〉 =̂ |1〉. This

description is based on the long lifetime of the highly excited atom, scaling as n3

(see table 2.1) and typically in the range of hundreds of microseconds. The long

lifetime can be explained by the weak coupling of the ground-state wavefunction

and the highly excited Rydberg state which results in a very slow decay. However,

the lifetime of the Rydberg states is finite leading to relaxation processes such as

spontaneous decay to the ground state. Alternatively, a three-level scheme can be

used where the logical zero and one are both hyperfine ground states with a very

long lifetime, and the function of the Rydberg state is to allow gate operations.

The population of the Rydberg level is transferred to one of the hyperfine states

to avoid losses due to effects such as spontaneous emission [21,103]. In Chapter 4,

we will explain the two different level schemes and their application in quantum

information processing in more detail.

The idea of using Rydberg atoms to build quantum gates is based on the Rydberg-

blockade effect which prevents the excitation of two neighboring atoms to an ex-

cited state and will be introduced in detail later in this chapter (see Section 2.3.3).

This blockade mechanism allows to naturally implement controlled qubit gates

as we will show in Chapter 4, using the example of a Toffoli gate (see appendix

B.1). One of the main advantages of Rydberg atoms is the scalability and control

of their interaction strength as a function of the interatomic separation R0 which

can be tuned over 12 orders of magnitude [21]. This control allows fast gate oper-

ations (up to the sub-microsecond level [104]), which are beneficial for quantum

information processing (QIP) and quantum computation. It is sufficient to cool

the Rydberg system to temperatures around 50µK [105] to obtain high fidelity

quantum gates, as the fidelity depends only weakly on the center of mass motion

of the atoms. Due to the long-range interaction, gates can be implemented be-

tween atoms that can be optically resolved. The fidelity of the gates is, however,

limited by the finite lifetime τ of a real atom due to radiative decay leading to

loss of coherence. Table 2.1 gives the scaling of selected properties of the Rydberg

atom with the principal quantum number n.

2.2 From a real atom to a two-level system

As discussed in the previous chapter, an atom interacting with a laser field that

resonantly couples two of the states can be described as a two-level system. In this

section we will explain how an atom interacts with a laser in order to understand,
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for example, how neutral atoms can be exploited as qubits, how quantum gates

can be applied to a Rydberg system, and how the interaction in quantum gates

is switched on and off. (Throughout this thesis we are working in natural units

~ = 1.) The time-dependent Schrödinger equation (TDSE) describing the time

evolution of a quantum mechanical system is given by

i
∂Ψ(r, t)

∂t
= Ĥ Ψ(r, t) . (2.2)

In the semi-classical description, the Hamiltonian of a single atom interacting

with a laser field is defined as

Ĥ = Ĥ0 + Ĥint , (2.3)

where Ĥ0 is the atomic Hamiltonian in the Schrödinger representation and Ĥint

describes the light-matter interaction.

The dipole approximation can be used to describe this interaction by assuming

that the wavelength of the laser is much larger than the size of the atom, allowing

us to neglect the spatial dependence of the electric field. The interaction Hamil-

tonian in length gauge, with the light-matter interaction defined via the electric

field times the position vector of the electron r̂, is then given by

Ĥint = −eE(t) · r̂ ,
= −eE0 cos(ωt) ε · r̂ , (2.4)

where e is the elementary charge, E0 is the amplitude of the electric field, ω is

the angular frequency of the laser, and ε is the unit polarization vector. The

complete set of eigenfunctions of the atomic Hamiltonian Ĥ0 is

Ĥ0 |ϕn〉 = εn |ϕn〉 , (2.5)

where ωn = εn (~ = 1), and the time evolution of the wavefunction in (2.2) is

then given by

|Ψ(t)〉 =
∑
n

cn(t)e−iωnt |ϕn〉 . (2.6)

Inserting Eq. (2.6) into (2.2) gives the differential equation for the time-dependent

expansion coefficients c(t)

i
∑
n

ċn(t) e−iωnt |ϕn〉 = −eE0 cos(ωt)(ε · r̂)
∑
n

cn(t) e−iωnt |ϕn〉 . (2.7)

Multiplication from the left with 〈ϕm| eiωmt gives

i ċm(t) = E0 cos(ωt)
∑
n

cn(t) dmn ei(ωm−ωn)t , (2.8)
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where ωmn = ωm−ωn is the transition frequency, and the transition dipole matrix

element dmn = dnm = −e 〈ϕm|ε · r̂|ϕn〉 determines the coupling strength between

two states and the laser field. The large separation between the nucleus and

core electrons, and the highly excited valence electron results in a strong dipole

moment proportional to n2 that can induce a very strong interaction between

Rydberg atoms.

We are using the rotating wave approximation (RWA) [106], where fast oscillating

terms with frequency ωmk + ω are neglected. Such terms can be neglected on

the time scale of the relevant processes such as transitions or radiative decays.

Thus terms which oscillate at optical frequencies can be averaged to zero which

is a reasonable assumption as optical detectors cannot respond on these fast

timescales. Additionally, we apply the two-level approximation, where a laser

couples two of the atomic states near resonance ω ≈ ωmk, and all other atomic

levels can be neglected. Hence, the atom can be effectively described as a two-level

system and the wavefunction (2.6) takes the form

|Ψ(t)〉 = cg(t) |ϕg〉 e−iωgt + ce(t) |ϕe〉 e−iωet . (2.9)

In this description |ϕg〉 is the ground state and |ϕe〉 is the excited state with

εg < εe, and εe − εg ≈ ω. With this ansatz for the wavefunction, we obtain a

system of coupled differential equations for the coefficients

i ċg(t) =
Ω

2
ce(t)

[
ei(−ωeg+ω)t + e−i(ωe,g+ω)t

]
, (2.10)

i ċe(t) =
Ω

2
cg(t)

[
ei(ωeg+ω)t + ei(ωe,g−ω)t

]
, (2.11)

where Ω = E0 dg,e is the Rabi frequency. We perform a transformation of the coef-

ficients into a rotating coordinate system, with the coefficients c̃g(t) = ei∆t/2 cg(t)

and c̃e(t) = e−i∆t/2 ce(t), where ∆ = ωeg − ω is the detuning of the laser from

the resonant transition between the ground and excited states. By applying the

rotating wave approximation, we obtain the coupled differential equations for the

coefficients in matrix representation

i

 ˙̃ce(t)

˙̃cg(t)

 =
1

2

∆ Ω

Ω −∆

c̃e(t)
c̃g(t)

 . (2.12)

Since a two-level atom can represent a spin system (|ϕg〉 = |↓〉, |ϕe〉 = |↑〉), the

Hamiltonian describing the coupling of a two level atom with a laser is given by

Ĥ =
1

2

[
∆
(
|↑〉 〈↑| − |↓〉 〈↓|

)
+ Ω

(
|↑〉 〈↓|+ |↓〉 〈↑|

)]
. (2.13)
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To obtain the standard form of the Hamiltonian used in Rydberg setups, we add

the global phase shift zero in energy 1
2
∆ · 1 to Eq. (2.13) resulting in

Ĥ =
[
∆ |↑〉 〈↑|+ Ω

(
|↑〉 〈↓|+ |↓〉 〈↑|

)]
(2.14)

with the eigenenergies of the system ε± = 1
2

(
∆±

√
∆2 − 4Ω2

)
. This Hamiltonian

can describe the time-evolution of a two-level atom where the levels are coupled

by a laser with Rabi frequency Ω and detuning ∆.

2.3 Interacting Rydberg atoms

Rydberg atoms show very strong dipole-dipole interactions scaling with C3/r
3

at short interatomic separation, and van der Waals behavior scaling as C6/r
6 on

longer distances. The form of the interaction depends on the separation between

the atoms and on the principal quantum number n of the Rydberg state.

2.3.1 Dipole-dipole interaction

For short interatomic separations, Rydberg atoms show, due to their large dipole

moment, a very strong interaction which is dependent on the interatomic sepa-

ration R0 between the atoms. The Hamiltonian of a pair of interacting Rydberg

atoms is

Ĥ = Ĥ1 + Ĥ2 + Ĥint , (2.15)

where Ĥi is the Hamiltonian of a single atom i and Ĥint describes the interaction

between the atoms. We neglect any retardation effect as the spacing between the

atoms is much smaller than the wavelength of light from the Rydberg-Rydberg

transition. Furthermore, we assume that the interatomic distance is sufficiently

large to ensure that the electronic wavefunctions do not overlap. The interaction

Hamiltonian is given by the interactions between all four charges (two atomic

cores and two electrons) in the system,

Ĥint =
e2

4πε0

(
1

R0

− 1

|R0 + re2 |
− 1

|R0 − re1|
+

1

|R0 + re2 − re1 |

)
, (2.16)

where R0 is the vector between the two atomic cores, and rei is the vector between

core i and its respective electron ei. Assuming that |R0| � |re1|, |re2 |, we can

perform a multipole expansion which leads to

1

|R0 − r1|
=
∞∑
k=0

1

k!
(r1∇r1)k

1

|R0 − r1|

∣∣∣∣
r1=0

=
1

R0

+
R0 · r1

R3
0

+
3 (R0 · n)2 − (R0r1)2

2R5
0

+O(1/R5
0) , (2.17)
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Figure 2.2: Interacting dipoles. Two highly excited Rydberg atoms, which

are separated by R0, can be described as two-interacting dipoles. The positively

charged atomic core of atom i and the negatively charged electron e−i are sepa-

rated by rei .

where n = R0/R0 is the normalized vector between the atomic cores. The terms

in (2.17) correspond to monopole, dipole and quadrupole terms, respectively.

With this, we obtain for the third term in (2.16)

1

|R0 − re1|
' 1

R 0
+

n · re1
R2

0

+
3 (n · re1)2 − r2

e1

2R3
0

, (2.18)

and the other terms can be similarly calculated. Inserting (2.18) into (2.16) gives

us the resonant dipole-dipole coupling as dominant term

ĤDD =
e2

4πε0

(
re2 · re1 − 3 (n · re1) (n · re2)

R3
0

)
(2.19)

=
de2 · de1 − 3 (n · de1) (n · de2)

4πε0R3
0

, (2.20)

where dei = e rei is the electric dipole moment. Thus, in this parameter regime,

the interaction Hamiltonian (2.16) can be approximated by the dipole-dipole

interaction (2.20), i.e. Ĥint ≈ ĤDD [107]. The interaction Hamiltonian depends

on the orientation of the dipoles through θ1, θ2, the angles between the dipole

and the connection vector n, through φ which is the dihedral angle between the

vectors re1 and re2 . Note, defining the vector re1 to lie in the xy-plane, the

dihedral angle φ is the rotation of re2 against the xy-plane as shown in Fig. 2.2.

With this, we obtain the orientation dependent expression of the dipole-dipole

interaction

ĤDD = − d1 d2

4πε0R3
0

(2 cos θ1 cos θ2 − sin θ1 sin θ2 cosφ) . (2.21)
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In the case of parallel dipoles (θ1 = θ2 = θ and φ = 0), the interaction only

depends on the angle θ, the angle between the direction of the dipole and the

vector connecting them,

ĤDD =
d1 d2

4πε0R3
0

(
1− 3 cos2 θ

)
. (2.22)

This equation yields the so-called magic angle, θm = 54.74◦, where the dipole-

dipole interaction vanishes.

2.3.2 Van der Waals interaction

Two atoms interacting via the dipole-dipole interaction in Eq. (2.20) experience

an eigenvalue shift as a function of the interatomic separation R0. This shift

can be determined via perturbative approaches resulting in an estimation of the

interaction potential. For small interatomic separations the potential shows a

dipole-dipole scaling ∝ 1/R3
0, while for large interatomic separations, the poten-

tial has a short-range van der Waals scaling ∝ 1/R6
0. We derive this energy shift

caused by the dipole-dipole interaction. In order to do this, we consider a very

simple one-dimensional model of two interacting atoms, each represented by a

harmonic oscillator, which allows analytical calculations to be carried out. The

structure of these calculations can then be straightforwardly generalised to other

cases (we follow the considerations in Ref. [108]). The Hamiltonian of our model

system is given by

Ĥ = Ĥ0 + Ĥint , (2.23)

where H0 describes the two harmonic oscillators

Ĥ0 =
1

2m
p2

1 +
1

2
mω2

0x
2
1 +

1

2m
p2

2 +
1

2
mω2

0x
2
2 . (2.24)

In this example, xk plays the role of the distance between the nucleus and electron

of atom k, pk defines the momentum of atom k, and ω0 is the angular frequency of

the harmonic oscillator. Assuming a large interatomic separation, the interaction

Hamiltonian (2.20) simplifies to

Ĥint ≈
−2e2x1x2

4πε0R3
0

(2.25)

which is the dipole-dipole interaction Hamiltonian from Eq. (2.20) in one dimen-

sion. Because of the odd parity of the interaction operator, the first-order term

vanishes when both harmonic oscillators are in the ground state |0〉

∆ε(1) = 〈0|Ĥint|0〉 , (2.26)
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and the leading term of the ground-state energy shift is given by second order

perturbation theory

∆ε(2) = VvdW(R0) =
∑
n6=0

〈0|Ĥint|n〉 〈n|Ĥint|0〉
ε0 − εn

, (2.27)

where the summation runs over all oscillator states |n〉 dipole coupled to the

ground state. The van der Waals potential is then given by

VvdW(R0) =

(
2e2

4πR3
0

)2 ∑
n1,n2

δn1,1δn2,1 |〈n1 n2|x̂1x̂2|0 0〉|2
−ω0(n1 + n2)

(2.28)

= − e4

32π2m2ω3
0R

6
0

, (2.29)

with the matrix element of a simple harmonic oscillator 〈n|x̂|0〉 = δn,1
√

1/(2mω0).

Introducing the electric polarizability αE = 2e2/4πmω2
0, the van der Waals inter-

action can be written in the London form [109]

VvdW(R) = −α
2
Eω0

8R6
0

. (2.30)

Using this result, we can now estimate the energy shift for the oscillator model of

two real interacting atoms (three dimensional). We consider two atoms, each in

the atomic state |ψnlm〉, interacting via the dipole-dipole interaction (2.20). The

van der Waals energy shift of the pair state given by second order perturbation

theory is

V (R0) = ∆ε2 =

(
e2

4πε0R3
0

)2 ∑
n′,l′,m′,
n′′,l′′,m′′

∣∣∣〈ψn′′l′′m′′ ψn′l′m′ |ĤDD|ψnlm ψnlm〉
∣∣∣2

2εnl − εn′l′ − εn′′l′′
. (2.31)

This result can be expressed in terms of the van der Waals coefficient C6 and

shows the predicted short-ranged 1/R6
0 behavior

V (R0) =
C6

R6
0

. (2.32)

From Table 2.1, we know that the dipole moments of a Rydberg atom scale

as n2, resulting in
∣∣∣〈ψn′′l′′m′′ ψn′l′m′ |ĤDD|ψnlm ψnlm〉

∣∣∣2 ∝ (n4)
2
, and the spacing

between adjacent energy levels is proportional to n−3. Thus, the van der Waals

interaction between two Rydberg atoms scales as V (R0) ∝ n11

R6
0

. This shows that

the van der Waals interaction is strongly dependent on the state of the Rydberg

atom. Switching between the dipole-dipole regime to the van der Waals regime

can be achieved by tuning the interatomic separation R0, as well as the van der

Waals constant C6 by changing the principal quantum number n of the Rydberg

atom [21].
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2.3.3 Blockade and facilitation effect

In the previous section, we described the van der Waals interaction of two highly

excited Rydberg atoms which results in an energy shift of the pair state. We

now explain how the interaction of atoms with a laser field can result in inter-

esting effects such as the Rydberg blockade where the simultaneous excitation of

two atoms to a Rydberg state is strongly suppressed. Fig. 2.3(a) illustrates the

blockade effect on the example of two Rydberg atoms in an optical lattice. In the

blockade regime of V0 � Ω, a laser of Rabi frequency Ω and zero detuning ∆ = 0

cannot overcome the energy cost of having two neighboring atoms excited to a

Rydberg state. When the first atom is resonantly excited to a Rydberg state |↑〉
(highlighted in red) by a laser of Rabi frequency Ω, the van der Waals interaction

shifts the Rydberg state of the neighboring atom (highlighted in gray) by the

interaction energy V0. If the shift of the doubly excited state |↑ ↑〉 is large enough

V0 � Ω, the laser is off-resonance with this transition resulting in the blockade

of any further excitations.

The shift of the doubly excited state is given by the van der Waals potential

V (r) = C6/r
6 with the van der Waals coefficient C6. Figure 2.3(c) shows the

dependence of the energy shift of the state |↑ ↑〉 on the interatomic separation

ri. All other states in the two-atom system, |↓ ↓〉, |↑ ↓〉 and |↓ ↑〉, only interact

weakly, thus, we can treat these states as unshifted. For an atomic separation

smaller than the blockade radius, ri < Rb, the doubly excited Rydberg state |↑ ↑〉
is shifted by a large value V (r) and the blockade works almost perfectly resulting

in a strong suppression of the transition to the doubly excited state. However,

the shift V (r) decreases with an increasing interatomic separation. When the

separation between the atoms is equal to the blockade radius ri = Rb, the block-

ade effect breaks down. Further increasing the separation ri > Rb leads to a

negligible shift of the doubly-excited state and the laser can excite both atoms

to the Rydberg state. A single excited Rydberg atom can not only blockade the

excitation of a single atom but it prevents the excitation of all atoms inside a

volume with blockade radius Rb. This is the collective Rydberg blockade which

can be utilized for the production of collective Rydberg ensemble states, used

for the creation of long distance entanglement, as well as light-atom quantum

interfaces. We will restrict our considerations to a blockade radius equal to the

interatomic separation Rb = R0. Shining a laser with zero detuning on two neigh-

boring atoms with a separation smaller than the blockade radius, ri < Rb, creates

the entangled state |Ψ+〉 = 1√
2

(|↓ ↑〉+ |↑ ↓〉). Note, the antisymmetric state has

zero transition dipole moment and is therefore not coupled to the laser. Thus,
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(a)

V0

(b)

V0

V0

Rb

VvdW

V0

(c)

Figure 2.3: Rydberg blockade and facilitation. (a) Illustrates the Rydberg

blockade mechanism for the example of two atoms trapped in optical tweezers.

When the first atom (red) is excited to a Rydberg state, the excited state of the

second atom (blue) gets shifted by the van der Waals interaction −V0. In the

regime of |V0| � Ω, a laser of Rabi frequency Ω and zero detuning ∆ = 0 cannot

excite the second atom (blue) to the shifted Rydberg state. (b) Illustrates the

facilitation (anti-blockade) effect. When the detuning of the laser matches the

facilitation condition ∆ = −V0, the probability of exciting an atom to a Rydberg

state is strongly enhanced by an already excited neighbor. (c) Depicts the energies

of the pair state as a function of the interatomic separation. When the interaction

energy is strong enough to shift the doubly excited state out of resonance, the

transition is blockaded. The blue spheres represent ground state atoms |0〉, while

the red spheres are atoms in the excited Rydberg state |1〉 blockaded atoms. The

doubly excited state shifts by V (Ri) = C6/R
6
i . Adapted from Ref. [4].
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the Rydberg blockade is a mechanism which naturally creates entangled states.

Another interesting effect which can occur in a system of Rydberg atoms when

interacting with a laser is the anti-blockade or facilitation mechanism Fig. 2.3(b),

which was first predicted by [48, 110], where the excitation of an atom to a Ry-

dberg level is strongly enhanced by an excited neighbor. In order to achieve a

population of the doubly excited Rydberg state |↑ ↑〉, the system is driven by a

laser with detuning ∆ = −V0, i.e. the laser detuning matches exactly the shift of

the doubly excited Rydberg state |↑ ↑〉. This results in a strong enhancement of

the excitation of two neighboring atoms to the doubly-excited state. In contrast

to the blockade effect, facilitation requires a fine-tuning protocol to work in opti-

cal lattices, since small differences in the distance between the atoms can result

in dramatic effects on the energetic shifts.

2.4 Rydberg lattice 1

So far, we have introduced the two-level description of a single Rydberg atom,

considered the van der Waals interaction between two atoms excited to a Rydberg

state, and explained the resulting Rydberg blockade and facilitation mechanism

when the system is coupled to a laser. We will now expand our discussion to a

many-body Rydberg system with N > 2 atoms which will be the setup in chapter

4, 5 and 6.

We study the physics of a cold Rydberg lattice gas where the atoms are trapped

in N optical tweezers, each loaded with a single atom (see Fig. 2.3(a)). For

sufficiently low temperatures, the optical tweezers can be approximated by a

harmonic trap, as explained in more detail in the appendix A.1. The atoms

in the trap are separated by the nearest-neighbor distance R0. Shining a laser

with a Rabi frequency Ω and detuning ∆ with respect to the atomic transition

between the electronic ground state |↓〉 and a Rydberg level |↑〉 couples the two

states of the atom. Atoms in the Rydberg state |↑〉 interact, at distance d, via an

algebraically-decaying potential V (d) = Cα/d
α, with α = 3 for dipole-dipole or

α = 6 for van der Waals interactions. Within the rotating wave approximation

the Hamiltonian of this system reads

Ĥ = Ω
N∑
k=1

σ̂(k)
x + ∆

N∑
k=1

n̂k +
1

2

N∑
k=1
m 6=k

V (dkm) n̂m n̂k, (2.33)

1Parts of this section are taken from Ref. [2] and its supplementary material.
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Figure 2.4: Rydberg atoms trapped in chain of optical tweezers. One-

dimensional lattice of three optical tweezers each loaded with a single atom. The

optical traps are arranged along the z direction and are separated by R0. The

ground state |↓〉 is resonantly coupled to the Rydberg state (of a single atom)

|↑〉 via a laser of Rabi frequency Ω. V0 indicates the nearest-neighbor interaction

energy between the atoms. The second atom is in a Rydberg state that shifts the

first and third atom out of resonance (Rydberg blockade). The position of the

atoms in the traps follows a Gaussian distribution of width σ.

where k and m are lattice indices, dkm denotes the distance between atoms in

sites k and m, σ̂
(k)
x = |↑k〉 〈↓k|+ |↓k〉 〈↑k| and n̂k = |↑k〉 〈↑k|.

Effective Hamiltonian

The Hamiltonian (2.33) describes the general dynamics of a Rydberg lattice sys-

tem interacting with a laser. In our work, we fix the laser parameters to fulfill

either the blockade (chapter 4) or the facilitation condition (chapter 5 and 6) and

restrict the interactions to nearest neighbors. Describing the dynamics of the

systems with an effective Hamiltonian can simplify analytical calculations and

reduce the Hilbert space dimensions therefore allowing the simulation of more

complex and larger systems. In chapter 4 we consider an effective three-body

Hamiltonian (4.10) which has the Rydberg blockade mechanism directly built

into it. In chapter 5 the effective Hamiltonian (5.18) describes the facilitated

dynamics of the system which is restricted to a Hilbert subspace with at most

two neighboring atoms excited to a Rydberg state. The effective Hamiltonian

(6.2) in chapter 6 describes the constraint dynamics in the many-body sector of

the Hilbert space allowing excitations to spread through the system.

In order to derive the effective Hamiltonian for each of the models, we trans-
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form the Hamiltonian (2.33) into an interaction picture by applying the unitary

transformation

ˆ̃H = Û†ĤÛ− iÛ†
(
∂tÛ
)
, (2.34)

with a unitary operator Û. After the unitary transformation (2.34), large energy

differences in the Hilbert space, which cannot be overcome dynamically, only

appear in fast rotating terms. By applying the rotating wave approximation,

the Hilbert space splits into subspaces which are no longer coupled through the

Hamiltonian as discussed in more detail in Sec 5.2.1. The splitting of the Hilbert

space into energy sectors leads to the reduction of the dimensionality mentioned

before by restricting the dynamics to one specific energy subspace. The specific

form of the unitary operator Û depends on the parameter regime being explored

and will be specified in each of the chapters.

2.4.1 Rydberg gases in optical tweezer arrays

Even small degrees of disorder can be detrimental to the exploitation of facilita-

tion effects. Even if the positioning of the optical tweezers can be achieved with

remarkable precision, an additional source of randomness has to be accounted

for coming from the non-vanishing width of the traps and an uncertainty in the

atomic positions due to the finite temperature of the setup. Small displacements

from the center of the traps are sufficient to significantly shift the atomic tran-

sitions off resonance from the laser frequency, thereby hindering the facilitation

mechanism [6]. The interaction potential experienced by an atom at a distance

r = R0 + δr from an excitation will be V (r) = V (R0 + δr) ≡ V (R0) + δV , with

δV representing the random shift. We derive in appendix A.2 the correlated dis-

tribution of the energy shifts between atomic pairs. To characterize the impact

of this type of disorder, we denote by ω the optical tweezer trapping frequency

(assumed hereafter to be isotropic in space), by m the atomic mass and by T

the temperature. The probability distribution of a trapped atom can then be

approximately described as a Gaussian of width σ around the trap center as in-

dicated in Fig 2.4. We now require that (I) kBT � ~ω: this implies that one

can use the semiclassical estimate σ ≈
√
kBT/mω2 [6] and moreover that the

thermal de Broglie wavelength of the atom is much smaller than the distribu-

tion width. In other words, the atom can be considered approximately localized

somewhere within the trap according to a classical probability distribution. (II)

ω∆t � 1, with ∆t the duration of an experiment: this ensures that the atoms

will not appreciably move from their positions in this time frame and thus the
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disorder is quenched. (III) Ω∆t & 1: the internal degrees of freedom are much

faster than the kinetic ones, so that within an experiment the dynamics induced

by the disordered Hamiltonian can be probed. In particular, one sees that (II)

and (III) imply that Ω/ω � 1. While challenging, a regime of this kind is in

principle reachable. For instance, in Ref. [6] this ratio is of order 10 (if one takes,

as an upper bound, ω from the short side of the elongated traps). In the sup-

plementary material of Ref. [6] the role of interatomic repulsion is also discussed

and shown to be of the same order as thermal motion, in which case it can be

similarly reduced by decreasing ∆t.



Chapter 3

Localization phenomena

3.1 Anderson localization

In 1958, P.W. Anderson predicted a localization effect of electronic wavefunctions

in a solid which is caused by the presence of randomly distributed impurities

in the lattice. This localization corresponds to a complete absence of charge

carrier diffusion leading to a vanishing conductivity. This localization manifests

in the electronic wavefunctions being sharply peaked within the lattice, instead

of resembling plane waves. The absence of these extended modes hinders charge

transport and can lead indeed to a vanishing conductivity for sufficiently large

doping/concentration of impurities.

At that time, it was known that defects in a medium are the cause of resistance

and hinder the conductivity, but the complete cancellation of diffusion was a

new phenomenon. In a localized system, the electronic wavefunction can no

longer be described as a Bloch wave Ψ(r) ∼ exp(ikr), which is implying the

ability of an electron to freely propagate through the periodic potential of the

solid and is extended over the whole lattice. Instead, it is typically peaked at

some position within the lattice and has exponentially suppressed tails decaying

according to Ψ(r) ∼ exp(−|r|/ξ) with the localization length ξ. Due to the

vanishing diffusion of localized states, systems that undergo Anderson localization

can preserve information of the initial state and therefore have some degree of

memory of the initial conditions.

Considering an electron hopping in a disordered lattice, the disorder in the system

hinders the energy transport by shifting the potential energies at each lattice

site out of resonance. Even if the hopping of the electrons is not prevented,

the amplitudes of different hopping paths cancel each other out resulting in a

localized state. Anderson localization can also occur in a wave model where the

21
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wavefunction is scattered by impurities, resulting in the destructive interference

of multiple scattering paths localizing the wave.

In order to explain this localization effect Anderson studied a tight-binding model,

neglecting the interaction between the electrons

H = J
∑
〈i,j〉

(
ĉ†i ĉj + ĉ†j ĉi

)
+
∑
i

Ui ĉ
†
i ĉi , (3.1)

where the ĉ†i (ĉi) denotes the spinless fermionic creation (annihilation) operator

acting on site i, 〈i, j〉 specifies that the summation is restricted to nearest neigh-

bors in the lattice, J is the nearest-neighbor hopping amplitude, and Ui is the

random onsite potential acting on site i. The Ui are independent and identically

distributed variables drawn from a uniform distribution Ui ∈ [−W/2,W/2] with

amplitude W . This model verifies that in the case of zero disorder W = 0, the

electron is hopping in a periodic lattice and the eigenfunctions of the Hamiltonian

are extended plane waves. When the disorder is switched on, which randomly

shifts the energies at each lattice site out of resonance, localization occurs.

By changing the disorder strength it is possible to induce a metal-insulator (An-

derson) transition, which is, in contrast to the Mott-insulator transition, not

considering electron-electron interactions but is strongly dependent on the di-

mension of the medium. At absolute zero, the conductivity in the Anderson

localized phase is zero and the system is a perfect insulator. However, at finite

temperatures, the electrons in the system can hop between localized states due

to thermally-activated hopping, whereas in the metallic phase, the system is con-

ducting even at T = 0K. In one- and two-dimensional systems, all eigenstates of

the Hamiltonian 3.1 are exponentially localized when disorder is introduced, in-

dependent of its strength. These low-dimensional systems do not exhibit a phase

transition. This does not mean that the conductivity in a thin wire has to be neg-

ligibly small, as the localized modes in a finite wire can couple to form a so-called

necklace state leading to full conductivity [111]. In three- or more dimensions,

there exists a phase transition, the so-called Anderson transition, occurring at a

critical disorder strength Wc. For weak disorder W < Wc, some eigenstates of the

Hamiltonian remain extended over the whole system, while for strong disorder

W > Wc all wavefunctions are localized.

At intermediate disorder strengths, these systems feature a mobility edge Ec

separating localized and delocalized states by their energy (see Fig. 3.1). The

Ioffe-Regel criterion defines this threshold by stating that states with a mean free

path between successive scattering events l smaller than λ/2π, with λ being the

wavelength of a wavefunction, are localized.
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Figure 3.1: Mobility edge. Density of states (DOS) as a function of energy E

for a system featuring a mobility edge Ec. The mobility edge separates localized

(purple shaded region) from extended states energetically.

Due to their large wavelength, states in the centre of the bands will not be

affected by small potential fluctuations as much as the states close to the band

edge. Increasing the disorder strength will localize more and more states, which

increases the area of localized states till a critical disorder strength Wc is reached

where all states are localized and the mobility edge disappears. This is referred

to as the Anderson transition. For a localized state, the localization length takes

a finite value and reaches infinity for an extended state.

In 1979, the scaling theory of localization [112] was introduced as a tool to describe

and understand the localization transition in finite media. It states that, close

to the mobility edge, the conductivity of a material is system size dependent.

Therefore, a dimensionless conductance g is introduced which depends on the

size of the system L,

g(L) =
G(L)

e2/2~
, (3.2)

where G(L) is the conductance in the system. States are localized when the scale

parameter g < 1, and are delocalized (metallic) for g > 1. Additionally, two crit-

ical exponents are predicted, one describes how the conductivity vanishes with

energy when approaching the mobility edge, the other describes the divergence

of the localization length for energies approaching the mobility edge from the

localized side. Anderson localization can be observed in the transport of electro-

magnetic waves, acoustic waves, quantum and spin waves, among others.

An interesting platform with which to study Anderson localization is an optical

lattice of trapped cold atoms. The interactions can be tuned in a wide range,

including the opportunity to switch from repulsive to attractive interactions, as

well as reduced to a level where a free-particle description is appropriate. Fur-

thermore, the localization process can be directly observed using absorption or

fluorescence imaging techniques.



24

3.1.1 Localization length

A measure for the localization of a wavefunction is the localization length ξ,

defining the width of a wavefunction. In one- and quasi-one dimensional systems,

the localization length can be computed using the limiting behaviour of random

matrices. To be more precise, the localization length can be extracted as the

inverse of the so-called Lyapunov exponent ξ = γ−1 , which characterizes the

exponential growth of the length of a vector with the number of random matrices

subsequently applied to it. The Lyapunov exponent depends only on the disorder

distribution and not on the specific realization of the disorder. A system is in

a localized state when the Lyapunov exponent is greater than zero γ > 0 and

is delocalized when the Lyapunov exponent vanishes γ = 0. We give a brief

introduction into Random matrix theory and the calculation of the Lyapunov

exponent, related to the the localization length, which we will use to characterize

the localization properties of the synthetic Lieb ladder discussed in Chapter 5.

Random matrix theory

In complex systems, such as heavy nuclei, chaotic systems, and disordered lattices,

it is often impossible to exactly describe a system quantum mechanically, the ex-

act Hamiltonian might be unknown or the eigenvalue problem Ĥ |ϕn〉 = En |ϕn〉
too complicated to be solved. A solution can be the extraction of distinct sta-

tistical properties such as the distribution or density of energy levels of those

systems, using random matrix theory (RMT). This method cannot predict the

exact position of the energy levels, which is a function of the specific realization

of the disorder, however it can give insight into the overall appearance of the

spectrum. We are interested in the application of RMT to the description of the

localization behavior in a quasi one-dimensional disordered lattice system. In a

random matrix, some or all elements of the matrix are random variables drawn

from a probability distribution, and the symmetry of the Hamiltonian defines the

ensemble from which random elements are drawn. As such, the random matrix

carries only the most fundamental properties of the Hamiltonian it aims to de-

scribe. Thus, it is expected to reproduce relevant features of the Hamiltonian

only when the corresponding system is amenable to a statistical description, i.e.

typically if it comprises of an extensive number of degrees of freedom.

We will focus our considerations on random matrices R belonging to the Gaussian

orthogonal ensemble (GOE) because it models systems with time-reversal sym-

metry, which are invariant under orthogonal conjugation. The GOE considers
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real symmetric random matrices of dimension M , where the M(M + 1)/2 matrix

elements on and above the main diagonal, Rij with i ≤ j, are independent Gaus-

sian variables. The ensemble of random variables is independent and identically

distributed (iid)

P (R) =
∏
i≤j

f(Rij) , (3.3)

with the Gaussian probability distribution f with zero mean and unit variance,

while the remaining elements are determined by the matrix being symmetric

Rij = Rji. Furthermore, the probability density, P (R) is invariant under a trans-

formation with an orthogonal matrix Q

P (QT RQ) = P (R) . (3.4)

Since the elements of the matrix are random Gaussian variables they satisfy

〈Rij〉 = 0 and 〈R2
ij〉 = 1 for i ≤ j. The distribution PM(x) of eigenvalues x of

the random matrix is given by Wigner’s semicircular law as

lim
M→∞

PM(x) = P (x) =
1

2π

√
4− x2 , (3.5)

This states that the density of energy levels of a large class of symmetric random

matrices converge to a semicircular distribution. Wigner’s surmise on the other

hand, which we will discuss later, describes the distribution of the level spacing.

We will discuss the statistics of the eigenvalue spacing of real, symmetric, random

matrices later in this chapter in more detail as it is related to the statistics of

the energy levels of chaotic systems, and can be used to distinguish between an

ergodic (chaotic), and an integrable system (that exhibits an extensive number

of conserved quantities).

Lyapunov exponent

We explain the concept and calculation of the Lyapunov exponent γ for the exam-

ple of a one-dimensional hopping model with a random potential on each lattice

site, as described in Ref. [113]. In order to calculate the Lyapunov exponent, we

apply the transfer matrix method, which can be used to solve the one-dimensional

Schrödinger equation of the Anderson model (3.1) [54,54],

ψi+1 + ψi−1 + Ui ψi = ε ψi . (3.6)

Here, the ψi denotes the value of the wave function on site i and ε is the eigenen-

ergy of the system. For simplicity, we set the hopping amplitude J = 1. Equation
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(3.6) can then be written in a recursive form(
ψi+1

ψi

)
= T̂i

(
ψi

ψi−1

)
, (3.7)

with the random transfer matrix

T̂i =

(
ε− Ui −1

1 0

)
. (3.8)

To obtain the Lyapunov exponent, we have to calculate the product PN of the

transfer matrices describing how a state translates through the system

PN =
N∏
i=1

T̂i (3.9)

which satisfies the Oseledec theorem [113]. This theorem states that in the case

of a single Lyapunov exponent defining the localization in the system for N →∞,

the Lyapunov exponent γ can be extracted from the largest eigenvalue Λ of the

product of random transfer matrices PN

γ =
1

ξ
= lim

N→∞

1

N
ln(Λ) . (3.10)

The smallest Lyapunov exponent describes longest localization length for a system

in the thermodynamic limit.

Algorithm for multiple transmission channels

In Chapter 5, we see, for the example of a Lieb ladder, how the transfer matrix

is constructed and then used to calculate the localization length of a system.

However, the method described above has to be adapted to account for multiple

transition channels for the dispersive wavefunctions and, consequently, multiple

localization lengths ξi. The number of channels depends on the connectivity of

the hopping matrix. In order to calculate the first k leading Lyapunov exponents

in a system with p channels (k < p), we use the algorithm outlined in Ref. [113].

The sum of the first p Lyapunov exponents is given by

γ1 + γ2 + · · ·+ γp = lim
N→∞

1

N
ln
{

VOLp
[
PN z

(1)(0), · · · ,PN z
(p)(0)

]}
, (3.11)

where VOLp
[
z(1)(k), z(2)(k) · · · z(p)(k)

]
is the volume of a p-dimensional paral-

lelepiped spanned by p different randomly chosen vectors z(q)(k). Each vector

z(q)(k) can be obtained from its predecessor z(q)(k− 1) via the recursion relation

z(q)(k + 1) = T̂(k) z(q)(k) with q ∈ {1, · · · , p}. (3.12)
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Now, the extraction of Lyapunov exponents needs to follow a more subtle pro-

cedure than simple matrix multiplication: let us focus for simplicity on a single

Lyapunov exponent. Calculating γ1 in a straightforward way by simple matrix

multiplication will lead to a memory overflow as the calculation of PNz
(q)(k)

diverges exponentially with exp(γ1N). To avoid the overflow, we normalize the

vectors z(q)(k) after a set number m of iterations: w(q)(k) = z(q)(k)/|z(q)(k)|. The

normalized vector w(q)(k) is then evolved with

w(q)(k + 1) =
P

(km)
m w(q)(k)

Rm(k + 1)
, (3.13)

where Rm(k + 1) ensures that the evolved vector w(k + 1) is normalized to one

Rm(k + 1) =
∣∣P(km)

m w(q)(k)
∣∣ , for k ≥ 1 , (3.14)

and P(s)
m is the product of m matrices given for the sth time the normalization

procedure was applied

P(s)
m =

s+m∏
i=s

T̂(i) . (3.15)

Note, to avoid exceeding the overflow limit, the number of iterations m for the

normalization procedure must not be too large. The Lyapunov is then given by

γ1 = lim
N→∞

1

Nm

N∑
i=1

ln(Rm(i)) . (3.16)

Another problem emerges from the calculation of the second (or nth) Lyapunov

exponent. When γ1 6= γ2, the angle between PNz
(q)(k) and PNz

(r)(k) becomes

very small and one experiences problems with the precision of the result. This

can be avoided by replacing the vector z(q) after every mth iteration with the

orthonormalized vector w(q)(k) (q = 1, 2,· · · , p), which can be calculated by

using the Gram-Schmidt algorithm. The spectrum of the Lyapunov exponents is

then given by

γ1 + . . . + γp = lim
N→∞

1

Nm

N∑
k=1

ln
[
VOLp

[
P(km)
m w(1)(k) , . . . ,P(km)

m w(p)(k)
]]

.

(3.17)

With this algorithm, we first compute the first Lyapunov exponent and extract

the following exponents step by step from the spectrum defined in (3.17).
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3.2 Introduction to many-body localization

Recent experimental progress in the control of cold atom quantum simulator

platforms motivated the study of the statistical mechanics of isolated quantum

many-body systems. From these considerations, the question arises whether lo-

calization can survive when interactions are introduced to an Anderson localized

system? Already in the early 1980s, Fleishman and Anderson [114] researched the

existence of localization in a weakly interacting system. More recent work [56,58]

confirmed that localization effects can occur in a disordered interacting system.

Furthermore, these systems show signs of a new phase, the so-called many-body

localized (MBL) phase. In the MBL phase, the system fails to thermalize and

retains some memory of the initial state making these systems viable as quantum

memory. Whether a system thermalizes or ends up in a localized state depends

on its nature as well as the initial conditions. Changing the interaction or the

disorder strength can instigate a quantum phase transition between a thermal

and an MBL phase. Note, in order to change the thermalization properties of a

system, the MBL transition must at least affect a great portion of the spectrum.

The group of Immanuel Bloch observed MBL in a fermionic system with a quasi-

random optical lattice [73]. A year later, it was possible to realize MBL in a quan-

tum simulator with an Ising Hamiltonian and controlled random disorder [75].

The MBL phase transition was also verified in a two-dimensional bosonic system

with a disordered optical lattice [76], as well as a two-dimensional fermionic lat-

tice system [115].

In the following section, we introduce localization effects in isolated many-body

systems in the presence of disorder and interactions, as well as the phase transi-

tion between an ergodic and an MBL system. We will use the concepts introduced

in this chapter to investigate the localization effects of the quantum many-body

model with the kinetic constraint from Chapter 6. A more detailed discussion

about MBL can be found in [11,116,117].

3.2.1 Thermalization

A macroscopic system in thermal equilibrium typically displays properties that do

not (or only weakly) depend on the details of the microscopic configuration and

are functions instead of few macroscopic (or coarse-grained) parameters such as

temperature [11,118]. The system loses all information of the initial state in the

process of thermalization by the spread of quantum entanglement; the memory of

the system is fully erased (an exception being the mean energy which defines the
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temperature). On macroscopic scales it is observed that, independently of the

initial conditions, an isolated system typically settles/relaxes towards a thermal

state. However, the information about the initial state of the system cannot be

truly lost, as the time evolution is unitary. The actual thermalization of a state

is a decoherent process. Thermalization in closed systems must be thought of

in terms of local properties so that the system can effectively act as a reservoir

for any of its smaller portions. Furthermore, the energy transport in a system

undergoing thermalization has to be very efficient for states to relax to thermal

equilibrium. Thermalizing quantum systems are ergodic, which means that in

the long-time limit, t → ∞, the trajectory of the system in phase space comes

infinitesimally close to all possible phase space configurations.

The so-called eigenstate thermalization hypothesis (ETH) [117, 119] states in

which cases the behavior of an isolated quantum system is captured by equilib-

rium statistical mechanics. Thus, it describes how an isolated quantum system

initially prepared in a far-from equilibrium state, like a product state, can ef-

fectively approach thermal equilibrium in terms of the properties of the system’s

energy eigenstates. The long-time behavior of a thermalizing system following the

ETH can be correctly described by a canonical, microcanonical or grand canon-

ical ensemble. Note, there is no mathematical proof that thermalizing systems

have to obey the ETH, however, many studies verify that thermalizing quan-

tum system follow the hypothesis. Consider an isolated N -body quantum system

described by the Hamiltonian Ĥ with the eigenstates |εα〉 and eigenenergies εα,

Ĥ |εα〉 = εα |εα〉 . (3.18)

The first statement of the ETH argues that the diagonal matrix element of the

local observable, Ôαα ' 〈εα|Ô|εα〉, are smooth functions of the eigenenergies εα.

The second ETH condition states that the off-diagonal matrix elements 〈εα|Ô|εβ〉
(α 6= β) decay exponentially fast with the microcanonical thermodynamic entropy

S(εαβ), where εαβ = (εα + εβ)/2 is the average energy between the levels |εα〉 and

|εβ〉. Combining the two statements the observable is given by [120,121]

Oαβ = O(εαβ)δα,β + e−S(εαβ)/2fO(εαβ, ωαβ)Rαβ , (3.19)

with ωαβ = (εα − εβ), O(εαβ) and fO(εαβ, ωαβ) are smooth functions of the av-

eraged energy, and Rαβ are random numbers with zero mean and variance one.

As a result of the ETH, the expectation values of physical observables in ergodic

systems, are identical with the thermal expectation values obtained by a micro-

canonical ensemble. The ETH also describes the behavior of the entanglement
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entropy in a thermal system. We divide the quantum system into a subsystem

A and the remaining system B acting as the environment. The density matrix

of subsystem A, ρ̂A(t) = trB{ρ̂(t)}, is given by tracing out all the degrees of

freedom of the remaining system B. In the limit of long times and large system

sizes, the reduced density matrix of a thermalizing subsystem A takes the thermal

form ρ̂A = Z−1 exp(−Ĥ/T ) with Ĥ being the Hamiltonian, T the temperature,

and Z the partition function of the canonical ensemble. According to the ETH,

subsystem A will reach thermal equilibrium in the thermodynamic limit. The

Entanglement entropy between the subsystem A and the remaining system B is

defined as the von Neumann entropy, SA = −tr{ρ̂A ln ρ̂A} = SA,th. For a system

obeying the ETH, the entanglement entropy of the subsystem A is equal to the

thermodynamic entropy and therefore scales with the volume of subsystem A.

The eigenstates of an ergodic system are therefore highly entangled.

3.2.2 Many-body localization

Disordered quantum many-body systems show non-ergodic behavior even in the

presence of interactions leading to interesting localization effects. In the many-

body localized phase, the system is unable to act as its own reservoir, it violates

the ETH and fails to thermalize. Accordingly, the long-time behavior depends on

the initial condition; the system keeps its memory and, if appropriately devised,

can be utilized as storage for quantum information. The MBL phase features

highly excited localized eigenstates at a finite energy density [56, 60, 72] which

exhibit properties similar to those previously attributed to ground states such as

area law entanglement. One of the most studied models in the context of MBL

is the spin 1/2 Heisenberg chain in a random magnetic field

ĤHM =
∑
k

(
Ŝxk Ŝxk+1 + Ŝyk Ŝyk+1 + Ŝzk Ŝzk+1

)
−
∑
k

hkŜ
z
k , (3.20)

where Ŝα = σ̂α/2 with the standard Pauli matrices σ̂α, α ∈ {x, y, z}, and the

random magnetic fields hk drawn from a uniform distribution with strength W ,

hk ∈ [−W,W ]. This is a spin chain example with short-range interactions and

no coupling to a bath. Depending on the initial state, the system can undergo a

transition between the thermal and MBL phase by varying the disorder strength

or the energy density. This phase transition is dynamic, therefore, it cannot be

determined by equilibrium statistical mechanics where the quantities are averaged

over an ensemble of states. However, the exact eigenstates of the many-body

Hamiltonian have distinct properties in the two different phases and can be used

to detect the phase transition.
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Figure 3.2 illustrates the difference between the ergodic and the MBL phase.

Starting from a staggered initial configuration, depending on the existence of dis-

order in the system, the system can either thermalize (left) or many-body localize

(right) under unitary time evolution. In the ergodic case, the potential V (x) is

ordered leading to thermalization in the long-time limit. All features of the initial

staggered configuration are washed out and all lattice sites are equally populated

yielding the uniform density distribution n(x). When a disordered potential V (x)

is introduced, the system keeps some memory of the initial configuration which

can be extracted from the structured density distribution.

Analogous to the localization of the wavefunction in an Anderson-localized sys-

tem, MBL states are localized in Fock or configuration space. MBL states are

unable to explore the entire Fock space of a system and have a non-zero amplitude

only on a small subspace consisiting of the low entanglement states which are lo-

calized single-particles states. Table 3.1 gives a short summary of these properties

of the MBL phase and compares them to the thermal and the Anderson localized

phase.

MBL systems are closely related to integrable systems, also featuring an extensive

amount of conservation laws, the so-called local integrals of motion (LIOM).

The theory of LIOMs [63, 122, 123] provides a phenomenological analysis of the

eigenstates in the MBL phase. We give only a brief introduction to LIOMs, as

they are not used for the description of the system in Chapter 6 (due to the

non-local description of our system in dual space, it is not clear how to construct

LIOMs). In order to characterize an MBL system in terms of conserved quantities,

we examine the regime of strong disorder, where the system is fully localized. In

a spin system, the degrees of freedom are defined by Pauli operators {σzi } which

are referred to as p-bits (physical bits). In the MBL phase, we can introduce

a complete set of localized Pauli operators {τ zi }, the so-called l-bits which can

be seen as effective spins. Defining a unitary transformation which diagonalizes

the Hamiltonian Ĥdiag = Û† Ĥ Û, allows us to introduce a representation for the

complete set of local integrals of motion τ̂ zi = Û σ̂zi Û†. In the MBL phase, the τ̂i

operator is quasi-local, having support around site i, whose amplitude decreases

exponentially with an increasing distance. To allow the definition of arbitrary

operators in the l-bit picture, we introduce τ̂αi = Û σ̂αi U
† for α ∈ {x, y, z}. The

Hamiltonian can be defined in terms of a complete set of LIOMs

Ĥ = ĥ0 +
∑
i

hi τ̂
z
i +

∑
ij

hij τ̂
z
i τ̂

z
j +

∑
ijk

hijk τ̂
z
i τ̂

z
j τ̂

z
k + · · · . (3.21)

The set of l-bits is complete and therefore we are able to uniquely determine



32

n(x)

n(x) n(x)

ergodic MBL

initial configuration 

t = 0

e- iHt
^

V(x) V(x)

x x

Figure 3.2: Comparison of the density profile of an ergodic and an

MBL system. An interacting quantum system initially prepared in a staggered

configuration. In a disorder-free system (left), the system thermalizes under uni-

tary time evolution, and each lattice site is equally populated leading to a uniform

density. On the other hand, when the atoms are located in a disordered potential

V (x) (right), the system evolves into a many-body localized state retaining some

memory of the initial state. Adapted from Ref. [5].
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Thermal Phase Anderson Localization Many-Body Localization

No memory of initial Memory of local initial Memory of local initial

state extractable conditions preserved conditions preserved

Memory is hidden in

global operators

ETH true ETH false ETH false

Eigenstates show Eigenstates show Eigenstates show

volume-law area-law area-law

scaling of EE scaling of EE scaling of EE

Power-law growth No entanglement Logarithmic entanglement

of entanglement in time growth in time growth in time

Dephasing No dephasing Dephasing

Dissipation No dissipation No dissipation

No Localization Localization Localization in

in real space Fock/configuration space

Table 3.1: Properties of the thermal, Anderson and MBL phase. Com-

parison of the properties of the ETH, the Anderson localized and the MBL-phase

(taken from Ref. [11]). Note, the third row compares the properties of the entan-

glement entropy (EE) as a function of system size.
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the fully localized eigenstates of the Hamiltonian which are closely related to

the eigenstates in the non-interacting case. From this, we can directly see, that

the l-bits commute with the Hamiltonian, [τ̂ zi , Ĥ] = 0. Unitary time-evolution

conserves the extensive number of LIOMs, thus the l-bits adopt the function of

conservation laws in an integrable system, explaining the ergodicity breaking of

MBL states. This results in the retaining of memory of the initial conditions. The

framework of LIOMs can explain the logarithmic spread of entanglement in an

MBL system in the absence of energy/particle transport [122]. In the MBL case

local integrals of motion are present and the interaction between two l-bits (α, β)

decays exponentially with the distance L, Vα,β ∝ V0 exp(−L/ξMB), where ξMB is

the MB localization length, defining the range of support of the τ̂ z. Thus, local

information is distributed in a set of quantities which do not extend much be-

yond the original domain while in the case of an ergodic system, local information

distributes on globally-extended modes and can therefore expand throughout the

system. Since entanglement only spreads through an MBL system via direct local

interactions the entanglement entropy (EE) shows an area-law scaling. With the

framework of local integrals of motion, it is possible to obtain a full phenomeno-

logical description of MBL systems, as can be seen in Ref. [123].

As already mentioned, the phase transition between the thermal and MBL phase

is very difficult to describe because it cannot be governed by equilibrium statis-

tical mechanics. The thermal to MBL phase transition is often referred to as an

eigenstate phase transition, as the properties of an exponential number of eigen-

states at the same energy density change suddenly. The transition between an

MBL to thermal phase is called a dynamical phase transition because it can be

captured by dynamical measures.
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Figure 3.3: Entanglement entropy and distribution of energy levels for

ergodic and localized systems. (a) Entanglement entropy (EE) as a function

of the logarithm of the time. An ergodic system shows a ballistic growth of

the EE (red). The EE in an MBL system is strongly suppressed compared to the

thermalizing case; the EE growth logarithmically (green). In the case of Anderson

localization, the EE saturates and does not spread through the system (blue) even

for t → ∞. (b) The spacing between adjacent energy levels s = εα − εα+1, in a

MBL system follows a Poisson distribution (dark red), while the spacing in an

ergodic system follows the Wigner distribution (black).

Entanglement entropy

The first measure we are considering to distinguish between an ergodic and an

integrable system is the entanglement entropy. We describe the properties of the

EE for the example of a one-dimensional system (chain). The EE defines the

spread of entanglement, hence, the spread of information throughout a system.

Therefore, we partition our system in two halves A and B, with N = NA + NB,

and determine the amount of entanglement between the two subsystems. We

trace out the degrees of freedom of the second subsystem B, ρ̂A = trB{ρ̂} to

define the von Neumann half-chain entanglement entropy, S = −tr{ρ̂A ln ρ̂A}. In

contrast to the volume-law scaling of the entanglement with subsystem size found

in the ETH phase, the entanglement scales slower in the MBL phase. It shows

area-law behavior even for high-energy eigenstates which is usually a ground state

property of gapped Hamiltonians. Considering the time-evolution of a system,

the half-chain entanglement entropy shows a logarithmic growth as a function of

time in the MBL phase. Figure 3.3(a) illustrates the time-dependence of EE for

an ergodic, an MBL, and an Anderson localized phase. For small times, the three

phases show the same behavior, a rapid increase of the half-chain EE caused by
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the expansion of the wave function. This increase of the EE continues until the

wave function reaches a size of the order of the localization length. As the lo-

calization length is infinite in an ergodic system and the wavefunction is a Bloch

wave extended over the entire lattice, the EE shows a ballistic growth in the

long-time limit (red, solid). In the case of a non-interacting system that under-

goes Anderson localization, the EE reaches, after the initial growth, a saturation

value (blue, dashed) and the spread of entanglement fully stops. On the other

hand, for an infinite system in the MBL phase, the logarithmic growth of the

EE would continue for all times (green, dash-dotted), while in a finite system,

the EE increases logarithmically until a finite saturation value is reached which

depends on the system size. In the non-interacting case there is neither transport

nor spread of entanglement, while in the interacting case the entanglement can

still slowly spread through the system leading to the logarithmic growth in time.

Imbalance

The imbalance can be used as a measure of the memory that a system retains of

its initial conditions by determining the spatial structure. Therefore, it can dis-

tinguish between the ergodic phase, where the system thermalizes and all memory

of the initial conditions are lost, and the MBL phase, where some memory of the

initial state is retained. Starting in a staggered configuration, |ψS〉 = |↑ ↓ ↑ ↓ · · ·〉,
the imbalance I(t) gives the divergence as a function of time. Therefore, when

the system is initially prepared in |ψS〉, the MBL phase is characterized by a

non-vanishing value of the imbalance even at long times. Considering a cold-

atom experiment, the imbalance is defined as the normalized difference between

numbers of particles in an odd or even site

I(t) =
|Nodd −Neven|
Nodd +Neven

. (3.22)

Statistics of the eigenvalue spacing

A additional measure to distinguish between the two phases is the statistical

distribution of the spacing between adjacent energy levels, s = εα − εα+1, of the

Hamiltonian. In an ergodic system, the distribution of the level spacing P (s) can

be described by random matrices following the GOE, where the level spacing is

distributed according to the Wigner-Dyson level statistics,

PWigner(s) ∝ s exp(−πs2/4) . (3.23)

The probability of the spacing between neighboring energy levels is close to the

Wigner surmise Fig. 3.3(b) (black) which approaches zero for a very small level
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spacing. The small s behaviour of this distribution can be qualitatively explained

by realizing that symmetries must be present for energy levels to cross. In their

absence, crossings are avoided, resulting in a vanishing probability of finding

closing gaps. This causes the strong level repulsion of the correlated energy levels.

On the other hand, the level spacing of a localized and therefore integrable system,

which exhibits independent random energy levels, follows Poisson statistics

PPoisson(s) ∝ exp(−s) . (3.24)

For s → 0, the Poisson distribution, Fig. 3.3(b) (red), gives a finite value which

agrees with the observation that there is no level repulsion in a many-body local-

ized system. Both distributions decay fast with increasing level spacing, however,

the Wigner distribution decays faster than the Poisson distribution. The level

statistic ratio (LSR) introduced by Oganesyan and Huse [58], a measure for the

distribution of the energy levels which is often used for the distinction between the

two phases, is independent of local averaging effects. The LSR will be introduced

in more detail in Chapter 6 on the example of a spin chain with facilitation.



Chapter 4

Non-adiabatic quantum state

preparation and quantum state

transport in chains of Rydberg

atoms

4.1 Introduction

This chapter is adapted from Ref. [1].

Building on the capabilities of optical tweezer arrays with Rydberg atoms intro-

duced in Chapter 2, and single-site addressing for quantum information process-

ing (QIP), we consider the engineering of the maximally entangled Greenberger-

Horne-Zeilinger (GHZ) and matrix product state (MPS), and quantum state

transport in a one-dimensional geometry. This particular choice is motivated by

the fact that all three examples play a fundamental role in QIP, and constitute

an ideal benchmark in order to assess the performance of the experimental plat-

form we consider - an array of Rydberg atoms - for our theoretical and numerical

analysis. Specifically, the GHZ state serves as a reference in quantum estima-

tion theory yielding the Heisenberg scaling [124]. Various proposals exist in the

literature for the creation of GHZ states [21, 125, 126], some of which have been

realized experimentally, for example using ultracold ions [127]. Similarly, MPSs

play a central role in classical simulations of quantum Hamiltonians in one di-

mension [128–130] and are naturally realized as ground states of some finite-range

interaction spin chains [131–133], which are related to the problem of classical

hardcore dimers [134]. For that reason we refer to the class of MPS considered

in this thesis as dimer-MPS. Importantly, the dimer-MPS features the so-called

38



39

Rydberg crystal as a special case [28, 135–137]. Finally, faithful transport of a

quantum state between different nodes of a quantum network is an essential re-

quirement for QIP schemes such as quantum computation [138]. Various methods

to achieve quantum state transport between spatially separated qubits have been

proposed. These include schemes based on atoms connected through an optical

link [139] or Rydberg atoms, where the transport is achieved through interaction

between the Rydberg atoms and atomic ensembles which communicate through

a photon exchange [140].

In this chapter, QIP is based on the Rydberg blockade mechanism, which we

discussed in Chapter 2.3.3, that relies on the strong repulsive interaction between

atoms excited to a Rydberg state [21]. We first introduce the protocols for the

GHZ state, a dimer-MPS generation (where the dimer-MPS state is a superpo-

sitions state of every possible configuration with no neighboring Rydberg exci-

tations) and quantum state transport in the idealized limit of perfect blockade,

in Chapter 4.2. In this regime the blockade mechanism can be effectively de-

scribed by a three-body Hamiltonian which constitutes the basic building blocks

of the studied protocols. In Section 4.3, we then investigate the influence of more

realistic conditions, such as the non-perfect blockade due to the finite value of

the interaction energy and the tails of the interaction. Moreover, we consider

the positional disorder coming from the atoms held in optical tweezers [6] as we

have seen in Chapter 2.4. There, we relax the requirement of strict blockade

and consider instead an evolution guided by a more realistic system Hamiltonian

including a van der Waals interatomic potential. This allows us to verify the

predictions of the effective description of Section 4.2. To this end we evaluate the

fidelity of the produced states with respect to the target as a function of various

parameters, such as the Rabi frequency of the laser pulses, interaction strength,

length and parity of the chain or the strength of the disorder. We summarize and

discuss the results in Section 4.4.

4.2 Setup, state preparation and state transport

protocols

We consider a one-dimensional chain (with open boundaries) along the x3-direction

of N optical traps, each occupied with a single atom see Fig. 4.1(a). The setup

for the case of two atoms is similar to the one shown in Fig. 2.3(a). The optical
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traps are separated by equal spacing R0 so that the position of the k-th atom

reads rk = (0, 0, kR0). Each atom is described as an effective two level system,

where the electronic ground state |↓〉 is coupled to the highly excited Rydberg

state |↑〉 via a laser pulse with Rabi frequency Ω. In this section we are interested

in the state preparation and state transport in the context of quantum informa-

tion and quantum computation, hence we use the ground state of the system as

logical zero |↓〉 = |0〉, and the Rydberg state is used as logical one |↑〉 = |1〉 as

depicted in Fig. 4.1(b). We later account for the presence of a second hyperfine

ground state |1̃〉 coupled to the Rydberg state via a second laser with different

polarization and Rabi frequency Ω̃, see Fig. 4.1(c).

Considering that the atoms in Rydberg states interact through the van der Waals

potential, the Hamiltonian of the system is given by (in the rotating wave ap-

proximation)

Ĥ =
N∑
k=1

ĥk(Ωk,∆k) + Ĥint, (4.1)

where

ĥk(Ωk,∆k) = Ωk σ̂
(k)
y + ∆k n̂k (4.2a)

Ĥint =
1

2

N∑
k=1
m6=k

V (dkm)n̂m n̂k. (4.2b)

Here, k is the atomic position in the lattice, V (dkm) = V0/|k − m|6, σ̂
(k)
y =

i (|1k〉 〈0k| − |0k〉 〈1k|), n̂k = |1k〉 〈1k|, the parameter ∆k is the relative detuning

of the laser from the resonant transition between the states |0k〉 and |1k〉, and

V0 = C6/R
6
0 is the interaction strength proportional to the van der Waals coeffi-

cient C6. Note that in (4.1) we have allowed for site-dependent Rabi frequencies

and detunings Ωk,∆k. In principle more general unitaries can be obtained by con-

sidering ĥk(Ωk,∆k) = Ωx
k σ̂

(k)
x + Ωy

k σ̂
(k)
y + ∆k n̂k. We restrict our considerations

to a coupling term proportional to σ̂y. This choice of the coupling term results

in real GHZ and dimer-MPS states without unwanted imaginary prefactors as it

would happen in the case of a coupling term ∝ σ̂
(k)
x . In the blockade regime where

V0 � Ωk, ∀k, the laser driving, which is proportional to Ωk, cannot overcome

the energy cost of having two neighboring Rydberg excitations preventing two

adjacent atoms from being in a Rydberg state at the same time. In this limit, it

becomes convenient to adiabatically eliminate blockaded processes by applying a
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Figure 4.1: Setup, level schemes for two and three level systems, and

GHZ protocol. (a): Setup for N = 2 atoms. The optical traps are arranged

along the x3 direction and are separated by R0. The atomic positions are spread

with uncertainty σi around their equilibrium values [6]. (b): Level scheme for an

effective two level system, where the state |0〉 is coupled to the Rydberg state |1〉
by a laser with Rabi frequency Ω. (c): Energy levels of an effective three-level

system as it is assumed in the GHZ protocol, where Ω̃ couples the Rydberg state

|1〉 to another hyperfine state |1̃〉. (d) GHZ protocol in the three-level scheme.

The blue arrows represent laser pulses coupling the |0〉 → |1〉 state, while the red

arrows represent laser pulses driving the |1〉 → |1̃〉. This figure is adapted from

Ref. [1].
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unitary transformation

Û = exp

(
−itV0

∑
k

n̂kn̂k+1

)
, (4.3)

on the full Hamiltonian (4.1) as introduced in Sec. 2.4. The Hamiltonian trans-

forms in the usual way (Eq. 2.34)

ˆ̃H = Û†ĤÛ− iÛ†
(
∂tÛ
)
, (4.4)

where the second term is trivially given by

−iÛ†
(
∂tÛ
)

= −V0

∑
k

n̂kn̂k+1 . (4.5)

In order to calculate the first term in (4.4), we consider the action of the unitary

operator on the Hamiltonian ĥk acting on site k, Û†ĥkÛ = Û†
(

Ωk σ̂
(k)
y + ∆k n̂k

)
Û.

The term proportional to the detuning ∆ commutes with the unitary operator Û

and is therefore unaffected, thus we only need to find an expression for

Û†σ̂yÛ = e
iV0t

∑
k

n̂kn̂k+1

σ̂(k)
y e

−iV0t
∑
k

n̂kn̂k+1

. (4.6)

For this purpose, we perform a Taylor expansion of the unitary operator Û† (and

analogously on Û)

e
iV0t

∑
k

n̂kn̂k+1

= 1 +
∞∑
m=1

1

m!
(iV0t)

m

(∑
k

n̂kn̂k+1

)m

. (4.7)

Neglecting terms oscillating at the frequencies V0 (RWA) we obtain

Û†σ̂(k)
y Û ≈ P̂k−1σ̂

(k)
y P̂k+1 , (4.8)

where P̂k = (1− n̂k) are the projectors on ground-state atoms. This leads to the

Hamiltonian in the interaction picture

ĤI ≈
N∑
k=1

(
Ω σ̂(k)

y (1− n̂k−1)(1− n̂k+1) + ∆k n̂k +
V0

64
n̂k n̂k+2

)
. (4.9)

The nearest-neighbour term is by construction cancelled in this picture (see

Eq. 4.5). Since all remaining terms are rapidly suppressed with increasing dis-

tance between excited atoms, we neglect them. Furthermore, considering a reso-

nant excitation of the atoms ∆k = 0, ∀k, one can derive an effective three-body

Hamiltonian making the blockade mechanism manifest [131]

Ĥ =
N∑
k=1

ĥ3 body
k , (4.10)
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with ĥ3 body
k = Ωk P̂k−1σ̂

(k)
y P̂k+1. The associated unitary evolution corresponding

to the application of a laser pulse of duration tk, and area Ak = Ωktk, on the k-th

atom on the |l〉 − |l′〉 transition reads

Ûll′

k (Ak) = exp(−i tk ĥ3 body
k ) = 1− P̂k−1P̂k+1 + P̂k−1P̂k+1e−i tk Ωk σ̂

(k)
y , (4.11)

and represents the basic building block of the protocols studied in this thesis. The

indices ll′ ∈ {01, 11̃} on the left-hand side of (4.11) label the basis in which the

operators are expressed as defined in Fig. 4.1 (c). For example, Û01
k means that

the operators P̂k = 1− n̂k and σ̂
(k)
y on the right-hand side of (4.11) act upon the

{|0〉 , |1〉} basis. We note that for Ak = π, the unitary (4.11) corresponds to the

Toffoli gate, which we recall in Appendix B.1, with k the target and k− 1, k + 1

the control atoms. In the following we shall refer to the preparation procedure

as non-adiabatic meaning that the state of the system evolves in a step-wise

manner after every application of a gate of the form (4.11), or any other local

gate, and in general is not an eigenstate of the Hamiltonian (4.1). This has to be

contrasted with adiabatic protocols, where the final state is the ground state of

the Hamiltonian whose parameters are adiabatically deformed, starting from an

initial ground state that is easy to prepare.

Before we introduce the state preparation and state transport protocols, a com-

ment is in place. The reason for considering the auxiliary hyperfine state |1̃〉 is

to avoid undesirable effects such as spontaneous emission from atoms in the Ry-

dberg levels or atomic loss, and dephasing due to mechanical forces acting on the

atoms like van der Waals repulsion [141,142], and collisions with the background

gas. This can be achieved in the three-level scheme when the atomic population

is transferred from the Rydberg level |1〉, after it has been used to implement

a particular gate, as fast as possible to the stable hyperfine state |1̃〉. However,

in order to reduce the complexity of the experiments, which may be important

for first proof-of-principle demonstrations, and to further reduce the number of

applied gates, we will consider the two-level configuration as well, where only the

ground and Rydberg levels |0〉 , |1〉 are involved. More specifically, we describe

the use of both the three and two-level schemes on the example of the GHZ state

preparation protocol in Section 4.2.1 and discuss the differences between the two

schemes in Section 4.3.1. For the reasons mentioned above, we limit the discus-

sion of the dimer-MPS preparation and state transport protocols to the two-level

scheme only.
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4.2.1 GHZ state preparation

We consider the non-adiabatic preparation of antiferromagnetic GHZ states of

the form

|GHZ〉 =
1√
2

(
|01 1̃2 03 . . . 1̃N〉+ |1̃1 02 1̃3 . . . 0N〉

)
. (4.12)

They are robust with respect to global noise, such as magnetic or electric field

fluctuations on length-scales larger than the length of the chain, as the two com-

ponents of the state are energetically degenerate. Using encoding in the basis

|0〉 , |1̃〉 (seeFig. 4.1 (c)), this is only strictly true when N is even as there is the

same number of excitations, atoms in the state |1̃〉, in both components of the

GHZ state (4.12).

Initially all atoms are prepared in the ground state |Ψin〉 = |0 0 0 . . . 0〉. First we

apply a π/2 pulse Û01
1

(
π
2

)
on the first atom to generate a superposition state

|Ψ1〉 = Û01
1

(π
2

)
|Ψin〉 =

1√
2

(|0 0 0 . . . 0〉+ |1 0 0 . . . 0〉) . (4.13)

This is followed by the application of a π-pulse Û01
2 (π) on the second atom

|Ψ2〉 = Û01
2 (π) |Ψ1〉 =

1√
2

(|0 1 0 . . . 0〉+ |1 0 0 . . . 0〉) . (4.14)

Note that, due to the blockade mechanism, the second term on the right hand

side of (4.13) is not affected by the second pulse. We then return to the first atom

and apply a π-pulse on the |1̃〉−|1〉 transition in order to transfer any population

in its Rydberg level to the hyperfine state |1̃〉 so that

|Ψ3〉 = Û11̃
1 (π) |Ψ2〉 =

1√
2

(|0 1 0 . . . 0〉 − |1̃ 0 0 . . . 0〉) . (4.15)

This is followed by the application of Û01
3 (π) on the third atom and Û11̃

2 (π) on

the second atom and so forth until the end of the chain is reached after 2N − 1

gates (unitaries) have been applied. The procedure is summarized in Table 4.1

and illustrated in Fig. 4.1(d). We note that a similar proposal for the preparation

of a ferromagnetic GHZ state was put forward recently in [126].

With the GHZ state preparation protocol just described, the Rydberg state |1〉
appears neither in the initial nor final state, Eq. (4.12). It is simply exploited to

implement the constrained spin flipping which allows the reconstruction the GHZ

pattern in the two components of the state. A simplified two-level version of this

protocol, where only levels |0〉 and |1〉 are used, is obtained simply by neglecting

the transfer from the Rydberg to the hyperfine state, i.e. omitting step (iv) in

Table 4.1.
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GHZ dimer-MPS Transport

|Ψin〉 |0 0 0 . . . 0〉 |0 0 0 . . . 0〉 |ψ 0 0 . . . 0〉

(i) apply Û01
1 (π

2
) set counter to k = 1 set counter to k = 1

(ii) set counter to k = 1 apply pulse of area

Ak on atom k apply π-pulse

[see Eqs. (4.24)] on atom k + 1

(iii) apply Û01
k+1(π) k ⇒ k + 1 apply π-pulse

if k = N do nothing go back to (ii) on atom k

until k = N then stop

(iv) apply Û11̃
k (π) k ⇒ k + 1

go back to (ii)

until k = N then stop

(v) move to next atom apply
(

iN−1σ̂
(N)
y

)
for

N even,

k ⇒ k + 1 see end of Sec. 4.2.2

repeat (iii) - (v)

until k = N

# of 2N − 1 N 2N − 2

applied

pulses

Table 4.1: Protocol for the GHZ and MPS state preparation, and the

state teleportation. Pulse sequence for the preparation of a GHZ state (left

column), the dimer-MPS state (middle column) and the state transport (right

column) in a chain of N Rydberg atoms. In the case of the GHZ state, the

Rydberg atoms are described as an effective three-level system. However, the

GHZ protocol can also be adapted to a two-level description of the atoms by

neglecting step (iv). For the dimer-MPS as well as the state transport protocol,

each atom is approximated as a two-level system. |Ψin〉 is the initial state for the

particular protocol. Taken from Ref. [1].



46

4.2.2 Dimer-MPS preparation

It seems natural to explore the effective three-body interaction ĥ3body
k used in the

GHZ state preparation for the creation of various other quantum states. Specifi-

cally, we note that the perfect blockade and the associated Hamiltonian (4.10), in

principle, allow the creation of all possible configurations which are compatible

with the dimer-MPS protocol, given in Table 4.1. More precisely, in the blockade

regime, simultaneous excitations of adjacent atoms are strongly suppressed, con-

fining the dynamics to subspaces where the number of neighboring excitations is

constant. In particular, the subspace we work in displays all Rydberg excitations

separated by at least on site. We describe how to produce a specific example of

such a quantum state which is defined as

|z〉 =
1√
Zz

N∏
k=1

(1 + z P̂k−1 σ̂
+
k P̂k+1) |0 . . . 0〉 . (4.16)

Here, z is a real number parametrizing the state, P̂k = (1− n̂k) = |0k〉 〈0k| is the

projector on the atomic ground state introduced in Eq. (4.8) and Zz is an overall

normalization constant ensuring 〈z|z〉 = 1. The state (4.16) is a superposition

of all possible configurations without adjacent Rydberg excitations, where each

configuration is weighted by zn with n the total number of (isolated) excitations

in it. An illustration of |z〉 is provided in Fig. 4.2(a). Specifically, for z = 0,

|z〉 is the product state |0 0 0 . . . 0〉, without any entanglement. For z = 1, all

possible components are equally weighted, whereas for z � 1 the ones with

higher number of excitations dominate. Note that for odd N and z → ∞, the

corresponding dimer-MPS state is a single antiferromagnetic configuration where

all odd sites, including the first and the last, have an excited atom. Such an

alternating configuration constitutes an example of a so-called Rydberg crystal.

However, this state is completely separable and holds no entanglement at all. For

the scope of this work, it is therefore convenient to focus on the complementary

case. For even N , the major contribution will instead be given by the N/2 + 1

configurations with N/2 excitations.

It has been shown in [132] that the state (4.16) admits a matrix product repre-

sentation

|z〉 =
1

N

∑
i1,...,iN=0,1

[~l · X̂i1 X̂i2 . . . X̂iN · ~r ] |i1 i2 . . . iN〉 , (4.17)

with the two 2 × 2 matrices X̂0 = (1 − n̂) + z σ̂−, X̂1 = σ̂+, and the ladder

operators σ̂± = (σ̂x ± iσ̂y)/2. The vectors ~l = (z, 1) and ~r = (0, 1) are included

to impose the correct boundary conditions.
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Figure 4.2: Representation of the MPS preparation and state transport

protocol. (a): Representation of the dimer-MPS for a chain of N = 6 atoms.

This state is a superposition of all possible configurations without neighboring

Rydberg excitations. The parameter z is weighting the number of excitations in

the particular component of the superposition state. (b): Circuit for the transport

of a single qubit state |ψ〉 from the first to the Nth qubit in the chain. All qubits

except the first one, are prepared in the ground state. The CNOT gate as well

as the Toffoli gate correspond to a π-pulse with Rabi frequency Ω applied to the

particular atom. In the post processing, the ĜN -gate is applied to the state on

the Nth qubit, in order to obtain the correct state |ψ〉. Taken from Ref. [1].

Furthermore, the same construction leading to (4.16) can be generalized to the

case of a blockade extending over R sites, i.e. an excitation prevents its first R

neighbors from being excited [133]. The analog of the state (4.16) then reads

|z〉 =
1√
Zz

N∏
k=1

(1 + z P̂k,left σ̂
+
k P̂k,right) |0 . . . 0〉 , (4.18)

where P̂k,left =
∏R

j=1 P̂k−j, P̂k,right =
∏R

j=1 P̂k+j and Zz is the corresponding

normalization constant. This state again admits a MPS representation (4.17)

in which X̂0 and X̂1 are (R + 1) × (R + 1) matrices and ~l and ~r are (R + 1)-

vectors [133]. As a final remark before describing the state preparation protocol,

we would like to mention that the states (4.16) and (4.18) are directly related to

the ground states of the Hamiltonian (4.1).

In the following, we show that a state of the form (4.16), for R = 1, can be

generated via an appropriate sequence of pulses. Appendix B.2.1 introduces a

more general procedure which applies to generic R. As a first step, we consider

how a local pulse of area Ak = Ωktk acts on a ground state atom located in site

k. If the k-th atom is blockaded, i.e., if there is an excitation to its left and/or

right, then

Û01
k (Ak) |0k〉 = |0k〉 , (4.19)
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whereas if it is not

Û01
k |0k〉 (Ak) = cosAk |0k〉+ sinAk |1k〉 . (4.20)

The excited component in k will then blockade the following site, so that

Û01
k+1(Ak+1) Û01

k (Ak) |0k0k+1〉 = cosAk cosAk+1 |0k 0k+1〉+ cosAk sinAk+1 |0k 1k+1〉
+ sinAk |1k 0k+1〉 . (4.21)

Applying an ordered sequence of local pulses from the first to the last atom

Û =
∏1

k=N Û01
k on the global atomic ground state |01 . . . 0N〉 will generally yield

components on all elements of the basis in which no neighboring pairs of excita-

tions appear. From Eq. (4.20) it is not difficult to see that the component over

the initial state will be C0 ≡
∏1

k=N cosAk. An excitation in, site j will instead

obtain a sinAj and will lose, with respect to the coefficient C0, a factor cosAj+1.

Using this simple rule, we can work out that the ratio between the component of a

generic basis element C(~n) with n (non-neighboring) excitations in ~n = {j1, . . . jn}
and C0 will be given by

C(~n)

C0

=
n∏
µ=1

(
sinAjµ

cosAjµ cosAjµ+1

)
. (4.22)

In order to correctly reproduce state |z〉, this ratio must be set to be equal to

zn. The only way for this to hold for every possible number n of excitations is to

have
sinAj

cosAj cosAj+1

= z ∀ j. (4.23)

This defines a recursion relation for Aj in terms of Aj+1. The natural boundary

condition to provide a seed to the recursion is

cos(AN+j) = 1 ∀ j > 0, (4.24)

which corresponds to requiring that, should the excitation protocol stop before

reaching the actual end of the chain, all atoms which have not been addressed

should still be in their ground state. Equations (4.23) and (4.24) can be analyti-

cally solved to yield

cosAk =

√√√√2

(
1 +
√

1 + 4z2
)N+2−k −

(
1−
√

1 + 4z2
)N+2−k(

1 +
√

1 + 4z2
)N+3−k −

(
1−
√

1 + 4z2
)N+3−k . (4.25)

Together with the relation sign(sin Ak) = sign(z), the above expressions provide

a unique way to extract the pulse areas Ak. Using the values so obtained in the

protocol described in Table 4.1 will yield state |z〉.
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4.2.3 Quantum state transport

In this section we discuss a protocol for the coherent transport of a single qubit

state between the two ends of the chain (last column of Table 4.1). We consider

a state |ψ1〉 = α |0〉 + β |1〉 to be initialized at the first qubit so that the total

initial state reads

|Ψin〉 = (α |0〉+ β |1〉)1 ⊗ |02 03 . . . 0N〉 . (4.26)

The circuit representation of the state transport protocol is shown in Fig. 4.2(b).

The protocol relies on a sequence of three-body Toffoli gates (cf. Eq. (4.10) and

Appendix B.1), which, when applied at the two ends of the chain, become effec-

tively CNOT gates due to the absence of one of the sites. In our implementation,

the Toffoli and the CNOT gate flip the target qubit if the controlled qubits are

in the ground state |0〉.
The first step is the application of a π pulse on the second qubit

|Ψ1〉 = Û01
2 (π) |Ψin〉 = α |0 1 0 . . . 0〉+ β |1 0 0 . . . 0〉 . (4.27)

As a second step, a π-pulse is applied on the first atom

|Ψ2〉 = Û01
1 (π) |Ψ1〉 = α |0 1 0 . . . 0〉+ β |0 0 0 . . . 0〉 , (4.28)

which is then followed by the application of a π pulse on the third qubit

|Ψ3〉 = Û01
3 (π) |Ψ2〉 = α |0 1 0 . . . 0〉+ β |0 0 1 . . . 0〉 , (4.29)

and so on, cf. the steps (ii)-(iv) in Table 4.1, which are repeated until the end

of the chain is reached. At this stage, the initial state |ψ1〉 has been successfully

transferred so that the state of the N -th qubit reads

|ψN〉 =

iN+1σ̂y |ψ1〉 N even

|ψ1〉 N odd.
(4.30)

The presented state transport protocol requires (2N−2) laser pulses and is deter-

ministic since the only required information is the length of the spin chain, with

no need for a classical communication between the two ends of the chain [143].

4.3 Imperfections

The above presented protocols for quantum state transport, GHZ and dimer-

MPS preparation rely on two important assumptions, namely that the blockade
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mechanism between two adjacent atoms excited to a Rydberg state is perfect

and that the atoms are equally spaced in the chain. Here we analyze in detail

the limitations of the protocols when these assumptions are relaxed. Namely

when the blockade becomes non-perfect due to the finite interaction strength be-

tween nearest-neighbors, and when accounting for interactions beyond nearest-

neighbors. Furthermore, disorder in atomic positions coming from the finite tem-

perature of the atoms and non-vanishing width of the optical traps can cause a

non-perfect Rydberg blockade. We comment on other sources of imperfections,

such as the influence of relaxation processes, at the end of this section.

4.3.1 Non-perfect Rydberg blockade

The non-perfect blockade is accounted for by considering the full Hamiltonian

(4.2) featuring van der Waals interaction between all of the atoms excited to a

Rydberg state. In this case, when a pulse of area Ak = Ωk tk is applied to the

k−th atom, the idealized unitary gate (4.11) becomes

Ŵ01
k (Ak = Ωk tk) = exp

[
−i tk

(
ĥk (Ωk,∆k = 0) + Ĥint

)]
. (4.31)

We find that, the full Hamiltonian (4.2) amounts simply to replacing the unitary

gates Û→ Ŵ in Table 4.1, which are operators acting on the full Hilbert space of

dimension 2N . The non-perfect blockade results in configurations with adjacent

Rydberg excitations. This limits the fidelity of the produced states defined as

F ≡ 〈Ψtarget| ρfinal |Ψtarget〉 , (4.32)

where ρfinal is the state at the output of the particular protocol described in Table

4.1, and |Ψtarget〉 is the desired target state. We note that ρfinal = |Ψfinal〉 〈Ψfinal|
is pure by construction for the GHZ and dimer-MPS protocol as it is defined on

all atoms of the chain; on the other hand, it is generally mixed for the transport

protocol as we trace over all but the last qubit. We will then consider the Rabi

frequency Ω to be identical for all atoms. We also neglect the effect of the decay

of the Rydberg states, which we justify in Section 4.3.3.

GHZ state preparation

We start our analysis by examining the influence of the non-perfect Rydberg

blockade on the GHZ state preparation described in the first column of Table

4.1 with the replacement Û01 → Ŵ01, and where |Ψtarget〉 = |GHZN〉 (we recall

that here N is even). The effect of the finite interaction strength can be seen in
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Fig. 4.3, where we plot the fidelity (4.32) as a function of the ratio of the nearest-

neighbor interaction strength and the Rabi frequency V0/Ω. Fig. 4.3a shows a

situation when using the two-level scheme. Fig. 4.3(b) then the fidelity in the

three-level scheme, where the atoms are transferred from the Rydberg state |1〉
to the hyperfine state |1̃〉.
It is apparent from Fig. 4.3 that in the limit V0/Ω→ 0, i.e. in the absence of the

blockade, the fidelity goes to zero in all cases (except N = 2 in the three-level

scenario, where it is straightforward to show that F → 1/4). In the opposite limit

of the infinite blockade V0/Ω → ∞, the vanishing of the fidelity in the two-level

scenario can be easily understood as the blockade length extends over the whole

chain, thus allowing for at most a single Rydberg excitation to be present. In

contrast, in the three-level scenario there is never more than one atom in the

Rydberg level at any given time, which results in unit fidelity in that limit.

For intermediate values of V0/Ω, one can observe oscillations of the fidelity F . The

origin of those oscillations can be understood using the example of two atoms (cf.

the magenta line in Fig. 4.3). Here the final state is obtained after application

of one pulse at each atom and reads

|Ψfinal〉 = Ŵ01
2 (π) Ŵ01

1

(π
2

)
|00〉 =

1√
2

(|0 1〉+ γ |1 0〉+ δ |1 1〉) , (4.33)

where

γ = e−i
πV0
8Ω

(
cos
(
π
τ

8Ω

)
+

iV0 sin
(
πτ
8Ω

)
τ

)
, (4.34a)

|δ| =
√

1− |γ|2 , (4.34b)

τ =
√
V 2

0 + 16Ω2 . (4.34c)

The term δ |1 1〉 in (4.33) occurs due to the finiteness of the interaction strength

V0, and reduces the fidelity of the produced state (4.32), which reads

FN=2 =
1

4
|1 + γ|2 . (4.35)

If the argument of the trigonometric functions (4.34)(a) is chosen in such a way

that the second term (∝ sin) vanishes then one obtains the maximal fidelity. Al-

though the fidelity depends on atom number, the position of the oscillation max-

ima are robust. Thus the expressions (4.34) provide accurate estimates (which

become exact for N = 2) for the values of V0/Ω that maximize the fidelity.

Dimer-MPS preparation

In analogy to the GHZ case, we investigate the effect of the non-perfect Rydberg

blockade on the fidelity of the dimer-MPS state by applying the protocol described
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Figure 4.3: Fidelity of the GHZ state preparation protocol for a two-

level, and three-level atom. Fidelity of the GHZ state preparation protocol

for a two-level description of the atoms (a), as well as the three-level scheme (b)

as a function of V0/Ω. In the three-level implementation of the protocol, atoms

are excited to the Rydberg state to effectuate the blockade mechanism and are

subsequently transferred to a stable hyperfine state, see text for details. The

fidelity is given for chains of length N = 2, 4, 6, 8, respectively. Taken from

Ref. [1].

in the second column of Table 4.1, where |Ψfinal〉 = |z〉, using Eq. (4.17) and

replacing Û01 → Ŵ01. Fig. 4.4 shows the influence of the non-perfect Rydberg

blockade on the dimer-MPS state preparation protocol on the example of z =

0.1, 0.5, 1, 10, for N = 2 to N = 7 atoms in a chain, respectively. For z = 0.1

(Fig. 4.4(a)) the fidelity is approximately one over the whole parameter range.

This is a consequence of the dominant term in the state (4.17), for z � 1, being

the vacuum state where all atoms are in the ground state |0〉 and therefore not

affected by the blockade mechanism.

When increasing z, terms containing more and more atoms in the Rydberg state

|1〉 are becoming relevant. In the limiting situation z � 1, the dimer-MPS is

dominated by terms containing N/2 excitations for even and (N+1)/2 excitations

for odd chains. Similarly to the GHZ case, the drop of fidelity for small (large)

V0/Ω is due to non-perfect blockade where the blockade extends beyond nearest-

neighbor.

We indicate by vertical lines in Fig. 4.4(b-d) the values of Ω = VNN = V0 and

Ω = VNNN corresponding to the interaction energies of nearest neighbor and

next-to-nearest neighbor excitations, respectively. We expect to find the optimal

fidelity within the region of these two boundaries. In fact, for Ω � VNN the

blockade is relaxed and pairs of neighboring excitations are frequently produced.
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Conversely, for Ω � VNNN, the next-to-nearest neighbor interaction (partially)

blockades atoms two lattice sites away from an excitation, again negating the

state preparation procedures described above.

Quantum state transport

Using the notation from Sec. 4.2.2, the target state is the state of the first atom,

|Ψtarget〉 = |ψ1〉, while the final, single-qubit state, ρfinal = Tr6=N (|ψt〉 〈ψt|), is

obtained by tracing out all but the N -th atom. The state |ψt〉 is obtained when

applying the transport protocol with Û01 → Ŵ 01 on the target state. Fig. 4.5a

shows the fidelity of the transport process for an initial state

|ψ1〉 =
1√
2

(|0〉+ |1〉)

at the first atom, for N = 4, 5, 6. The decrease in the fidelity and the oscillations

in the small and large V0/Ω limit have the same origin as in the case of dimer-MPS

and GHZ state preparation. A vanishing blockade for V0/Ω→ 0 and an imperfect

blockade due to the finiteness of V0, respectively. Next, in order to demonstrate

the influence of the initial state on the resulting fidelity, we plot the fidelity

as a function of V0/Ω in Fig. 4.5(b) for |ψ1〉 = α |0〉 + β |1〉, β =
√

1− |α|2,

for α = −0.7, 0, 0.7. It can be seen that in the parameter regime of interest

(V0/Ω & 5), the maxima of the fidelity coincide for the considered α. As in

the GHZ case, the nature of the observed oscillations can be exemplified on the

elementary example of two atoms for which we get

Ŵ01
1 (π)Ŵ01

2 (π) |Ψ1〉 = α ( γ |0 1〉+ γ′ |1 1〉) + β (δ |0 0〉+ δ′ |1 1〉+ δ′′ |0 1〉) ,

where γ, δ are given by (4.34) and

|γ′| =
√

1− |γ|2 , (4.36a)

δ′ =
2e−

iπV0
4Ω Ω

(
−iV0 + iV0 cos

(
πτ
4Ω

)
+ τ sin

(
πτ
4Ω

))
τ 2

, (4.36b)

δ′′ =
√

1− |δ|2 − |δ′|2 . (4.36c)

In the case of a perfect Rydberg blockade, only the terms αγ |0 1〉 and βδ |0 0〉
would occur after the application of the two laser pulses.

4.3.2 Non-perfect blockade and position disorder

As described in Section 2.4, a source of disorder in a realistic experiment originates

from the uncertainty of the position of the atoms in the trap rk = r
(0)
k + δrk due
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Figure 4.5: Fidelity of the transport process for different initial states.

(a): Fidelity of a coherent transport process for N = 4, 5, 6 as a function of V0/Ω.

The transferred state is |ψ1〉 = 1/
√

2(|0〉 + |1〉). (b): Comparison of the fidelity

of the transport process for different initial states |ψ1〉 for N = 4. The parameter

α (β =
√

1− α2) of the state |ψ1〉 = α |0〉+ β |1〉 is varied (Taken from Ref. [1]).

to the finite temperature T of the system. This results in a three-dimensional

Gaussian distribution of the δrk given in equation (A.14), with widths σi, i ∈
{1, 2, 3} in the three spatial directions. Taking, for our comparison, parameters

from recent experiments [6], we set the trap separation to R0 = 4.1 µm. We

consider two scenarios for the disorder, one with isotropic disorder (σi = 120 nm,

i = 1, 2, 3) and one with anisotropic disorder (σ1 = 1 µm and σ2,3 = 120 nm).

The results presented below are obtained by averaging over 1000 realizations of

the disorder unless stated otherwise.

In Figs. 4.6-4.8 we show the fidelity for the GHZ, dimer-MPS, and state transport

protocols, respectively (we take the initial state |ψ1〉 = 1/
√

2(|0〉 + |1〉) in the

transport protocol). In all plots we compare the non-perfect blockade and three

different choices of disorder: absent (red), isotropic (dotted blue) and anisotropic

(dashed green).

The common feature to all plots is that, for the parameters considered, in the

large V0/Ω limit, the blockade mechanism dominates and is only weakly affected

by the disorder: here, all three cases show only small differences and sit well on

top of each other. Conversely, in the limit of V0/Ω ∼ O(1), the disorder has much

stronger impact and in general decreases the fidelity significantly. This limit is of

interest for fast application of the protocols such that it still yields high-fidelity

outputs (the larger the Ω, the shorter the time needed to apply a pulse of a given

area).

In that regime, the decrease of fidelity is more pronounced with increasing disorder
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(situation in all Figs. (4.6)-(4.8)), and also with increasing atom number (compare

Fig. 4.6(a) and Fig. 4.6(b), Fig. 4.7(a,c) and Fig. 4.7(b,d) and all the panels in

Fig. 4.8). The decrease of fidelity with the atom number stems from the fact

that all of our procedures address the atoms sequentially. Therefore each pulse,

under imperfect conditions, will make the state diverge more from the target

state. In the case of the dimer-MPS protocol, we note that the fidelity decreases

also with increasing z, which can be easily understood as higher z correspond to

larger number of excitations in the state, which in turn is more sensitive to the

disorder.

The main message to be extracted from these results is that all of the considered

protocols are becoming more sensitive to the positional disorder when approach-

ing the fast operation regime V0/Ω ∼ O(1) from the large V0/Ω side.

In order to further quantify the sensitivity to the disorder and the corresponding

decrease in fidelity, we study the fidelity as a function of the length of the chain

for all three protocols. Here we consider a system with non-perfect Rydberg

blockade without disorder (red crosses), with isotropic disorder (blue squares),

and anisotropic disorder (green diamonds). As we are interested in the fast ap-

plication of the protocols, for the GHZ state preparation we have fixed the ratio

V0/Ω = 7.2, 15.5 in Figs. 4.9(a,b), and for the state transport protocol to V0/Ω =

6.9, 15.5 in Figs. 4.11(a,b). These values correspond to the leftmost and second

leftmost peaks in the fidelity (Figs. 4.3 and 4.5. The optimal values of V0/Ω used

can be extracted numerically or using (4.34) and (4.36), respectively. The solid

lines correspond to an exponential function f(N) = a exp(−b(N − 2)) fitted to

the respective data points. Since we consider chains of length N ≥ 2 we set the

exponent of the function f(N) to −b(N−2) rather than −bN . With such a choice

of the fitting function, the parameter a in Table 4.2 states the maximal fidelity of

the protocol achievable in the simplest possible system N = 2 for different types

of disorder. Table 4.2 shows that the protocols do not reach a fidelity of one when

disorder is considered. Figs. 4.9 and 4.11 further quantify the above discussed

observation, that the resulting performance is a trade off between how fast the

protocol can be applied and the resulting fidelity. Interestingly, in the absence

of disorder and for V0/Ω corresponding to the optimal fidelity regions, the final

fidelity of the protocols is essentially insensitive to the exact atom number, i.e.

it is not affected by the tails of the interaction potential, see also Figs. 4.3, 4.5.

For the dimer-MPS protocol, we consider z = 10, in order to emphasize the

effect of the long-range (algebraically-decaying) nature of the interactions on the

resulting fidelity. The choice of V0/Ω, corresponding to the two leftmost peaks of
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Figure 4.6: Fidelity of the GHZ protocol including the effect of non-
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Figure 4.8: Fidelity of the state transport protocol including a non-
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for N = 4 (a), N = 5 (b), N = 6 (c), and N = 7 (d). The solid red, dotted

blue and dashed green lines correspond to no, isotropic and anisotropic disorder,

respectively. (Taken from Ref. [1].)
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the fidelity, for the GHZ preparation and state transport protocols is motivated by

the fact that in the absence of disorder these values provide a satisfactory trade-

off between the achievable fidelity, and the speed of operation independently of

the atom number. On the other hand, for the dimer-MPS protocol it is clear

from Fig. 4.4 (z = 10) that V0/Ω corresponding to the leftmost peak of N = 2

yields a rather rapid drop in the fidelity for higher N even in the absence of

the disorder. For this reason we consider only the values of V0/Ω corresponding

to the second leftmost peak of the fidelity in Fig. 4.4. Here we note that the

corresponding value of V0/Ω slightly varies for odd and even N unlike for the

GHZ state preparation and transport protocols. Specifically, we find that the

peaks appear around V0/Ω ≈ 15.6 and V0/Ω ≈ 17.1 for odd and even N which

we use in Fig. 4.10.

4.3.3 Limitations due to spontaneous decay

In Sec. 4.3 we have considered two sources of imperfections introducing errors in

the state preparation and state transport protocols, namely the effect of the finite-

ness of the interaction potential resulting in non-perfect blockade, and the effect

of positional disorder of the atoms. We have neglected other noise sources such

as spontaneous decay of the atoms from the Rydberg state or loss and dephasing

mechanisms due to the interaction of the lattice atoms with the background gas.

The reason for this is that we are interested in the short-time dynamics, where

these effects become essentially negligible. To give a specific example of a con-

straint such considerations impose on the evolution of the system, we consider

here the example of spontaneous decay.

Motivated by [6], we set the total duration of the experiment to τexp = 2 µs, in

order to avoid effects due to the spontaneous photon emission, atom loss, and

mechanical effects induced by the forces between atoms. As we are considering

non-adiabatic state-preparation protocols, we want to find a parameter regime

where the protocol can be performed as fast as possible with a high fidelity. Thus,

we choose (V0/Ω)∗ = 6.9, corresponding to the position of the leftmost maximum

fidelity peak in each protocol (Figs. 4.3-4.5). Finally, we fix V0 = 2π×8.4 MHz [6].

We can now estimate, with the help of the Table 4.1 and the relations (4.24), the

maximal number of atoms Nmax so that the total duration of each protocol is

smaller than τexp. The result can be summarized as

Nmax = (GHZ→ 9; MPS(z = 1)→ 13, MPS(z = 10)→ 7; transport→ 6) .

(4.37)
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GHZ state
V0

Ω
= 6.9

a b

no disorder 0.961015± 6 · 10−6 (1739± 1)·10−6

isotropic 0.93± 0.02 0.035 ± 0.004

anisotropic 0.80 ± 0.01 0.110 ± 0.004

V0

Ω
= 15.5

a b

no disorder 0.990331 ± 7 · 10−6 (1911 ± 1)·10−6

isotropic 0.970 ± 0.003 0.0234 ± 0.0006

anisotropic 0.94 ± 0.01 0.039 ± 0.003

dimer-MPS state(
V0

Ω

)
N odd

= 15.6 and
(
V0

Ω

)
N even

= 17.1

a b

no disorder 1.00− 0.02 0.0139 ± 0.004

isotropic 0.983± 0.004 0.0170 ± 0.0009

anisotropic 0.947 ± 0.009 0.037 ± 0.002

State transport
V0

Ω
= 6.9

no disorder 0.999988 ± 4 · 10−6 (7.6 ± 0.8)·10−7

isotropic 0.94 ± 0.05 0.051 ± 0.003

anisotropic 0.73 ± 0.04 0.09 ± 0.01
V0

Ω
= 15.5

no disorder 0.999989 ± 4 · 10−6 (6.8 ± 0.8)·10−7

isotropic 0.97 ± 0.01 0.036 ± 0.002

anisotropic 0.93 ± 0.02 0.055 ± 0.003

Table 4.2: Fit of the system size dependence for the GHZ, dimer-MPS

state preparation and state transport protocols. The coefficients of the

function f(N) = a exp(−b (N−2)) fitted to the data points in Figs. 4.9, 4.10 and

4.11 for the GHZ, dimer-MPS state preparation and state transport protocols,

respectively. The abbreviations correspond to “no dis” = no disorder, “iso” =

isotropic disorder, “aniso” = anisotropic disorder parameterized according to the

values reported in the main text. (Taken from Ref. [1].)
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Figure 4.11: Fidelity of the state transport protocol as a function of

the number of atoms. Fidelity of the state transport protocol as a function of

the number of atoms in the chain N for V0/Ω = 6.9 (a) and V0/Ω = 15.5 (b) in a

logarithmic scale. The red crosses, blue squares and green diamonds correspond

to no, isotropic and anisotropic disorder, respectively. The solid lines represent an

exponential function fitted to the data points, see text for details. Data obtained

by averaging over 1000 realizations of the disorder. (Taken from Ref. [1].)

One can see, that in the specific example with τexp = 2 µs, the protocols are

limited to rather small numbers of atoms of the order of 10. In the case of the

two-level scheme, the coherence time of the system is dominated by the lifetime τl

of a single Rydberg atom divided by the number of atoms τl/N . At the same time,

Rydberg atoms provide multiple possibilities with relaxation timescales ranging

over several orders of magnitude, typically from µs to ms regime [10,21] depending

on the Rydberg state. It would thus be interesting to identify the transitions with

sufficiently large interaction strength V0 and long relaxation times. That allows

significantly higher Nmax, which can in principle be achieved by analyzing higher

principal quantum number n states (we recall that the interaction strength and re-

laxation timescales obey approximately the scaling relations V0 ∝ n11, τ ∝ n3 [22],

while n = 56 was used in [6] in the repulsive interaction regime). However, when

the three level scheme is used, where the excited Rydberg states are transferred

to an atomic hyperfine ground state |1̃〉, the coherence time can last up to several

tens of seconds as outlined in reference [144].

4.4 Outlook and Conclusion

We have described three different protocols for quantum information processing

based on non-adiabatic manipulation of atoms. The protocols exploit the Ryd-
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berg blockade mechanism and require single-site addressability, which is now an

available experimental tool. Specifically, we have shown how to generate antifer-

romagnetic GHZ states, a class of matrix product states - the dimer-MPS - which

include the Rydberg crystals, and quantum state transport in chains of Rydberg

atoms. We have evaluated the effect of the full interaction potential on the qual-

ity of the protocols identifying a parameter regime yielding optimal performance

in terms of fast operation resulting in output states with high fidelity. We then

evaluated the experimentally relevant effect of positional disorder stemming from

the finite temperature of the atoms and the width of the optical traps. Finally,

we have discussed the constraints imposed on the presented protocols by other

sources of imperfections, namely the spontaneous decay of the Rydberg states.

After studying the effects of disorder on quantum information protocols due to

imperfections, we now turn our attention to the influence of disorder on the trans-

port properties of Rydberg quantum simulator systems. The special properties of

interacting Rydberg atoms result in localization effects that are unusual compared

to the standard Anderson localization explained in Chapter 3.



Chapter 5

Synthetic lattices, flat bands and

localization in Rydberg quantum

simulators

This chapter is based on Ref. [2] and its supplementary material.

5.1 Introduction

As discussed in Chapter 3, transport in quantum systems can be heavily affected

by the presence of quenched disorder via Anderson localization [54]. In one and

two dimensions, the effect of Anderson localization is so significant that for arbi-

trarily small disorder, all energy eigenstates are localized and transport is effec-

tively impossible [145, 146]. Apart from the case of quenched disorder, localized

states can also arise in tight-binding models from particular lattice geometries.

In these cases, destructive interference comes not from the random nature of

the phases acquired along different trajectories, but from a specific careful ar-

rangement of the lattice, leading to the emergence of flat bands. Models with

flat bands allow the construction of localized eigenstates, and have been exper-

imentally realized with cold atoms [147], photonic lattices [148], and synthetic

solid-state structures [149, 150]. When disorder is introduced in such systems,

these pre-existing localized states couple to the dispersive, delocalized ones and

start acting like scatterers. The ensuing richer phenomenology includes localiza-

tion enhancement [8], Anderson transitions in lower-dimensional systems [151],

and disorder-induced delocalization [152].

In this chapter we demonstrate that Rydberg lattice quantum simulators [28,35,

153] permit the exploration of these anomalous disorder phenomena. We show

64
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that under facilitation conditions the Hilbert space acquires a regular (synthetic)

lattice structure supporting flat bands. In this picture, the uncertainty of atomic

positions translates into a disordered potential acting on its sites. Similar sce-

narios were previously theoretically analyzed in Ref. [8, 151]. Here we show that

they emerge naturally in Rydberg quantum simulators employing optical tweezer

arrays [35, 153, 154]. We illustrate our findings for the case of a so-called “Lieb

ladder”. We analyze the scaling of the localization lengths and discuss the spread-

ing dynamics of a local flat-band eigenstate under the action of different disorder

strengths.

5.2 Facilitation, Hilbert space structure and flat

bands

We consider a lattice of N optical tweezers, each loaded with a single Rydberg

atom, and with nearest-neighbor distance R0. We shine a laser with Rabi fre-

quency Ω and detuning ∆, with respect to an atomic transition between the

electronic ground state |↓〉 and a Rydberg level |↑〉, onto the system. Atoms in

the Rydberg state |↑〉 interact, at distance d, via an algebraically-decaying po-

tential V (d) = Cα/d
α, with α = 3 for dipole-dipole interactions (the facilitation

mechanism does not depend on the sign of the potential, so without loss of gener-

ality without loss of generality we choose Cα > 0). As already mentioned, within

the rotating wave approximation the Hamiltonian of this system reads

Ĥ = Ω
N∑
k=1

σ̂(k)
x + ∆

N∑
k=1

n̂k +
1

2

N∑
k=1
m 6=k

V (dkm) n̂m n̂k, (5.1)

where k and m are lattice indices, dkm denotes the distance between atoms in sites

k and m, σ̂
(k)
x = |↑k〉 〈↓k|+ |↓k〉 〈↑k| and n̂k = |↑k〉 〈↑k|. The facilitation condition

is obtained by setting ∆ = −V (R0), so that an isolated excited atom makes

its neighbors’ transitions resonant with the laser. In the following, we consider

|∆| � Ω, so that non-facilitated atoms are sufficiently off-resonant to neglect

their excitation. Furthermore, we require V (2R0)� Ω which implies that a pair

of neighboring excitations is unable to facilitate any nearby site. Neglecting these

strongly suppressed transitions effectively splits the Hilbert space into subspaces,

each comprises a set of quasi-resonant states, separated by energy scales � Ω,

as shown in Fig. 5.3(a) [6, 155]. This splitting of the Hilbert space into energy

sectors will be derived later in this chapter (see 5.2.1). Intuitively, this means

that an isolated excitation can at most produce one more in the neighborhood,
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E
Figure 5.1: Splitting of the Hilbert space. Under the facilitation condition

the Hilbert space splits into subspaces separated by energies much larger than

the Rabi frequency (adapted from Ref. [6]).

after which either the former facilitates the de-excitation of the latter, or vice

versa:

|. . . ↓↑↓↓ . . .〉 Ĥ←→ |. . . ↓↑↑↓ . . .〉 Ĥ←→ |. . . ↓↓↑↓ . . .〉 . (5.2)

Here we work in the simplest non-trivial subspace, which contains all configura-

tions with either a single excitation or a single pair of neighboring ones (red layer

in Fig. 5.1). These states can be obtained by repeatedly applying the Hamil-

tonian to, e.g., a state with a single excitation at one end of the chain via the

mechanism highlighted above. In the following, we will be interested in recon-

structing the connectivity structure of these states in the Hilbert space; we shall

therefore imagine that each classical (i.e., eigenstate of all σ̂
(k)
z s) spin configura-

tion is represented by a lattice site, while we identify as nearest neighbors those

states which are connected by the Hamiltonian. To avoid confusion, we shall refer

to this emerging lattice structure as the synthetic lattice, while we call the lattice

formed by the actual traps the real lattice. The construction of the synthetic

lattice is illustrated in Fig. 5.2 and can be performed pictorially in a few steps:

(i) we recognize that there is a one-to-one correspondence between states with a

single excitation and the position of that excitation in the real lattice. Hence,

we dispose these state of the synthetic lattice in the same structure adopted by

the real lattice (i.e., in a square ordering if the traps form a square lattice). (ii)

for later convenience we draw links between each pair of neighbors in this partial

structure. (iii) we see from (5.2) that the Hamiltonian does not directly connect

any states with a single excitation, implying that in this partial structure (we

are still missing the two-neighboring-excitation states, or pair, states) no nearest

neighbors (according to our definition above) can be found. (iv) From (5.2), we

see that single-excitation states are indirectly connected by pair states. Further-

more, each pair state connects exclusively to the two single excitation states in

either of the positions of the pair. Finally, these two states have excitations in

contiguous positions and are therefore, by (ii), connected by one of the links we
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drew. Hence, we add an extra synthetic lattice site, on the midpoint of each link

which represents a pair state and completes the synthetic lattice. For a square

lattice, the new structure (see Fig. 5.2) is the Lieb lattice and is known to feature

one flat and two dispersive bands which meet with linear dispersion at the edges

of the first Brillouin zone. With an eye to this Dirac-cone-like band structure,

this lattice has been theoretically studied before in [156], although in a frame-

work where the Lieb lattice is directly realized by the traps. The construction we

summarized above is general and can be extended to any kind of regular lattice.

Most choices will support flat bands as well; we show in Appendix C.1 that, call-

ing n1 (n2) the number of one-excitation (pair) states in a unit cell, the number

of flat bands is bounded by nflat ≥ |n1 − n2|. For the square, triangular and

honeycomb lattices in Fig. 5.2, (n1, n2, nflat) = (1, 2, 1), (1, 3, 2) and (2, 3, 1) re-

spectively. These flat bands constitute extensively-degenerate eigenspaces of the

Hamiltonian; as such, it is often possible to recombine the usual (plane-wave-like)

Bloch solutions to form a set of localized eigenstates.

5.2.1 Hilbert space reduction and restricted Hamiltonian

In this section we describe the reduction of the Hilbert space which results from

the splitting of the Hilbert space into disconnected subspace. From this we obtain

the restricted Hamiltonian acting on the subspace which consists of either a single

excitation or a single pair of neighboring excitations. In order to exploit the

large energy separations between the subspaces present in the system, we switch

from the Schrödinger picture Eq.(5.1) to the interaction picture as introduced in

Sec. 2.4. Therefore, we separate the Hamiltonian in the Schrödinger picture into

two parts

ĤI(t) = eiĤ0tĤ1e−iĤ0t = Ω
∑
k

eiĤ0tσ̂(k)
x e−iĤ0t , (5.3)

where

Ĥ0 = ∆
∑
k

n̂k +
1

2

∑
m 6=k

V (dkm) n̂m n̂k , and H1 = Ω
∑
k=1

σ̂(k)
x . (5.4)

Recalling that
[
σ̂

(k)
x , n̂m

]
= 0 for every k 6= m, one can perform a partial cancel-

lation of exponential terms in (5.3), keeping only those which are proportional to

n̂k, all other terms cancel out as they commute with σ̂
(k)
x ,

eiĤ0tσ̂(k)
x e−iĤ0t = e

itn̂k

(
∆+

∑
m 6=k

V (dkm)n̂m

)
σ̂(k)
x e

−itn̂k

(
∆+

∑
m 6=k

V (dkm)n̂m

)
. (5.5)
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Figure 5.2: Real space lattice, synthetic Lieb lattice and the respective

band structure. Left column: basic local site configuration within a square, tri-

angular, and honeycomb lattices. The gray dots depict the positions of the optical

tweezers, while the lines provide a guide to the eye. R0 and R1 represent near-

est and next-nearest neighbor distances, respectively. Middle column: respective

”synthetic lattices” in the Hilbert space under facilitation conditions. The blue

dots represent one-excitation states while the red ones are pair states. Right col-

umn: Cut through the Brillouin zone for each lattice geometries at ky = 0. Each

lattice features (at least) a flat band. The momentum scales for the three lattices

(from top to bottom) are η = (1, 4
3
, 4

3
). This figure is taken from Ref. [2].
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We expand the term in the exponentials that is proportional to the detuning

(analogous to the term proportional to V (dkm)) resulting in

eit∆n̂k =
∞∑
j=0

(it∆n̂k)
j

j!
= 1 + n̂k

∞∑
j=1

(it∆)j

j!
= 1 + n̂k

(
eit∆ − 1

)
, (5.6)

rewrite the commutator as σ̂
(k)
x n̂k = (1 − n̂k)σ̂

(k)
x , and simplify the k-th term in

Eq. (5.3)

eiĤ0tσ̂(k)
x e−iĤ0t = e

it(2n̂k−1)

(
∆+

∑
m 6=k

V (dkm)n̂m

)
σ̂(k)
x . (5.7)

With that, the Hamiltonian ĤI can then be written as

ĤI(t) = Ω
∑
k

e
it(2n̂k−1)

(
∆+

∑
m 6=k

V (dkm)n̂m

)
σ̂(k)
x . (5.8)

We apply a rotating-wave approximation to discard all terms which oscillate fast

in time. This implies that the oscillation frequency ζ should be much larger than

the Rabi frequency ζ � Ω for a term to be neglected. Note that the frequency ζ

is however operator-valued

ζ = (2n̂k − 1)

(
∆ +

∑
m6=k

V (dkm)n̂m

)
. (5.9)

Since the prefactor −1 ≤ 2 n̂k − 1 ≤ 1 is of order O(1), it is the second factor

which is decisive for the selection. We now introduce for every site k a projector

P̂k over all states where there is a single excitation among the neighbors of k and

no additional one within a radius 2R0. Its specific structure depends clearly on

the structure of the lattice, but if we define by Fk the set of nearest-neighboring

sites of k and by Sk the set of sites within a distance 2R0 from k which are neither

site k itself nor one of the sites in Fk, as illustrated in Fig. 5.3(b), (i.e., k /∈ Sk,

k

R0

Figure 5.3: Definition of the set of Fk and Sk We define the set Fk (violet)

which consists of all nearest-neighbor sites of site k (dark red). The set Sk (green)

are all sites within a distance of 2R0 from k, which are not site k itself, or site in

set Fk.



70

Fk ∩ Sk = ∅), then we can give an implicit definition according to

P̂k =
∑
q∈Fk

n̂q
∏

q′∈Fk,q′ 6=q

(1− n̂q′)
∏
q′′∈Sk

(1− n̂q′′). (5.10)

The operator P̂kσ̂
(k)
x flips the spin on site k depending on the presence of a single

excitation in Fk and no additional one in Sk. Checking that the expression above

satisfies
(

P̂k

)2

= P̂k is straightforward if one recalls that n̂2
q = n̂q, (1 − n̂q)

2 =

1 − n̂q ∀ q, and nq(1 − nq) = 0. The relevance of the projector P̂k is that it

precisely identifies the constraints under which a spin (or atom) is able to flip (or

be excited/de-excited). Slightly more formally,(
∆ +

∑
m6=k

V (dkm)n̂m

)
P̂k ≈ (∆− V (R0)) P̂k = 0, (5.11)

where we have neglected all contributions from excitations beyond a distance of

2R0. Furthermore, note that according to definition (5.10), P̂k acts trivially on

site k and thus commutes with all local operators which instead exclusively act on

that site; in particular,
[
σ̂

(k)
x , P̂k

]
= 0. To simplify the interaction Hamiltonian

(5.8), we define the operator Q̂k = 1 − P̂k, which is the projector onto the

orthogonal subspace (Q̂2
k = Q̂k, Q̂kP̂k = 0). With this, we obtain

σ̂(k)
x =

(
P̂k + Q̂k

)
σ̂(k)
x

(
P̂k + Q̂k

)
= P̂kσ̂

(k)
x P̂k + Q̂kσ̂

(k)
x P̂k︸ ︷︷ ︸

=0

+ Q̂kσ̂
(k)
x P̂k︸ ︷︷ ︸

=0

+Q̂kσ̂
(k)
x Q̂k

= P̂kσ̂
(k)
x + Q̂kσ̂

(k)
x .

(5.12)

Hence, we can separate the interaction Hamiltonian ĤI into two contributions

using Eq. (5.11)

ĤI(t) ≈ Ω
∑
k

P̂kσ̂
(k)
x + e

it(2n̂k−1)

(
∆+

∑
m 6=k

V (dkm)n̂m

)
Q̂kσ̂

(k)
x . (5.13)

The space of configurations onto which Q̂k has support can be further split into

three classes:

(A) States where site k has two or more excited nearest neighbors;

(B) States where site k has only one excited neighbor, but there is at least

another excitation within a radius 2R0;

(C) States where no neighbors of k are excited.
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In case (A) the interaction potential on site k is ≥ 2V (R0). Accounting for the

facilitation condition, ∆ = −V (R0), we find ζ & V (R0) � Ω. These terms

oscillate very fast and can be discarded under the RWA. Terms of type (B) are

facilitated by the single neighboring excitation, but the presence of an additional

one within a distance 2R0 implies that

∆ +
∑
m 6=k

V (dkm)n̂m ≥ V (2R0) , (5.14)

and therefore ζ & V (2R0) � Ω, which allows us to neglect all type-(B) contri-

butions as well. Terms belonging to class (C) are instead more delicate, since

an appropriate combination of the interactions with many excitations at differ-

ent distances could approximately cancel out the detuning ∆. For instance, for

dipole-dipole interactions (α = 3) the potential obeys V (αR0) = V (R0)α−3. Con-

sidering a honeycomb lattice with 5 excited next-nearest neighbors at distance

R1 =
√

3R0 and a single excited fourth-nearest neighbor at distance R4 = 3R0

one finds

∆ +
∑
m/∈Fk

V (dkm)→ −V (R0) + 5V (R1) + V (R4)

= V (R0)

(
−1 +

5

3
√

3
+

1

33

)
≈ −0.00071V (R0).

(5.15)

However, configurations such as this one always require a large local density

of excitations, and hence can only affect Hilbert subspaces at higher energies

than the ones considered in this chapter, separated at least by some factors of

V (R1) � Ω. As long as we consider the low-energy Hilbert subspaces, it is

justified to neglect terms of type (C) as well. Overall, in the subspaces we are

interested in, we can approximate the interaction Hamiltonian as

ĤI(t) ≈ Ω
∑
k

P̂kσ̂
(k)
x . (5.16)

Going back to the original Schrödinger representation is now straightforward and

yields

Ĥ ≈ Ω
∑
k

P̂kσ̂
(k)
x + ∆

∑
k

n̂k +
N∑
k=1
m 6=k

1

2
V (dkm) n̂m n̂k. (5.17)

Note that in the specific subspace (let us call it H1) considered here, the one

including all possible one-excitation states plus all possible pairs of neighboring

ones, the diagonal part Ĥ0 acts trivially as the null operator and can thus be

discarded, implying

ĤH1 = Ω
∑
k

P̂kσ̂
(k)
x . (5.18)
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We remark that the same derivation can be followed in the presence of weak

disorder by changing the definition of Ĥ1 (Eq. (5.3)) to

Ĥ1 = Ω
∑
k

σ̂(k)
x +

1

2

∑
k 6=q

δV (dkq)n̂kn̂q. (5.19)

Since the second term is diagonal and commutes with Ĥ0, the calculation of the

interaction picture is straightforward

ĤI(t) = Ω
∑
k

e
it(2n̂k−1)

(
∆+

∑
m 6=k

V (dkm)n̂m

)
σ̂(k)
x +

1

2

∑
k 6=q

δV (dkq)n̂kn̂q , (5.20)

and one can follow the same steps outlined above.

5.2.2 Hilbert space lattice structure

Having derived the restricted Hamiltonian (5.18) we can now identify the geomet-

ric structure of the Hilbert space in the basis of eigenstates of σ̂
(k)
z . To start with,

we introduce the following definitions for the basis itself: we call |Mk〉 states with

a single excitation present on site k, whereas we denote by |Nkq〉 states with a

pair of excitations on sites k and q. Fixing the number N of tweezers, the Hilbert

subspace we work in is therefore defined as

H1 = Span {|Mk〉 , |Nkq〉 | k = 1, . . . , N ; q ∈ Fk} , (5.21)

where we recall that Fk is the set of nearest neighbors of site k (see Fig. 5.3(b)).

Note that, since |Nkq〉 = |Nqk〉 denote the same state, the pair states are doubly

counted, however, this clearly still leads to the generation of the same vector

space. Alternatively, one can also define an equivalence relation |Nkq〉 ∼ |Nml〉 ⇔
(k = m∧q = l)∨ (k = l∧q = m) and take the quotient of the r.h.s. above. In the

following, it is understood that the states |Nkq〉 are always taken from this space,

i.e., we do not consider states with two isolated excitations at distance d > R0.

By construction, the image of Hamiltonian ĤH1 (Eq. (5.18)) onto the subspace

H1 is a subset of H1, ĤH1H1 ⊆ H1. As a reminder, P̂k σ̂
(k)
x flips the spin in site

k conditioned on the presence of a single excitation in Fk and no additional one

in Sk. This implies

P̂kσ̂
(k)
x |Ml〉 =


0 if l = k,

|Nkl〉 if l ∈ Fk,
0 otherwise.

(5.22)

Considering that l ∈ Fk ⇔ k ∈ Fl, one can see that

ĤH1 |Ml〉 = Ω
∑
k∈Fl

|Nkl〉 . (5.23)
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Similarly,

P̂kσ̂
(k)
x |Nql〉 =


|Ml〉 if q = k,

|Mq〉 if l = k,

0 otherwise,

(5.24)

since by construction the only facilitated spins are in sites q and l. Hence,

ĤH1 |Nql〉 = Ω (|Mq〉+ |Ml〉) . (5.25)

Collecting these considerations, we can find the Hamiltonian matrix elements:

〈Mq| ĤH1 |Mk〉 = 0 (5.26a)

〈Nml| ĤH1 |Nkq〉 = 0 (5.26b)

〈Nml| ĤH1 |Mk〉 =


Ω if l = k,

Ω if m = k,

0 otherwise.

(5.26c)

Now, there are as many states |Mk〉 as there are real-lattice sites, so it is natural

to make a connection: starting from the real-space geometry of the tweezer array,

which defines the original lattice structure, we place each state |Mk〉 on the cor-

responding site k. Crucially, each pair state |Nkq〉 is exclusively connected (via

the Hamiltonian) to the two one-excitation states |Mk〉 and |Mq〉, so it is placed

as a mid-point between sites k and q, changing the structure to a generalized

Lieb lattice. Now, by drawing a link between any pair of sites every time the

corresponding states yield a non-zero Hamiltonian matrix element, one precisely

reconstructs the kind of lattices we displayed in Fig. 5.2.

5.3 Disordered Lieb ladder

As introduced in Sec. 2.4.1, disorder enters the picture through uncertainty in

the atomic positions which create random shifts δV in the interaction potential.

In the case of the Lieb lattice, the interaction only affects pair states (red sites in

Fig. 5.2) leading to an alternating disorder potential landscape over the synthetic

lattice.

In the remainder of our discussion, we shall focus on a ladder configuration, i.e. a

quasi-one-dimensional lattice formed by two parallel linear chains at a distance

R0. For this example, the synthetic lattice (a “1D Lieb lattice”) in the Hilbert

space is sketched in Fig. 5.4(a). The unit cell consists of five sites with n1 = 2

site with a single excitation and n2 = 3 sites with a pair of neighboring excita-

tions. The band structure features one zero-energy flat band EFB = 0, and four
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Figure 5.4: Lieb ladder, “detangled” Lieb ladder, eigenvalues of the

transfer matrix and band structure. (a) Lieb ladder; blue (red) dots corre-

spond to one-excitation (pair) states. We denote by An, Bn, Cn, Dn, En the five

sites in the n-th unit cell (shaded in gray). (b) A change of basis – the so-called

“detangling”, introducing the new linear combinations X±n = (An±Bn)/
√

2 and

Y ±n = (Cn ± Dn)/
√

2 [7, 8] maps the Lieb ladder onto two decoupled chains; a

stub lattice (orange) and a chain (green). The
√

2 factor denotes that the hop-

ping amplitude on the vertical link of each unit cell is amplified by that same

amount. (c) Eigenvalues of the transfer matrix in log-linear scale. The dotted

lines corresponds to the energies ε = {1,
√

2, 1.8, 2,
√

6} at which the scaling of

the localization lengths is investigated in Fig. 5.5. (d) Band structure of the

Lieb ladder. The bands corresponding to the stub lattice are given in orange and

bands of the ordinary 1D chain are shown in green. This figure can be found in

Ref. [2]
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dispersive ones,

E(k) = ±2 cos

(
a k

2

)
E(k) = ±

√
4 + 2 cos(a k) ,

(5.27)

with a = 2π/N , as can be seen in Fig. 5.4(d). This Lieb ladder constitutes one

of the simplest examples where flat bands produce a non-trivial interplay with

the on-site disorder [8]. In a Rydberg quantum simulator, however, the disor-

der only appears on pair states, i.e. all the one-excitation sites (blue in Fig. 5.2

and 5.4) of the synthetic lattice are unaffected by it. To investigate the effect

of this unusual disorder scenario we study in the following the scaling behavior

of the localization length ξ for small disorder strengths. This quantity encodes

the localization properties of the energy eigenstates, whose amplitude is typically

peaked somewhere within the lattice and decays exponentially as e−r/ξ at large

distances r.

For a ladder configuration, one can perform an appropriate change of basis (detan-

gling transformation [7,8] introduced in the next section) through which the Lieb

ladder is mapped onto two uncoupled one-dimensional lattices [see Fig. 5.4(b)],

a chain (in green, supporting the two innermost dispersive bands) and a “stub”

lattice (in orange, supporting the flat and two outermost dispersive bands).Thus,

two different values of ξ can be extracted at any given energy, which we denote by

ξ1/2 and order according to ξ1 < ξ2. At small disorder, each localization lengths

can be associated to either detangled chain.

5.3.1 Transfer matrix approach

Due to the tight-binding structure of ĤH1 , we can introduce the synthetic lattice

states |Ai〉, |Bi〉, |Ci〉, |Di〉 and |Ei〉, which define the sites in the n-th unit cell

as illustrated in Fig. 5.4. The |Ci〉, |Di〉 belong to the one-excitation states, and

the |Ai〉, |Bi〉, |Ei〉 are pair states. Hence, we can rewrite the eigenstate |ψ〉 of

the tight-binding Hamiltonian in terms of the synthetic lattice states

|ψ〉 =
∑
i

[
Ai |Ai〉+Bn |Bi〉+ Ci |Ci〉+Di |Di〉+ Ei |Ei〉

]
. (5.28)

As already mentioned in Chapter 2, only the pair states are affected by the

disorder which is described by the random variables δAn , δBn , δEn . With this,

the time-independent Schrödinger equation Ĥ |ϕ〉 = ε |ϕ〉 with the Hamiltonian
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(5.18) can be converted into

εAn = δAn An + Cn + Cn+1

εBn = δBn Bn +Dn +Dn+1

εCn = An + An−1 + Ei

εDn = Bn +Bn−1 + En

εEn = δEn En + Cn +Dn ,

(5.29)

describing the connectivity of the synthetic lattice states as well as the action of

the disorder on the pair states. Applying the so-called detangling transformation

X±n =
An ±Bn√

2
, Y ±n =

Cn ±Dn√
2

,

δX±n =
δAn ± δBn

2
, (5.30)

which partly detangles the lattice into a one-dimensional stub lattice and a simple

chain results in

εX+
n = δX+

n
X+
n + δX−nX

−
n + Y +

n + Y +
n+1

εX−n = δX−nX
+
n + δX+

n
X−n + Y −n + Y −n+1

εY +
n = X+

n +X+
n−1 +

2

ε− δEn
Y +
n

εY −n = X−n +X−n−1

εEn =

√
2

ε− δEn
Y +
n .

(5.31)

As sketched in Fig. 5.4(b), the “+” variables live on the one-dimensional stub

lattice and “−” ones on the remaining simple chain. It is also clear that the

are only partly detangled as the random numbers δX−n effectively act as random

hopping amplitudes between X sites from the chain to the stub lattice and vice

versa. The last equation in (5.31) has been substituted into the third one to

replace En, so that we can now close the equations without the variables En. By

combining the first two equations with the third and fourth, and going one step

to the right (n→ n+ 1), we obtain for the Y ±n+1, X±n+1 variables,

Y +
n+1 =

(
ε− δX+

n

)
X+
n − δX−nX

−
n − Y +

n

Y −n+1 =
(
ε− δX+

n

)
X−n − δX−nX

+
n − Y −n

X+
n+1 = −X+

n +

(
ε− 2

ε− δEn+1

)
Y +
n+1

X−n+1 = −X−n + εY −n+1.

(5.32)
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Substituting the first two equations (5.32) in the third and fourth ones and in-

troducing the shorthand notation

α±n = ε− δX±n and γn = ε− 2

ε− δEn+1

, (5.33)

we obtain a recursive set of linear equations

X+
n+1 = −X+

n + γnα
+
nX

+
n − γnδX−nX

−
n − γnY +

n

X−n+1 = −X−n + εα+
nX

−
n − εδX−nX

+
n − εY −n

Y +
n+1 = α+

nX
+
n − δX−nX

−
n − Y +

n

Y −n+1 = α+
nX

−
n − δX−nX

+
n − Y −n .

(5.34)

This can be now interpreted as a transfer matrix T̂i propagating the state through

the system as introduced in Section 3.1.1
X+

X−

Y +

Y −


i+1

= Ti


X+

X−

Y +

Y −


i

, (5.35)

where the transfer matrix is defined as

Ti =


γiα

+
i − 1 −γiδX−i −γi 0

−εδX−i −1 + εα+
i 0 −ε

α+
i −δX−i −1 0

−δX−i α+
i 0 −1

 .

At any fixed value of the energy ε, these transfer matrices can be used in a

sequence to iteratively reconstruct the components of the vector |ψ〉
X+

X−

Y +

Y −


n

=

(
1∏
i=n

Ti

)
X+

X−

Y +

Y −


1

. (5.36)

The boundary conditions then distinguish which values of ε are actually part of

the spectrum of ĤH1 . Products of random matrices such as
∏1

i=n Ti are of course

dependent on the specific realization of the disorder. However, their asymptotic

properties (for n� 1) are often more general and only depend on the probability

distribution function the disorder is satisfying. In particular, taking a randomly-

selected “seed” vector ~v0, the norm is

‖~vn‖ =

∥∥∥∥∥
1∏
i=n

Ti ~v0

∥∥∥∥∥ . (5.37)



78

Typically it decays exponentially with the number of matrices in the product as

e−n/ξ, with the localization length ξ at energy ε. Each matrix Ti is 4 × 4 and

symplectic, i.e., if we define

J =


0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0

 , (5.38)

then (Ti)
TJTi = J , which implies in particular that its determinant is 1 and

that its spectrum comes in pairs of inverse eigenvalues Λi, 1/Λi (i = 1, 2). This

is a particular case of a more general class of systems [157]. It is intuitive to

understand that, at every matrix multiplication, (at most) two directions in the

four-dimensional space it acts upon get stretched, suggesting a long-distance ex-

ponential scaling of the form en/ξ1+n/ξ2 with ξ1 < ξ2, where therefore ξ1 is the

dominant scale and ξ2 the subleading one. The specific numerical method em-

ployed for the extraction of ξ1/2 can be found in Ref. [158].

5.3.2 Localization and scaling exponents

The localization lengths ξ1/2 are found numerically via the transfer matrix for-

malism and are displayed in Fig. 5.5(a) as a function of the disorder strength

s ≡ σ/R0 and the energy ε. In Fig. 5.5(b) we display log-log plots of ξ1/2 at

selected energies as functions of s, which illustrate algebraic scaling ξi ∼ sν , for

sufficiently small s. Where possible, we connect our findings to those presented

in Ref. [8], where the same geometry is studied with independent disorder on all

sites.

In Table 5.1 we list the scaling exponents νi extracted from the scaling of the lo-

calization lengths ξi ∼ sνi , i = 1, 2 in the limit s→ 0 as described in Fig. 5.5. For

comparison, we list in the second and third columns scaling exponents obtained

with a flat disorder distribution, where the disorder energies δV affecting the sites

of the (synthetic) Lieb ladder are drawn uniformly from an interval [−W/2,W/2].

The second (third) column accounts for a situation where only pair sites (all sites

of the Lieb ladder) are affected. Finally, we list in the last column the values

presented in Ref. [8]. An admixture of the dispersive states with the flat band

causes the anomalous scaling exponent of ν = 4/3 which was originally found in

a diamond ladder [159]. The usual scaling for Anderson localization corresponds

to ν = 0 at energies outside a band (“out”), ν = 2/3 at a band edge (“edge”) and

ν = 2 inside a band (“in”). The energies selected in Fig. 5.4 correspond to ε = 1
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Figure 5.5: Localization lengths. (a) Color map of the localization lengths

ξ1, ξ2 as a function of the energy ε and the disorder strength s = σ/R0. (b)

Localization lengths ξ1 (thick lines), ξ2 (thin lines) in log-log scale for five dif-

ferent values of the energy, reported above the panel and highlighted in (a) via

horizontal, solid lines. For small disorder all curves are approximately linear,

making it possible to assign power law exponents ν characterizing the small-

disorder behavior ξi ∼ sν : grouping them by energy ε, they read ν (ε = 1) ≈ {0,

2.2}, ν
(
ε =
√

2
)
≈ {0.7, 2.2}, ν (ε = 1.8) ≈ {2.0, 1.9}, ν (ε = 2) ≈ {1.1, 1.1},

ν
(
ε =
√

6
)
≈ {0, 0.6}. Here we have chosen a dipole-dipole interaction (α = 3)

with an interaction strength of V (R0) = 300Ω. It is apparent that the lowermost

curves bend down in the rightmost part of panel (b). For the estimation of the

slope, we have considered the data between s = 5× 10−6 and s = 5× 10−5. This

Figure is adapted from Ref. [2].
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experimental

disorder s ∈
[5 · 10−6, 5 · 10−4]

flat disorder

on pair-state

sites (Ai, Bi, Ei)

W ∈ [5 · 10−2, 1]

flat disorder

on all sites

(Ai, Bi, Ci,

Di, Ei) W ∈
[1 · 10−1, 1]

flat disorder

on all sites

(Ai, Bi, Ci,

Di, Ei)

values from

Ref. [8]

ε = 1 (0, 2.2) (0, 2.0) (0, 1.8) (0, 2)

ε =
√

2 (0.7, 2.2) (0.7, 2.0) (0.8, 1.4) (2/3, 4/3)

ε = 1.8 (2.0, 1.9) (2.0, 1.8) (2.0, 2.0) (2, 2)

ε = 2 (1.1, 1.1) (0.7, 1.3) (0.7, 1.3) (2/3, 4/3)

ε =
√

6 (0, 0.6) (0, 0.6) (0, 0.6) (0, 2/3)

Table 5.1: Scaling exponents. Scaling exponents ν for different energies ε

obtained from fitting the behaviour of the localization lengths ξ. ξi ∼ sνi for

the first and ξi ∼ W νi for the second to fourth columns, see text for details.

Experimental disorder refers to disorder stemming from the Gaussian position

distribution of the atoms which acts only on the pair states in the system. The

range of s and W in the first row denote the interval of the disorder parameter over

which the fit was performed. Values in the first column are obtained for α = 3 and

n = 106, where n is the number of random matrix realizations entering (5.37). In

the third and fourth column we used n = 106 and 105, respectively (see Ref. [2]).

(out/in),
√

2 (edge/in), 1.8 (in/in), 2 (in/edge) and
√

6 (edge/out). The entries

within brackets refer to the two sets of bands depicted in Fig. 5.4(c,d), where the

orange bands correspond to the sub lattice and the green band to the chain. So,

for instance, the first value (out/in) is an energy lying within the green band (in),

but outside of the orange ones (out).

For ε = 1,
√

2, 1.8, and 2, the leading localization lengths ξ1 belongs to the stub

lattice and the second leading exponent belongs to the chain. This changes for

ε =
√

6, where the leading localization length can be associated to the chain

and the second exponent to the stub lattice. In Ref. [8] an “anomalous” scaling

ν = 4/3 was found at ε =
√

2 and 2. This was attributed to the fact that dis-

order, in the detangled picture, is not merely on-site but couples the two chains.

This in turn may produce resonances between states in the middle of a band and

states at the edge of the other when the latter display vanishing group velocity.

Comparing these values with the ones obtained for our situation, we observe rea-

sonable agreement at ε = 1, ε = 1.8 and ε =
√

6, plus for the “edge” scaling
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at ε =
√

2. The anomalous “in” scaling of 4/3 at ε =
√

2 seems instead to be

“cured” as we retrieve a result compatible with the usual Anderson one (ν ≈ 2).

This anomaly appears only when the disorder is present on all sites as in Ref. [8]

and is likely to be due to the alternating structure of the disorder in the synthetic

lattice, which in the detangled picture results in the absence of random couplings

between Y ±n sites as shown in Fig. 5.4(b). However, when the disorder affects

only the pair sites it corresponds to the Anderson value of two (both when the

disorder is flat and drawn from the distribution (A.13)). In contrast, we remark

that for ε = 2, for the flat distribution the result is independent on whether it

acts on all or only on pair state sites and matches the expected values 2/3 (edge)

or 4/3 (in, anomalous). On the other hand, the values we obtain for the disorder

distribution drawn from (A.13), i.e. ν(ε = 2) ≈ {1.1, 1.1} do not seem to be close

to either the anomalous or the edge scaling exponents and, based solely on the

present analysis, cannot be simply attributed to the disorder acting on only the

pair state sites.

Localization length ξ2 at zero energy

Figure 5.6(a,b) shows the localization length ξ1, ξ2 for zero energy ε = 0. The

localization length ξ1 shows the expected behavior, scaling with a power law

exponent of ν = 0. However, ξ2 behaves in an anomalous way as it is independent

of the disorder strength s but scales with the system size N .

This anomalous behaviour also appears when considering flat disorder, with the

random variable drawn from the interval [−W/2,W/2] as shown in Fig. 5.6(c).

Nevertheless, the anomaly can be lifted by forcing the disorder to act on all lattice

sites as shown in Fig. 5.6(d) for flat disorder. In this case the localization length

ξ2 shows the typical power law scaling with disorder strength W . This scaling

behavior of ξ2 caused by the alternating disorder.

5.4 Localized flat band state dynamics

Note, this chapter is adapted from the supplementary material in Ref. [2]. Exper-

imentally measuring the localization lengths studied above is challenging due to

the required large system size and small disorder amplitudes. However, one can

probe the influence of disorder by initializing the system in a specific state and

tracking the subsequent dynamics by measuring the on-site excitation densities

〈n̂i〉 [28,35,153]. A particularly interesting choice for an initial state is one of the

localized eigenstates of the flat band which is immobile in the absence of disorder.
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N = 104

N = 105

N = 106

N = 107

10.10.01
W

(c)

101

102

10.10.01
W

(d)

disorder on all
 lattice states

 = 0

1.2

1.24

Figure 5.6: Localization length ξ2 for zero energy. Localization lengths (a)

ξ1 and (b) ξ2 for zero energy ε = 0 and experimental disorder acting on the pair

states of the lattice (red sites in Fig. 5.4). We used a dipole-dipole interaction

(α = 3) with an interaction strength of V (R0) = 300Ω. (c) Localization length ξ2

with flat disorder drawn from the interval [−W/2,W/2] acting on the pair states

(red sites in Fig. 5.4). (d) ξ2 with flat disorder forced to act on all lattice states

(all sites in Fig. 5.4). In all panels, the colours correspond to the system sizes

listed in (b).
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The state

|ψloc〉 =
1√
4

(|Ai〉+ |Bi〉 − |Ei〉 − |Ei+1〉) (5.39)

is entirely localized between the i-th and (i + 1)-th rungs of the ladder [see Fig.

5.7(a)] and can be prepared experimentally via single site addressing. Specifically,

we will address the atoms individually with a laser pulse of Rabi frequency ΩR

and duration τ so that the atomic spin evolves according to

U(θ ≡ ΩRτ) = e−i θ
2
σx =

(
cos θ

2
−i sin θ

2

−i sin θ
2

cos θ
2
.

)

The laser detuning ∆ is chosen to be resonant with the transition of the addressed

atom. If ∆� ΩR, instead, it acts trivially like an identity operator. Specifically,

we will distinguish two special cases, namely ∆ = 0 and ∆ = −V (R0) corre-

sponding to the blockade and facilitation condition, respectively. The state |ψloc〉
can be obtained by the application of six pulses on an initial state with all atoms

in the spin-down state as

|ψloc〉 = F2(2π)F4(2π)F3(π)F2

(π
2

)
B4(π)B1

(π
2

)
|ψ↓..↓〉 . (5.40)

Here, Bj(θ),Fj(θ) stand for the laser pulse of area θ = ΩRτ in the blockaded

(B) and facilitated (F) regime applied at site j = 1, .., 4 labeling the effective

plaquette formed by the four sites corresponding to two adjacent rungs of the

ladder (see Eq. (5.41)). The first pulse creates an excitation at site 1, the second

pulse then exploits the blockade mechanism to create a superposition of spin-up

states at sites 1 and 4. Next, the pulse in the facilitated regime applied at site

2 creates a superposition of the form −i |↑〉 + |↓〉 if and only if a single nearest-

neighbor is already excited, and so forth. We have omitted the global −i factors

in the second, and fourth lines of (5.41). In practice the choice of ΩR is a trade-

off between the need to keep the state-preparation time to a minimum (implying

higher values of ΩR) and the upper bounds imposed for keeping the blockade and

facilitation conditions preserved, see Ref. [1] for details of these issues.
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Once the state |ψloc〉 has been prepared,

↓1 ↓2

↓3 ↓4

B1(π
2

)−−−→ −i ↑ ↓
↓ ↓

+
↓ ↓
↓ ↓

B4(π)−−−→ ↑ ↓
↓ ↓

+
↓ ↓
↓ ↑

F2(π
2

)−−−→ −i ↑ ↑
↓ ↓

+
↑ ↓
↓ ↓

− i ↓ ↑
↓ ↑

+
↓ ↓
↓ ↑

F3(π)−−−→ ↑ ↑
↓ ↓

+
↑ ↓
↑ ↓

+
↓ ↑
↓ ↑

+
↓ ↓
↑ ↑

F4(2π)−−−−→ ↑ ↑
↓ ↓

+
↑ ↓
↑ ↓

− ↓ ↑
↓ ↑

− ↓ ↓
↑ ↑

F2(2π)−−−−→ ↑ ↑
↓ ↓

− ↑ ↓
↑ ↓

− ↓ ↑
↓ ↑

+
↓ ↓
↑ ↑

,

(5.41)

where the picture of configurations is given in real space, it evolves according to

ĤH1 , Eq. (5.18), using the following algorithm. The spin dynamics is simulated

with the effective Hamiltonian expressed in the basis of the Lieb lattice of length

L

{|A1〉 , . . . , |AL〉 , |B1〉 , . . . , |BL〉 , . . . , . . . , |EL〉}, (5.42)

resulting in

Ω−1Ĥeff = ˆ̃H0 ⊗ 1L + ˆ̃H
dis

0 +
[

ˆ̃H1 ⊗ ĜL + H.c.
]
, (5.43)

where the tilde labels dimensionless quantities (Ṽ (R0) = V (R0)/Ω). The first

term in Eq. 5.43 accounts for the hopping within a unit cell, the second term

records the disorder, and the third term describes hopping between contiguous

unit cells. In matrix representation, ˆ̃H0 takes the form

ˆ̃H0 =



0 0 1 0 0

0 0 0 1 0

1 0 0 0 1

0 1 0 0 1

0 0 1 1 0


, (5.44)

Ĥ1 is a 5 × 5 matrix with only non-zero entries (Ĥ1)1,3 = (Ĥ1)2,4 = 1, (GL)ij =

δi,j−1 is a L × L matrix with ones on the first upper diagonal and the disorder
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matrix

ˆ̃H
dis

0 = diag
(
δ̃A1 , ..., δ̃AL−1

, δ̃AL = 0, δ̃B1 , ..., δ̃BL−1
, δ̃BL = 0,

δ̃C1 = 0, ..., δ̃CL = 0, δ̃D1 = 0, ..., δ̃DL = 0, δ̃E1 , ..., δ̃EL

)
(5.45)

is a 5L × 5L diagonal matrix. We impose open boundary conditions (OBC) by

requiring that δ̃AL = δ̃BL = 0 because AL and BL correspond to pair states

that would require an additional spin on the non-existent site L + 1. Analo-

gously, we enforce the OBC in the coupling matrix by setting all Hamiltonian

elements corresponding to the L-th and 2L-th rows and columns to 0. Here,

δ̃Ξj = Ω−1
(
V (dΞj)− V (R0)

)
, where Ξj = Aj, .., Ej and dΞj is a shorthand for the

spin separation in the given configuration Ξj. We note that since configurations

C,D correspond to single spin excitation, the associated disorder is vanishing by

definition, δ̃Cj = δ̃Dj = 0, ∀j. The disorder energies δ̃Ξj are generated from first

drawing a specific realization of atomic positions at each site of the lattice in all

three spatial directions with isotropic Gaussian distribution of width s. We then

exactly evolve an initial state

|ψ0〉 =
5L∑
j=1

cj |bj〉 , (5.46)

as |ψ(t)〉 = exp
[
−itĤeff

]
|ψ0〉, where bj are the elements of the basis (5.42)

(strictly speaking there are only 5L − 2 non-trivial elements due to the OBC).

We note that the result of the evolution depends on two independent parame-

ters, s and the ratio V (R0)/Ω, where the Rabi frequency should further satisfy

Ω� V (2R0) for the effective Hamiltonian (5.43) to be valid.

To establish how much an initially-localized configuration spreads through the

system, we define a set of effective probabilities

P γ
i =

nγi
L∑
i=1

nγi

. (5.47)

Here nγi = 〈ψ(t)| n̂γi |ψ(t)〉, γ = u, l for the upper and lower leg of the ladder

respectively and L denotes the length of the ladder. The probablility of finding

an excitation at position i, is by definition nγi . These probabilities are then

averaged over the disorder P γ
i → 〈P γ

i 〉δV ≡ pγi and used to define the average
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position and the standard deviation of the excitations according to

x̄γ =
L∑
i=1

pγi i (5.48)

(∆xγ)2 =
L∑
i=1

pγi i
2 − (x̄γ)2 =

L∑
i=1

pγi (i− x̄γ)2. (5.49)

We show the time evolution of the excitation density in Fig. 5.7(b). The effect

of the disorder becomes apparent in the width ∆x of the density packet which

quickly reaches a stationary state. It is interesting to observe that, as shown in

Fig. 5.7(c), the stationary value of ∆x displays a non-monotonic behavior as a

function of s. This can be understood as follows: at very small but finite disorder

strength s, the initial state (energy ε ≈ 0) is almost a flat band eigenstate and

it therefore only minimally spreads (see e.g. Refs. [152, 160]). As s is increased,

this state hybridizes either with neighboring localized states, or with delocalized

states, allowing transport over larger distances to occur. At the same time,

however, the localization lengths at ε ≈ 0 decrease, binding the maximal spread

∆x of the state. Once the decrease in the localization scale catches up with the

increase of ∆x, the behavior is dominated by localization and, as expected, ∆x

decreases with increasing disorder strength.

In Fig. 5.8(a) we present the results of the simulation, analogous to those per-

formed in Fig. 5.7, showing ∆x in the s − Ω/V (R0) plane. We observe that the

maximum of ∆x as a function of the disorder gets shifted towards higher disorder

strengths as Ω is increased. The dependence of ∆x in Fig. 5.8(a) can be intuitively

understood as follows. Smaller values of Ω/V (R0) correspond to larger diagonal

disorder elements δ̃. Since the disorder couples the flat and dispersive bands,

the smaller the s, the smaller the Ω that is sufficient to cause the propagation

of excitations and thus the increase in ∆x. As s is increased, Anderson local-

ization becomes more and more relevant and, correspondingly, the localization

length at ε = 0 shrinks. Eventually, the state becomes capable of propagating

over distances comparable to the localization length. Further increasing s reduces

this scale, corresponding to the decrease in ∆x. Clearly, by increasing Ω/V (R0)

the hopping amplitude becomes more relevant with respect to the typical energy

shifts and the localization length is increased. Higher values of s are then required

to localize the state again. In Fig 5.8(b,c) we show a comparison between the ex-

act evolution according to the full Hamiltonian (5.1), dashed line, and Heff , solid

line. As expected, the predictions of the two models show an agreement in the

regime where Ω� V (2R0), Fig. 5.8(c) (V (R0)/Ω = 200). On the other hand for

larger Ω, the two models start to differ as shown in Fig. 5.8(b) (V (R0)/Ω = 20).
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↑ ↑
↓ ↓

+         -         -↓ ↓
↑ ↑

↑ ↓
↑ ↓

↓ ↑
↓ ↑

Figure 5.7: Time evolution of the localized state. (a) Schematic represen-

tation of the spin configuration corresponding to the initial state |ψloc〉 localized

at rungs i, i+1 of the ladder. (b) The averaged probability of excitations pi given

by the time evolution of the localized state. Initially the state has support in

the middle (rungs 10 and 11) of the ladder of length 20 for s = 0.0014. The left

(right) panel shows the time evolution in the upper (lower) leg of the ladder. The

horizontal red lines denote three different times for which the respective value of

∆x is shown as a black circle in (c). (c) Standard deviation of the excitation po-

sitions ∆x as a function of the disorder strength s for three different times. Blue

(red) solid lines, which are virtually indistinguishable correspond to upper (lower)

leg of the ladder respectively. Results obtained for 100 disorder realizations and

V (R0) = 200Ω. This plot can be found in Ref. [2].
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Figure 5.8: Spin dynamics in the effective and full model. (a) Width

∆x, Eq. (5.49), of the excitation positions in the s− Ω/V (R0) plane. Here, ∆x

was obtained by evolving the initial state |ψloc〉 located at rungs 10 and 11 in the

middle of the ladder of length L = 20 by the effective Hamiltonian Heff . The two

red solid lines correspond to a cut for fixed values of Ω/V (R0), Ω/V (R0) = 1/20

(upper line) and Ω/V (R0) = 1/200 (lower line). (b) Comparison between the

evolution of |ψloc〉 generated by H, Eq. (5.1), dashed line and Heff , solid line, in a

ladder of L = 4 and for Ω/V (R0) = 1/20. (c) Same as (b) with Ω/V (R0) = 1/200.

Here we have fixed the time so that Ωt/2π = 4.3 irrespective Ω and averaged over

100 disorder realizations. This Figure is taken from the supplementary material

in Ref. [2].
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5.5 Outlook and Conclusion

In this chapter we have shown that Rydberg quantum simulators allow us to ex-

plore localization phenomena. The current chapter focuses on the Lieb ladder and

on a particular excitation sector. Key features of the phenomenology discussed

for this case are however more general and would apply to higher-dimensional

lattices as well. In particular, these would give rise to effective synthetic lattices

with flat bands and localized eigenstates capable of aiding the localization. In

two dimensions, a similar behavior to the one observed in the Lieb ladder is ex-

pected to occur. In three dimensions, according to the standard properties of

Anderson localization, a transition is expected at the critical disorder strength,

from a regime that allows transport to a fully-localized one. This transition is

related to the appearance of mobility edges in the spectrum.

From the single-particle localization investigated in this chapter we will now ex-

pand our considerations to the many-body system in a disordered one-dimensional

Rydberg system subject to the constraints imposed by facilitation.



Chapter 6

Localization in spin chains with

facilitation constraints and

disordered interactions

This chapter is adapted from Ref. [3].

6.1 Introduction

In this chapter we are interested in understanding localization in disordered spin

chains in the presence of facilitation, a mechanism already encountered in previ-

ous chapters and regarded here as an example for a kinetic constraint [161]. Such

a scenario was recently realized experimentally [6] within an optical lattice quan-

tum simulator consisting of individually trapped Rydberg atoms [13,153,162,163].

As previously explained, in a facilitated setting [48,49,51,53], atoms are excited in

a way that the excitation of a Rydberg atom is strongly enhanced by an already

excited neighbor. Under these conditions, an initial excitation can “seed” the

nucleation of an excitation cluster [52, 164, 165] (for the classical origin of ideas

about facilitation dynamics see Refs. [161,166–168]). Disorder enters in this sce-

nario due to the fact that the position of each atom is thermally distributed

within its trap. We show that in this situation the system maps onto a disor-

dered and interacting XX-spin chain, which is the typical starting point for many

MBL studies. However, in our case disorder and interactions are non-local and

intertwined, which makes the analysis of localization effects rather involved. We

characterize the localization properties via the imbalance, the half-chain entan-

glement entropy and the energy level statistics and find signatures of a crossover

between a delocalized and a localized phase. Our study demonstrates a need to

90
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Figure 6.1: Setup of the one-dimensional Rydberg lattice with kinetic

facilitation constraints. Setup and basic principle. In a one-dimensional lat-

tice atoms in their electronic ground state, |↓〉, are coupled to a highly-excited

Rydberg state, |↑〉, with a laser of Rabi frequency Ω and detuning ∆. The atomic

positions in the local traps are distributed according to a Gaussian distribution

of width σ. For small values of σ excitations, initially prepared at time t = 0

in a state |↑↑↓↓↑↑↓↓〉, spread throughout the chain. With increasing value of σ

localization sets in and the systems remains localized in a state close to the initial

configuration. (Taken from Ref. [3]).

consider situations that differ from the standard settings for MBL, namely local

on-site disorder and clean interactions, in order to study possible localization in

constrained systems realizable in experiments.

6.2 Setup

Our setup consists of a one-dimensional chain of N traps, such as optical tweezers,

each loaded with a single atom, and separated by the nearest-neighbor distance

R0 (see Fig. 6.1). The atoms are described as effective two-level systems, where

the electronic ground state |↓〉 is coupled to the Rydberg state |↑〉 via a laser with

Rabi frequency Ω and detuning ∆. The many-body Hamiltonian is given, in the

rotating wave approximation (RWA) by (2.33)

Ĥ = Ω
N∑
k

σ̂xk + ∆
N∑
k

n̂k +
Cα
2

N∑
k=1
m6=k

n̂m n̂k
|rk − rm|6

, (6.1)

where Cα is for α = 6 the so-called dispersion coefficient of the van der Waals

interaction (we are considering different values for α in Section 6.5.) and rk are

the atomic positions [21]. The spin-operators are defined through σ̂xk = |↑〉k 〈↓|k+

|↓〉k 〈↑|k and n̂k = |↑〉k 〈↑|k = 1
2

(1 + σ̂zk) with σ̂zk = |↑〉k 〈↑|k − |↓〉k 〈↓|k.
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6.3 Constrained spin chain

The facilitation (anti-blockade) condition [26, 48–53, 169] is imposed by setting

the laser detuning such that it cancels exactly the nearest-neighbor interaction,

∆ = −V0 ≡ − C6

R0
6 . In other words, ∆ is chosen so that the facilitation radius is

R0 (see Fig. 6.1). Furthermore, we assume that the detuning is large, |∆| � Ω,

so that unfacilitated transitions are suppressed and can be neglected [6]. Under

these conditions, the dynamics is effectively constrained to allow spin flips only

on sites contiguous to already present excitations.

Accounting for this constraint and neglecting interactions beyond nearest-neigh-

bors, which is justified by the rapid decay of the van der Waals interaction, the

Hamiltonian can be approximated by

Ĥeff = Ω
N∑
k=1

P̂k σ̂
x
k , (6.2)

where the projector P̂k = 1
2

(
1− σ̂zk−1σ̂

z
k+1

)
implements the constraint. To avoid

defining different projectors for the boundaries we assume that there are two

fictitious down-spins at the ends of the chain, so that n̂0 ≡ n̂N+1 ≡ 0.

Formally, Eq. (6.2) is derived by adopting an interaction picture, introduced in

Sec. 2.4 and similar to the one in Sec. 5.2.1, via the unitary

Û = exp

[
−it∆

N∑
k=1

n̂k(1− n̂k+1)

]
, (6.3)

and subsequently dropping all terms oscillating with frequency V0 (RWA). We

can now introduce the operator

N̂cl =
N∑
k=1

n̂k(1− n̂k+1) , (6.4)

which can be interpreted as the number of clusters of uninterrupted domains of

excitations terminated by down spins, and is by construction a conserved quantity,[
Ĥeff, N̂cl

]
= 0. Its conservation makes it possible to adopt a dual description in

terms of domain walls. The detailed derivation can be found in details elsewhere

[170]. We use the notation |•〉 for a domain wall and |◦〉 for a hole (absence of

domain wall). The relation between real and dual space is a two-to-one mapping

given by

|↑ ↓〉 , |↓ ↑〉 → |•〉 and |↑ ↑〉 , |↓ ↓〉 → |◦〉 . (6.5)

Note, a chain of N + 2 sites has N + 1 bonds yielding a discrepancy between the

dimension of the real space (2N) and dual space (2N+1). This is caused by the
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domain-wall parity conservation, which separates the domain-wall Hilbert space

in two subspaces with even and odd numbers of domain walls. In our convention,

only the subspace with an even number of domain walls is physical. This results

in a one-to-one mapping between real and dual space and the two pictures are

equivalent. The dual space operators are standard Pauli matrices given by

µ̂xk = |•〉k 〈◦|k + |◦〉k 〈•|k , (6.6)

µ̂yk = −i |•〉k 〈◦|k + i |◦〉k 〈•|k , (6.7)

µ̂zk = |•〉k 〈•|k − |◦〉k 〈◦|k , (6.8)

and are related to the Pauli operators defined in real space by a Kramers-Wannier

transformation

σ̂xk = µ̂xkµ̂
x
k+1 ,

σ̂yk = (−1)k+1

k−1∏
l=1

µ̂zl µ̂
y
kµ̂

x
k+1 ,

σ̂zk = (−1)k+1

k∏
l=1

µ̂zl . (6.9)

Note, the kth bond connects the (k − 1)th spin with the kth one. The operators

in dual as well as real space fulfill the standard (anti-)commutation relations[
µ̂αk , µ̂

β
l

]
= 2iδklεαβγµ̂

γ
k and

{
µ̂αk , µ

β
k

}
= 2δα,β1k , (6.10)

with the Kronecker symbol δα,β and the three-dimensional Levi-Civita tensor εαβγ.

Substituting (6.9) into the Hamiltonian (6.2) yields the Hamiltonian in dual space

Ĥeff = Ω
N∑
k=1

P̂kσ̂
x
k =

Ω

2

N∑
k=1

(
1− σ̂zk−1σ̂

z
k+1

)
σ̂xk =

Ω

2

N∑
k=1

(
1− µ̂zkµ̂zk+1

)
µ̂xkµ̂

x
k+1

=
Ω

2

N∑
k=1

(
µ̂xkµ̂

x
k+1 + µ̂ykµ̂

y
k+1

)
, (6.11)

which corresponds to a special case of the XY model with zero transverse field.

The XX model is a special case of the class of XY models

ĤXY =
N∑
k=1

(
1 + γ

2
µ̂xkµ̂

x
k+1 +

1− γ
2

µ̂ykµ̂
y
k+1

)
− h

N=1∑
k=1

µ̂zk (6.12)

which are integrable and can be solved via a Jordan-Wigner transformation to

fermionic degrees of freedom followed by a Bogoliubov transformation. The
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Hamiltonian (6.2) is then mapped to that of an XX-model, equivalent to free

fermions [171],

ĤXX =
Ω

2

N∑
k=1

(
µ̂xkµ̂

x
k+1 + µ̂ykµ̂

y
k+1

)
, (6.13)

where the µ̂αk are spin operators (α = x, y, z) living on the k-th bond. Note, that

in this domain wall picture the index k, labeling the bonds, runs from 1 to N + 1

as we introduced to fictitious spins, so that the first and last bonds connect them

to the actual chain.

6.3.1 Constrained Rydberg gas with disorder

As we have seen in Chapter 2.4, disorder emerges in our setting due to the finite

temperature T of the kinetic degrees of freedom of the atoms [2, 6]. The atomic

positions are statistically distributed and given by rk = kR0 + δrk with r0 =

(0, 0, R0) and δrk the displacement from the center of the k-th trap. For low

enough temperatures — such that each atom is still well confined within its

trap — the displacements δrk obey an approximately Gaussian distribution of

vanishing mean and width σ =
√
kBT/(mω2), with m the atomic mass, ω the

trapping frequency, and kB Boltzmann’s constant. For simplicity, we assume the

traps to be isotropic.

From Hamiltonian (6.1) one recognizes that the randomness of the atomic posi-

tions affects the interaction term through the distances |rk+l−rk| = |lr0 +δrk+l−
δrk|. In our approximation, where we neglect the tails of the interaction and only

retain the nearest-neighbor contribution, disorder generates a random term of the

form

V̂dis =
N−1∑
k=1

δVk n̂kn̂k+1 , (6.14)

where δVk = C6/|r0 + δrk − δrk+1|6 − V0. Note that, while the displacements δrk

are independent random variables, this is not true for the energy shifts δVk [6].

Transforming into the dual domain wall picture the interaction becomes non-local

V̂dis =
1

4

N−1∑
k=1

δVk

([
(−1)k+1

k∏
l=1

µ̂zl

]
+ 1

)
(6.15)

×
([

(−1)k+2

k+1∏
j=1

µ̂zj

]
+ 1

)
,

i.e. includes strings of operators of arbitrary length (up to the system size).
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This last feature marks a difference with standard MBL models, where the pa-

rameters that control disorder and interactions are typically independent. Yet,

the system we study is by no means exotic as it represents a standard spin model

in real space [see Eqs. (6.2) and (6.14)]. It does not only have a connection to

Rydberg gases but more broadly to disordered spin systems, for example in the

context of nuclear magnetic resonance [172,173]. This suggests that the study of

non-local disorder may be more relevant than it would seem at first glance.

6.4 Numerical results

In order to characterize localization in our system, described by the combined

Hamiltonian Ĥ = Ĥeff + V̂dis [see Eqs. (6.2) and (6.14)], we study the following

quantities introduced in Chapter 3.2.2: (i) the imbalance I, defined further below,

which tracks the memory of an initial alternating structure at long times; (ii) the

time evolution of the half-chain entanglement entropy (EE) S(t); and (iii) the level

statistics ratio (LSR) of the spectrum of the Hamiltonian. In our simulations we

measure all distances in units of the trap spacing R0, and energy scales (time)

in units of the (inverse) Rabi frequency Ω. All quantities presented are averaged

over 100 disorder realizations.

Unless stated otherwise, simulations start from an initial state with alternating

pairs of up and down spins,

|Ψ(t = 0)〉spin = |↑ ↑ ↓ ↓ ↑ ↑ ↓ ↓ · · ·〉 , (6.16)

which translates into a staggered configuration of domain walls [see Fig. 6.2(c)].

A reason for choosing this initial state is that the system we study features

eigenstates which are decoupled from the disorder. We can construct one of

them per possible number of clusters Ncl. These are of the form Φ̂Ncl |↓↓ . . . ↓〉
(Ncl = 0, . . . , N/2), with

Φ̂ =
N∑
k=1

(−1)k(1− n̂k−1)σ+
k (1− n̂k+1) . (6.17)

They are linear combinations of configurations with isolated excitations, and they

remain (zero-energy) eigenstates of Heff (6.2), even after the introduction of the

interactions. Thus, they display uniform densities and always remain delocalized.

There is one such state per sector at fixed number of clusters (see Section 6.4.4).

To avoid spurious localization effects, we have constructed our initial state in

such a way that it has no overlap with any of these special states.
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Figure 6.2: Domain wall imbalance and average of the local density of

domain walls. (a) Domain wall imbalance in the long-time limit (Ωt = 105) for

a chain of N = 8 (brown, solid line), N = 10 (blue, long dashes) and N = 12 (red,

short dashes) atoms. The shaded area is plus/minus the standard deviation for

100 disorder realizations at t = 105 for a chain of N = 8 atoms. (b) Imbalance

as a function of time (up to Ωt = 103) for seven values of the trap width σ

for N = 8 atoms; in increasing order: σ = 0.0006 (purple, star), 0.0031 (dark

blue, pentagon), 0.0071 (light blue, rhombus), 0.0306 (green, square), 0.0506

(dark green, circle), 0.08 (orange, triangle), 0.135 (red, cross). (c) Average local

density of domain walls 〈n̂(DW)
j 〉 in the initial state and at long times (Ωt = 105)

for all values of the disorder displayed on the left and N = 10. A crossover from

a quasi-uniform and delocalized average to configurations more and more similar

to the initial state is observed as σ is increased. (This figue can be found in

Ref. [3]).
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6.4.1 Domain wall imbalance

Generally, an imbalance estimates how close the state of the system is to a stag-

gered (alternating) configuration and thus measures the change of the spatial

structure. The comparison of its value at long times with its initial value provides

a measure of how much memory the system retains of its initial state [74, 174],

provided the initial state is chosen so that the imbalance is large, and thus gives

an indication of the non-ergodicity of the dynamics. We define the imbalance as

Î =
1

N − 1

N−1∑
k=1

(−1)k [n̂k (1− n̂k+1) + (1− n̂k) n̂k+1] .

On the state (6.16) (with N even), it evaluates to (N − 2)/(2N − 2) and tends

to 1/2 for N � 1. Using n̂k = 1 + σ̂zk, the imbalance can be rewritten as

Î =
1

2

1

N − 1

N−1∑
k=1

(−1)k+1(1− σ̂zkσ̂zk+1) , (6.18)

which can be transformed into the domain wall picture

Î =
1

2

1

N − 1

N−1∑
k=1

(−1)k+1

[
1−

(
(−1)k+1

j∏
l=1

µ̂zl

)(
(−1)k

k+1∏
l=1

µ̂zl

)]

=
1

2

1

N − 1

N−1∑
k=1

(−1)k+1

[
1 +

(
k∏
l=1

(µ̂zl )
2

)
µ̂zk+1

]

=
1

2

1

N − 1

N−1∑
k=1

(−1)k+1
(
1 + µ̂zk+1

)
.

Introducing the domain wall density operator, n̂
(DW)
k = 1

2
[µ̂zk + 1], the domain

wall representation of the imbalance reads

Î =
1

N − 1

N−1∑
k=1

(−1)k+1n̂
(DW)
k+1 . (6.19)

In Fig. 6.2(a) we show the average expectation value of Î at long times, Ωt = 105,

and for different system sizes as a function of the trap width σ. The latter

parametrizes the disorder strength, with σ = 0 being the disorder-free limit.

For small disorder, the excitations are able to move and spread over the whole

chain, as can be extracted from panel (c): at the smallest values of σ, a nearly

homogeneous distribution of domain walls is reached, with the residual negative

value of the imbalance being a finite size effect.

Fig 6.4 shows the imbalance of an equal superposition state of all basis vectors

with Ncl = 2 clusters at Ωt = 0 as a function of system size. The imbalance of the
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N = 8
N = 10
N = 12

Figure 6.3: Half-chain entanglement entropy (HCEE), and level statis-

tic ratio. (a,b) HCEE as a function of time in a chain for various N = 8,10,

12, and σ. The color code and symbols correspond to those in Fig. 6.2(a),

i.e. σ = 0.0006 (purple) [only N = 10, 12 shown], 0.0071 (light blue), 0.0306

(green) and 0.135 (red) [N = 10 and N = 12 overlap] . (b) The σ = 0.08 (or-

ange) case, is displayed on its own to highlight the emergence of a logarithmic

growth of the HCEE as N is increased (the black curve, indicating logarithmic

behavior, is a guide to the eye). (c) LSR of the effective disordered Hamiltonian

in the restricted Hilbert space containing Ncl = 2 clusters as a function of σ for

different N . The LSR is compatible with a Poissonian distribution of level spac-

ings at very low and large disorder. In the former case, the system is close to

being integrable, whereas in the latter this is due to the effects of the disorder and

the phase is MBL-like. In between there is a crossover regime in which the LSR

shows GOE statistics, suggesting the presence of an ergodic window at interme-

diate values of σ ≈ 10−2. Shaded areas: plus/minus the standard deviation for

100 disorder realizations for N = 8 atoms. (This figure is adapted from Ref. [3]).
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(a) (b)

Figure 6.4: Finite size effects of the level statistic ratio and the imbal-

ance. (a): Imbalance of an equal superposition state containing Ncl = 2 clusters

at Ωt = 0 as a function of system size N . (b): Level statistic ratio for zero

disorder in the restricted Hilbert space containing Ncl = 2 clusters as a function

of system size N . The dashed line gives the LSR of a Poissonian distribution of

the level spacing.

equal superposition state I(Ωt = 0) is approaching zero with increasing system

size. Starting in a structured product state (6.16), the state will approximately

stay the same during the time evolution. Therefore, the imbalance will remain

at its initial value (close to 0.5) and is therefore a good measure for ergodicity.

However, at an intermediate disorder strength σ ≈ 10−2, Anderson localization

into spatially extended modes occurs and the imbalance can take any value in

the interval [−0.5, 0.5]. Thus, the small negative value of the imbalance could

indicate non-ergodicity. At this point this is difficult to establish, though, due to

finite size effects. Finally, when the disorder is large the domain wall density at

long times (Ωt = 105) remains close to that of the initial configuration (t = 0),

suggesting that the system localizes.

It may be challenging to probe the very long times investigated here in an exper-

imental setting. In Fig. 6.2(b) we show a few instances of the averaged imbalance

as a function of time, highlighting that at shorter times, (Ωt ≈ 103), 〈Î〉 still dis-

plays oscillations for small disorder, and only becomes stationary from σ & 10−2

onwards. Experiments should thus in principle operate beyond a certain disorder

threshold to avoid the strong oscillations in the early dynamics.

6.4.2 Half-chain entanglement entropy (HCEE)

A prototypical measure to detect the spreading of quantum correlations through

the system is the entanglement entropy of a subsystem [61,62,118]. It tracks how
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much information about the chosen subsystem is lost when the complement is

traced away. For an initial pure state |Ψ(t = 0)〉 evolving under Ĥ it is defined

as S(t) = −tr{ρ̂1/2(t) ln ρ̂1/2(t)}, where ρ̂1/2(t) = trN/2,...,N {|Ψ(t)〉 〈Ψ(t)|} denotes

the trace over the Hilbert subspace corresponding to the right half of the chain

(in the spin picture).

Fig. 6.3(a) shows the evolution of the HCEE as a function of time for some of the

trap widths chosen in Fig. 6.2. For very small values of σ, excitations can hop

and spread entanglement over the entire system, causing a substantial increase in

entropy. For intermediate disorder σ = 0.0071 the average over different realiza-

tions becomes sufficient to damp the oscillations, but the entropy still saturates

at long times at a value comparable to the smaller-disorder cases, suggesting ex-

tensive spread of entanglement. As the disorder strength is increased further, the

long time value of the HCEE monotonically decreases, suggesting localization of

excitations close to their initial position, and therefore limited spread of infor-

mation from one half of the chain to the other. In this regime the growth of the

entropy is visibly slower and, within the addressed range of timescales, appears

to be logarithmic in nature. To highlight this, we show in Fig. 6.3(b) three curves

(for N = 8, 10, 12) at σ = 0.08 which display how, increasing the system size, the

HCEE growth tends to acquire an apparently linear behavior in log-linear scale.

A logarithmic growth of the HCEE towards its stationary value is a characteris-

tic feature of MBL systems [61], suggesting the presence of an MBL phase (for

σ & 0.01), although it is not straightforward in our case to disentangle the effects

of interactions and disorder, and we are restricted to rather small system sizes.

6.4.3 Level statistic ratio

A further measure often used in the context of both MBL and integrable sys-

tems is the level statistic ratio (LSR) [58,175], which characterizes the statistical

distribution of energy gaps in the spectrum of the Hamiltonian [176, 177] and

is therefore basis independent. In the presence of interactions, one expects the

system to show signs of thermalization, with a distribution of the eigenvalues

similar to the one found for the so-called Gaussian orthogonal ensemble (GOE).

Conversely, in an MBL phase the system cannot redistribute energy effectively,

the level repulsion of the GOE is absent and the distribution of levels is closer to

a Poissonian. This difference is typically quantified via the dimensionless ratio

rn =
min{∆n,∆n+1}
max{∆n,∆n+1}

, (6.20)
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where ∆n = |εn − εn+1| is the spacing between adjacent eigenenergies of the

Hamiltonian, listed in ascending order (εn ≥ εn−1). To get the LSR 〈r〉, one

takes the arithmetic mean of the rn (n = 1, 2, 3, . . .) and then averages over the

disorder distribution. The predictions for GOE and Poissonian ensembles are

〈r〉GOE w 0.5307 and 〈r〉Poisson = 2 ln(2)− 1 w 0.386, respectively.

Fig. 6.3(c) shows the LSR of the effective Hamiltonian (6.2) in the reduced Hilbert

space with Ncl = 2 as a function of the trap width σ. For very small disorder σ .

10−3, the system , which is in the regime dominated by the hopping term (6.2), is

still close to its integrable regime. Hence, it can be described as free fermions, and

the LSR approaches a Poissonian value. Deviations from the Poissonian value for

very small disorder are a finite size effect as can be seen in Fig. 6.4(b) which shows

the LSR for zero disorder as a function of lattice size N . The deviations from the

Poissonian value are not monotonic, but collectively show a tendency to decrease

as the system size grows N . In the large disorder limit, 〈r〉 also approaches the

Poissonian value, presumably entering an MBL phase, however the mechanism is

different, as the system does not map on free fermions. In this limit, the diagonal

interaction terms dominate and the system can be approximately diagonalized

in the basis of classical configurations (of spin product states). The effective

detunings introduced by the disorder are very large which makes the system

trivially integrable and the LSR is Poissonian. Between these two regimes, 〈r〉
rises to “GOE-like” values, suggesting that in this crossover window — for the

system sizes studied here — ergodic behavior and (effective) thermalization are

present.

6.4.4 ETH plots

As a reminder, the basic conditions of ETH states that the expectation value

of an observable Ô for a system in the eigenstate |εα〉 of the Hamiltonian is a

smooth function of the energy ε. It is possible to utilize this ETH condition

as a measure to distinguish between a thermalizing and an MBL system. A

thermalizing system satisfies the ETH, thus O(εα) will be a smooth function of

the energy, while in the MBL phase, where the ETH breaks down, the Ô(εα) will

exhibit a fundamentally different behavior.

The magnetization 〈Mz〉 is defined as

〈Mz〉(α) =
1

N

〈
εα

∣∣∣∣∣
N∑
k=1

σ̂zj

∣∣∣∣∣ εα
〉
, (6.21)

where |εα〉 is the eigenstate of the Hamiltonian with eigenenergy εα. Fig. 6.5
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Figure 6.5: ETH plot of the magnetization. ETH plot of the magnetization

〈Mz〉 for a chain of N = 12 atoms for nine different trap width, where |Eα〉
is the eigenstate of the Hamiltonian with eigenenergies Eα. We compare the

magnetization for the full Hilbert space (gray) and the restricted Hilbert space

containing Ncl = 2 clusters (colored) for nine different disorder strengths . (b-

h) The colors and the symbols correspond to the trap width in Fig. 6.2. (a,i)

Magnetization for zero disorder and the maximal disorder σ = 1.

shows the ETH plot for the magnetization for nine different disorder strengths.

The gray data is taken for the full Hilbert space, while the colored data is for the

restricted Hilbert space containing Ncl = 2 clusters. Considering the full Hilbert

space (gray), the magnetization splits into sectors of fixed numbers of clusters.

For small disorder σ < 0.0306, where the system is close to integrability, these

sectors can be easily distinguished from each other. Increasing the disorder, these

characteristics are washed out and the different sectors start to overlap.

Each sector corresponding to a fixed Ncl = m, shows a disconnected point in the
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magnetization unaffected by the disorder. The corresponding states are equal

superposition states of all possible configurations with Ncl = m clusters, where

each cluster consists of only a single spin. This is the reason that the disorder

does not affect the disconnected states as only states with neighboring Rydberg

excitations feel the disorder. These states were already introduced in Section

6.4 as states produced by Φ̂Ncl |↓ ↓ · · · ↓〉. The magnetization with 〈Mz〉 = −1

belongs to the sector with Ncl = 0 clusters and corresponds to the state with

all spins in the |↓〉 state, |ΨNcl=0〉 = |↓ ↓ · · · ↓〉. The disconnected states with

higher numbers of cluster Ncl > 0 can be constructed by applying the Φ̂ operator

(6.17) m times to the zero-cluster state |ΨNcl=0〉 to obtain the Ncl = m state. For

m = 1 clusters in the state the disconnected state takes the form, Φ̂ |ΨNcl=0〉 =

|ΨNcl=1〉 ∝ |↑ ↓ ↓ · · · ↓〉− |↓ ↑ ↓ · · · ↓〉+ · · ·+ |↓ ↓ · · · ↓ ↑〉. Adjacent states in the

superposition appear with alternating signs, thus neighboring states cancel each

other when the Hamiltonian is applied. As already mentioned, the disconnected

states have no overlap with the initial state in Eq. (6.16), therefore all localization

effects occur due to the kinetic constraint.

In standard MBL systems the disorder is local in space, so one can conveniently

define local observables. In our system, the disorder is non-local in the dual

space so it is not clear that space-local observables should follow the behaviour

predicted for local ones in usual MBL setups. This is presumably the reason that

we cannot get a clear distinction between the thermal and MBL regime when

studying the magnetization as a function of energy.

6.5 Localization in the full model

Our constrained model is based on the restriction that a spin can only be flipped

next to an already excited neighbor. So far we only considered nearest-neighbor

interactions and a perfect facilitation condition of the atoms. Here, we analyze

how the full dynamics of the Hamiltonian (6.1) changes the localization behavior

in the spin chain assuming van der Waals interaction (α = 6.0). Furthermore,

we are considering a long ranged interaction potential (α = 1.0) in order to

analyze the localization behavior when both, the interactions and the disorder

are non-local. It has to be mentioned that the number of clusters Ncl is no

longer a conserved quantity in the full model. The Rabi frequency Ω as well as

the interatomic separation R0 are set to unity, and the detuning is equal to the

nearest-neighbor interaction energy V0 = −∆ = 10. Figure 6.6(a,b) shows the

half-chain entanglement entropy as a function of time and disorder strength for
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Figure 6.6: Half-chain entanglement entropy and imbalance under the

full dynamics. Half-chain entanglement entropy as a function of time and trap

width σ for a chain of N = 8 atoms. The full dynamics is considered (6.1) for van

der Waals interaction α = 6.0 and for a long ranged interaction with exponent,

α = 1.0 (b). The color code and the symbols correspond to the ones in Fig. 6.2.

(c) Imbalance 〈I(Ωt = 105)〉 of the full Hamiltonian for α = 6, 1.

two different interaction exponents.

In the case of a van der Waals interaction, α = 6, the HCEE is in good agreement

with the results from our effective model (6.2) (see Fig. 6.3). However, for the

long-range interaction, the behavior does not conform with the one found in the

effective model where we only considered nearest neighbor interaction. We can

still observe the ballistic growth for very short times (Ωt < 1), followed by the

linear behavior (on the logarithmic scale) over two orders of magnitude, although

the HCEE for different disorder strengths lie on top of each other. Furthermore,

for all considered disorder strengths, the HCEE reaches approximately the same

plateau value in the long-time limit.

Figure 6.6(c) compares the imbalance of the full Hamiltonian for van der Waals

interaction with the long-ranged interaction potential (α = 1). In case of a van

der Waals potential, the imbalance agrees qualitatively with the imbalance in

the effective model. For very small disorder σ < 10−2, where the excitations

can spread over the whole chain, the imbalance takes a small negative value. In

the limit of strong disorder, the imbalance reaches a plateau value and the final

state will be close to the initial configuration (6.16). The plateau value of the

imbalance in the limit of large disorder is approximately 〈I(Ωt = 105)〉 ≈ 0.3, and

therefore smaller than in the effective model. The deviations of the imbalance can

be explained by the fact that the number of clusters is not a conserved quantity.

Considering the long-ranged interaction potential, we can see the imbalance shows

a fundamentally different behavior. For small disorder strength, the disorder

takes an intermediate value keeping some memory of the initial configuration.
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For intermediate disorder strength the imbalance slowly decreases, reaching zero

in the large disorder limit.

From the analysis of the full model we can conclude that the effective Hamiltonian

gives a good description of the full system considering a van der Waals potential.

However, in the case of a long-ranged interaction the effective model breaks down,

which is not surprising as it only considers nearest-neighbor interactions which is

not justified with a long-ranged interaction potential.

6.6 Outlook and Conclusion

We analyzed the effects of disorder on an interacting Rydberg chain under the

facilitation constraint. Within a dual domain wall picture the system is described

by an XX-spin model and randomness in the atomic positions translates into a

non-local disordered interaction potential. This unconventional disordered many-

body system shows signatures of a crossover between an ergodic, thermalizing

phase and what appears to be a many-body localized one. The model studied

here differs from a more standard MBL model because non-local interactions and

disorder are intrinsically interconnected, a feature that should nevertheless nat-

urally arise in experimental settings exploiting Rydberg facilitation.

The constraints in this model emerged from energy barriers which restrict the

dynamics to only allow a spin flip next to an excited spin (facilitation). In the

following chapter, we redirect our focus to dissipation induced constraints in a

hard-core boson model that can be realised with Rydberg atoms.



Chapter 7

Dynamics of hard-core bosons on

a two-dimensional lattice with

non-local loss

7.1 Introduction

In the previous chapters, kinetic constraints emerged in cold lattice gases due to

energy barriers caused by the interplay between the off-resonant laser excitation of

Rydberg atoms and the interaction between Rydberg states. [48,49]. In this chap-

ter, we consider constraints originating from the quantum Zeno effect [178–180]

in systems with strong dissipation. The Zeno effect projects the system onto

a subspace (Zeno-subspace) where the occupation of specific (rapidly decaying)

states is prohibited. Previous work on one-dimensional chains has found that

strong distance-selective pair-loss can result in the dissipative binding of lattice

bosons [9,181] due to the Zeno effect. For the specific case of pair loss, the Zeno

subspace prevents simultaneous occupation of two lattice sites at a particular

distance. This boson model with non-local dissipation can be experimentally

realized in cold Rydberg quantum simulators using the dependence of the Ryd-

berg blockade on the interatomic separation to create the distance-selective loss

process [9].

We study a two-dimensional system of hard-core bosons with strong non-local pair

loss resulting in interesting out-of-equilibrium effects, such as dissipation induced

localization. As in the one-dimensional case, the dynamics can be separated into

two parts, the fast loss process that rapidly evolves the system into the Zeno

subspace, followed by the coherent dynamics restricted to this subspace. We

analyze the correlated particle loss process, which evolves a system initiated in a

106



107

Mott insulator state into the Zeno subspace, using Monte Carlo techniques. This

is followed by a discussion of the coherent dynamics in the limit of strong loss

processes which can be described as a hopping model with non-local constraints.

7.2 System

We consider a two-dimensional lattice gas (with N = Nx · Ny lattice sites using

open boundary conditions (OBC)) of hardcore-bosons (the occupation of a sin-

gle lattice site by more than one particle is forbidden [182]) tunneling between

adjacent lattice sites at rate J . The dynamics of the system is described by a

hopping Hamiltonian (open boundary conditions) [9, 181]

Ĥ = J
N∑
〈ik〉

(
σ̂+
i σ̂
−
k + σ̂−i σ̂

+
k

)
, (7.1)

where J is the tunneling rate, 〈ij〉 denotes nearest neighbor configuratons, and

σ̂±k = (σ̂xk ± iσyk) are the standard spin-1/2 lowering and raising operators.

We are interested in a situation where the system experiences a non-local distance-

selective loss resulting in the ejection of boson pairs out of the lattice that are sep-

arated by a critical distance Rc. This pair-loss process is illustrated in Fig. 7.1(a)

for the specific case of a one-dimensional system with a critical distance Rc = 2.

The two particles (black circles) initially occupying neighboring lattice sites are

in a stable configuration. If the right atom were to hop to the right (red, crossed

out lattice site) the two bosons would be separated by Rc which corresponds to

a forbidden state and thus the bosons are ejected at rate γ.

Due to the dissipation the system being effectively open, the dynamics can be

described via the density operator ρ̂ whose time evolution is governed by the

Lindblad master equation (which is given for simplicity in one-dimensions)

˙̂ρ = −i
[
Ĥ, ρ̂

]
+

N∑
k=1

(
L̂k ρ̂ L̂†k −

1

2

{
L̂†k L̂k , ρ̂

})
= Lcρ̂+ Ldρ̂ , (7.2)

with the jump operator

L̂k =
√
γσ̂−k σ

−
k+Rc

. (7.3)

The Lindblad master equation describes the dynamics of Markovian systems

which do not have any memory of their previous behavior. We are consider-

ing the limit of strong dissipation, where the dissipation rate γ is much larger
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pair loss

Figure 7.1: Dynamics and constraint of the lattice bosons. (a) Dynamics

and constraint of the lattice bosons which leads to the non-local loss when two

atoms are separated by the critical distance Rc. (Adapted from [9]). (b) Repre-

sentation of the constrained hopping model on the example of a N = 6×6 lattice

where the initial state consists of four occupied sites (black circles) forming a

square (left) and a Z (right). The white and red circles show unoccupied and

forbidden sites, respectively, for a critical distance Rc = 2. The square config-

uration is surrounded by forbidden sites and is therefore immobile for all times,

while the Z-configuration has the ability to leave its initial configuration (in two

directions).

than the tunneling rate J (γ � J). This results in the separation of the dynam-

ics in two parts, the fast dissipative dynamics described by Ld, and the much

slower coherent dynamics described by Lc. Thus, it is not necessary to solve

the Lindblad master equation as a whole and instead we solve the two processes

independently of each other.

This specific kind of loss process can be realized in Rydberg lattice systems uti-

lizing the Rydberg blockade, i.e. that the excitation to a doubly excited Ry-

dberg state depends on the interatomic separation [9]. In the case of the pair

loss process, the doubly excited state is reached via a resonant two-photon pro-

cess coupling the collective ground state |↓↓〉 to the pair state |↑↑〉 via a laser

with detuning ∆ (|↓ ↓〉 → |↑ ↓〉 , |↓ ↑〉 transition). The energy difference be-

tween the pair state and the ground state is given by the two-atom detuning

∆2(R0) = 2∆ + V (R0), which can be tuned by either adjusting ∆ or the inter-

atomic separation R0. By fixing the detuning ∆, we can determine the critical

distance Rc at which two atoms can be excited to the pair state. For the pair

state there exist two different decay channels, a mechanical loss channel caused

by the strong repulsive interaction between the Rydberg atoms resulting in the

atoms escaping their traps, and a radiative loss where the atoms gain momentum

by spontaneously decaying into a lower lying state. Both decay processes result

in the loss of the atom pair.
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We first analyze the fast dissipative dynamics of the system when prepared in

a Mott-insulator state, i.e. with a fully occupied lattice. The end result is a

Zeno subspace spanned by all configurations where no bosons are separated by

the critical distance.

After the Zeno subspace is reached, the slow coherent evolution can be described

by the constrained Hamiltonian

ĤZeno =
N∑
k=1

Q̂0

(
σ̂+
k σ̂
−
k+1 + σ̂−k σ̂

+
k+1

)
Q̂0 , (7.4)

where the projector onto the reduced space is

Q̂0 =
N∏
k=1

(1− n̂k n̂k+Rc) , (7.5)

with n̂k = σ̂+
k σ
−
k . Figure 7.1(b) illustrates the constraints given by the Hamilto-

nian (7.4) on the example of a square lattice N = 6× 6 with Np = 4 bosons and

a constraint of Rc = 2. The black circles indicate some example configurations

of bosons, and the red and white circle show the forbidden and allowed sites for

that particular configuration. A bosons can only move from its initial position if

it has a white neighboring lattice site. The square configuration (left) is trivially

localized due to the constraint; the bosons cannot move in any direction as all

neighboring lattice sites are forbidden. The Z -configuration (right), however is

not fully restricted in its motion as two of the particles are allowed to hop to

neighboring (white) lattice site.

Due to the particle number conservation (in the limit of γ � J) that emerges

in the constrained description, we restrict the Hilbert space to the sector with

fixed Np yielding a Hilbert space dimension of
(
N
Np

)
. The Hilbert space can be

restricted further by removing all states that are forbidden by the constraint and

would not be populated throughout the course of the dynamics. If not stated

otherwise, we will restrict our considerations to a critical distance of Rc = 2.

7.3 Classical loss dynamics

In this section, we focus on the fast, dissipative dynamics of the system, Ld in

Eq. 7.2, which evolves from an initial Mott insulator state into the Zeno subspace.

In order to quantify the atom loss, we are studying the boson density p(t) as a

function of time

p(t) =
N∑
k=1

〈n̂k(t)〉
N

, (7.6)
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Figure 7.2: Kinetic Monte Carlo method and final boson density. (a)

Illustration of the kinetic Monte Carlo (MC) method. The system is initially

prepared in a Mott insulator state. In every jump two boson at the critical

distance Rc are removed from the system. In our model, any jump happens with

transfer rate Γ = 1 but the choice of jump is randomly selected. This process is

repeated until the Zeno subspace is reached; i.e. there no longer exists particles

separated by the critical distance Rc. (b) Final boson density 〈p(tf )〉 as a function

of Nx (with N = Nx × Nx) for various constraints Rc. Initially, the system is

prepared in a Mott insulator state and atoms located at the critical distance Rc

are removed until the Zeno subspace is reached. The density is averaged over 20

MC runs.

with n̂k = σ̂+
k σ̂
−
k . The pair loss process can be simulated by kinetic Monte Carlo

as illustrated in Fig. 7.2(a). The evolution of the initial (fully occupied) state is

given via a jump processes where in each jump, a pair of bosons separated by Rc

is expelled out of the lattice until the Zeno subspace (final state) is reached. In

our model, all jumps are equally likely, hence the probability Γ for any possible

jump is equal to one, Γ = 1. The probability that no jump has happened at time

t is then given by

Pno jump(t) = e−Nf t, (7.7)

where Nf is the number of states that can be reached via a jump (indicated as

arrows in Fig.7.2(a)). In a kinetic Monte Carlo approach, we generate the waiting

time before a jump occurs tjump as follows

µ = e−Nf tjump , (7.8)

where we pick the random number µ from a uniform distribution µ ∈ [0, 1]. After

a jump occurs, which is also randomly picked, the initial state is updated and the

next jump time is generated. This process is repeated until the Zeno subspace

is reached. This completed evolution, from Mott insulator to Zeno subspace, is
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one possible route (trajectory) the system can take. To produce an average of

the dynamics, and in turn an average value for the observable, the process must

be repeated many times until the average converges. Figure 7.2(b) shows the

final average boson density 〈p(tf )〉 as a function of the lattice size N = Nx ×Nx

for four critical distances Rc. The final time tf is the point at which a config-

uration is reached which admits no further jumps. In the limit of large N , a

Mott insulator state reaches a steady state with approximately ten percent filling

p(t → ∞) ≈ 0.1 (purple line). It is important to note that this is indepen-

dent of the critical distance Rc, a result previously found in the one-dimensional

case [181].

7.3.1 Quantum evolution

After the Zeno subspace is reached the dynamics can be described as a coherent

evolution with kinetic constraints. We are interested in the effect the constraint

has on the relaxation properties of the system. Therefore, we study the normal-

ized two-times correlation function [79], to be more precise the autocorrelation

function,

c(t) =
1

N

∑
k

〈Ψ(t0)|n̂k(t) n̂k(t0)|Ψ(t0)〉
φ(1− φ)

− φ

(1− φ)
, (7.9)

where n̂k(t) is the number operator in the Heisenberg picture, φ = Np/N is the

filling fraction, and t0 = 0 is the initial time. The subtracted constant ensures

that, if the correlation factorizes at long times, it vanishes. Note, the autocor-

relation function c(t → ∞) is expected to vanish in a thermalizing system (in

the thermodynamic limit), however, it can take a finite value for a localized final

state.

Figure 7.3 (upper panel) shows the autocorrelator of a N = 4× 4 square lattice

with Np = 4 particles for a constrained system (Rc = 2) (red), and an uncon-

strained system (blue). The unconstrained dynamics is free and described by

the hopping Hamiltonian (7.1), while the constrained dynamics is governed by

Eq. (7.4). Initially, the system is prepared in a Z -configuration as shown in the

inset, and then evolves under its respective dynamics. Both autocorrelation func-

tions show an initial decay on short time-scales, however in the free case the decay

is much faster. For the free evolution, the correlation function vanishes in the

long-time limit indicating that all information of the initial state is lost and that

the system thermalizes. For the constrained dynamics on the other hand, the
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Figure 7.3: Comparison of the constrained and free dynamics for a

Z-configuration. Upper panel: Autocorrelator as a function of time c(t) for a

constrained system (red) with a critical distance of Rc = 2 and a system without

any constraints (blue) as a function of time. We are considering N = 4 × 4

lattice sites with Np = 4 particles initially prepared in the Z-configuration shown

in the inset. Lower panel: Evolution of the populations 〈n̂i〉 for a constrained

(red) and an unconstrained system (blue) on a N = 5 × 5 lattice with Np = 4

particles initially prepared in a Z-configuration. We are using OBC for both the

simulation of the autocorrelation function and the evolution of the population.
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autocorrelator saturates to a non-zero plateau value implying the preservation of

some memory, thus non-ergodic behavior.

The difference in the dynamics between the free and constrained system can be

confirmed by Fig. 7.3 (lower panel), which shows the population 〈n̂i〉 of a square

lattice N = 5 × 5 with Np = 4 particles for four different times. We study the

time evolution of the populations on a larger lattice than previously to ensure

that the survival of the initial configuration in the constrained case is not purely

a boundary effect. For the free dynamics this is the largest system which we are

able to simulate due to computational limits. The simulation of the autocorrela-

tion function is computationally more demanding, thus the maximal system we

can simulate is N = 4× 4 lattice with Np = 4 particles.

In the constrained system, we can see that the Z-configuration initially deterio-

rates until reaching a plateau that is stable for long times. On the other hand, in

the unconstrained case, the population vanishes rapidly until the configuration

can no longer be detected at all. For both measures, the constraint seems to

introduce some sort of localization effect dependent on the initial state. This

effect may be diminished for larger system sizes, however, this proved to be too

demanding for our currently accessible computing facilities. The localization in

the case of the constrained model can be explained by considering the spectrum

of the Hamiltonian, which has a manifold of degenerate zero-energy eigenstates

that do not evolve in time and are therefore localized. These localized states are

similar to the frozen states in [183]. The energy spectrum is symmetric around

the zero-energy manifold, every state with energy ε has a partner state at -ε

indicating a particle-hole-symmetry. The localization effect of the time-evolved

Z-configuration can be explained by decomposing the time-evolved state |Ψ(tf )〉
at some time tf into the eigenstates |En〉 of the Hamiltonian

|Ψ(tf )〉 =
∑
n

〈εn|Ψ(t0)〉 e−iεnt |εn〉 , (7.10)

where |Ψ(t0)〉 is the initial state. The index n runs over all eigenstates of the entire

spectrum including the immobile zero-energy eigenstates. Considering the long

time limit, we see that only the zero-energy components have a contribution to the

time-evolution of the state as the time-dependent terms interfere destructively,

letting the time-independent terms dominate the behavior

lim
t→∞
〈Ψ(t0)|Ψ(tf )〉 =

∑
i∈ε0

〈ε(i)0 |Ψ(t0)〉 . (7.11)

Thus the zero-energy eigenstates are responsible for the localization effect in the

constrained model due to destructive interference effects.
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7.3.2 Quantum dynamics versus classical diffusion

To explore the role of quantum effects and constraint on localization found in our

system, we study the constrained dynamics as a classical diffusive process. The

time evolution is described in terms of the classical probability state,

|p(tf )〉 = exp(Wt) |p(t0)〉 , (7.12)

where W is the transition rate matrix. In general, the transition rate matrix

defines the evolution of a stochastic process in a continuous-time Markov chain.

Each component of the vector |p(tk)〉 gives the probability of the corresponding

classical configuration. Note, the |p(tk)〉 are normalized such that the sum over

all elements is one. The matrix W can be constructed in the following way:

the off-diagonal elements of the stochastic matrix are equal to the constrained

Hamiltonian in Eq. 7.4, Wkm = Hkm for k 6= m; the diagonal elements of the

transition rate matrix are chosen such that the sum of each row in W is equal

to zero Wkk = −∑m 6=kWkm. With this, we define the autocorrelator for the

classical diffusion process analogously to the quantum case,

cc(t) =
1

N

∑
k

〈P |n̂c
k(t) n̂c

k(t0)| p(t0)〉
φ(1− φ)

− φ

(1− φ)
with |P〉 =


1

1
...

1

 ,

(7.13)

where the classical number operators in the Heisenberg picture are given by

n̂c
k(t) = exp(−Wt) n̂k exp(Wt).

In Fig. 7.4, we compare the autocorrelation function for (a) the constrained quan-

tum dynamics, (b) the free quantum dynamics, (c) and the constrained classical

diffusion for the whole spectrum of initial states. We restrict our considerations

to Np = 2 particles as the computation of the entire spectrum for a larger system

would be too computationally demanding for the free model. In the constrained

quantum case in Fig. 7.4(a), the spectrum of the autocorrelation function in-

dicates localized states through a non-vanishing plateau value in the long time

limit c(t→∞) 6= 0. The constraint prevents the system from thermalizing which

results in localized states with some memory of the initial conditions. In the case

of the freely evolving quantum system (b), we can see some structure in c(t),

however these are most likely residues of the finite size of the system. The free

model is ergodic and the system thermalizes. Also in the classical constrained

model, the autocorrelation function vanishes on a short time scale, which con-

firms that the localization of the states is a result of quantum interference effects.
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Figure 7.4: Scan of the autocorrelation function for constrained and

free quantum dynamics, and constrained classical diffusion. Scan of the

two-time correlation function c(t) over all possible initial product states for a

N = 4× 4 lattice sites with Np = 2 particles and open boundary conditions. We

are considering a system under (a) quantum dynamics with constraint Rc = 2, (b)

quantum dynamics without constrained and (c) classical diffusion with constraint.

We indicate three of the localized states in the quantum dynamics.
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We now study the localization phenomena in a system with a higher boson den-

sity (N = 4 × 4, Np = 4). Figure 7.5 compares the autocorrelation function of

(a) the constrained quantum evolution with (b) the classical diffusion process.

In both cases we can see trivially localized states, where the autocorrelor stays

constant c(t) = 1 (cc(t) = 1) for all times. These fully localized states are zero-

energy eigenstates of the constrained Hamiltonian. They are trivially localized

and belong to immobile square configurations where the particles are trapped as

illustrated in Fig. 7.1(b) (Np = 4 particles and Rc = 2). They are localized by

the constraint and therefore appear also in the classical model. These states are

a special feature of systems with Np = 2 · x and Rc = x.

As we have already seen in Fig. 7.4(a), destructive quantum interference results in

localization effects. Additionally, in the quantum case, we can observe states with

a vanishing autocorrelation function on short timescales which show a revival fol-

lowed by strong oscillations for t→∞. In the classical case, the autocorrelation

vanishes, except for the trivially localized states, which indicates ergodic behavior.

In a two-dimensional lattice, the configurations of the zero-energy eigenstates (in

the product state basis) are, for reasonable system sizes and boson densities, far

too complicated to find an underlying structure or to construct them in an ex-

periment. Therefore we will focus our considerations on a quasi-one dimensional

lattice to understand how to construct the localized eigenstates of the Hamilto-

nian.

7.4 Ladder system

For a more detailed analysis of the structure of the zero-energy eigenstates, we

consider a simplified system — a quasi-one dimensional lattice or ladder. As

illustrated in Fig 7.6(a), in a ladder, the particles are restricted in their motion

by the ladder geometry (in the y-direction) in addition to the restrictions imposed

by the constraint (along the x-direction). Considering that the particle number is

a conserved quantity, we can construct the graph of the constrained Hilbert space

to analyze the structure of the localized zero-energy eigenstates. Figure 7.6(b)

shows the graph for a ladder with N = 4× 2 sites, two particles Np = 2, critical

distance Rc = 2 and periodic boundary conditions (PBC). Each vertex represents

a product state and the edges define the connection between configurations under

the action of the Hamiltonian. The four-fold rotational symmetry of the graph

is caused by the periodic boundary conditions and corresponds to the invariance
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Figure 7.5: Scan of the autocorrelation function for a system with high

boson density. Scan of the two-time correlation function c(t) over all possible

product states of a constrained system (Rc = 2) of N = 4 × 4 lattice sites with

Np = 4 particles (OBC) under (a) quantum dynamics, and (b) under classical

diffusion. The trivially localized states (black bands) coincide in the quantum

and the classical case.
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x

y

(a) (b)

(c)

Figure 7.6: Constrained model on a ladder. (a) Quasi one-dimensional

lattice expanding in the x-direction and restricted in the y-direction to two rows

(ladder). We are considering two particles (black) in the lattice, the red spheres

indicate the lattice sites that are forbidden for this specific configuration with

Rc = 2. (b) Graph representation of the constrained model for a N = 4 × 2

ladder with PBC (Np = 2). We show all allowed product state configurations

and their connections under the action of the constrained Hamiltonian. (c) Ratio

of the number of zero-energy eigenstates (ZE) and the size of the reduced Hilbert

space (HS) as a function of system size N = Nx × 2 for Rc = 2 for open (blue)

and periodic (orange) boundary conditions.
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under discrete translations (or cyclic permutations) of a configuration along the

x-axes.

7.4.1 Localized zero-energy states

We consider the system size scaling of the dimension of the zero energy eigenstate

(ZE) space with respect to the dimension of the restricted Hilbert space (HS).

Figure 7.6(c) shows the ratio ZE/HS as a function of the length of the ladder

Nx × 2 for Np = 2 particles (for open and periodic boundary conditions). In

the thermodynamic limit, the ratio ZE/HS vanishes. However it seems that

the dimension of the ZE subspace still increases with system size, albeit in a

subleading fashion, with respect to the restricted Hilbert space dimension.

For a ladder with even Nx ( Nx = 2n for n ∈ N), we obtain from the progression

of the results in Fig. 7.6(c) the number of zero-energy eigenstates, ZEPBC =

8(n − 1) + 4, and ZEOBC = 10(n − 1) + 4 (for n ≥ 3). In the case that n < 3,

the number of zero energy eigenstates for periodic and open boundaries is equal,

ZE = 8(n− 1) + 4.

Knowing the number of zero-energy states in a system, we now want to illus-

trate how to construct those localized states as a superposition of a small number

of product states. Figure 7.7 illustrates the configuration of some localized zero-

energy states for the example of a N = 4×2 (a) and N = 6×2 ladder with Np = 2

bosons (PBC). We can construct zero-energy states by superimposing two dimer

configurations with opposite phases (indicated as blue and red circles) located at

the same rung (x-direction) of the ladder. Thus, the action of the Hamiltonian on

these superposition states results in the cancellation of the wavefunctions indicat-

ing a zero-energy eigenstate. In a N = Nx×2 ladder with Np = 2 particles, we can

construct Nx localized zero-energy states by translating the superposition state

through the system along the x-direction. The remaining zero-energy eigenstates

cannot be systematically constructed and become increasingly more complicated

with increasing system size making them experimentally unfeasible to construct.

Figure 7.8 compares the autocorrelation of a ladder (N = 10 × 2) with Np = 2

particles under (a) constrained quantum dynamics, and (b) constrained classical

diffusion. The system is described using PBC, thus we can construct ten zero-

energy eigenstates analogously to the states shown in Fig. 7.7. In the quantum

case, we can observe non-zero plateau values of the autocorrelation function indi-

cating localization. The localized eigenstates appear in a periodic pattern which

can be attributed to the periodic structure of the Hilbert space. As expected,

the autocorrelator describing the classical diffusion shows a similar behavior as
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(a)

(b)

Figure 7.7: Graph representation of the Hilbert space and localized

zero-energy eigenstates. Graph of the adjacency matrix for a N = 4 × 2

(a) and N = 6 × 2 (b) ladder with two particles (Rc = 2, PBC). We show the

configurations of the Nx transitionally invariant zero-energy eigenstates which

can be constructed in any Nx × 2 ladder with PBC.

in the case of the square lattice; cc(t) rapidly decays on short timescales (t < 10)

before vanishing indicating that the system has thermalized.
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7.5 Conclusion and Outlook

We studied the effect of non-local particle loss on the dynamics of a two-dimensional

hard-core lattice gas. In the regime of strong dissipation, the model can be ef-

fectively described as a hopping model with the constraint that two particles

cannot be separated by the critical distance Rc. This constraint results in non-

equilibrium dynamics and localization effects that are caused by an interplay of

the classical constraint and quantum interference effects.
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Figure 7.8: Scan of the autocorrelation function for a ladder. Scan of the

two-time correlation function c(t) over all possible product states of a constrained

system (Rc = 2) of N = 10× 2 lattice sites with Np = 2 particles evolving under

(a) quantum dynamics, and (b) under classical diffusion (PBC).



Chapter 8

Outlook and Conclusions

Recent advances in the trapping and the manipulation of cold atoms in opti-

cal tweezer arrays have allowed for the production of Rydberg quantum simula-

tors. This experimental progress enables the creation of one-, two- and three-

dimensional lattices of arbitrary geometry with close-to-unit filling [163] thus

offering a novel platform to study the dynamics of many-body quantum sys-

tems [153]. We based our theoretical models on these Rydberg quantum sim-

ulators to investigate the many-body dynamics of Rydberg lattice systems in

the presence of constraints and disorder. Additionally, we designed and simu-

lated three protocols for the non-adiabatic engineering and transport of quantum

states in one-dimensional chains of Rydberg atoms [1].

Chapter 4 introduced state-preparation protocols based on the Rydberg block-

ade which prevents the excitation of two adjacent atoms to a Rydberg state.

In particular, we discussed the preparation of a maximally entangled quantum

state known as the antiferromagnetic GHZ state which is used as a reference in

quantum estimation theory. Furthermore, we considered a protocol to prepare a

specific kind of matrix product state, the dimer-MPS state, which is related to a

Rydberg crystal and can be treated analytically. The last protocol we considered

allows the transport of a single-qubit state between different nodes of a network.

We studied how the performance of these protocols is influenced by imperfections

such as non-perfect Rydberg blockade and disorder arising from the randomness

of the atomic positions in the traps due to the finite temperature of the setup.

This research could be continued by improving the performance of the protocols

by reducing the sensitivity to imperfections resulting in a higher fidelity for long

chains. Furthermore, the state transport protocol could be extended to transport

many-qubit states between nodes of a quantum network or to expand the network

123
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to various two-dimensional geometries.

Our next project then focused on the dynamics of Rydberg quantum simulator

systems with constraints caused by the strong interactions between the Rydberg

atoms. In particular, we were considering models based on the facilitation mech-

anism, where the excitation of an atom to a Rydberg state is strongly enhanced

by an already excited neighbor, thus defining the constrained dynamics of the

system. In order for the facilitation mechanism to work it is not sufficient to sim-

ply have strong interactions. In fact, it requires a fine-tuning of the parameters

and control of the setup. Even small variations in the atomic positions, when the

lattice is not perfectly regular, can dramatically shift the energy levels and hinder

the facilitation mechanism. This means that the facilitation is very sensitive to

disorder. However, disorder in a system can lead to interesting effects such as

single-particle localization also called Anderson localization.

In chapter 5, we were studying disorder induced Anderson localization in a quasi

one-dimensional Rydberg lattice under the facilitation constraint. We focused

on the single-particle regime, where the Hilbert space forms a synthetic lattice, a

Lieb ladder, featuring a flat band which supports localized states. Such flat bands

result in interesting phenomena such as disorder induced delocalization. In order

to quantify the localization effect in the Lieb ladder, we calculated the localization

lengths as a function of the disorder strengths. The Lieb ladder decouples into

two lattices, a stub lattice and a chain, with corresponding transmission channels

and localization lengths. Therefore, the localization behavior in a Lieb ladder is

described by two localization lengths. We found anomalous scaling behavior of

the localization lengths. The model we considered in this chapter can be applied

to higher dimensional lattices which will, as in the Lieb ladder case, result in

a synthetic lattice featuring flat bands and localized eigenstates. Future work

might study the effect of flat bands on the localization behavior for the three-

dimensional case, where the system undergoes a phase transition at a critical

disorder strength from a delocalized to a fully-localized regime.

After focusing on single-particle or Anderson localization, we considered in chap-

ter 6 localization phenomena in the many-body sector with facilitation con-

straints. In this sector the system can be described in terms of a dual domain wall

picture. The randomness in the atomic positions translates in the domain wall

picture into a non-local disordered interaction, where the disorder and interaction

are intertwined and cannot be tuned independently from each other. This differs

from standard MBL systems where the disorder and the interactions strength are
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independent parameters. This model is relevant and not just an exotic theoretical

construct as it arises naturally in Rydberg quantum simulator experiments. In

this many-body model we find signatures of a crossover between a thermalizing

and a many-body localized phase. Future research on many-body localization

in constrained Rydberg lattice systems might consider the dynamics on higher

dimensional lattices with various lattice geometries. Investigating different types

of disorder, such as correlated and uncorrelated disorder, and their influence on

the many-body localization might also be of interest. Further research on this

topic that is about coupling the degrees of freedom of the spin system with the

lattice vibrations of the atomic traps leading to the formation of polarons [184].

The previous chapters considered constraints emerging from energy barriers re-

stricting the dynamics to only allow a spin flip next to an already excited spin. In

chapter 7, we studied dissipation induced constraints in a hard-core boson model

that can be realized in a Rydberg lattice system. The system exhibits interesting

localization effects even in the absence of disorder. Further work might consider

the role of dissipation in a constrained Rydberg lattice system with disorder and

how the combination of these two effects influences the dynamics of localized

system.
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Björn Butscher, Hans Peter Büchler, and Tilman Pfau. An experimental

and theoretical guide to strongly interacting Rydberg gases. Journal of

Physics B: Atomic, Molecular and Optical Physics, 45(11):113001, May

2012.

[23] Hendrik Weimer and Hans Peter Büchler. Two-stage melting in Systems
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Valado Maŕıa Mart́ınez, Ennio Arimondo, Riccardo Mannella, Donatella

Ciampini, and Oliver Morsch. van der waals explosion of cold Rydberg

clusters. Phys. Rev. A, 93:030701, Mar 2016.

[143] Charles H. Bennett, Gilles Brassard, Claude Crépeau, Richard Jozsa, Asher
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Appendix A

Interacting Rydberg gases

This chapter is taken from the supplementary material in Ref. [2].

A.1 Approximate Gaussian distribution of the

atoms

Based on reference [6], we recall the ideas needed for the study of the effect of

disorder. In order to show how the Gaussian distribution of the atomic posi-

tions arises, we consider an atom of mass m sitting in a one-dimensional optical

trap of frequency ω. The results are straightforward to generalize to the three-

dimensional case as the three cartesian coordinates decouple and can be treated

independently. We work in a regime of temperatures T much lower than the trap

depth, but larger than the trap frequency, i.e., kBT � ω. As already briefly men-

tioned in Section 2.4, these assumptions allow us to treat the trap as a harmonic

potential, yielding a Hamiltonian

Ĥtrap ≈
p̂2

2m
+
m

2
ω2x̂2, (A.1)

where x̂ and p̂ are the quantum position and momentum operators, respectively.

The thermal state of the system is described by the Gibbs form defined as

ρth =
1

Z
e−βĤtrap , (A.2)

where β = 1/(kBT ) and Z is the partition function

Z = tr
{

e−βĤtrap

}
. (A.3)

Employing the standard mapping

p̂ = i

√
mω

2
(b̂† − b̂), x̂ =

√
1

2mω
(b̂† + b̂) (A.4)
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in terms of bosonic creation b̂† and annihilation b̂ operators (as usual,
[
b̂, b̂†

]
= 1),

one obtains for the Hamiltonian of the trap

Ĥtrap = ω

(
b̂†b̂+

1

2

)
, (A.5)

while for the partition function, which is derived by using a geometric power

series to expand Eq. (A.3), we obtain

Z =
∑
n

e−βω(n+1/2) =
1

2 sinh
(
βω
2

) . (A.6)

Introducing |x〉, the position eigenstate satisfying x̂ |x〉 = x |x〉, the probability

density function of the atomic position is defined as

ppos(x) = 〈x| ρ̂th |x〉 . (A.7)

The analytical form of the atomic position can be extracted from the Feynman

propagator [185] which is, for a time-independent, non-relativistic system, defined

as K(x, y, t) = Θ(t) 〈x| e−itĤ |y〉, where Ĥ is the Hamiltonian of a system and Θ(t)

is the Heaviside function. For the harmonic oscillator, the Hamiltonian in the

Feynman propagator is the trap Hamiltonian (A.1). The Feynman propagator

for the harmonic oscillator, in the time interval t ∈ (0, π/ω), is given by

K(x, y, t) =

√
mω

2πi sin (ωt)
exp

{
i

mω

2 sin (ωt)

[
(x2 + y2) cos (ωt)− 2xy

]}
. (A.8)

A detailed derivation of the propagator can be found in Refs. [185, 186]. Substi-

tuting t→ −iβ and y → x one finds

K(x, x,−iβ) = 〈x| e−βĤtrap |x〉

=

√
mω

2π sinh (ωβ)
exp

{
− mω

sinh (ωβ)
(cosh (ωβ)− 1)x2

}
.

(A.9)

Dividing the propagator (A.9) by the partition function (A.3), one finally finds

the Gaussian position distribution of the atom in the trap

ppos(x) =

√
mω(cosh (ωβ)− 1)

π sinh (ωβ)

× exp

{
− mω

sinh (ωβ)
(cosh (ωβ)− 1)x2

}
.

(A.10)

The variance σ can be trivially read off and amounts to

σ2 =
sinh (ωβ)

2mω(cosh (ωβ)− 1)
. (A.11)
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Since we assumed kBT � ω, we can expand this expression to lowest order

ωβ � 1, which yields

σ2 ≈ 1

mω2β
=
kBT

mω2
. (A.12)

The distribution (A.10) is straightforward to generalize to three-dimensions with

traps centered along a single linear chain at positions kR0 = (0, 0, k R0), where

k is an integer as illustrated in Fig. 2.4,

p(k)
pos(r) =

1

(2π)3/2 σ3
exp

(
1

2σ2

(
−r2

x − r2
y − (rz − (k − 1) ·R0)2

))
. (A.13)

For clarity, we remark here that the indices in the above expression distinguish

between Cartesian components only, e.g. rx and ry are the components of the

same atom along the x and y directions. In the following, when necessary, the

trap index will appear as superscript, e.g. r
(k)
i is the ith component of the kth

atom’s position. For a ladder, a second set of position distributions p
(k)(2)
pos (r)

would be added with the same Gaussian form up to ry → ry −R0.

This result for the distribution can also be generalized for the case of an anisotropic

trapping potential

p(k)
pos(r) =

1

(2π)2/3σxσyσz
exp

(
−(r

(k)
1 )2

2σ2
x

− (r
(k)
2 )2

2σ2
y

− (r
(k)
z − kr0)2

2σ2
z

)
, (A.14)

where the widths σi =
√
kBT/(mω2

i ) in the three spatial directions i = x, y, z

depend on the trap frequencies ωi (see [6] for details).

A.2 Distribution of the distances and interac-

tions for a single chain

In this section, we derive the correlated distribution of the energy shifts between

atomic pairs which is, in turn, derived from the distribution of the interatomic

distances. Here, we focus on a single one-dimensional chain, as most of the prop-

erties that affect results in the later considerations are due to the presence of an

extended longitudinal direction (see Chapter 4, 5 and 6). Still, the considerations

made for the marginal distributions of pairs of atoms directly apply to any regular

lattice configuration as well.
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A.2.1 From the distribution of the atomic positions to the

distribution of the distances

To begin with, we consider a one-dimensional system where we neglect the ex-

tension of the traps in the y and z directions. At the end of this section, we

generalize the results to three dimensions. The one-dimensional distribution of a

single atom is given by

p(k)
pos(x) =

1√
2πσ

exp

[
− x2

2σ2

]
. (A.15)

From here, we can determine the distribution of the interatomic distances by

solving the following integrals

pdiff(d1, . . . , dL−1) =

∫
dx1 . . . dxL

L∏
k=1

p(k)
pos(x)

L−1∏
k′=1

δ (dk′ − (xk′+1 − xk′))

=
1(√

2πσ
)L ∫ dx1 . . . dxL exp

(
− 1

2σ2

L∑
k=1

x2
k

)

×
L−1∏
k′=1

δ (dk′ − (xk′+1 − xk′)) .

Integrating out each of the L − 1 delta-distributions dx2 . . . dxL, with the inte-

gration variable xk′+1 = x1 +
∑k′

m=1 dm, leaves the Gaussian integral

pdiff(d1, . . . , dL−1) =
1(√

2πσ
)L ∫ dx1e−

1
2σ2 (Lx2

1+2Dx1+A) , (A.16)

with the parameters D =
∑L−1

m=1(L −m) dm, and A =
∑L

k=1

(∑k−1
m=1 dm

)2

. This

integral can be easily solved

pdiff =
exp

(
− 1

2σ2

(
A− D2

L

))
√
L(
√

2πσ)L−1
. (A.17)

In order to simplify the solution, we rewrite A−D2/L =
∑
r,q

drMrq dq, using

D2

L
=

1

L

L−1∑
r=1

L−1∑
q=1

(L− r)(L− q) dr dq , (A.18)

A =
L−1∑
l=1

(
l−1∑
n=1

dn

)(
l−1∑
n′=1

dn′

)
, (A.19)

which directly follows from the definition of the parameters. Considering only

ordered terms, dr dq terms satisfying (l > r) ∧ (l > q) contribute to the sum,
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each with a contribution of one, we obtain

A =
L−1∑
r=1

L−1∑
q=1

(L−max(r, q))dr dq . (A.20)

This results in the following expression for Mrq,

Mrq = L−max(r, q)− 1

L
(L− r)(L− q) = (L−max(r, q)) min(r, q)/L . (A.21)

In three dimensions, the joint distribution of the differences dk = rk+1 − rk =

(dk,x, dk,y, dk,z) can be found in the supplemental material of Ref. [6] and, for

isotropic traps, reads

pdiff(d1, . . . ,dL−1) =

∫ [ L∏
k=1

d3rk p
(k)
pos(rk)

][
L−1∏
k′=1

δ(3) (dk′ − (rk′+1 − rk′))

]

=

[
σ1−L

√
L
(√

2π
)L−1

]3

e
− 1

2σ2

∑
µ,q

[dµ,xMµqdq,x+dµ,yMµqdq,y+(dµ,z−R0)Mµq(dq,z−R0)]

.

(A.22)

The correlation properties between different components dk,i can be worked out

via the inverse of the tridiagonal matrix M [187]

C = M−1 =



2 −1 0 0

−1 2 −1 0

0 −1 2 −1 · · ·
0 0 −1 2

...
. . .


, (A.23)

implying,

〈dk,idq,j〉 − 〈dk,i〉 〈dq,j〉 = σ2δij (2δk,q − δk,q+1 − δk,q−1) . (A.24)

Adjacent distances are therefore (anti-)correlated, which can be easily understood

by considering a system of three atoms. Moving the middle atom closer to the left

atom increases the distance to the right atom. These correlations therefore also

exist in any (non-trivial) function of the distances, a notable example being the

energy displacements δVk = V (dk) − V (R0). As a consistency check, we remark

that C(L) is an (L−1)×(L−1) matrix, whose determinant satisfies the recursion

relation

detC(L) = 2 detC(L− 1)− detC(L− 2) (A.25)

with “seed” (or “initial conditions”) detC(2) = 2 and detC(3) = 3, which is

solved by detC(L) = L. Consequently, the factor (detM)3/2 produced by the

Gaussian integration over all variables exactly cancels the factor L−3/2 appearing

in the normalization, as expected.
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A.2.2 Marginal distribution for a single pair of atoms

Each dk is drawn from an identical distribution and so we can select one, dropping

the subscript for simplicity, and integrate over the remaining L−2 variables from

equation (A.22), which yields for a chain along the z-direction

pdiff(d) =
1

(4π)3/2σ3
e−

1
4σ2 [d2

x+d2
y+(dz−R0)2]

=
1

(4π)3/2σ3
e−

1
4σ2 [d2+R2

0−2dzR0],
(A.26)

where d = |d| denotes the distance between a pair of neighboring atoms. The dis-

tribution for this new variable can then be obtained from a solid angle integration

with the Jacobi determinant dA = d2 sin θ dθ dφ, and reads

pdist(d) =
d2

4
√
πσ3

e−
1

4σ2 (d2+R2
0)

∫ π

0

dθ sin θ e−
R0d cos θ

2σ2

=
d√
πσR0

e−
1

4σ2 (d2+R2
0) sinh

(
R0d

2σ2

)
.

(A.27)

From this, the distribution of an energy shift δV = V (r) − V (R0) can be found

via a change of variables, d→ d(δV ), according to

P (δV ) = |d′(δV )| pdist(d(δV )) . (A.28)

Though we keep the interaction exponent α generic, we will assume long-range

(α = 1, see Chapter 6), dipole-dipole (α = 3, see Chapter 5) or van der Waals

(α = 6, see Chapter 4, 6) behavior in our later considerations, resulting in

d(δV ) =

(
Cα

V0 + δV

) 1
α

, (A.29)

where V0 = Cα/R
α
0 , which implies

d′(δV ) = − 1

α

C
1/α
α

(V0 + δV )1+1/α
. (A.30)

s = 0.3

s = 0.1
1.0

0.5

-1 0 1 2 3
δv

P
(δ
v|
s)

Figure A.1: Distribution of energy shifts. Probability distribution function

for the dimensionless energy shift (A.32) for s = 0.3 (blue) and s = 0.1 (red).
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Hence, the distribution of energy shifts for a pair of atoms in the Rydberg state

is

P (δV |V0, R0, σ) =
R0

σα
√
πV0

(
1 +

δV

V0

)−(1+ 2
α)

sinh

[
R2

0

2σ2

(
1 +

δV

V0

)− 1
α

]

× exp

(
− R

2
0

4σ2

[
1 +

(
1 +

δV

V0

)− 2
α

])
.

(A.31)

It is relatively simple to see that, if we define the dimensionless quantities δv =

δV/V0 and s = σ/R0, we can simplify this expression further

P (δv|s) =
exp

(
− 1

4s2

[
1 + (1 + δv)−

2
α

])
α
√
πs (1 + δv)1+ 2

α

sinh

[
1

2s2
(1 + δv)−

1
α

]
. (A.32)

The probability distribution function in Eq. (A.32) (see Fig. A.1) is defined in

the domain δv ∈ [−1,+∞). For δv = −1 + ε, in the limit ε→ 0+, it behaves as

P (δv|s) ∝ ε−1− 2
α exp

(
−ε
− 2
α

4s2

)
sinh

[
ε−

1
α

2s2

]
→ 0, (A.33)

as the (vanishing) exponential factor dominates. In the opposite limit δv → ∞,

the distribution behaves asymptotically as

P (δv|s) ≈ 1

2α
√
πs3

e−
1

4s2 δv−1−3/α , (A.34)

showing that this distribution is fat-tailed. In particular, all moments of the

distribution
〈
δvβ
〉

with β ≥ 3/α are undefined. For both α = 3 and α = 6,

this includes both the mean and variance. These fat tails are the consequence of

the approximation of the position distribution of an atom as a Gaussian every-

where in space, i.e., including points much further away from the center of a trap

than several σ. In other words, it appears to be an artifact of the description,

rather than a genuine feature of the system that would be found in a real exper-

iment. The result of this approximation is to allow for an extremely small (but

non-vanishing) probability that two atoms can be arbitrarily close, which, due

to the algebraic scaling of the interactions, produces considerable energy shifts.

Moments like the mean and variance are therefore dominated by the rare events

in which two atoms lie very close to each other. The rarity of such events is

encoded in the exponential suppression e−(1/4s2) in Eq. (A.34). In principle, these

unphysical fat tails could affect theoretical predictions.

An important difference with our model is that the fat tails are strongly sup-

pressed and one needs to assess how likely it is to actually probe them in a
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simulation. Experiments will not probe them since they work with the “true”

distribution and are not affected by the Gaussian approximation. For that pur-

pose, let us first notice that the asymptotic behavior reported in (A.34) emerges

when the argument of the sinh-function in Eq. (A.32) is small, i.e., still assuming

δv � 1, for

δv �
(
2s2
)−α

. (A.35)

The probability of generating an energy shift within the tails is

Ps ≡ P
(
δv >

(
2s2
)−α)

=

∫ ∞
(2s2)−α

dδv P (δv|s). (A.36)

Employing the asymptotic expression (A.34), we obtain

Ps = P
(
δv >

(
2s2
)−α) ≈ 4s3

3
√
π

e−
1

4s2 . (A.37)

This result suggests that Ps does not depend on α, but one should remember that

the derivation assumes δv � 1, and is therefore only consistent if (2s2)−α � 1.

This assumption is satisfied already for α = 3 or 6 for rather large disorder

amplitudes, e.g., s = 0.3, which then yields P0.3 ≈ 0.0013. Due to the exponential

factor, these probabilities decrease incredibly fast with increasing s. For instance,

when s = 0.1, we get P0.1 ≈ 10−14. For the values considered in Chapter 5,

s ≤ 5×10−4, this becomes Ps � 10−400000, which is clearly impossible to observe in

any reasonable numerical procedure. Hence, we can safely assume the unphysical

fat tails to be completely irrelevant in any sensible numerical simulation using

the Gaussian approximation in this regime.



Appendix B

Non-Adiabatic quantum state

preparation and quantum state

transport

This chapter is taken from the supplementary material in Ref. [1].

B.1 Toffoli gate

The basic building block of the protocols studied in Chapter 4 is the three-body

Hamiltonian (4.10) and the associated unitary gate (4.11). The latter provides a

tool to implement various three-body gates, where the specific properties of the

gate are determined by the parameters of the Hamiltonian, namely the detuning

∆k, Rabi frequency Ωk and the duration of the pulse tk on k-th atom. In the

specific case, where ∆k = 0 for all atoms, and the area of the pulse applied to the

k-th atom is Ωktk = π, the unitary (4.11) corresponds to the Toffoli gate.

Here, in Table B.1, we list for completeness the properties of the Toffoli gate used

in the quantum state transport protocol. The first and last qubits are the control

ones while the second qubit is the target. Provided that both control qubits are

in state |0〉 the Toffoli gate acts like a π-pulse on the target qubit.
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Input Output

000 010

001 001

010 000

011 011

100 100

101 101

110 110

111 111

Table B.1: Truth table of the Toffoli gate. The first and the third qubits are

the control qubits, while the second qubit is the target. When the control qubits

are both in the ground state |0〉, the Toffoli gate corresponds to an application

of a π-pulse on the target qubit.

B.2 Dimer-MPS

B.2.1 Derivation of the recurrence formulae

We discuss here how to retrieve a recursion formula for the areas Ak in the case

where an excitation blocks its first Rb neighbors to the right and to the left.

Equation (4.23) will correspond to the particular case Rb = 1. We start by

recalling that the target state is expressed as

|z〉 =
1√
Zz

L∏
k=1

(
1 + z P̂k,left σ̂

+
k P̂k,right

)
|↓ . . . ↓〉 , (B.1)

where P̂k,left = P̂k−1 . . . P̂k−R and P̂k,right = P̂k+1 . . . P̂k+Rb . The action of a local

pulse on the k-th atom depends on whether the latter is blockaded (i.e. there are

excitations within a radius Rb) or not. In the former case, we have

Û01
k (Ak) |0k〉 = |0k〉 . (B.2)

Conversely, if the atom is not blockaded,

Û01
k (Ak) |0k〉 = cosAk |0k〉+ sinAk |1k〉 . (B.3)

We now think of applying an ordered sequence of these unitary operations ad-

dressing one atom at a time, from the first to the last Û =
∏1

k=N Û01
k , to a

ground-state configuration |01 . . . 0N〉. This will yield a state with components
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on all configurations in which no pairs of excitations appear at a distance ≤ Rb.

Note that, according to (B.3), the ground state configuration will come with a

coefficient

C0 ≡
1∏

k=N

cosAk. (B.4)

Every configuration with an excitation in site j will instead feature a factor

sinAj. Furthermore, because of the blockade, the operations acting on j =

k+1, . . . , k+Rb will behave as displayed in (B.2), i.e. they will trivially contribute

1 to the overall coefficient. In general, we can reconstruct the coefficient of a

generic configuration via the following simple rules:

(i) Choose a configuration and start reading it from the first atom to be ad-

dressed to the last one. Assign a coefficient 1 to start with.

(ii) Until a |1k〉 is found, for every |0k〉 multiply the coefficient by cosAk.

(iii) When a |1k〉 is found, multiply by sinAk and skip to position k +Rb + 1.

(iv) Apply (ii) again.

Hence, if we call C
(1)
j the coefficient of the configuration with a single excitation

in site j we have

C
(1)
j

C0

=
sinAj

j+Rb∏
k=j

cosAk

. (B.5)

More general, the coefficient C(~n) of an allowed state with n excitations in posi-

tions ~n = {j1, . . . jn} will obey

C(~n)

C0

=
n∏
µ=1

sinAjµ
jµ+Rb∏
k=jµ

cosAk

. (B.6)

The correct form of state |z〉 is then reproduced by fixing the areas in such a way

that
sinAj

j+Rb∏
k=j

cosAk

= z ∀ j. (B.7)

This defines a recursion for Aj in terms of Aj+1, . . . , Aj+R. In order to make the

solution of the recursion unique, we need to also impose the boundary conditions

cosAN+j = 1 ∀ 1 ≤ j ≤ Rb. (B.8)
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Note that the recursion relation can be also cast in the form

tanAj = z

j+Rb∏
k=j+1

cosAk. (B.9)

Since the tan function is π-periodic, we have the freedom to choose the sign of

the cosines, which we choose to be positive. This means that the sign of the sines

will instead coincide with the sign of the parameter z. This uniquely identifies

the areas Ak modulo 2π.

Nearest-neighbor case

Here, we solve the recursion relation (4.23) in the simplest case Rb = 1. By

defining

xk = cos2AL+1−k , (B.10)

and a = z2 we find

xk+1 =
1

1 + a xk
, (B.11)

with the initial condition x0 = 1. We now rewrite xk = pk/qk, which yields

pk+1

qk+1

=
qk

qk + a pk
, (B.12)

and assume that we can separate numerator and denominator as if they were

independent, resulting in

pk+1 = qk (B.13)

qk+1 = qk + a qk−1. (B.14)

In order to correctly reproduce the boundary condition for xk, we ask q0 = q−1 =

p0 = 1. Since a ≥ 0, we see that if qk > 0 and qk−1 > 0, then qk+1 > 0 as

well. Given the initial conditions, it follows from induction that qk > 0 ∀k.

Furthermore, as expected we find that

qk+1 ≥ qk = pk+1, (B.15)

since by definition xk = pk/qk = qk−1/qk must be ≤ 1.

The recursion equation for qk is linear and can be solved exactly: the associated

polynomial is λ2 − λ− a, with

λ± =
1±
√

1 + 4a

2
. (B.16)
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Therefore, the general solution is

qk = Aλk+ +B λk−, (B.17)

with A and B fixed via the boundary conditions q−1 = q0 = 1, which yields

A =
1 + 2a+

√
1 + 4a

2
√

1 + 4a
=

1√
1 + 4a

(
1 +
√

1 + 4a

2

)2

B =
−1− 2a+

√
1 + 4a

2
√

1 + 4a
= − 1√

1 + 4a

(
1−
√

1 + 4a

2

)2

.

Using this result for A and B, we find

qk =
1√

1 + 4a

[(
1 +
√

1 + 4a

2

)k+2

−
(

1−
√

1 + 4a

2

)k+2
]
, (B.18)

and, consequently,

xk =
pk
qk

=

(
1+
√

1+4a
2

)k+1

−
(

1−
√

1+4a
2

)k+1

(
t1+
√

1+4a
2

)k+2

−
(

1−
√

1+4a
2

)k+2

= 2

(
1 +
√

1 + 4a
)k+1 −

(
1−
√

1 + 4a
)k+1(

1 +
√

1 + 4a
)k+2 −

(
1−
√

1 + 4a
)k+2

, (B.19)

which exactly corresponds to Eq. (4.25), since we have chosen the cosines to be

positive.

Generic Rb case

The general case is defined by

xk+1 =
1

1 + a
k+1−Rb∏
j=k

xj

. (B.20)

The same trick as above can be applied xk = pk/qk , resulting in

pk+1

qk+1

=

k+1−Rb∏
j=k

qj

k+1−Rb∏
j=k

qj + a
k+1−Rb∏
j=k

pj

. (B.21)

The same choice pk = qk−1 gives

qk+1 = qk + a qk−Rb , (B.22)
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which is associated with the polynomial

λRb+1 = λRb + a, (B.23)

and cannot be solved analytically. However, it has Rb + 1 (complex) roots λj and

the general implicit solution of the recursion is

qk =

Rb+1∑
j=1

Ajλ
k
j . (B.24)

Imposing the boundary conditions yields a system of equations for the coefficients

Aj with equations of the form

Rb+1∑
j=1

Aj
λnj

= 1, (B.25)

for n = −Rb, ..., 0. This can be also written as

Rb+1∑
j=1

MnjAj = 1 ∀n, (B.26)

where Mnj is a matrix with entries Mnj = λ−nj , i.e. it is a Vandermonde matrix

having a geometric progression in each row. By using Cramer’s rule for the

solution of linear systems of equations, we can write the coefficient Ak as

Ak =
detM (k)

detM
, (B.27)

where M (k) is constructed from M by substituting 1 to all entries on the k-

th column. Note that M (k) = M if λk = 1, which means that M (k) is also a

Vandermonde matrix. Exploiting the known structure of the determinants of

Vandermonde matrices we can thus write

Ak =

∏
1≤i<j≤Rb+1

(
1

λ
(k)
j

− 1

λ
(k)
i

)
∏

1≤i<j≤Rb+1

(
1
λj
− 1

λi

) , (B.28)

where λ
(k)
j = λj if j 6= k and 1 otherwise. By simplifying all common factors, this

can also be rewritten as

Ak = λRk

∏
j 6=k

(1− λj)∏
j 6=k

(λk − λj)
. (B.29)



Appendix C

Synthetic lattices, flat bands and

localization in Rydberg quantum

simulators

This chapter is taken from the supplementary material in Ref. [2].

C.1 Bound on the number of flat bands

We provide an account of the lower bound of the number of flat bands

nflat ≥ |n1 − n2| mentioned in the main text. We recall that nflat denotes

the number of flat bands in the model, n1 the number of one-particle states per

unit cell and n2 the number of pair states per unit cell. Before working out the

bound however, we briefly comment on the fact that the spectrum of the hopping

Hamiltonians (5.18) is always symmetric with respect to ε = 0. In fact, one can

define the parity transformation

Û = Û† = (−1)

∑
k

n̂k
(C.1)

which, in the subspace H1, acts according to Û |Mk〉 = − |Mk〉 on all one-

excitation states and Û |Nkq〉 = |Nkq〉 on all pair states. Combined with

Eqs. (5.26a)-(5.26c), this implies Û†ĤH1Û = −ĤH1 . Hence, if |ε〉 is an eigenvector

of the Hamiltonian at energy ε, then Û |ε〉 is also an eigenvector, but at eigenvalue

−ε, proving the symmetry of the spectrum under reflection ε→ −ε.
We start directly from the synthetic lattice reconstructed in the Hilbert space

according to the procedure described in the previous section. This structure is

not in general a Bravais lattice and needs, as a first step, to be reduced to one

158
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by identifying an appropriate “basis”. This is a standard procedure in crystallog-

raphy and solid state physics and we refer the reader to any good introductory

textbook (see e.g., [188]). For the reader’s convenience, we however recall here

just a few of the most basic concepts: a Bravais lattice is a lattice structure where

the positions ~l of the lattice sites can be written as discrete combinations

~l =
d∑
i=1

zi~ai with zi ∈ Z. (C.2)

of a set of d linearly-independent primitive lattice vectors ~ai (i = 1 . . . d), where d

is the dimensionality of the system. If a site is chosen as the origin, all sites can

be found this way and all points at positions ~l are lattice sites. Any lattice is,

by definition, a periodically repeating pattern, and is therefore invariant under

a certain set of translations by ~l for some specific choice of the primitive lattice

vectors. However, in many cases an additional set of B vectors {~b1, . . .~bB }, called

“basis”, is required. In such cases, and fixing conventionally ~b1 = 0 which can be

done without loss of generality, if one lattice point is located at the origin, every

point at a position ~l is also a lattice site, but not all lattice sites are at positions

~l. All of them are instead found at positions ~l +~bj with j = 1, . . . , B. We also

remark that distances between sites in the synthetic lattice are not meaningful,

being just a convenient way to visualize the structure of the Hilbert space. Hence,

we are free to rescale the length of all (dimensionless) vectors ~ai, ~bj by a common

factor. In all the examples discussed below the primitive lattice vectors have the

same length and we shall choose to normalize them to unit length (|~ai| = 1).

Also, for brevity in the following we refer to the Rd space where these vectors live

as the direct space.

We also introduce the reciprocal lattice vectors ~a∗i , i = 1 . . . d which satisfy the

defining relations

~a∗i · ~aj = 2πδij. (C.3)

The reciprocal Bravais lattice is then reconstructed by taking integer combina-

tions of these vectors, i.e.,

~G =
d∑
i=1

z∗i~a
∗
i with z∗i ∈ Z. (C.4)

We define a unit cell U∗ which contains only one reciprocal lattice point. All

possible translations ~G of U∗ cover the whole space Rd without any overlaps. It

can be visualized as a tessellation with tile U∗. From a slightly different (but

equivalent) perspective, one can define the equivalence relation between vectors
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~k, ~q ∈ Rd living in reciprocal space

~k ∼ ~q ⇔ ∃ ~G |~k = ~q + ~G (C.5)

with ~G a reciprocal lattice vector. Hence, the unit cell may be defined as a quotient

Rd/ ∼. By defining quasi-momenta ~k as reciprocal space vectors belonging to a

unit cell U∗, one can define a Fourier series in the usual way for any generic

quantity A~l living on the direct-space Bravais lattice

Ã~k =
∑
~l

e−i~k·~lA~l . (C.6)

The corresponding inverse transform is also standard:

A~l =

∫
U∗

ddk

(2π)d
ei~k·~l Ã~k , (C.7)

as can be shown remembering that

~G ·~l
2π
∈ Z (C.8)

and using the Poisson-summation-derived distributional identity∑
z∈Z

e−iαz =
∑
m∈Z

2πδ(α + 2πm), (C.9)

with α ∈ R and δ the Dirac delta. The choice of the unit cell is not unique; in

the following we assume to be working in the first Brillouin zone B [188].

Clearly, the definitions above do not hinge upon working in a specific space and,

indeed, one can analogously define a unit cell in direct space which contains a

single Bravais lattice point. Hence, such a unit cell includes B synthetic lattice

points. It is quite natural to subdivide them according to whether they are of

the “one-excitation” or “pair” kind. As done in the main text, we define n1 the

number of one-excitation states in a unit cell and n2 = B−n1 the number of pair

ones. For example,

• Synthetic square lattice (Lieb lattice): n1 = 1, n2 = 2, B = 3.

• Synthetic triangular lattice: n1 = 1, n2 = 3, B = 4.

• Synthetic honeycomb lattice: n1 = 2, n2 = 3, B = 5.

Since each synthetic lattice point can be uniquely associated to a given prim-

itive lattice vector ~l and basis vector ~bi, we can unambiguously denote each



161

state in the Hilbert subspace H1 as a tensor product |~l〉 ⊗ |~bi〉. For later con-

venience, we introduce now a new notation distinguishing between the basis vec-

tors identifying one-excitation states
(
|~bi〉 → |µj〉 , j = 1, . . . , n1

)
and pair states(

|~bi〉 → |νj〉 , j = 1, . . . , n2

)
, so that the space of basis states is equivalently gen-

erated as

Span { | µ1〉, . . . | µn1〉, | ν1〉, . . . , | νn2〉 } . (C.10)

Consequently, there is a bijective correspondence between states |Mk〉 and states

|~l〉 ⊗ |µi〉 and between states |Nkq〉 and states |~l〉 ⊗ |νi〉.
We also define the lattice translation operator T~j, where ~j is a Bravais lattice

vector, which acts on the positional degrees of freedom according to

T~j |~l〉 = |~l +~j〉 . (C.11)

By the straightforward quasi-momentum states definition

|~k〉 =
∑
~l

e−i
~k·~l |~l〉 (C.12)

one also gets

T~j |k〉 = ei~k·~j |~k〉 . (C.13)

The Hamiltonian can now be generically characterized as a sum of terms

ĤH1 = Ω
∑
~l

∑
~j

n1∑
m=1

n2∑
n=1

(
C~j,m,n |µm〉 〈νn|+

+ D~j,m,n |νn〉 〈µm|
)
|~l +~j〉 〈~l| ,

(C.14)

where C~j and D~j are collections of connectivity matrices with elements 1 (if two

states are linked) and 0 (if the two states are not). For instance, if the Hamiltonian

can cause a hop from ~l to ~l + ~a1 accompanied by a change |µ1〉 → |ν1〉, then

D~a1,1,1 = 1. Note that these are, in general, rectangular matrices of size n1 × n2.

Furthermore, to ensure that H is Hermitian they must satisfy

C−~j,m,n = D∗~j,m,n = D~j,m,n, (C.15)

where the last equality comes from the fact that they are defined to be real (their

elements being either 0 or 1). Note that no terms ∝ |µm〉 〈µn| or |νm〉 〈νn| appear,

as one-excitation states are exclusively connected to pair ones and vice versa (see

Eqs. (5.26a)-(5.26c)). Neither C nor D depends explicitly on ~l, as the form of

the Hamiltonian is independent of the choice of the origin. In this form, it is

not difficult to exploit this symmetry of the Hamiltonian under discrete lattice

translations to partially diagonalize it in terms of Fourier modes:
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ĤH1 = Ω
∑
~l

∑
~j

n1∑
m=1

n2∑
n=1

(
C~j,m,n |µm〉 〈νn|+ C−~j,m,n |νn〉 〈µm|

)
T~j |~l〉 〈~l|

= Ω
∑
~j

n1∑
m=1

n2∑
n=1

(
C~j,m,n |µm〉 〈νn|+ C−~j,m,n |νn〉 〈µm|

)
T~j
∑
~l

|~l〉 〈~l|

= Ω
∑
~j

n1∑
m=1

n2∑
n=1

(
C~j,m,n |µm〉 〈νn|+ C−~j,m,n |νn〉 〈µm|

)
T~j

∫
B

ddk

(2π)d
|~k〉 〈~k|

= Ω

∫
B

ddk

(2π)d

∑
~j

n1∑
m=1

n2∑
n=1

(
C~j,m,n |µm〉 〈νn|+ C−~j,m,n |νn〉 〈µm|

)
ei~k·~j |~k〉 〈~k|

= Ω

∫
B

ddk

(2π)d

n1∑
m=1

n2∑
n=1

∑
~j

C~j,m,nei~k·~j

 |µm〉 〈νn|
+

∑
~j

C~j,m,nei~k·~j

∗ |νn〉 〈µm|
 |~k〉 〈~k| =

= Ω

∫
B

ddk

(2π)d

n1∑
m=1

n2∑
n=1

[
C̃−~k,m,n |µm〉 〈νn|+

(
C̃−~k,m,n

)∗
|νn〉 〈µm|

]
|~k〉 〈~k| ,

(C.16)

where again

C̃−~k,m,n =

∑
~j

C~j,m,nei~k·~j

 (C.17)

is, for every ~k ∈ B, a rectangular n1 × n2 matrix. Calling now

M̂~k =

n1∑
m=1

n2∑
n=1

[
C̃−~k,m,n |µm〉 〈νn|+ h.c.

]
, (C.18)

we can represent it as a matrix in the basis { | µ1〉, . . . , | µn1〉, | ν1〉, . . . , | νn2〉 },
which yields

M~k =

 0 C̃−~k

C̃†
−~k

0

 . (C.19)

Due to this particular block structure,

Rank {M~k } = Rank { C̃−k̃ }+ Rank { C̃†−k̃
} . (C.20)

Furthermore, the rank of a rectangular matrix is never greater than its shortest

side. In this case,

Rank { C̃−~k } ≤ min {n1, n2 } , (C.21)
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which in turn implies that the rank of the square matrix M~k is ≤ 2 min {n1, n2 }.
This means that the size of the kernel of M~k has a lower bound

dim
(
KerM~k

)
= B − Rank {M~k } ≥

≥ (n1 + n2)− 2 min {n1, n2 } =

= max {n1, n2 } −min {n1, n2 } =

= |n1 − n2| .

(C.22)

Hence, if |n1 − n2| ≥ 1 then for every ~k one can find a kernel vector |v~k〉 in the

basis such that M̂~k |v~k〉 = 0. Correspondingly, ĤH1 |~k〉⊗|v~k〉 = 0 ∀~k and the set of

all these states forms a zero-energy flat band. Clearly, if |n1 − n2| > 1 then more

than one choice of |v〉|k〉 can be made per quasi-momentum ~k, each identifying

an independent flat band. Hence, calling the number of flat bands in the model

nflat, consistently with the main text notation,

nflat = dim
(
KerM~k

)
≥ |n1 − n2| , (C.23)

which proves the bound.

The general rules for filling the matrix elements of C̃~k are the following:

• Choose n-th column 1 ≤ n ≤ n2.

• Consider the two possible ways in which a particle can hop from the inter-

mediate state |νn〉 within the basis to its neighbors |µm〉 and |µp〉.

• Add ei~k·~jn to C−~k,m,n and ei~k·~jp to C~k,p,n, where ~jm/p are the lattice vectors

pointing to the arrival lattice sites.

In the next sections we work out some examples among the ones displayed in the

main text. For simplicity, we set Ω = 1.

C.1.1 Example: the triangular lattice

The triangular lattice is a two-dimensional Bravais lattice with primitive lattice

vectors

~a1 = a (1, 0)ᵀ and ~a2 = a
(

cos
π

3
, sin

π

3

)ᵀ
, (C.24)

with a the real-space lattice spacing. In the Hilbert space, we have again a

triangular structure where a new site is added on each link.

It is not difficult to see that this reduces to a pure triangular lattice by choosing

a basis of 4 sites, a single one-excitation one (n1 = 1) and 3 pair ones (n2 = 3).

The primitive lattice vectors will be the same as above, where we fix for simplicity

a = 1. The basis states can be chosen according to:
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|µ1〉 : a one-excitation site at ~b = 0.

|ν1〉 : a pair site at ~b = ~a1/2.

|ν2〉 : a pair site at ~b = ~a2/2.

|ν3〉 : a pair site at ~b = (~a1 − ~a2)/2.

The matrix C̃−~k is now a 1× 3 matrix whose elements can be computed via the

procedure outlined above:

C̃−~k,1,1 : from basis state |ν1〉 one can reach state |µ1〉 within the same Bravais

lattice site (⇒ +1) or state |µ1〉 at the neighboring site ~j = ~a1 (⇒ +ei~k·~a1).

C̃−~k,1,2 : from basis state |ν2〉 one can reach state |µ1〉 within the same site (⇒ +1)

or state |µ1〉 at the neighboring site ~j = ~a2 (⇒ +ei~k·~a2).

C̃−~k,1,3 : from state |ν3〉 one can reach state |µ1〉 within the same site (⇒ +1) or

state |µ1〉 at the neighboring site ~j = ~a1 − ~a2 (⇒ +ei~k·(~a1−~a2)).

Collecting all terms, the matrix C̃−~k reads

C̃−~k =
(

1 + ei~k·~a1 , 1 + ei~k·~a2 , 1 + ei~k·(~a1−~a2)
)
≡ ~w†~k (C.25)

and is equivalent to a three-dimensional vector ~w~k. Thus, the total matrix M~k

can be expressed as

M~k =

 0 ~w†~k

~w~k 0

 . (C.26)

There are two kernel states corresponding to four-dimensional vectors (0, ~v~k,1)

and (0, ~v~k,2) with

~w†~k · ~v~k,1/2 = 0. (C.27)

These states thus reconstruct two flat bands, in line with the bound nflat ≥ 2 of

this case.

The remaining two bands can be calculated instead by squaring M~k:

M2
~k

=

 ~w†~k · ~w~k 0

0 ~w~k ⊗ ~w†~k

 . (C.28)

From the symmetric structure of the spectrum and the presence of two flat bands,

we can simply infer the non-zero ones as (see Fig. 5.2 in the main text)



165

±
√
~w†~k · ~w~k = ±

√∣∣∣1 + ei~k·~a1

∣∣∣2 +
∣∣∣1 + ei~k·~a2

∣∣∣2 +
∣∣∣1 + ei~k·(~a1−~a2)

∣∣∣2
= ±
√

2

√
3 + cos

(
~k · ~a1

)
+ cos

(
~k · ~a2

)
+ cos

(
~k · (~a1 − ~a2)

)
.

(C.29)

Choosing the reciprocal lattice vectors as

~a∗1 =
4π√

3

(
cos

π

6
,− sin

π

6

)ᵀ
and ~a∗2 =

4π√
3

(0, 1)ᵀ (C.30)

the first Brillouin zone B is an hexagon in ~k space identified by the conditions(∣∣∣~k · ~a∗1∣∣∣ ≤ 1

2
|~a∗1|2

)
∩
(∣∣∣~k · ~a∗2∣∣∣ ≤ 1

2
|~a∗2|2

)
∩

∩
(∣∣∣~k · (~a∗1 − ~a∗2)

∣∣∣ ≤ 1

2
|(~a∗1 − ~a∗2)|2

)
.

(C.31)

C.1.2 Example: the honeycomb lattice

The honeycomb lattice is a triangular Bravais lattice with primitive lattice vectors

~a1 = a (1, 0)ᵀ and ~a2 = a
(

cos
π

3
, sin

π

3

)ᵀ
, (C.32)

where the lattice spacing a is
√

3 times the edge of the hexagons, plus a basis of

two vectors

~b1 = 0 and ~b2 =
2~a2 − ~a1

3
. (C.33)

In the synthetic lattice, this gives rise to a structure with a basis of 5 elements:

2 one-excitation sites (n1 = 2) and 3 pair ones (n2 = 3), which we choose as

follows:

|µ1〉 : a one-excitation site at ~b = 0.

|µ2〉 : a one-excitation site at ~b = 2~a2−~a1

3
.

|ν1〉 : a pair site at ~b = 2~a2−~a1

6
.

|ν2〉 : a pair site at ~b = 2~a1−~a2

6
.

|ν3〉 : a pair site at ~b = −~a1+~a2

6
.

We thus see that the C̃−~k are 2 × 3 matrices and that there is at least one flat

zero-energy band. The matrix elements can be identified column by column as

follows:
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|ν1〉 : From |ν1〉 one can jump to |µ1〉 or to |µ2〉 remaining in the same Bravais

lattice site.

|ν2〉 : From |ν2〉 one can jump to |µ1〉 in the same site or to |µ2〉 changing site

by ~j = ~a1 − ~a2 (⇒ ei
~k·(~a1−~a2)).

|ν3〉 : From |ν3〉 one can jump to |µ1〉 in the same site or to |µ2〉 changing site

by ~j = −~a2 (⇒ e−i
~k·~a2).

Hence,

C̃−~k =

(
1 1 1

1 ei~k·(~a1−~a2) e−i~k·~a2

)
≡

 ~w†~k,1
~w†~k,2

 , (C.34)

with ~w~k,1/2 three-dimensional vectors. The matrix M~k is thus

M~k =


0 0 ~w†~k,1

0 0 ~w†~k,2

~w~k,1 ~w~k,2 0

 . (C.35)

The kernel state is a five-dimensional vector (0, 0, ~v~k) which satisfies ~w†~k,1/2 ·~vk = 0.

To identify the remaining non-zero bands, we again take the square of the total

matrix M~k:

M2
~k

=


~w†~k,1 · ~w~k,1 ~w†~k,1 · ~w~k,2 0

~w†~k,2 · ~w~k,1 ~w†~k,2 · ~w~k,2 0

0 0 ~w~k,1 ⊗ ~w†~k,1 + ~w~k,2 ⊗ ~w†~k,2

 , (C.36)

where the first block is 2× 2 and the second one 3× 3. We can now diagonalize

the first block to find

λ~k,± =
1

2

(∣∣∣~w~k,1∣∣∣2 +
∣∣∣~w~k,2∣∣∣2)±

√(∣∣∣~w~k,1∣∣∣2 − ∣∣∣~w~k,2∣∣∣2)2

+ 4
∣∣∣~w†~k,2 · ~w~k,1∣∣∣2

 ,
(C.37)

with λ~k,± ≥ 0. The four non-trivial bands will thus correspond to ±
√
λ~k,+ and

±
√
λ~k,−. Working out the scalar products

∣∣∣~w~k,1∣∣∣2 =
∣∣∣~w~k,2∣∣∣2 = 3 (C.38)

and ∣∣∣~w†~k,2 · ~w~k,1∣∣∣ =
∣∣∣1 + ei~k·(~a1−~a2) + e−i~k·~a2

∣∣∣ (C.39)
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we obtain by substitution

λ~k,± = 3±
∣∣∣1 + ei~k·(~a1−~a2) + e−i~k·~a2

∣∣∣
= 3±

√
3 + 2 cos

(
~k · (~a1 − ~a2)

)
+ 2 cos

(
~k · ~a2

)
+ 2 cos

(
~k · ~a1

)
.

(C.40)

From the first equality we see that the second addend is always ≤ 3. It is 3

only when ~k = 0 (up to reciprocal lattice translations ~G, see (C.4)). Hence,

λ−(~k = 0) = 0 is a minimum and λ+(~k = 0) = 6 is a maximum. The bands

±
√
λ~k,− touch at ~k = 0 with linear dispersion. Second, the argument of the

absolute value will vanish when

~k · (~a1 − ~a2) = ±2π

3
+ 2πn , −~k · ~a2 = ±4π

3
+ 2πm (C.41)

where the signs must be chosen consistently. Up to reciprocal lattice translations,

one can choose

~k = ±1

3
(~a∗2 − ~a∗1) , (C.42)

identifying the points at the vertices of the hexagonal first Brillouin zone (one

can verify these points lie at the boundary of two of the conditions in (C.31)).

Therefore, the two upper bands
√
λ~k,+ and

√
λ~k,− touch at the vertices of the first

Brillouin zone with linear dispersion and similarly do the lower bands −
√
λ~k,+

and −
√
λ~k,−.
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