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Abstract
Understanding the characteristics of interface motion and front propagation is an

important feature in many scientific areas such as invasive species, avalanche, com-

bustion, solidification and many other industrial processes. This thesis is concerned

with introducing, investigating, solving and discussing some models for the front

instabilities that suit the shapes of fronts observed in applications better than the

Kuramoto-Sivashinsky equation. Our attention has been focused on dealing with

three systems that have the growth rate proportional to |k| for small wavenumber

k, where the front dynamics takes different shapes such as lobe-and-cleft patterns.

These systems are the nonlocal Kuramoto-Sivashinsky (nonlocal KS), Michelson-

Sivashinsky (MS) and modified Michelson-Sivashinsky (MMS) equations.

In this work, we examine all three systems numerically in one and two dimensions,

varying the domain size. For a small domain in one dimension, the dynamics of the

front for all three systems shows coarsening from initial disturbances until it reaches

a stable steady state solution with one cusp. The dynamics of the front for the MS

and MMS equations in a large domain coarsens from initial disturbances until it

reaches a state with a few cusps. Then this state seems to be unstable and new

small cusps appear in the troughs and move toward the large cusps. The dynamics

of the front for the nonlocal-KS equation in a large domain shows similar behaviour,

but with a small nonlocal term is fully unstable with no coherent structure. In ad-

dition, travelling wave and heteroclinic cycle solutions between the large and small

domains have been found for the nonlocal-KS equation. The dynamics of the front

in two dimensions has similar behaviour to the one-dimensional case for all three

systems. The most novel finding of this work is a family of analytical solutions of

the MS equation in one and two dimensions.
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1.1 Introduction

An interface is a common phenomenon in nature and has attracted the attention of

scientists for many years [4, 14, 29, 44, 61, 72]. It is commonplace in biology, ecology,

chemistry, physics and various interdisciplinary. An interface is a boundary between

two forms of matter, it appears whenever at least two non-equilibrium physical or

chemical states connect. For example, the boundary between glass beaker and water

is a solid-liquid interface, whereas between the air and water in a glass of water is

a gas-liquid interface and two immiscible liquids form a liquid-liquid interface. The

moving of an interface, shown in the time progression of a system, resulting in

an invasion of one matter into the other is usually called a front. The theory of

front propagation is one of the main problems in non-equilibrium systems and plays

an important role in many real-life applications which involve separating different

phases. In order to better understand the phenomenon of front propagation, a few

simple examples in nature are explained in the next section.

1.2 Examples of front propagation

1.2.1 Hele-Shaw cells

A well-known example of front propagation is seen in Hele-Shaw cells, which describe

a flow between two parallel plates separated by a very small gap [13, 25, 58, 62].

Suppose that a low-viscosity fluid, for example air, has been pumped in a Hele-Shaw

cell containing viscous fluid, for instance oil, at one of the ends of the Hele-Shaw cell.

The moving planar interface between air and oil with constant velocity is unstable.

Initially many fingers of air, which are unstable pattern formations of the interface

similar to human fingers, are created. Then one of the fingers develops more than
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Figure 1.1: Viscous fingering occurring during the injection of air into Hele-Shaw

cell filled with oil [63].

the others and then moves with constant velocity and stationary shape. For larger

air pressure, other fingers are formed either on the side of the main finger or splitting

from the tip of it. This type of front is referred to as fingering front propagation,

figure 1.1.

1.2.2 Muskrat invasion

Invasive species are non-native organisms to a specific location (an introduced spe-

cies) and that have a tendency to adapt and spread in the new area [46]. They

are often considered a serious threat to the environment, human economy, human

health and other species. The lack of natural predators allows populations of these

species to grow very rapidly. They are not just animals and plants, bacteria can

also be invasive species which cause invasive disease. There are many examples of

species invasion such as the invasion of brown snake tree [21], ash dieback [28], epi-

demics [30] and muskrats [70]. The scenario of muskrats is an ecological diffusion

example. The muskrat is an animal originally from the north of America which did

not exist in Europe. A few of them were accidentally transferred to Central Europe,

now the Czech Republic, at the beginning of the 20th century. They reproduced
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(a) (b)

Figure 1.2: The diffusion of the muskrat in central Europe since its introduction

[70].

and became an invasive species in that area and they nowadays number in millions.

In 1951 [70], Skellam introduced a mathematical model to investigate the spread of

this species from 1905-1927, figure 1.2(a). Although muskrats have spread randomly

because of the natural obstacles such as mountains, rivers and so on, he found by

his theoretical study that the square root of the contour’s area increases linearly in

time, figure 1.2(b). The moving of the contour in this example can be considered as

non-regular front propagation.

1.2.3 Avalanche

One of the examples of nature in front propagation is a snow avalanche, which is an

extremely dangerous and destructive natural phenomenon [56, 59]. Snow avalanche

accidents involving damages of life and properties have often happened in the past.

Thus the study of avalanche dynamics became a topic of scientists concerned to

avoid the danger induced by the avalanche. An avalanche begins when a slab of
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(a)

(b)

Clefts

Lobes

(c)

Figure 1.3: Lobe-and-cleft type patterns at the front of: (a) a natural powder

snow avalanche, [52], (b) a laboratory-scale homogeneous particle-laden gravity

current, [56], (c) the lobe-and-cleft diagram.
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snow breaks or the cohesion of snow grains reduces and creates smaller particles.

During the initial period of movement, it is considered as a laminar motion like

the laminar fluid. However, the speed increases quickly and the motion becomes

turbulent. The smallest particles of snow mix with air at the front of the avalanche.

These particles move and create a structure of the lobe-and-cleft pattern. In this

case, it can be considered as a lobe-cleft front propagation, figure 1.3(c), which is the

pattern that also can be seen at the leading edge of gravity currents, figure 1.3(b).

1.2.4 Combustion

People have always been fascinated by combustion and fire since ancient times.

Combustion is one of the most important phenomena for human civilization [44, 45].

Although it has dangerous effects such as pollutants, greenhouse gases which cause

global warming, unwanted fires and explosions, figure 1.4, nowadays it has a wide

variety of uses in industrial applications. Scientifically speaking, combustion is a

chemical process of burning a substance to produce energy in the form of heat and

light. Industry has made fantastic progress in the development and production of

engines over the past one and a half centuries. The Industrial Revolution accelerated

the process of using combustion, in particular, it generated such a powerful source

of energy as burning of turbulent gases in internal combustion engines, especially

in transportation. There are major applications of combustion in our daily life, for

instance, two simple applications are cooking food and heating houses. In general,

nowadays combustion is utilized in heating devices, explosives, internal-combustion

engines and chemical reactions. Flames have a complex composition.
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Figure 1.4: Fires in Amazon rainforest [76].

Figure 1.5: Flame types under laminar and turbulent flow [8].
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There are two types of flames which are premixed and nonpremixed flames [48].

A premixed flame is produced when a fuel is mixed with an oxidizer, oxygen for

instance, in the air before ignition. However, when the oxidizer combines with the

fuel by diffusion, the flame is called nonpremixed flame, figure 1.5. Usually, during

combustion, the flame propagation proceeds in a thin layer between burned and

unburned substance. This layer is known as the flame front propagation.

1.2.5 Solidification

Solidification is a phase transition in which a liquid turns into a solid when its tem-

perature is lowered to its freezing point. During the solidification, a front propaga-

tion is observed in many cases. One example is when a pure fluid is introduced in a

container with walls that are held at a temperature less than the melting temperat-

ure [43]. Then the heat will extract through the sides of the container. In this case,

the liquid is initially at a temperature greater than melting temperature, then the

solidification process begins and the solid starts to form at the walls. This solidi-

fication can be considered as a solidification front propagation. The solidification

front is stable and moves toward the centre of the container, figure 1.6(a). This

case is more likely to be used in industrial applications, for example in the metal

casting which is usually used for making complex shapes that would be difficult or

expensive to make by different methods. In the second case, when a seed crystal is

introduced in a vessel which contains supercooled liquid, the interface at the seed

grows and generates crystals of dendritic shape [58]. In addition, at the tip of a

primary dendrite, secondary dendrites are formed which grow on the sides. In this

case, the front is unstable, figure 1.6(b).
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(a) Stable front [43] (b) Unstable front [58]

Figure 1.6: Schematic illustration of solidification.

1.3 History of front propagation

The front propagation field started essentially in 1937 with the work of Fisher [23]

and Kolmogorov et al. [37] on a nonlinear diffusion equation (we will explain it

in more details in section 1.4). They characterized the spread of an advantageous

gene in the context of population dynamics. Furthermore, the existence of a trav-

elling wavefront was proved. In 1951, Skellam [70] used the diffusion equation to

introduce a mathematical model for biological invasion. He studied the spread of

Muskrats in Central Europe. In 1959, front propagation appeared in the context of

gravity currents in the natural environments, such as between salt and freshwater

in the rivers [15]. In 1977, Sivashinsky [67] introduced a model for instability of

laminar flame fronts. The nonlinear growth of a disturbed plane flame front in a

hydrodynamic instability regime caused by thermal expansion of the burnt gas was

studied by Michelson and Sivashinsky [51]. In the early 1980s, physicists started

to work with problems in crystal growth, dendritic solidification and pattern selec-
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(a) Smooth front.
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(b) Sharp front.

Figure 1.7: Wavefront propagation shapes.

tion propagation mainly by Langer and his coworkers [6, 19, 42, 43]. Thual [73]

illustrated numerically that the Michelson Sivashinsky equation has stable steady

solutions with the poles aligned parallel to the imaginary axis in the context of

the dynamics of wrinkled flame fronts. Turbulent premixed flames for mixtures of

methane-air in a high-pressure were examined experimentally [36, 71]. Experiment-

ally, the buoyancy-driven instability of an autocatalytic reaction front was studied

by Böckmann and Müller [9]. They showed that the unstable density stratification

at an ascending front leads to convection that results in a finger-like front deform-

ation. De Wit [18] exhibited the influence of chemical reaction on the dynamics of

the fingering instability in porous media. Front propagation also appeared in spread

of epidemics [54, 55] and snow avalanches [56, 59].

Mathematical models for wavefronts have been studied by scientists since the 1930s

[23, 37]. Their models are formulated in terms of the concentration of substances.

For convenience, if we return to our previous example of the muskrat, ignoring one
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spatial dimension for simplicity, then we get a density of population function against

a direction of diffusion. In other words, we restrict attention to one spatial dimen-

sion by taking a cross-section of one of the contours from the centre towards the

spread direction in figure 1.2(a). Thus, we get a smooth function describing the

density of population in one spatial dimension x, figure 1.7(a). So the edge from the

maximum to the minimum point of the curve, described as the solid line in figure

1.7(a), is called a wavefront.

However, sometimes a wavefront can be a sharper wavefront more like a step func-

tion, figure 1.7(b). This means the density or the concentration of the substance

is nearly maximum or minimum. In our combustion example, if a flame front is

considered as a geometrical surface of zero thickness, then it is easy to choose a

coordinate system moving with the flame front, so the boundary between burnt and

unburnt land is considered as a flame front propagation, figure 1.4.

1.4 Reaction-diffusion systems

The reaction-diffusion is one of the most significant classes of partial differential

equations. During the past few decades, the reaction-diffusion system has received

much attention in many areas of the sciences. The system has been used to describe

dynamical processes in various science areas in nature such as chemistry, ecology,

biology and physics (see for example [3, 11, 22, 49, 74]). The reaction-diffusion sys-

tem is a combination of logistic and diffusion (heat) equations. Thus it has been

used for modelling many natural phenomena. In ecology, this system is used to

understand the interactions of organisms with each other and with the environment

[12]. In addition, it is used to describe the spatiotemporal dynamics of the popula-
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tion where the density of species is known. An example was given in section 1.2.2,

where the non-native species attempts to establish itself in the new environment or

invade the area. Similarly, this system is modelled to describe the biological phe-

nomena such as the spread of disease. The simplest reaction-diffusion equation in

one dimension can be represented in the general form

∂w

∂t
= D

∂2w

∂y2 + f(w), (1.4.1)

where D is the constant diffusion coefficient, ∂
2w
∂y2 represents the diffusion term, f(w)

is the reaction term, w is the concentration or density of a substance and y is the

direction of the front propagation. One of the simplest examples of a nonlinear

reaction-diffusion system is the Fisher-KPP equation model.

Fisher [23] and Kolmogorov et al. [37] in 1937 determined this equation in their

papers in the context of population dynamics to characterize the spread of an ad-

vantageous gene. The nondimensional Fisher-KPP equation can be written as

∂w

∂t
=
∂2w

∂y2 +w(1−w). (1.4.2)

There are two steady state solutions of this equation, (w = 1) and (w = 0) which

are respectively stable and unstable [55]. In addition, Kolmogorov et al. [37] demon-

strated the existence of a travelling wave solution of Fisher-KPP equation for every

wave speed c ≥ 2. A travelling wave is a wave that travels at a constant speed

without changing in the shape. Mathematically the form of a travelling wave solu-

tion is w(y, t) = W (y − ct), where c is the speed of the wave. By assuming that

z = y− ct, equation (1.4.2) can be written as an ordinary differential equation

d2W

dz2 + c
dW

dz
+W (1−W ) = 0, (1.4.3)
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Figure 1.8: Phase plane trajectories for the Fisher-KPP equation (1.4.2) for the

travelling wave solution when c ≥ 2.

which can be solved subject to conditions

lim
z→∞W (z) = 0, lim

z→−∞
W (z) = 1.

The equation (1.4.3) can be studied by converting it to a system of first order

ordinary differential equations using W ′
= V . We get

W
′
= V

V
′
= −cV −W (1−W ).

This system gives two equilibrium points (0, 0) and (1, 0). The Jacobi matrix of

the system is

J =

 0 1

2W − 1 −c

 .

Therefore when c ≥ 2, the equilibrium point (0, 0) has two negative eigenvalues so

it is stable node, and (1, 0) has a positive and a negative eigenvalue so it is saddle

point, figure 1.8.
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Figure 1.9: Travelling wavefront solution of the Fisher-KPP equation (1.4.2)

when the wavefront speed c = 5√
6 ≈ 2.0412.

One analytical solution of the Fisher-KPP equation (1.4.2), which is shown in figure

1.9, for a particular choice of c = 5√
6 ≈ 2.0412 was found in [1],

w(y, t) = W (z) =
1

[1 + exp(z/
√

6)]2
. (1.4.4)

1.5 Kuramoto-Sivashinsky equation

The Kuramoto-Sivashinsky (KS) equation is a simple partial differential equation

that describes complex properties in both time and space. The KS equation arises

as a model for transitions between steady planar fronts, curved fronts and complex

spatiotemporal behaviour as a propagation of fronts. This equation has been stud-

ied by a great variety of researchers because it has a wealth of nontrivial dynamical

behaviour. In 1976, Kuramoto and Tsuzuki [39] derived it to model wave propaga-

tion in reaction-diffusion chemical systems. In 1977, Sivashinsky [67] introduced it

as a model for instability of laminar flame fronts. Furthermore, it has been studied

as a model for a variety of applications such as falling-film flows [64, 68], chemical
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fronts [38], combustion fronts [66], phase turbulence [65] and interfacial instabilities

in directional solidification [57]. The KS equation in one dimensional space can be

written in integral form as

∂u(x, t)
∂t

= −1
2

(
∂u(x, t)
∂x

)2
− ∂2u(x, t)

∂x2 − ∂4u(x, t)
∂x4 , (1.5.1)

or in derivative form, where v = ux, as

∂v(x, t)
∂t

= −v
(
∂v(x, t)
∂x

)
− ∂2v(x, t)

∂x2 − ∂4v(x, t)
∂x4 , (1.5.2)

x

u
(x

,t
)

Figure 1.10: Front propagation of unstable states.

where u(x, t) is the location of the front or the direction of travelling and x-axis

is directed along the front, figure 1.10. The KS equation (1.5.1) includes a fourth-

order dissipation term and a negative second-order term which acts to destabilize

the solution of the KS equation.

We can see that u = H0 is a solution of the KS equation for any constant H0 rep-

resenting a flat front. Thus, the stability of a solution of this equation can be tested

by adding a small perturbation to the front under consideration. If the perturbation

decays then the front is stable, but if it grows then the front is unstable.
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The dispersion relation (the relation between growth rate λ and wavenumber k) can

be determined to analyse the stability of the flat-front solution, by introducing small

perturbations to the stationary state solution, u = H0. This gives H(x, t) = H0 +

δH1(x, t), where 0 < δ � 1. By substituting H(x, t) into (1.5.1) and linearising

it, we get (H1)t = −(H1)xx − (H1)xxxx. Now, we seek a solution in the form

H1(x, t) = eλteikx, where λ is growth rate and k is the wavenumber, then the

dispersion relation is

λ = k2 − k4. (1.5.3)

0 0.2 0.4 0.6 0.8 1

k

-0.2

-0.1

0

0.1

0.2

0.3

Figure 1.11: Dispersion relation of KS equation (1.5.3).

We can notice that at small wavenumbers the k2 term dominates the term k4 and

leading to the positive growth rate (unstable). As the wavenumber increases the

term k4 becomes stronger and leads to a negative growth rate (stable). It can be

recognized from figure 1.11 that the flat front solution of the KS equation is unstable

when the wavenumber 0 ≤ k < 1, and stable otherwise.

In the nonlinear regime, the KS equation cannot be solved analytically. Thus, the

KS equation is solved numerically. The behaviour of solutions of the KS equation



Chapter 1 Introduction and literature review 17

0 20 40 60 80 100

x

-65

-60

-55

u
(x

,t
)

Figure 1.12: The chaotic solution of the KS equation when t = 120.

is complex and interesting because it acts as a chaotic dynamics. In the past few

decades, the KS equation has been solved numerically by many methods [2, 33, 40,

47, 53, 75]. An example solution of the KS equation at a certain time, using a

small initial condition u(x, 0) = 10−6r where r is a vector containing random values

between 0 and 1, is shown in figure 1.12. The KS equation describes the problems

that have growth rate proportional to k2 for small k as is shown in the dispersion

relation. In the present study, we are interested in the problems, such as those

discussed in the following section, that have growth rate proportional to |k| or k for

small wavenumber. This kind of problem is described by nonlocal-KS equations.

1.6 Systems with O(k) growth rate

The dispersion relation curve of the KS equation, figure 1.11, in the unstable region

seems to have a parabolic appearance for small wavenumber and the growth rate

λ=O(k2) as k → 0. In this section, we look further insight into how the growth rate

depends on the order of k for small k, or how to include the term of O(k) in the

dispersion relation.
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As we have symmetric front, the KS equation or any PDEs that we have to describe

this front must have the growth rate proportional to even powers of k. So the growth

rate that is proportional to k for small k cannot be described by any PDEs. One

way to include O(k) terms in the dispersion relation which give us the growth rate

proportional to |k| for small k is to include the nonlocal term in the system that

describes our front. This will be the main focus in the thesis as we will see in the

next section.

Figure 1.13: Effects of elevated pressure on flame front instability [36].

A great deal of experimental work has been done in the past to explore the speed,

dynamics of front and front instability of the problems that have the growth rate

proportion to k for small k. These problems are different from that has growth rate

proportional to k2 for small k such as the KS equation. For instance, turbulent

premixed flames for mixtures of methane-air in a high-pressure was examined ex-

perimentally [36, 71]. It was shown that, when flame front instability theory was

applied to flames in high-pressure environments, the area of the wavenumbers where

the flame front is unstable increases to larger wavenumbers with increasing pressure
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and the growth rate is proportional to k for small k, figure 1.13. This is due to the

effect of the thermal diffusivity decreasing with increasing pressure. Consequently,

as pressure is increased the dynamics of the flame front becomes more unstable and

strongly wrinkled.

Experimentally the growth rate of the buoyancy-driven instability of an autocata-

lytic front was determined by Böckmann and Müller [9]. They compare the experi-

mental dispersion relation with theory and show that the experimental growth rate

is proportional to k for small k and agrees with theoretical study, figure 1.14. They

also indicate that the stability is found at large wavenumber while the system is un-

stable at small wavenumber. The figure shows that the growth rate is proportional

to wavenumber for small wavenumber.

Figure 1.14: Comparison of the dimensionless measured growth rates with a

2D-Navier-Stokes model (solid trace) and a Hele-Shaw flow model (dotted trace),

[9].

Khain and Sander [35] formed a simple reaction-diffusion model that captured the

behaviour of the malignant brain tumor growth dynamics. They show that when the
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ratio of the nutrient and cell diffusion coefficients exceeds some certain value then

the flat front becomes unstable. Thus the plane propagating front is unstable for

small wavenumber, while the cell diffusion in the transverse direction stabilises the

instability for larger wavenumber. The authors determined the dispersion relation

(see figure 3 in the same paper), which shows that the growth rate is proportional

to k as k tends to 0.

The stability of the chemical reaction in a vertical Hele-Shaw cell was examined the-

oretically and the instability for two fronts, the up-going and down going in the same

time, was studied by Kalliadasis et al. [34]. The authors showed that the unstable

wavenumber for the up going front is usually smaller than that for the downgoing

front. This leads to the wavelength of the dynamics for the up going front is larger

than that for the downgoing front. They have also noticed that the up going front

will be unstable before the downgoing front and show fingering because the growth

rate for it is larger than that for the downgoing front. Furthermore, they examined

the growth rate of both up going and down going fronts λ ∝ k as k � 1.

Härtel et al. [31] analysed the linear stability of the flow at the head of two-

dimensional gravity-current front numerically. Results are presented that the range

of the unstable wavenumbers increases with increasing Grashof number. In addi-

tion, this analysis was done to explain that the instability dynamics leads to the

formation of the lobe-and-cleft pattern. They also realized that the growth rate is

proportional to k for small wavenumber.
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1.7 Thesis aims and objectives

The aim of this work is to investigate, introduce, solve and discuss alternative models

for front instabilities that fit better with the shapes of fronts observed in applica-

tions than Kuramoto-Sivashinsky equation, precisely we deal with systems which

have the growth rate proportional to k or |k| for small wavenumber k where the

front dynamics takes different shapes such as lobe-and-cleft patterns. In particular,

we will consider models that incorporate nonlocal effects, which cannot be written

as partial differential equations.

A nonlocal effect has important role in many systems, for example in population dy-

namics [7, 10], and current instability systems [20]. A nonlocality appears when the

system is affected by external influence and can be expressed by an integral term,

then the partial differential equation is replaced by an integrodifferential equation.

In this work, we deal with three nonlocal equations which are nonlocal Kuramoto-

Sivashinsky, Michelson-Sivashinsky and modified Michelson-Sivashinsky. In 1977,

Sivashinsky has developed Kuramoto-Sivashinsky equation in the context of flame

propagation when he derived a nonlinear time-dependent equation for the flame front

position u(x, t), referred as the nonlocal-KS equation, which includes the integral

term and can be written in general form as

∂u(x, t)
∂t

= a
∫ ∞
−∞

∂u(x∗,t)
∂x∗

x− x∗
dx∗ − b1

2

(
∂u(x, t)
∂x

)2
− c∂

2u(x, t)
∂x2 − d∂

4u(x, t)
∂x4 , (1.7.1)

where the integral term represents the Darrieus-Landau hydrodynamic instability

[17, 41]. If the integral term is not present (a = 0), then the equation is the

Kuramoto-Sivashinsky equation. The Michelson-Sivashinsky [50], is referred as the
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MS equation, can be written as

∂u(x, t)
∂t

= a
∫ ∞
−∞

∂u(x∗,t)
∂x∗

x− x∗
dx∗ − b1

2

(
∂u(x, t)
∂x

)2
+ c

∂2u(x, t)
∂x2 , (1.7.2)

We modified the MS equation by changing the integral term, which referred as the

modified Michelson-Sivashinsky equation (MMS), and can be written as

∂u(x, t)
∂t

= a
∫ ∞
−∞

(x− x∗)
L2 + (x− x∗)2

∂u(x∗, t)
∂x∗

dx∗ − b1
2

(
∂u(x, t)
∂x

)2
+ c

∂2u(x, t)
∂x2 .(1.7.3)

In our work, it is important to know how the MS equation arises as a model for

instability of front dynamics in order to understand the limitations and exceptions

for deriving better models. This is what we will do in the next section.

1.8 Discussion of Michelson-Sivashinsky equation

We illustrate how the Michelson-Sivashinsky (MS) equation may arise as a model

for instability of front dynamics. In the hydrodynamics theory of front propagation,

such as flame front propagation, the diffusion length which is described as the front

thickness is very small while comparing it to the domain size L.

Assume that a travelling planar front, in a homogeneous and isotropic medium, is

appearing from a system of reaction-diffusion or a combustion problem. In addition,

suppose that the location of the front under small perturbation is y = u(x, t) + st,

where s is the speed of travelling front, y is the direction of travelling and x-axis is

directed along the front. So the front is no longer planar and its position depends

on the transverse coordinate x, figure 1.10.

The evolution equation for u must not depend on the value of u, it can depend on

the derivative of u according to x because of translational invariance. As the evol-
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ution equation of u is symmetrical in x, then it depends on the even derivatives of u.

Furthermore, when the problem has the growth rate λ = O(k), that we mentioned

in section 1.6, the reflection symmetry in x means that the only allowable terms in

dispersion relation involve (|k|, k2, |k|3, k4, ...). It is clear from linearising the MS

equation that the terms ∂2u(x,t)
∂x2 , ∂

4u(x,t)
∂x4 , ∂

6u(x,t)
∂x6 , ... give k2, k4, k6, ... respectively,

and from solving the integral term, the nonlocal term gives the term |k|, (mathem-

atically will be described in more details in section 2.3). Therefore the linearised

equation should have the following form

∂u(x, t)
∂t

= c1

∫ ∞
−∞

w(x−x∗)∂u(x
∗, t)

∂x∗
dx∗+ c2

∂2u(x, t)
∂x2 + c4

∂4u(x, t)
∂x4 + c6

∂6u(x, t)
∂x6 + ...,

where cis are constants and the function w(x− x∗) that appears in the nonlocal

term is known as the kernel. The simplest corresponding dispersion relation is

λ = |k| − k2,

The value of u will get very large when time goes infinity because of the exponential

growth, so a nonlinear term should be present in the equation to limit the growth of

the instability. Due to the weakly nonlinear theory, the simplest suitable nonlinear

term to add in the equation is quadratic one. As we mentioned in the same case

as the linear term, the term u is not allowed to appear. Thus the quadratic of u

derivatives according to x might appear in the equation, which are one of these

terms ((∂u/∂x)2, (∂2u/∂x2)2, (∂3u/∂x3)2, ...). In our case the smallest derivative

(∂u(x, t)/∂x)2/2 is taken. Thus the MS equation can be written as follows

∂u(x, t)
∂t

=
∫ ∞
−∞

∂u(x∗,t)
∂x∗

x− x∗
dx∗ − 1

2

(
∂u(x, t)
∂x

)2
+
∂2u(x, t)
∂x2 , (1.8.1)

The MS equation has been derived physically in details by Fogla [24]. Note that the
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MS equation has different behaviour from the KS equation. In the next section, we

indicate some works that have done on the MS equation.

1.9 Previous work on MS equation

In 1977 Sivashinsky derived the nonlinear integrodifferential equation for instability

of the laminar flat flame front, which may represent as a basis for derivation of

equations for a flame front [67], we have referred it as nonlocal-KS equation (1.7.1).

In the same year, Michelson and Sivashinsky derived the MS equation (1.8.1) in the

context of the evaluation of a disturbed plane flame front [50]. They also solved the

KS equation and the MS equation numerically by the finite-difference method to

describe the dynamics of the flame front.

In the case of the KS equation, the authors found that even if the characteristic di-

mension of the initial disturbance is larger than the wavelength that is corresponding

to the maximum growth rate, the flame front after a short time of the initial dis-

plays a quasi-periodic chaos structure. In addition, they demonstrated that the

flame front moves constantly toward the negative direction of y where y = u(x, t),

figure 1.10. Furthermore, they confirmed that the flame front settles into a steady

state but non-stationary shape.

Michelson and Sivashinsky further reported that their study of MS equation shows

that the evaluation of the front dynamics is different from that adopted for the KS

equation while it started with the same initial disturbance. The dynamics of the

flame front, when the Lewis number equal 1 (in the case of long-wave asymptotic be-

haviour), settles into a steady and stationary propagation regime. They also showed
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that the shape of the steady stationary dynamics takes the form of parabola like

arcs and convex towards the negative direction of y where y = u(x, t), figure 1.10.

The nonlinear development of hydrodynamic unstable propagating flames was in-

vestigated numerically based on the MS equation by Rastigejev and Matalon [60].

The MS equation in their case includes the Markstein number which is placed in

front of the second derivative term. They show that, when Markstein number is

0.005, the small disturbances forming from initial data merge and shape up larger

cells which eventually coalesce into a steady state with a single-peak structure. Also

it is shown in their research that, when the Markstein number equal 0.002, like

previous case the small disturbances on the flame front that generate from initial

stage merge forming bigger cells which finally form a single-peak structure, but the

system never settles into a steady state because continuously the small wrinkles are

appearing on the flame front and merging again.

In 2007 Matalon illustrated the numerical solution of the MS equation on the context

of the premixed combustion [48]. He emphasized that the short wavelength wrinkles,

that introduced through initial disturbances of the evaluation structure of the flame

front, merge when there is a parameter in front of the second derivative term which

is the Markstein number and it is not too small. Finally, the structure of the flame

front translates into a single-peak that propagates at a constant speed, which means

the dynamics of the front settle into a steady state stationary shape.



Chapter 2
Numerical solutions of nonlocal

front equations
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2.1 Introduction

This chapter is concerned with presenting numerical simulations of all three nonlocal-

KS (1.7.1), MS (1.7.2)and MMS (1.7.3) systems in one dimension. Before embarking

on the numerical solution, however, it is necessary to nondimensionalize all three

equations. In addition, we find the dispersion relation of all three equations to

investigate the linear stability of them. Thus we start the chapter with the scaling

of all three nonlocal equations, section 2.2. Then we find the dispersion relation of

them, section 2.3. In section 2.4, by finding the numerical solution we analyze the

behaviour of the front propagation based on all three nonlocal equations. The speed

of the front is also calculated in this section. We summarise our main results for

this chapter in the section 2.5.

2.2 The scaling of nonlocal front equations

Nondimensionalization is a simple important technique that helps simplify differ-

ential equations by reducing the number of parameters and rescaling variables. In

this section, we nondimensionalize all three nonlocal equations (1.7.1),(1.7.2) and

(1.7.3).

2.2.1 Nonlocal-KS equation

The nonlocal-KS equation (1.7.1), is

∂u(x, t)
∂t

= a
∫ ∞
−∞

∂u(x∗,t)
∂x∗

x− x∗
dx∗− 1

2b
(
∂u(x, t)
∂x

)2
− c∂

2u(x, t)
∂x2 − d∂

4u(u, t)
∂x4 , (2.2.1)

where the parameters a, c and d have units of lengthtime , length
2

time and length4

time respectively.

There are two independent variables t and x and one dependent variable u in the
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equation. To make the equation (2.2.1) dimensionless, we set

x = αX, t = βT , u = γU , (2.2.2)

where α, β and γ are characteristic values of x, t and u respectively. Then we

substitute those new dimensionless variables in equation (2.2.1), so the equation

becomes

∂U(X,T )
∂T

= a
β

α

∫ ∞
−∞

∂U(X∗,T )
∂X∗

X −X∗
dX∗ − 1

2
γβ

α2 b
(
∂U(X,T )

∂X

)2
− c β

α2
∂2U(X,T )

∂X2

− d β
α4
∂4U(X,T )

∂X4 . (2.2.3)

The equation (2.2.3) still has dimensional terms. To make it free of units and set

some coefficients equal 1, we choose

γ =
c

b
, α =

√
d

c
, β =

d

c2
,

we assume that d
c > 0 and b, c 6= 0 in the original system. As a result, the scaled

nonlocal-KS equation becomes

∂U(X,T )
∂T

=
a

c

√
d

c

∫ ∞
−∞

∂U(X∗,T )
∂X∗

X −X∗
dX∗ − 1

2

(
∂U(X,T )

∂X

)2
− ∂2U(X,T )

∂X2

− ∂4U(X,T )
∂X4 . (2.2.4)

Due to the fact that the number of parameters is four and the number of variables

is three in equation (2.2.1), one nondimensional parameter remains in the equation.

We can put the remaining parameter in front of any term but we put it in front of

the nonlocal term to evaluate the effect of it on the system and define it to be ε,

then

∂U(X,T )
∂T

= ε
∫ ∞
−∞

∂U(X∗,T )
∂X∗

X −X∗
dX∗ − 1

2

(
∂U(X,T )

∂X

)2
− ∂2U(X,T )

∂X2

− ∂4U(X,T )
∂X4 . (2.2.5)
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2.2.2 The Michelson-Sivashinsky (MS) equation

The Michelson-Sivashinsky equation (1.7.2) is

∂u(x, t)
∂t

= a
∫ ∞
−∞

∂u(x∗,t)
∂x∗

x− x∗
dx∗ − 1

2b
(
∂u(x, t)
∂x

)2
+ c

∂2u(x, t)
∂x2 . (2.2.6)

Since the number of parameters and variables are equal, we can obtain a scaled

equation free of units and set all coefficients equal to 1. Again the parameters a

and c have the same units that we mentioned above (section 2.2.1). To make the

equation (2.2.6) free of units, we substitute x, t and u from (2.2.2) into (2.2.6) to

give

∂U(X,T )
∂T

= a
β

α

∫ ∞
−∞

∂U(X∗,T )
∂X∗

X −X∗
dX∗ − 1

2
γβ

α2 b
(
∂U(X,T )

∂X

)2

+ c
β

α2
∂2U(X,T )

∂X2 . (2.2.7)

To make (2.2.7) dimensionless and free of coefficients, we choose

γ =
c

b
, α =

c

a
, β =

c

a2 ,

where a, b 6= 0, then the scaled MS equation becomes

∂U(X,T )
∂T

=
∫ ∞
−∞

∂U(X∗,T )
∂X∗

X −X∗
dX∗ − 1

2

(
∂U(X,T )

∂X

)2
+
∂2U(X,T )

∂X2 . (2.2.8)

2.2.3 The Modified Michelson-Sivashinsky (MMS) equation

The Modified Michelson-Sivashinsky equation (1.7.3) can be written as

∂u(x, t)
∂t

= a
∫ ∞
−∞

(x− x∗)
L2 + (x− x∗)2

∂u(x∗, t)
∂x∗

dx∗ − 1
2b
(
∂u(x, t)
∂x

)2
+ c

∂2u(x, t)
∂x2 ,(2.2.9)

We rescale the MMS equation (2.2.9), where the parameters a and c have the same

units as the above models (sections 2.2.1 and 2.2.2) and L has the unit of length. To
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make the equation (2.2.9) dimensionless, we use the re-scaling (2.2.2) and substitute

in (2.2.9) which leads to

∂U(X,T )
∂T

= a
β

α

∫ ∞
−∞

(X −X∗)
L2
α2 + (X −X∗)2

∂U(X∗,T )
∂X∗

dX∗ − 1
2
γβ

α2 b
(
∂U(X,T )

∂X

)2

+ c
β

α2
∂2U(X,T )

∂X2 . (2.2.10)

Similarly, to make it dimensionless and set some coefficients equal to 1, we choose

α = L, γ =
c

b
, β =

L2

c
,

where b, c 6= 0. Then the scaled MMS equation becomes

∂U(X,T )
∂T

=
aL

c

∫ ∞
−∞

(X −X∗)
1 + (X −X∗)2

∂U(X∗,T )
∂X∗

dX∗ − 1
2

(
∂U(X,T )

∂X

)2

+
∂2U(X,T )

∂X2 . (2.2.11)

As for the nonlocal-KS equation, we get the scaled MMS equation with one nondi-

mensional parameter

∂U(X,T )
∂T

= ε
∫ ∞
−∞

(X −X∗)
1 + (X −X∗)2

∂U(X∗,T )
∂X∗

dX∗ − 1
2

(
∂U(X,T )

∂X

)2

+
∂2U(X,T )

∂X2 . (2.2.12)

2.3 Dispersion relation of nonlocal front equations

In this section, we study the effects of a nonlocal term on the linear stability of the

nonlocal front equations. The linear stability of a flat front can be determined by

studying the time evolution of a small perturbation of it. In this context, we present

a theoretical determination of growth rates of the nonlocal front equations to find

the linear stability analysis for the nonlocal-KS, MS and MMS systems. We rewrite
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the nonlocal-KS equation (2.2.5) as,

∂u(x, t)
∂t

= ε
∫ ∞
−∞

∂u(x∗,t)
∂x∗

x− x∗
dx∗ − 1

2

(
∂u(x, t)
∂x

)2
− ∂2u(x, t)

∂x2 − ∂4u(x, t)
∂x4 . (2.3.1)

The flat front solution of the nonlocal-KS equation is u(x, t) = u0 where u0 is

constant. We seek the stability analysis of (2.3.1) by setting a small perturbation

to its stationary state solution u0, to give

u(x, t) = u0 + δu1(x, t),

where 0 < δ � 1. Substituting this into (2.3.1) and linearizing it, gives

∂u1(x, t)
∂t

= ε
∫ ∞
−∞

∂u1(x
∗,t)

∂x∗

x− x∗
dx∗ − ∂2u1(x, t)

∂x2 − ∂4u1(x, t)
∂x4 . (2.3.2)

If the perturbation is u1(x, t) = eλteikx, where λ is growth rate and k is the

wavenumber, (2.3.2) becomes

λ = −ε
∫ ∞
−∞

ikeik(x
∗−x)

x∗ − x
dx∗ + k2 − k4.

Since there is a singularity where x = x∗ in the above integral, we use the contour

integral to evaluate it. The integral is

I =
∫ ∞
−∞

ikeik(x
∗−x)

x∗ − x
dx∗.

I can be determined from the integral
∮
C
f(z)dz, where C is a closed semi-circular

contour in the complex plane, figure 2.1. By the Cauchy integral formula, when

k > 0 we have

∮
C

ikeikz

z
dz =

∫ R

−R

ikeikz

z
dz +

∫
Arc

ikeikz

z
dz. (2.3.3)

By Jordan’s lemma, when R → ∞ the integral
∫
Arc

ikeikz

z dz → 0. Then we use the

residue theorem to find the integral
∮
C

ikeikz

z dz. The singularity is located on the
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y

Figure 2.1: Close contour in the upper half-plane.

contour when z = 0, so by Cauchy principal value theorems we obtain
∮
C

ikeikz

z
dz = iπ× ik = −πk. (2.3.4)

However when k < 0, we draw a lower half-plane semi circle close contour. Then by

the same method that we have used to find (2.3.4), we obtain
∮
C

ikeikz

z
dz = −iπ× ik = πk. (2.3.5)

So from (2.3.4) and (2.3.5) we have
∮
C

ikeikz

z
dz = −π|k|. (2.3.6)

From (2.3.3), (2.3.6) and the Jordan’s lemma when R→∞ we then have

I =
∫ ∞
−∞

ikeik(x
∗−x)

x∗ − x
dx∗ = −π|k|.

Thus the dispersion relation of the nonlocal-KS equation is

λ = −k4 + k2 + επ|k|. (2.3.7)

Figure 2.2 shows the dispersion relation (2.3.7). The planar front is unstable to a

band of wavenumbers for small k (long waves) and stable otherwise. Furthermore,
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Figure 2.2: Curves illustrating the dispersion relation (2.3.7) for front instabil-

ities for the nonlocal-KS equation (2.3.1): solid curve when ε = 0.1 and dashed

curve when ε = 1.

when ε = 1 the region of unstable wavenumber is larger than when ε = 0.1 and the

λ is bigger so the nonlocal term makes the instability grows faster.

Now, we rewrite the MS equation (2.2.8) as

∂u(x, t)
∂t

=
∫ ∞
−∞

∂u(x∗,t)
∂x∗

x− x∗
dx∗ − 1

2

(
∂u(x, t)
∂x

)2
+
∂2u(x, t)
∂x2 . (2.3.8)

We use the similar method that was used above to find the dispersion relation (2.3.7),

setting small perturbation (u1(x, t) = eλteikx) to stationary solution u0 of (2.3.8)

and linearising it leads to

λ = −
∫ ∞
−∞

ikeik(x
∗−x)

x∗ − x
dx∗ − k2.

The integral term has been solved above by contour integration and gives −π|k|.

Then the dispersion relation of (2.3.8) becomes

λ = −k2 + π|k|. (2.3.9)
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Figure 2.3: Curve illustrating the dispersion relation (2.3.9) for front instabilities

for the MS equation (2.3.8).

The dispersion relation (2.3.9) illustrates that the growth rate is positive for small k

and negative for large k, see figure 2.3. In this case, we can see that the maximum

growth rate is π
2 .

Finally we rewrite the MMS equation (2.2.12) as

∂u(x, t)
∂t

= ε
∫ ∞
−∞

(x− x∗)
1 + (x− x∗)2

∂u(x∗, t)
∂x∗

dx∗ − 1
2

(
∂u(x, t)
∂x

)2
+
∂2u(x, t)
∂x2 .(2.3.10)

The dispersion relation is found by the same way and the Cauchy integral formula is

used to solve the integral because we have singularity when x− x∗ = i or −i. Then

the dispersion relation of (2.3.10) can be written as follows

λ = −k2 + επ|k|e−|k|. (2.3.11)

Figure 2.4 shows the dispersion relation (2.3.11). The growth rate is greater than

zero for small k, while for larger k the diffusion term stabilizes the instability.

Moreover, the area of wavenumber when the plane front is unstable increases to

larger wavenumber with increasing ε.
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Figure 2.4: Curves illustrating the dispersion relation (2.3.11) for front instabil-

ities for the MMS equation (2.3.10): solid curve when ε = 0.1 and dashed curve

when ε = 1.

We can recognize that these dispersion relations are similar to some dispersion re-

lations that have been found experimentally, for example they are similar to the

dispersion relations we have mentioned in chapter 1, figure 1.13 .

2.4 Numerical study of nonlocal front models

2.4.1 Numerical method

We perform numerical simulations for three models (2.3.1), (2.3.8) and (2.3.10) to

study the dynamics of a front as it develops from the initial condition. Furthermore,

the speed of the front is calculated. We use periodic boundary conditions in these

simulations because it is simple and familiar to use. The small random initial con-

dition, u(x, 0) = 10−6r where r is a vector containing random values between 0 and

1, is used in the simulation. The domain size L is discretized by the Fourier spectral
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method. We use ETD1 method [16] with time step size 0.002 for time discretization.

We choose this time step size to balance between time and accuracy. We investigate

the dynamics of fronts up to a maximum time Tm = 300 for each case except the

MMS equation (2.3.10) when ε = 0.1 where we have opted Tm = 10000 due to the

fact that the maximum growth rate λm is very small according to linear theory,

figure 2.4. Likewise, the domain is discretized by almost 200 point for each wave

that is expected according to linear theory because we have a sharp cusp on the

front structure in some cases. Cusps are points on the curve defined by a continuous

function that are singular points or where the derivative of the function does not

exist. But in this work, we mean by cusp a smooth peak.

2.4.2 Numerical results

The simulation of the nonlocal-KS equation (2.3.1) for ε = 1 and L = 32π (large

domain) is shown in the figure 2.5. Each curve in the figure represents the configur-

ation of the front at one instant of time. The front moves along the negative vertical

coordinate axis but we subtract the mean of u from all the solutions. The speed

of front will be calculated in the next section 2.4.3. Numerical experiments show

that the short wavelength corrugations structure of the front arising from initial

disturbances merge and form bigger cells and making fewer giant waves when time

progresses. According to linear theory, the wavenumber that is corresponding to the

maximum growth rate is km = 1.125 then the wavelength is lm = 1.777π. Thus

when L = 32π, we expect 18 peaks on the front near the initial time, figure 2.5(a).

Furthermore, we have observed coarsening which is the merging of the small waves

to bigger cells gradually making a fewer number of giant waves, figure 2.5(b). This

coarsening progress continues between time 40 and 67, when the number of peaks



Chapter 2 Numerical solutions of nonlocal front equations 37

decays gradually, until it reaches one giant cusp which is a pointed end where two

roughly parabolic curves meet, figure 2.5(c). The dynamics of this cusp seems to

be unstable and new cusps appear on the troughs sporadically and disappear at the

crests, figure 2.5(d).

Figure 2.6 shows the number of peaks on the dynamics of the front as a function of

time. We show the number of peaks linearly and by using the log to the base 10

scales to be more clear. We observe fast decaying of the number of cusps near the

initial time where is between 1 and 3 that is due to a very large number of wrinkles

in the small random initial condition. The coarsening is more clearly observed in

this figure.

For smaller domain when k1 < k < k2 where k1 u 0.5 and k2 u 0.81, the system

has a heteroclinic cycle solution, figures 2.7 and 2.9. It is clear from figure 2.10 that

the hetroclinic cycle solution is irregular because it has some spikes. However there

is a travelling wave solution when k2 < k < k3 where k3 u 0.94, figure 2.8. However

the system has steady state stable solution with single cusp for small domain when

k > k3, figure 2.11.

In the same equation when ε = 0.1 figures 2.12(a)-2.12(d), trace the evolution of

the dynamics of the front for some certain times. Overall, in this case it is noticed

that the dynamics of the front shows the same behaviour as Kuramoto-Sivashinsky

equation (1.5.1) and there is no coarsening. We expect 12 peaks on the front because

km = 0.75 then lm = 2.66π when L = 32π. Fast decaying of the number of peaks

due to the random initial condition is observed, with 12 peaks from time 18 to 58,
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then it becomes unstable with almost the same number of peaks, figure 2.13. How-

ever as for the case when ε = 1, for smaller domain the system has a heteroclinic

cycle solution and travelling wave solution when k1 < k < k2 and k2 < k < k3

respectively where k1 u 0.5, k2 u 0.55 and k3 = 0.63. For small domain when

k > k3 the model has steady state stable solution with single cusp.

In the MS system (2.3.8) for a large domain, it is clear that the dynamics of the

front is similar to the nonlocal-KS system when ε = 1 except the current one is

smoother, figure 2.14. The number of cusps has decreased to 2 at t = 45. These

two cusps structure appears to be unstable and new small cusps are created that

move toward the giant cusps. As stated by linear theory, lm = 4 when km = π
2 and

L = 32π, the predicted number of peaks on the front is 25. From figure 2.15, we

notice that the number of peaks is roughly similar to the case of the nonlocal-KS

equation (2.3.1) when ε = 1 which has fast decay near initial time due to the random

initial condition. In addition, the coarsening appears from time 8 to 45.

In the same system for a small domain when L < Ln where Ln u 11π, the dynamics

of the front is fast decaying and coarsening until it reaches stable steady state shape

with one cusp, for example when L = 8π see figures 2.16 and 2.17. In this case, we

obtain a structure similar to lobe-and-cleft which has been found in the avalanche

front propagation figure 1.3. Although we use the word cusp to describe the giant

peaks in the front, we do not mean there is a singularity in the solution or the curve

is discontinuous. Figure 2.16(d) shows that the system is well resolved numerically

because the curve is smooth.
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Figures 2.18(a) through 2.18(d) illustrate the development of the front, based on

the MMS equation (2.3.10) for ε = 1 and L = 128π, starting with arbitrary initial

data. The small waves introduced through the initial conditions merge until a struc-

ture of two cusps is formed. This dynamics of two cusps seems to be unstable and

create new small cusps that move towards the giant cusps. In this case km = 0.5

and then lm = 4π which means the front should have around 32 peaks. We have

found the decreasing of the number of peaks near initial time, see figure 2.19, and

the dynamics has a clear coarsening from time 30 to 140 until it reaches two cusps.

However when L < Ln where Ln u 42π, the dynamics of the front has coarsening

as time progresses until it reaches a stable steady state propagation regime with a

single cusp, for example when ε = 1 and L = 32π see figures 2.20 and 2.21.

Interestingly even when ε = 0.1 in the current model, we have found that the dynam-

ics of the front with small disturbances introduced from initial condition coalesces

until it reaches a single cusp. This dynamics also seems to be unstable and new

cusps are formed on the troughs and disappear at the crest, figures 2.22(a)-2.22(d).

In addition, since km = 0.125 then lm = 16π while L = 320π the front should

have nearly 20 peaks, we have found coarsening from time 1000 to 4500 which the

number of peaks gradually decreases from 20 to 1, see figure 2.23. In this case, we

have obtained the same results but with reaching the stable steady state dynamics

with single cusp when L < Ln where Ln u 164π.

Note that when ε = 0, the MMS equation is Burgers equation which was introduced

by Harry Bateman in 1915 [5].
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Finally, just to confirm the numerical results we have chosen a different initial condi-

tion, u(x, 0) = 0.1 cos (kx) + 10−3r where r is a vector containing random numbers

between 0 and 1. Then we solve all above cases by the same method. Thus we

have obtained the same results of the dynamics of the front. We show some figures

of some results of this new initial condition to compare with the previous one, for

example in the MMS equation (2.3.10) when ε = 1 and L = 32π, see figures 2.24

and 2.25. The results are very similar with a different initial condition, therefore it

shows that the initial condition is not very important.
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Figure 2.5: Time evolution of a propagating front for the nonlocal-KS equation

(2.3.1) for ε = 1 and domain L = 32π.
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Figure 2.6: Number of peaks on the front against the time for the nonlocal-KS

equation (2.3.1) when ε = 1 and L = 32π.
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Figure 2.7: Heteroclinic cycle solution of the nonlocal-KS equation (2.3.1) when

ε = 1 and domain L = 2.5π.

Figure 2.8: Travelling wave solution of the nonlocal-KS equation (2.3.1) when

ε = 1 and domain L = 2.2π.
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Figure 2.9: Heteroclinic cycle solution of the nonlocal-KS equation (2.3.1) when

ε = 1 and domain L = 2.5π in two different times blue solid line when t = 200

and red dashed line when t = 205.
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Figure 2.11: Numerical solution of the nonlocal-KS equation (2.3.1) for ε = 1

and domain L = 2π.
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Figure 2.12: Time evolution of a propagating front for the nonlocal-KS equation

(2.3.1) for ε = 0.1 and domain L = 32π.
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Figure 2.13: Number of peaks on the front against the time for the nonlocal-KS

equation (2.3.1) when ε = 0.1 and domain L = 32π.
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Figure 2.14: Time evolution of a propagating front for the MS equation (2.3.8)

when domain L = 32π.
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Figure 2.15: Number of peaks on the front against the time for the MS equation

(2.3.8) when domain L = 32π.
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Figure 2.16: Time evolution of a propagating front for the MS equation (2.3.8)

when domain L = 8π.
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Figure 2.17: Number of peaks on the front against the time for the MS equation

(2.3.8) when domain L = 8π.
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Figure 2.18: Time evolution of a propagating front for the MMS equation

(2.3.10) for ε = 1 and domain L = 128π.
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Figure 2.19: Number of peaks on the front against the time for the MMS

equation (2.3.10) for ε = 1 and domain L = 128π.
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Figure 2.20: Time evolution of a propagating front for the MMS equation

(2.3.10) for ε = 1 and domain L = 32π.
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Figure 2.21: Number of peaks on the front against the time for the MMS

equation (2.3.10) for ε = 1 and domain L = 32π.
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Figure 2.22: Time evolution of a propagating front for the MMS equation

(2.3.10) for ε = 0.1 and domain L = 320π.
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Figure 2.23: Number of peaks on the front against the time for the MMS

equation (2.3.10) for ε = 0.1 and domain L = 320π.
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Figure 2.24: Time evolution of a propagating front for the MMS equation

(2.3.10) for ε = 1 and domain L = 32π. Same as the figure 2.20 with differ-

ent initial condition, 0.1 cos (kx) + 10−3r, where r is a vector containing random

numbers between 0 and 1.
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Figure 2.25: Number of peaks on the front against the time for the MMS

equation (2.3.10) for ε = 1 and domain L = 32π. Same as the figure 2.21 with

different initial condition, 0.1 cos (kx) + 10−3r, where r is a vector containing

random numbers between 0 and 1.
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2.4.3 Speed of front

In this section, we determine and discuss the speed of front in each case of the

three models. The amplitude A, which is the difference between the maximum

and minimum point of u at the same time, of the cusp where we have a single

cusp in MMS system is obtained. We calculate the speed of front by taking the

minimum point in the front in each time, in the other words we find minimum u

at each time and calculate the slope. The numerical data shows that the front is

propagating along the negative y-axis. Thus, in the nonlocal-KS equation (2.3.1)

when L = 32π the speed of front propagation is roughly constant s = −49 when

ε = 1, figure 2.26(a). However, the front speed with the same domain and ε = 0.1

is about s = −2.3, figure 2.26(b). In the MS system (2.3.8) with the same domain

as above the speed is almost s = −10, figure 2.26(c). In chapter 4 we find the

analytical formula for the speed of the front for the MS equation for the stable case.

In the MMS equation (2.3.10) the front moves at a speed s ≈ −8.5 when ε = 1 and

L = 128π, figure 2.26(d), and at s ≈ −0.05 when ε = 0.1 and L = 320π, figure

2.26(e). In general, the speed of the front based on the MMS equation increases

with increasing the domain L. Table 2.1 shows the speed of the front with different

domains. On the other hand, with the stable steady state solution that has single

cusp based on the MMS equation, the speed of the front is constant and proportional

to the value of ε2, (s ≈ −5ε2) table 2.2. In addition, the amplitude of the cusp A is

proportional to ε and L by, (A ≈ 1.2εL). For instance as we have obtained steady

state with one cusp when ε = 1 and L = 32π the speed is s ≈ −5, figure 2.26(f),

and the amplitude of the cusp is A ≈ 121, figure 2.20(d).
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(a) Nonlocal-KS equation (2.3.1) when ε=1

and L = 32π.
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(b) Nonlocal-KS equation (2.3.1) when ε=0.1

and L = 32π.
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(c) MS equation (2.3.8) when L = 32π.
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(d) MMS equation (2.3.10) when ε=1 and L =

128π.
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(e) MMS equation (2.3.10) when ε=0.1 and

L = 320π.
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(f) MMS equation (2.3.10) when ε=1 and L =

32π.

Figure 2.26: The location of minimum point of u against time, then by estim-

ating the slope we obtain the speed of front.
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ε = 1 ε = 0.1

L s L s

200π −17.25 350π −0.085

150π −9.84 300π −0.083

100π −7.98 250π −0.075

50π −6.12 200π −0.063

40π −5.13 150π −0.057

30π −4.94 100π −0.055

20π −4.91 50π −0.05

10π −4.83 25π −0.046

Table 2.1: The relation between domain L and speed of front s for the MMS

equation

MMS when L = 32π MMS when L = 16π

ε A s A/(εL) A s A/(εL)

1 121 -4.9 1.20 62 -4.9 1.23

0.8 97 -3.16 1.20 49.3 -3.1 1.22

0.5 61 -1.24 1.21 31 -1.22 1.23

0.2 25 -0.2 1.24 12.4 -0.2 1.23

0.1 12.5 -0.05 1.24 6.62 -0.05 1.31

Table 2.2: The relation between amplitude of cusp A and speed of front s with

ε for the MMS equation.
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2.5 Conclusion

In this chapter we have nondimensionalized all three nonlocal-KS (2.2.1), MS (2.2.6)

and MMS (2.2.9) systems. Then the dispersion relations of all three models are ob-

tained. We have presented the numerical solution of all three models (2.3.1), (2.3.8)

and (2.3.10) by Fourier spectral discretization, while the time discretization is per-

formed by the ETD method.

We have found that the nonlocal-KS model for a large domain when ε = 1 is

coarsening as time progresses from initial time which eventually one peak in the

front dynamic can be seen, but this single-peak seems to be unstable and new cusps

appear and merge again. For smaller domain, we have found a heteroclinic cycle and

travelling wave solutions. However, for a small domain, the numerical simulations

show that the dynamics of the front has stable steady state solution with one cusp.

However, when ε = 0.1 there is no coarsening and the dynamics of the front stay

unstable for a large domain. However there are heteroclinic cycle and travelling

wave solutions for a smaller domain, and the front has a stable steady state solution

with one cusp for a small domain.

The MS model for the large domain is coarsening until it reaches two cusps, after-

wards, the dynamics of the front seems to be unstable and new wrinkles are created

on troughs and move toward the large cusps and disappear at the crest. However

for a small domain, the dynamics of the front has a stable steady state solution with

one cusp.

The dynamics of the front in the MMS model, when ε = 1 and L > Ln where
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Ln u 44π, has a clear coarsening until it reaches a few large cusps, which seems to

be unstable and forms new peaks that move toward the large cusps and disappear

at the top. However, in the same case when L ≤ Ln, we have found a stable steady

state shape with single cusp. In the same model even with ε = 0.1 the coarsening

behaviour process was observed. However, as time progresses there are two different

behaviours of the dynamics, first one when L > Ln where Ln u 164π the dynamics

of the front seems to be unstable after reaching single large cusp and new cusps are

created on the trough and move toward the large cusp and disappear at the crest.

The second behaviour when L ≤ Ln the dynamics become stable stationary with

one cusp.

In addition, we have calculated the speed of the front which is roughly constant

in each case except when we have a steady state solution with one cusp in MMS

system, it seems to be exactly constant and proportional to the value of ε2. Also,

we have found the amplitude of the cusp in the MMS equation when we have one

cusp which is proportional to ε and L.

Although the dynamics of the front for all three models shows similar behaviour,

there are a number of important differences among them. First, the stable steady

state with one cusp for the MMS equation has the smoothest cusp among them for

the same domain. However, the dynamics of one cusp for the nonlocal-KS equation

is sharper and for the MS one has the sharpest cusp. Second, in the same state, the

nonlocal-KS equation has the largest amplitude dynamics of the front among them

while the MMS equation has the smallest. Third, the nonlocal-KS equation has the

travelling wave and heteroclinic cycle solutions while there are no such solutions for
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the MS and MMS equations. Finally, the MMS equation forms a stable coherent

structure front for a larger domain than the others, while the nonlocal-KS equation

forms a stable coherent structure front for a smaller domain than the others.



Chapter 3
Approximate analytical solution of

nonlocal front equations by using

Fourier series



Chapter 3 Approximate analytical solution of nonlocal front equations by using
Fourier series 58

3.1 Introduction

In chapter 2 of this work we exhibited the numerical solutions of the nonlocal-KS

(2.3.1), MS (2.3.8) and MMS (2.3.10) systems. This chapter provides approximate

analytical solutions of all three above nonlocal front systems by expanding the de-

pendent variable u(x, t) as a Fourier series and relating the coefficients. We also

present numerical results to confirm that both solutions agree. The outline of this

chapter is as follows; In section 3.2 we aim to find the approximate analytical solu-

tions of all three above equations by using three and four modes truncated Fourier

series. The approximate analytical solution of all three equations by using general

modes of Fourier series is provided in section 3.3. However in section 3.4 we use the

complex Fourier series to present the approximate analytical solutions, and section

3.5 is the chapter summary.

3.2 Approximate analytical solutions by using three

and four modes Fourier series

We have obtained different types of solutions numerically in chapter 2. In this

chapter, we seek for the approximate analytical solution for those cases that have

a stationary solution with one cusp, for example figure 2.20(d), by Fourier series

expansion. This kind of solution is symmetric wave about the vertical axis, so the

Fourier series expansion can be written as

u(x, t) =
∞∑
n=0

an(t) cos (nkx), (3.2.1)

where the wavenumber k = 2π
L and L is the domain length.
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3.2.1 Nonlocal-KS equation

We truncate (3.2.1) by three modes and substitute it in the nonlocal-KS equation

(2.3.1) when ε = 1, and equating the coefficients of cos (nkx) gives three ordinary

differential equations (ODEs)

da0
dt

=
−1
4 k2a2

1 − k2a2
2, (3.2.2)

da1
dt

= −k4a1 + k2a1 − k2a1a2 + π|k|a1, (3.2.3)

da2
dt

= −16k4a2 + 4k2a2 +
1
4k

2a2
1 + 2π|k|a2. (3.2.4)

Note that in this case, we will have several particular values of k so we label them

k1 to k4 where k1 < k2 < k3 < k4. The last two equations (3.2.3) and (3.2.4) do not

include a0 so we can consider them as a separate system of two equations. From

these two equations we can obtain the equilibrium points which are

a2 =
−k4 + k2 + π|k|

k2 , (3.2.5)

and

a1 = ±
√

8(8k4 − 2k2 − π|k|)(−k4 + k2 + π|k|)
k4 . (3.2.6)

Since 8k4− 2k2− π|k| ≥ 0 when k ≥ k3 where k3 ≈ 0.8454 and −k4 + k2 + π|k| ≥ 0

when k ≤ k4 where k4 ≈ 1.6906 otherwise they are negative, so the product of both

amounts in numerator under the square root is greater than or equal to zero (a1 has

real solution) when k ∈ [k3, k4], see figure 3.1(a). Figure 3.1(b) shows the value of

a2 in the same interval, which is usually smaller than a1.
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Figure 3.1: The value of Fourier series coefficients, eigenvalues and the analytical

and numerical value of u when we have truncated it by three modes a0, a1 and

a2, for the nonlocal-KS equation when ε = 1.
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To find the stability of the system we find the Jacobian matrix

J =

 0 −a1k2

1
2a1k2 −16k4 + 4k2 + 2π|k|

 .

So the eigenvalues of the Jacobian matrix are

λ = −8k4 + 2k2 + πk±
√
−1
2 a2

1k
4 + (−8k4 + 2k2 + π|k|)2, (3.2.7)

when k ∈ [k3, k4] the values of λ are complex with negative real parts or negative

real values. Figure 3.1(c) shows the eigenvalues λ when the solid and dashed lines

represent λ with + and − signs respectively. Then the solution is stable when a1

has real values.

At this point it is important to realize that, u = a0 + a1 cos (kx) + a2 cos (2kx),

figure 3.1(d), is close to the numerical simulation at the same domain, figure 3.1(e),

when there is a single wave (k = 1) in the domain box (L = 2π). However the first

ODE (3.2.2) gives a0 = st where s is considered as the speed of front, figure 3.1(f),

because da0
dt is constant. Moreover, the speed is almost −27.8 when k = 1 is close

to the speed that is found in numerical simulation which is −30 in the same case.

The amplitude of the wave in the analytical solution is A = 17.6 which is also close

to the wave amplitude in the numerical one, A = 20.

Similarly, when (3.2.1) is truncated by four terms and substituted in the same model

(2.3.1), we obtain a system of four ordinary differential equations

da0
dt

=
−1
4 k2a2

1 − k2a2
2 −

9
4k

2a2
3 (3.2.8)

da1
dt

= −k4a1 + k2a1 − k2a1a2 − 3k2a2a3 + π|k|a1 (3.2.9)
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da2
dt

= −16k4a2 + 4k2a2 +
1
4k

2a2
1 −

3
2k

2a1a3 + 2π|k|a2 (3.2.10)

da3
dt

= −81k4a3 + 9k2a3 + k2a1a2 + 3π|k|a3. (3.2.11)

Again from the last three equations, we find the equilibrium points and they can be

determined explicitly as follows

a2 =
Ck2a2

1
4BC + 6k4a2

1
, (3.2.12)

a3 =
k4a3

1
4BC + 6k4a2

1
, (3.2.13)

and

(36Ak8 − 9Ck8)a4
1 + (12ABCk4 −BC2k4)a2

1 +AB2C2 = 0, (3.2.14)

where A = −k4 + k2 + π|k|, B = 16k4 − 4k2 − 2π|k| and C = 81k4 − 9k2 − 3π|k|.

However, A = 0, B = 0 and C = 0 when k = k4, k3 and k1 respectively where

k1 ≈ 0.5635. Then a2
1 has two real solutions when k ∈ (k1, k2) where k2 ≈ 0.7168,

one real solution when k ∈ (k2, k4] and no real solution when k = k2 where a1 goes

to infinity, because the coefficient of a4
1, which is 36Ak8− 9Ck8 becomes zero, figure

3.2(a). One of the solutions is shown as a dashed line in figure 3.2 when there are

two real solutions. The value of a2 tends to C
6k2 when a1 goes to infinity (k = k2), in

addition, a2 is negative when k is in (k2, k3) because a1 is small. Furthermore, when

k ∈ [k3, k4] we can realize that a2 is usually smaller than a1, figure 3.2(b). Besides,

the figure 3.2(c) shows that a3 is smaller than a1 and a2 while k ∈ [k3, k4] and it goes

to infinity, a3 = a1
6 , whereas a1 does. Due to all of these results, we have deduced

that the components of Fourier series get smaller as the mode number n increases.

So for this range of k the Fourier series should give an accurate approximation of

the full system.
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Figure 3.2: The values of Fourier series coefficients and the value of u when

there is one wave in the whole domain, when we have truncated it by four modes

for the nonlocal-KS equation when ε = 1. The dashed lines indicate a different

solution for the same k.
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Also in this case the Jacobian matrix can be written as

J =


A− a2k2 D −3a2k2

E −B −3
2a1k2

a2k2 a1k2 −C

 ,

where D = −a1k2 − 3a3k2 and E = 1
2a1k2 − 3

2a3k2. Thus, the eigenvalues of the

Jacobian matrix are one positive real and two complex with negative real parts when

k ∈ [k1, k3)\{k2}, one negative real and two complex with negative real parts or

three negative real value where k ∈ [k3, k4]. We conclude that the system is unstable

when k ∈ [k1, k3)\{k2} and it is stable when k ∈ [k3, k4].

On the other hand, u = a0 + a1 cos (kx) + a2 cos (2kx) + a3 cos (3kx), figure 3.2(d),

gives good agreement with numerical simulation when k = 1, figure 3.1(e). By the

same way as before, the right hand side of the first ODE (3.2.8) is clear from a0, so

a0 = st where s is the speed of the front and is equal to −29.6 when k=1 which is

very close to speed of numerical simulation, s = −30, in the same situation, figure

3.2(e).

There are a few differences between the solution that has been found by truncated

Fourier series with three modes and four modes. Firstly, we have found the unstable

solutions with the four modes truncated in addition to the stable solution which also

has been found in three modes truncated. Secondly, the dynamic of the front which

is found by four modes truncated Fourier series is more agreed with the numerical

simulation than which is found by three modes truncated.
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3.2.2 MS equation

The MS equation (2.3.8) is also solved by Fourier series. We truncate (3.2.1) by

three modes and substitute in (2.3.8). By balancing all terms, we obtain three

ODEs similar to the previous model in section 3.2.1, except they are clear from

the terms that include k4 because the fourth derivative is extracted from the MS

equation. Then the nonlinear terms are the same as the previous model, just the

linear terms are different. In this case, we can write the equilibrium points as

a2 =
−k2 + π|k|

k2 , (3.2.15)

and

a1 = ±

√
−16k2 + 24π|k| − 8π2

k
= ±

√
−8(2|k| − π)(|k| − π)

k
, (3.2.16)

then a1 has real solution when k ∈ [π2 , π], the same goes for a2.

Subsequently to know the stability, the Jacobian matrix is again similar to the

previous model just without the k4 term. Thus the eigenvalues of the matrix are as

follows

λ = −2k2 + π|k| ±
√

12k4 − 16πk2|k|+ 5π2k2, (3.2.17)

so the eigenvalues are, zero and a negative real when k = π/2 or π, and two complex

with negative real parts or two negative real values when k ∈ (π2 , π). This means

that the solutions are stable for all values of k when we have real equilibrium points.

The speed and the amplitude of wavefront in this case are −3.2 and 3 respectively,

while in the numerical simulation they are −4.5 and 4.
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Figure 3.3: The values of Fourier series coefficients, the value of u when there

is one wave in the whole domain numerically and analytically when we have

truncated it by four modes for the MS equation. The dashed lines indicate a

different solution for the same k.
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On the other hand, when we truncate (3.2.1) by four modes and substitute in the

MS equation, the result gives a system of four ODEs similar to the previous model of

four modes truncated with removing the k4 term. Similarly the equilibrium points

are the same with A = −k2 + π|k|,B = 4k2 − 2π|k| and C = 9k2 − 3π|k|. There-

fore, a1 has two real solutions when k ∈ (π3 , π2 ) (one of them is shown as dashed line),

one real solution when k ∈ (7π
13 , π) and is zero when k = π

2 or π, a1 goes to infinity

when k = 7π
13 , figure 3.3(a). Then a2 has real solutions when k ∈ (π3 , π2 ]∪ [

7π
13 , π] and

goes to C
6k2 when a1 goes to infinity, figure 3.3(b). The value of a3 goes to infinity

when a1 does and it has solution when a1 does, figure 3.3(c). From the values of

a1, a2 and a3 we have realized that the Fourier coefficients get smaller as number of

modes n increase.

For stability in this case, the Jacobian matrix is analogous to the previous model.

Then the eigenvalues are two complex with negative real parts and one positive

real when k ∈ (π3 , π2 ] for both solutions, two complex with negative real parts and

one negative real when k ∈ (7π
13 , π]. Thus the solution is stable when k ∈ (7π

13 , π]

otherwise it is unstable.

The speed of front when k = 2, figure 3.3(d), is −4.9 and the amplitude of the wave

is 4.3 which are very close to numerical simulation which are −4.5 and 4 respectively.

In addition, the value of u = a0 + a1 cos (kx) + a2 cos (2kx) + a3 cos (3kx), figure

3.3(e), gives a good approximation to numerical simulation when k=2, figure 3.3(f).
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3.2.3 MMS equation

After we have solved equations (2.3.1) and (2.3.8), it is easy to find the approximate

solution of the MMS equation (2.3.10). We choose ε = 1. Then in the same way

for three modes Fourier series, we have three ODEs same as the MS equation status

except for the last term of both second and third ODEs which are π|k|e−|k|a1 and

2π|k|e−2|k|a2 respectively. Then the equilibrium points are

a2 =
−k2 + π|k|e−|k|

k2 , (3.2.18)

and

a1 = ±

√
−16k2 + 16π|k|e−|k| + 8π|k|e−2|k| − 8π2e−3|k|

k

= ±

√
(−16|k|+ 8πe−2|k|)(|k| − πe−|k|)

k
, (3.2.19)

so the value of a1 is real when k ∈ [k2, k4] where k2 ≈ 0.5369 and k4 ≈ 1.0736.

The Jacobian matrix and its eigenvalues can be written as follows

J =

 0 −a1k2

1
2a1k2 −4k2 + 2π|k|e−2|k|

 ,

λ2 + (4k2 − 2π|k|e−2|k|)λ+
1
2a

2
1k

4 = 0, (3.2.20)

then the solution is stable when k ∈ [k2, k4]. In addition, we have observed that

the speed of front and the amplitude of the wave are s = −0.5134 and A = 2.8

which are close to numerical simulations s = −0.543 and A = 2.9, also the value of

u = a0 + a1 cos (kx) + a2 cos (2kx) is close to the numerical one.
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Figure 3.4: The values of Fourier series coefficients, the value of u when there

is one wave in the whole domain along x numerically and analytically when we

have truncated it by four modes for the MMS equation when ε=1. The dashed

lines indicate a different solution for the same k.
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In the case of four modes the MMS equation gives four ODEs also same as pre-

vious model except the last terms of the last three ODEs which are π|k|e−|k|a1,

2π|k|e−2|k|a2 and 3π|k|e−3|k|a3 respectively. Moreover, the equilibrium points are

the same with A = −k2 + π|k|e−|k|, B = 4k2 − 2π|k|e−2|k| and C = 9k2 −

3π|k|e−3|k|.

The eigenvalues of the Jacobian matrix indicate that the solution is unstable when

k ∈ [k1, k2) where k1 ≈ 0.3579 and stable when k ∈ (k3, k4] where k3 ≈ 0.6270.

However figure 3.4(a) shows that, when k ∈ [k2, k3) a1 has no real solution and goes

to infinity when k = k3, also a3 goes to infinity with the same k value, figure 3.4(c)

and a2 approaches to C
6k2 , figure 3.4(b). In this case the speed of front s = −0.5422,

the amplitude of wave A = 2.9 and the value of u = a0 + a1 cos (kx)+ a2 cos (2kx)+

a3 cos (3kx), figure 3.4(e) corresponds better with numerical simulation, figure 3.4(f),

than the three modes truncated solution.

3.3 Approximate analytical solutions by using gen-

eral form of Fourier series

In the last section 3.2 we focus on seeking the analytical solution of the nonlocal front

equations by truncated Fourier series to three and four modes. Although we have not

solved it analytically, in this section we study the general form of the Fourier series

for the solution of all three equations (2.3.1), (2.3.8) and (2.3.10) which is written

in equation (3.2.1). We mean by the general form that the arbitrary constant N is

used instead of the number of modes. We still use the cosine Fourier series expansion

to find the solution of the nonlocal front equations. This means that only solutions
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with a reflection symmetry can be obtained. We truncate (3.2.1) for N terms and

substitute in the nonlocal-KS (2.3.1), MS (2.3.8) and MMS (2.3.10) equations. Then

all linear terms in the front equations can be written as

du

dt
=

N∑
n=0

dan
dt

cos(nkx)

d2u

dx2 = −
N∑
n=1

n2k2an cos(nkx)

d4u

dx4 =
N∑
n=1

n4k4an cos(nkx)

∫ ∞
−∞

−∑N
n=1 nkan sin(nkx∗)

x− x∗
dx∗ = −

N∑
n=1

nπ|k|an cos(nkx)

∫ ∞
−∞

−(x− x∗)∑N
n=1 nkan sin(nkx∗)

1 + (x− x∗)
dx∗ = −

N∑
n=1

nπ|k|ane−n|k| cos(nkx).

However, the nonlinear term can be written as

(du
dx

)2
=
( N∑
n=1

nkan sin(nkx)
)2

=
N∑
i=1

N∑
j=1

ijaiajk
2 sin(ikx) sin(jkx),

which can be written in terms of cosine as

(du
dx

)2
=

N∑
i=1

N∑
j=1

ijaiajk
2 1
2
(

cos((i− j)kx)− cos((i+ j)kx)
)
.

So the coefficients of cos(mkx) for the nonlinear term are

−
m∑
j=1

1
2(m− j)jam−jajk

2, when m = i+ j

and
N−m∑
j=1

(m+ j)jam+jajk
2, when m = i− j.

Then after comparing all terms of the nonlocal-KS, MS and MMS equations gives

a general system of ODEs

da0
dt

=
−1
4

N∑
j=0

j2k2a2
n, (3.3.1)
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and

dam
dt

= Aam −
1
2

( m∑
j=1

j(j −m)

2 k2ajam−j +
N−m∑
j=1

j(j +m)k2ajam+j

)
, (3.3.2)

where A is −m4k4 +m2k2 + εmπ|k|, −m2k2 +mπ|k| and −m2k2 + εmπ|k|e−m|k|

respectively and N is the number of truncated modes.

We use the MATLAB function "fsolve" to solve the nonlinear system (3.3.2), for

N = 100 and find the equilibrium points. There are particular values of k where the

solution is bifurcated from zero and we expect the values of them from the growth

rate. Thus we choose an initial guess near each of these points and consider the new

point of the solution as an initial condition for the next point and so on. Further-

more, the small step size of k = 0.001 is used and a small tolerance of 10−10. Thus

we obtain several non-zero solutions when k ∈ [0,π] for each equation.

To find the stability of all three systems (2.3.1), (2.3.8) and (2.3.10), we can obtain

the general form of the Jacobian matrix from (3.3.2) which can be written as

J =


B − i2k2a2i, i = j

−j(j−i)
2 k2a|j−i| −

j(j+i)
2 k2aj+i, i 6= j.

where B is −i4k4 + i2k2 + εiπk, −i2k2 + iπk and −i2k2 + εiπke−i|k| respectively.

Then when N = 100 we use the MATLAB command "eig" to find the eigenvalues

of the Jacobian matrix.

Figure 3.5 shows the non-zero solution and stability of ODEs (3.3.2) for the nonlocal-
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Figure 3.5: Bifurcation diagram for the nonlocal-KS system (2.3.1) when ε = 1.

Stable branches are shown as solid lines and unstable branches are shown as

dashed line. The number of (+) signs indicates the number of positive eigenvalues.
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Figure 3.6: Comparison between Fourier series solution (solid line) for a trun-

cated nonlocal-KS system (2.3.1) to 100 terms with numerical (dashed line).
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Figure 3.7: Bifurcation diagrams for the MS equation (2.3.8). The number of

(+) signs indicates the number of positive eigenvalues.

KS equation (2.3.1) when ε = 1, which is unstable with one positive eigenvalue

(dashed line) and stable in solid line. Note that |a| is the norm of coefficients of

the Fourier series. In addition, when the solution is stable we compare it with nu-

merical solution and it gives a good agreement, for example when k = 1 see figure

3.6. Furthermore, when ε = 1 and k > 0.837 the solution of nonlocal-KS equation

contains one wave, figure 3.6(a). However when k < 0.837 or for the other wave in

figure 3.5 the solution of the nonlocal-KS equation contains two waves figure 3.6(b).

Note that we have obtained the same results for the value of ε = 0.1.

Now we seek the solution of (3.3.2) for the MS equation (2.3.8). In this case,

due to bifurcation points that we have, sometimes the solution switches from one

solution to another one in crossing points, but we solve this problem by choosing

other initial guesses. The bifurcation diagram, figure 3.7, illustrates the stable and
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Figure 3.8: The amplitude of ans for all three solutions in figure 3.7 of the MS

equation (2.3.8) when k = 0.8. Each color represents the same color in the figure

3.7. The straight blue line is a line with slope roughly −0.3.

unstable solutions. The − is used as an indicator for stable branches while the

number of + signs indicates the number of positive eigenvalues for that solution.

We get a transcritical bifurcation when k is π
3 and π

5 . We will investigate these

bifurcation points in chapter 4. The convergence of Fourier series indicates that we

have a good approximation to the solution whereas the amplitude of the an decays

with slope roughly −0.3 when n goes to infinity, which means an is proportional to

exp(−0.3 ∗ n) for large n, figure 3.8.

Figures 3.9(a), 3.9(b) and 3.9(c), show that all solutions agree when we choose dif-

ferent values of N , N = 100 and N = 120, except for small k solutions are not

accurate. This is because there are many branches of solutions when k is small, so

it jumps between solutions. Even when we change the step size the solution keeps

jumping from a solution to another. The stable solution gives a good approximation
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Figure 3.9: Same as the figure 3.7 but one time truncated by 100 terms and

another time by 120.
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Figure 3.10: Comparison between Fourier series solution (solid line) for a trun-

cated MS system (2.3.8) to 100 terms with numerical (dashed line). Each colored

line represents the solution of the same color branch in the figure 3.7.
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Figure 3.11: Bifurcation diagram for the MMS system (2.3.10) when ε = 1. The

number of (+) signs indicates the number of positive eigenvalues.

to numerical simulation otherwise it does not give close solution to numerical one for

example, figure 3.10(a), when k = 0.4 we compare all solutions with numerical and

it shows that the stable solution (red solid line) is very close to numerical one (blue

dashed line) but unstable solutions do not agree with the numerical one. Similarly

when k = 0.8, k = 1.2 and k = 1.4 figure 3.10(b), 3.10(c) and 3.10(d) respectively.

The solution of ODEs (3.3.2) for MMS equation is shown in figure 3.11. In this

figure, we can recognize that the solution of the MMS equation is different from the

MS solution because there are no crossing points. The bifurcation diagram shows

that the black branch is stable for k > 0.1 and the dark blue branch is stable with

0.048 < k < 0.48 otherwise all branches are unstable. We put + on the unstable

branches as a sign of the number of positive eigenvalues. All solutions for small

k give fluctuated solutions because there are many branches of solutions then the
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branch that we are finding is jumping from one solution to another. Furthermore,

the Fourier series solution of the MMS equation which is corresponding to the black

branch gives a very good approximation to the numerical solution.

3.4 Approximate analytical solutions by using com-

plex Fourier series

So far in this chapter, the real Fourier series is used to solve the nonlocal equations.

However, this is not the most convenient way to find the travelling wave solution.

In this section the complex Fourier series is used to solve all three nonlocal systems

(2.3.1), (2.3.8) and (2.3.10) with different values of ε. The formula for the complex

Fourier series can be written as

u =
∞∑

n=−∞
an(t)φn(x), (3.4.1)

where φn(x) = einkx, k is wavenumber, an(t) are complex valued coefficients and

a∗n = a−n because u should be real where ∗ denotes the complex conjugate. By

substituting (3.4.1) in the nonlocal-KS equation (2.3.1), we get a system of ODEs

a
′
n = Anan +

1
2

∞∑
m=−∞

m(n−m)aman−m. (3.4.2)

This system of ODEs is suitable to be used for all types of equations that have the

same nonlinear term as the ones in nonlocal-KS equation and different linear term.

Thus we can consider the above system of ODEs as a general model system for all

three nonlocal systems (2.3.1), (2.3.8) and (2.3.10) where An = n2(1− n2k2) + nεπ
|k| ,

An = −n2 + nπ
|k| and An = −n2 + nεπe−n|k|

|k| respectively.
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For our future convenience, we display the general system of ODEs obtained by

truncating at N = 4

a
′
0 = −|a1|2 − 4|a2|2 − 9|a3|2 − 16|a4|2 (3.4.3)

a
′
1 = A1a1 − 2a∗1a2 − 6a∗2a3 − 12a∗3a4 (3.4.4)

a
′
2 = A2a2 +

1
2a

2
1 − 3a∗1a3 − 8a∗2a4 (3.4.5)

a
′
3 = A3a3 + 2a1a2 − 4a∗1a4 (3.4.6)

a
′
4 = A4a4 + 2a2

2 + 3a1a3. (3.4.7)

We reduce the above ODE system by center-unstable manifold by considering a1, a2 =

O(δ) and a3, a4 = O(δ2) where δ � 1 and al = hl(a1, a∗1, a2, a∗2) where (l =

3, 4, 5, ...). We only need to compute the terms of two of these function (l = 3, 4).

Due to the fact that we want a reduced approximation of the above system and

truncated to third order, we can write a3 as a Taylor series approximation to this

manifold which is truncated to second order and includes just an a1a2 term

a3 = h3 = c1a1a2 +O(δ3), (3.4.8)

then from (3.4.6) and (3.4.8) we can write a′3 as

a
′
3 = A3c1a1a2 + 2a1a2 +O(δ3). (3.4.9)

On the other hand, we can write a′3 from (3.4.8) as

a
′
3 =

∂h3
∂a1

a
′
1 +

∂h3
∂a∗1

(a∗1)
′
+
∂h3
∂a2

a
′
2 +

∂h3
∂a∗2

(a∗2)
′
, (3.4.10)

then we get

a
′
3 = A1c1a1a2 +A2c1a1a2 +O(δ3). (3.4.11)

Consequently, by comparing (3.4.9) and (3.4.11) we get the value of c1 which is

c1 =
2

A1 +A2 −A3
.
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Following the same method, when we compute a4 by Taylor series which is truncated

by second-order and includes just an a2
2 term

a4 = h4 = c2a
2
2 +O(δ3), (3.4.12)

then if we substitute (3.4.12) in (3.4.7), a′4 is

a
′
4 = A4c2a

2
2 + 2a2

2 +O(δ3). (3.4.13)

Like a′3 we can get the value of a′4 from (3.4.12)

a
′
4 =

∂h4
∂a1

a
′
1 +

∂h4
∂a∗1

(a∗1)
′
+
∂h4
∂a2

a
′
2 +

∂h4
∂a∗2

(a∗2)
′
, (3.4.14)

then after simplification, we get

a
′
4 = 2A2c2a

2
2 +O(δ3). (3.4.15)

Thus from (3.4.13) and (3.4.15) we get the value of c2 which is

c2 =
−2

A4 − 2A2
.

Finally, we substitute the value of h3 and h4 of (3.4.8) and (3.4.12) into equations

(3.4.4) and (3.4.5) to obtain the reduced system

a
′
1 = A1a1 − 2a∗1a2 − 6c1a1a2a

∗
2 +O(δ4) (3.4.16)

a
′
2 = A2a2 +

1
2a

2
1 − 3a∗1a1a2 − 8c2a∗2a2

2 +O(δ4). (3.4.17)

For solving this reduced system we write it in polar form by letting a1 = r1eiθ1 and

a2 = r2eiθ2 . Thus we can write a′1 and a′2 as

a
′
1 = r

′
1e
iθ1 + ir1θ

′
1e
iθ1 (3.4.18)

a
′
2 = r

′
2e
iθ2 + ir2θ

′
2e
iθ2 . (3.4.19)
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However to write a′1 and a′2 from the above-reduced system by polar form, we sub-

stitute the value of a1, a2 and their complex conjugates into the reduced system.

Then we get

a
′
1 = A1r1e

iθ1 − 2r1r2e
−iθ1eiθ2 − 6c1r1r

2
2e
iθ1 (3.4.20)

a
′
2 = A2r2e

iθ2 +
1
2r

2
1e

2iθ1 − 3c1r2
1r2e

iθ2 − 8c2r3
2e
iθ2 , (3.4.21)

where the terms omitted are of O(δ4). As a result by comparing (3.4.18) and (3.4.19)

with (3.4.20) and (3.4.21) respectively, and separating real and complex values. We

get the system of ODEs

r
′
1 = A1r1 − 6c1r1r

2
2 − 2r1r2 cos(φ) (3.4.22)

θ
′
1 = −2r2 sin(φ) (3.4.23)

r
′
2 = A2r2 − 3c1r2

1r2 − 8c2r3
2 +

1
2r

2
1 cos(φ) (3.4.24)

θ
′
2 = − r2

1
2r2

sin(φ) (3.4.25)

φ
′
= (− r2

1
2r2

+ 4r2) sin(φ), (3.4.26)

where φ = θ2 − 2θ1.

Hence we have a reduced system of three equations (3.4.22), (3.4.24) and (3.4.26)

instead of two complex equations (four real equations). This three equations system

is solved by finding fixed points. Then we get three different solutions.

For the first solution, from equation (3.4.26) we get sin(φ) = 0 which leads to φ = 0

or φ = π. If φ = 0 then we can write r1 as

r2
1 =

A2r2 − 8c2r3
2

3c1r2 − 1
2

, (3.4.27)
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where r2 can be written as

r2
2 +

r2
3c1
− A1

6c1
= 0. (3.4.28)

However in the case φ = π, r1 and r2 can be written as follows

r2
1 =

A2r2 − 8c2r3
2

3c1r2 +
1
2

(3.4.29)

r2
2 −

r2
3c1
− A1

6c1
= 0. (3.4.30)

The above solution is a steady state solution which has two cases when φ = 0 and

φ = π and we referred it as 1-mode steady state solution.

The second solution can be presented when − r2
1

2r2
+ 4r2 = 0 (sinφ is not 0). As

a result r2
1 = 8r2

2. After getting r1 as a function of r2 and doing some simple

calculation on equations (3.4.22) and (3.4.24), we get the value of r2 and φ which

are shown below

r2
2 =

2A1 +A2
36c1 + 8c2

(3.4.31)

φ = cos−1
(
A1 − 6c1r2

2
2r2

)
. (3.4.32)

In this case φ is constant, so θ′1 and θ′2 are constants. Thus we can write θ1 and θ2

as a function of ct where c is constant. Then this case is noticed as a travelling wave

solution.

Besides these two solutions, there is still one case left in which r1 = 0. We consider

this case as the third solution. However, when r1 = 0 then from equation (3.4.25),

θ2 is undefined which means φ is undefined too. For this reason, we cannot solve

the third solution by the polar form system. Thus we should go back to our reduced

system. We suppose am = xm + iym where (m = 1, 2) and by separating real and
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imaginary parts we get a system of four ODEs. Solving the four ODEs system and

mentioning a1 = 0 leads to x1 = y1 = 0. By supposing y2 = 0 we get x2
2 = A2

8c2
.

This solution is also a steady state solution and referred as 2-mode steady state.
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Figure 3.12: Bifurcation diagram for the reduced system of nonlocal-KS system

(2.3.1) when ε = 1. Stable branches are shown in solid line, dash lines are indic-

ated as the solution that has one positive eigenvalue and dotted lines that has two

positive eigenvalues. BP1 ≈ 0.9482, BP2 ≈ 0.8373, BP3 ≈ 0.8171, BP4 ≈ 0.6722,

BP5 ≈ 0.3888. The number of (+) signs indicates the number of positive eigen-

values.

In figure 3.12 we show the bifurcation diagram for the reduced system of the

nonlocal-KS equation when ε = 1. Note that for ε = 0 (which means KS-equation)

and ε = 0.1 the system gives the same solutions.

The 1-mode steady state solution when φ = 0, which is shown in dark blue line, is
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born at k1 where k1 ≈ 1.6906 when A1 = 0. This solution is stable until bifurcation

point BP1. It loses stability at the same point and bifurcates to two branches. One

of them is travelling wave solution and the second one is the extension of the 1-mode

steady state solution which is unstable before joins to 2-mode steady state solution

at BP2.

On the other hand there is another 1-mode steady state branch when φ = 0 which

begins as unstable at k3 where k3 ≈ 0.25 when c1 goes to infinity. This branch

bifurcates to unstable travelling wave at BP5 and goes to infinity as an unstable

solution with two positive eigenvalues. The last branch goes to infinity as a result

of 3A1 −A2 +A3 goes to zero which comes from the denominator for the value of

r2
1 tend to zero.

In addition, there is a 1-mode steady state solution when φ = π (light blue) which

is unstable with one positive eigenvalue and begin at the same point k3 and ends

when it joins 2-mode steady state solution at BP4.

The second solution which is the travelling wave (red line) is born at BP1 as a stable

and subsequently loses stability through a Hopf bifurcation BP3 and continue until

joins the 1-mode steady state solution at BP5. This travelling wave solution agrees

very well with the numerical simulation where we have found the travelling wave

solution in chapter 2 for almost the same period of k (0.81 < k < 0.94), figure 2.8

The third solution which is the 2-mode steady state (Green line) is born as unstable

branch, with two positive eigenvalues, at k2 where k2 ≈ 0.8453 when A2 = 0. This
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branch bifurcates to two branches at BP2; One of them is 1-mode steady state and

the second one is 2-mode unstable steady state with one positive eigenvalue. There-

fore it gains stability at BP4 and disappears at k4 where k4 ≈ 0.189 when c2 tends to

infinity. This branch loses stability at the point k = 0.25 when there is no solution

in that point because c1 goes to infinity, and changes the behaviour of the solution

to unstable with two positive eigenvalues as a result of truncation.

Note that we investigate the approximate solution by complex Fourier series for

the MS and MMS systems. There is no travelling wave solution for both the MS

and MMS solution because the value of
(
A1−6c1r

2
2

2r2

)
from the equation (3.4.32) is

always greater than one so there is no cosine inverse of it. In this section, we did

not mention the solutions of the MS and MMS equations because we obtained the

same solution that we have found in section 3.3.

3.5 Conclusion

To summarize the whole chapter, we have found an approximate analytical solution

of all three front equations (2.3.1), (2.3.8) and (2.3.10) by truncated Fourier series.

Firstly, we have truncated the real Fourier series with three modes and secondly,

with four modes. Then substitute it in the front models gives a system of ODEs. We

have solved the system and found the stability, speed of the front, the amplitude of

wave and shape of the wave for all three models. We have shown that the results are

very close to the numerical simulations. Furthermore, it is observed that for certain

values of wavenumber k precisely when the solution is stable, the components of the

Fourier series get smaller as the mode number increase, then Fourier series should

give an accurate approximation.
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For more confirmation, we have found the general form of the ODE system which

means we truncated it with N terms. Then we have solved it by ’fsolve’ when

N = 100. We have obtained the bifurcation diagrams of all three equations and

compare the solutions with the numerical solution in chapter 2. The stable solu-

tions fit very well with the numerical ones. Furthermore, we have found that the

bifurcation points of the MS equation are π
3 ,

π
5 ,

π
7 and so on. We will investigate

these bifurcation points in chapter 4.

In the last section, we have found the approximate analytical solution of the nonlocal-

KS equation by the truncated complex Fourier series. As a result, we have found

the travelling wave solution in a range of k values. This solution agrees with the

numerical results found in chapter 2.



Chapter 4
Analytical solution of the MS

equation
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4.1 Introduction

In the previous chapter we have noticed that the bifurcation diagram of the MS

equation, figure 4.1, has bifurcation points at k = π
3 ,

π
4 ,

π
5 , and so on. Thus

might be possible to find a simple analytical solution formula of the MS equation.

Thus in this chapter we try to find the analytical solution of the MS equation. In

dimensionless form the MS equation is

∂u(x, t)
∂t

=
∫ ∞
−∞

∂u(x∗,t)
∂x∗

x− x∗
dx∗ − 1

2

(
∂u(x, t)
∂x

)2
+
∂2u(x, t)
∂x2 . (4.1.1)

The Cole-Hopf transformation is used to find the analytical solution of the Burger’s

equation [26], which is a nonlinear equation and contains the diffusion term. The

MS equation is similar to the Burger’s with an extra nonlocal term. Thus, we also

use the Cole-Hopf transformation method to find the exact analytical solution of

the MS equation.

The Cole-Hopf transformation is u(x, t) = −2 log(f(x)) + st where s is the speed

of the front. We add the term st to the Cole-Hopf transformation because we are

looking for a stationary solution with constant speed. Then we substitute it in the

MS equation (4.1.1) which gives

s = −2
(
fxxf − f2

x

f2

)
− 1

2

(4f2
x

f2

)
+ I, (4.1.2)

where I is the nonlocal term,
∫∞
−∞

−2 fx∗f
x−x∗ dx

∗.

Thus after some simple algebra we can write (4.1.2) as

s = −2
(
fxx
f

)
+ I. (4.1.3)

Thual et al. in 1985 [73], found the analytical solution of the derivative form of

the MS equation by using a method called pole decomposition. They determined
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Figure 4.1: Bifurcation diagrams for the MS equation (4.1.1), + indicates num-

ber of positive eigenvalues. (This is the same as figure 3.7, repeated here since it

will be referred to frequently in this chapter).

one analytical solution of the MS equation in the infinite domain and one analytical

solution for the periodic case. We find more than one analytical solution of the MS

equation in both infinite and periodic domain. We use different scaling, from them,

of the MS equation. They fix the domain size and have a parameter in the equation

but we vary the domain size and have no parameter.

The bifurcation diagram of the MS equation motivates us to seek a family of solu-

tions of the MS equation. Although the diagram is for a periodic domain, we expect

an infinite number of solutions of the MS equation in the infinite case as well as

the periodic one. This is because the infinite case is like the periodic case when the
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domain L→∞ (small wavenumber k).

We divide this chapter into three sections to describe more details, which are ar-

ranged as follows. In the first section we seek the solution of the MS equation in the

infinite case, because the infinite case formula is easier than the periodic formula.

In the second section the solution of MS equation in the periodic case is found. A

brief conclusion of both cases is given in the last section.

4.2 Infinite case

The Thual et al. solution of the MS equation in the infinite case in our notation

and scaling is equivalent to

u(x) = −2 log(x2 + a2) + st. (4.2.1)

Now to find the value of a, we should find
(
−2fxx
f

)
and I then substitute them in

(4.1.3). In this case f is equal to x2 + a2, hence −2fxx
f = −4

x2+a2 .

The nonlocal term I is

I =
∫ ∞
−∞

ux∗

x− x∗
dx∗ =

∫ ∞
−∞

−2(2x∗)
(x∗2 + a2)(x− x∗)

dx∗.

We use contour integration method to solve this integration

I = 4
∫ ∞
−∞

x∗

(x∗2 + a2)(x∗ − x)
dx∗, (4.2.2)

= 4
∫ ∞
−∞

x∗

(x∗ − ia)(x∗ + ia)(x∗ − x)
dx∗.

Now, we have to draw a closed contour to use the residue theorem, so we can use an

upper half complex plane, figure 4.2, as a big semicircle contour that have a length

πR. The integration along this semicircle vanishes when R → ∞, according to
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Figure 4.2: The contour used in the integration.

Jordan’s Lemma. Hence I is equal to the integral around the closed contour. There

is one pole (x∗ = ia) in the upper half plane, one pole (x∗ = −ia) not in the upper

half plane and one pole (x∗ = x) on the real axis. Then by the residue theorem and

Cauchy principal value we have

I = 4
[
2πi

(
ia

2ia(ia− x) +
x

2(x2 + a2)

)]
,

= 4πi
[ 1
ia− x

∗ −ia− x
−ia− x

+
x

x2 + a2

]
,

= 4πi
[−ia− x
x2 + a2 +

x

x2 + a2

]
.

=
4πa

x2 + a2 .

Substituting −2
(
fxx
f

)
and I in (4.1.3) gives

4πa
x2 + a2 −

4
x2 + a2 = s,

by equating the coefficients of x2 we get

a2 =
1
π2 and s = 0.
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Figure 4.3: The comparison between first (red solid line) and second (blue solid

line) solutions of the MS equation in the infinite domain.

Then the solution of the MS equation for infinite domain, figure 4.3, is

u(x) = −2 log(x2 +
1
π2 ). (4.2.3)

We call this solution the first solution of the MS equation in the infinite domain.

Furthermore from the bifurcation diagram, figure 4.1, we expect many solutions for

small k. Thus we try the second solution in the form

u(x) = −2 log(x2 + a2)− 2 log(x2 + b2) + st, (4.2.4)

which is equivalent to

u(x) = −2 log(a2b2 + (a2 + b2)x2 + x4) + st, (4.2.5)

therefore

ux∗ =
−4x∗

(x∗2 + a2)
+

−4x∗

(x∗2 + b2)
.

Substituting ux∗ in the nonlocal term we get

I =
∫ ∞
−∞

−4x∗
x∗2+a2 +

−4x∗
x∗2+b2

x− x∗
dx∗.
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We can write I as an addition of two similar integrations to the first case (4.2.2)

I = 4
∫ ∞
−∞

x∗

(x∗2 + a2)(x∗ − x)
dx∗ + 4

∫ ∞
−∞

x∗

(x∗2 + b2)(x∗ − x)
dx∗.

By the same way as we solved (4.2.2), we solve these two integrations, giving

I =
4πa

x2 + a2 +
4πb

x2 + b2
.

Also we can write (4.2.4) as

u(x) = −2 log((x2 + a2)(x2 + b2)) + st,

then f = (x2 + a2)(x2 + b2) so fxx = 12x2 + 2a2 + 2b2. If both −2fxx
f and I are

substituted in (4.1.3), gives

−2(12x2 + 2a2 + 2b2)
(x2 + a2)(x2 + b2)

+
4πa

x2 + a2 +
4πb

x2 + b2
= s.

After some simple algebra and equating the coefficients of x4, x2 and the coefficients

free of x we get three equations

s = 0

4πab(a+ b)− 4(a2 + b2) = 0

4π(a+ b) = 24,

and the last two equations lead to

a2 + b2 =
27
π2 and a2b2 =

81
4π4 .

Then the second solution of the MS equation, figure 4.3, is

u(x) = −2 log
( 81

4π4 +
27
π2x

2 + x4
)

. (4.2.6)

By the same token it is noticed that the third solution of the MS equation is

u(x) = −2 log(x2 + a2)− 2 log(x2 + b2)− 2 log(x2 + c2) + st, (4.2.7)
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which is equivalent to

u(x) = −2 log
(
a2b2c2 + (a2b2 + b2c2 + a2c2)x2 + (a2 + b2 + c2)x4 + x6

)
+ st.

Using the same method that we have used for both first and second solutions, we

can obtain I and −2fxx
f and substitute them in (4.1.3). As a result we get four

equations which are

s = 0 (4.2.8)

4π(ab2c2 + ba2c2 + ca2b2)− 4(a2b2 + b2c2 + a2c2) = 0 (4.2.9)

4π(a(b2 + c2) + b(a2 + c2) + c(a2 + b2))− 24(a2 + b2 + c2) = 0 (4.2.10)

4π(a+ b+ c)− 60 = 0. (4.2.11)

These four equations are too complicated to solve them analytically and find values

of a, b and c. We find the values of them numerically which are a = 0.8187
π , b = 4.254

π

and c = 9.927
π .

It appears that we have a family of solutions of the MS equation in the infinite

domain. The general n-th solution can be written as

u(x) = −2 log
(
c0 + c1x

2 + c2x
4 + c3x

6 + ... + cnx
2n
)
+ st, (4.2.12)

where n = 1, 2, 3, ..., cn is constant and s = 0 always in the infinite case.

Note that the magnitude of the second derivative at zero of the second solution

(4.2.6), |uxx| = 16
3 π

2, is greater than the magnitude of the second derivative at zero
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of the first solution (4.2.3), |uxx| = 4π2. This means that the second solution has

sharper cusp than the first solution, figure 4.3. In addition the figure shows that

the second solution has bigger amplitude than the first one. For large x, n-th solu-

tion (4.2.12) of the MS equation is approximately −2 log(x2n) = −4n log(x) and

ux ≈ −4n
x , so as n increases the solutions get steeper. It would probably be true

to say that the more terms in the solution the sharper the cusp and the bigger the

amplitude of the front.

Finally from the general n-th solution (4.2.12) of the MS equation, the first derivative

ux =
−2(2c1x+ 4c2x3 + 6c3x5 + ... + 2ncnx2n−1)

(c0 + c1x2 + c2x4 + c3x6 + ... + cnx2n)
,

then as x → ±∞, ux → 0. That means all solutions of the MS equation in the

infinite case must be unstable, because the solution u = constant is unstable.

4.3 Periodic case

In this section, the solution of the MS equation in the periodic case is discussed. In

the infinite case the kernel function is g(x− x∗) = 1
x−x∗ . If we have u = eikx, then

the nonlocal term should be

∫ ∞
−∞

ux∗

x− x∗
dx∗ = π|k|eikx.

However the kernel function should be periodic for the periodic case, hence to obtain

the kernel function we can write the nonlocal term as

∫ L

0
h(x− x∗)ikeikx

∗
dx∗ = π|k|eikx, (4.3.1)

where h(x− x∗) is the periodic kernel function and L = 2π
k is the periodic domain.
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Letting y = x− x∗ then (4.3.1) becomes

∫ L

0
h(y)(ik)e−ikydy = π|k|. (4.3.2)

Integration by parts is used to solve this integration by letting u, = ike−iky which

leads to du, = k2e−iky and dv, = h(y)dy which implies that v, = H(y). Due to

the periodicity the first term of the integration by parts goes to zero. Thus we can

write (4.3.2) as

−k2
∫ L

0
H(y)e−ikydy = π|k|. (4.3.3)

Now if H(y) has a Fourier series

H(y) =
∞∑

n=−∞
ane

iky =
∞∑

n=−∞
ane

2inπy
L ,

then

an =
1
L

∫ L

0
H(y)e

−2inπy
L dy. (4.3.4)

Subsequently from (4.3.4), equation (4.3.3) can be written as −k2Lan = π|k|, where

k is corresponding to 2nπ
L , thus

an =


−1
2n k > 0
1

2n k < 0
(4.3.5)

With these coefficients, the Fourier series of H(y) becomes

H(y) = − cos
(2πy
L

)
−

cos
(

4πy
L

)
2 −

cos
(

6πy
L

)
3 + .... (4.3.6)

Now to find H(y) we use the formula (1.441 4) of Gradshteyn and Ryzhik’s book

[27] which is

∞∑
n=1

(−1)n−1 cos(nx)
n

= ln
(

2 cos(x2 )
)

, (4.3.7)
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after substituting x = 2πy
L − π in the formula (4.3.7), gives

− cos
(2πy
L

)
−

cos
(

4πy
L

)
2 −

cos
(

6πy
L

)
3 + ... = ln

(
2 cos

(πy
L
− π

2
))

. (4.3.8)

Thus from (4.3.6) and (4.3.8)

H(y) = ln
(
2 cos(πy

L
− π

2 )
)
.

By differentiating it with respect to y and putting y = x− x∗, we get the kernel

function of the periodic case which is

h(x− x∗) = π

L
cot

(
π

L
(x− x∗)

)
. (4.3.9)

In addition when L→∞, the periodic kernel function h(x− x∗)→ 1
x−x∗ , matching

with the kernel in the infinite case.

The Thual et al. solution for the periodic case in our notation and scaling is

u = −2 log(1 + a cos(kx)) + st. (4.3.10)

By the same method as we used in the infinite case we seek a solution in the form of

(4.3.10), so we should find −2fxx
f and I then substitute in (4.1.3) to determine the

vale of a. In this case f = 1 + a cos(kx), then −2fxx
f = 2ak2 cos(kx)

1+a cos(kx) .

The nonlocal term I is

I =
∫ L

0

−2(−ak) sin(kx∗)
1 + a cos(kx∗)

π

L
cot

(π
L
(x− x∗)

)
dx∗

Then applying the Euler formula, putting L = 2π
k and after some algebra we get

I = −k2
∫ 2π

k

0

(e2ikx∗ − 1)(eikx∗ + eikx)

eikx
∗(eikx∗ − eikx)(e2ikx∗ + 2

ae
ikx∗ + 1)

dx∗. (4.3.11)
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We obtain I by contour integration and Cauchy principal value. By substituting

z = eikx
∗ ⇒ dx∗ = dz

ikz , I becomes

I =
−k
i

∮
c

(z2 − 1)(z + eikx)

z(z − eikx)(z2 + 2
az + 1)

dz, (4.3.12)

where c is the circle |z| = 1. There are four simple poles in the integral which are

z = 0, eikx, −1+
√

1−a2
a and z = −1−

√
1−a2
a . Only 0, eikx and −1+

√
1−a2
a are inside

the contour c. Then using the residue theorem, Cauchy principal value and after

some algebra the result of the nonlocal term I is

I = −2πk
(

1−
√

1− a2

1 + a cos(kx)

)
. (4.3.13)

Consequently by substituting (−2fxx
f ) and I in (4.1.3) and equating the coefficients

of cos(kx) and the coefficients free of cos(kx) we get two equations

−2πk+ 2πk
√

1− a2 = s (4.3.14)

−2πka+ 2k2a = as. (4.3.15)

These two equations give

s = 2k(k− π) and a = ±
√

1− k2

π2 .

Then, by using these values of s and a in (4.3.10), the solution of the MS equation

for the periodic case, corresponding to the black solution in the bifurcation diagram,

figure 4.1, is

u = −2 log
(

1±
√

1− k2

π2 cos(kx)
)
+ 2k(k− π)t. (4.3.16)

This solution, shown in figure 4.4 for the case k = 1, exists if k < π (L > 2).
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Figure 4.4: The solution of the MS equation, corresponding to the black branch

in the bifurcation diagram, figure 4.1, in the periodic domain (4.3.16) when k = 1.

Furthermore it is noticed from the numerical solution of the MS equation that the

solution shown as the black curve has period 2π
k and the log of the solution has 1

and cos(kx) terms. However the dark blue curve has period π
k and the solution of it

has two copies of the black curve solution which means the solution of the dark blue

curve has 1 and cos(2kx) terms. Whereas the green curve solution has period 2π
k

and it branches from the dark blue solution. Thus we expect that the green solution

should include 1, cos(kx) and cos(2kx) terms. Hence the expected solution of the

green branch will be

u = −2 log(1 +A1 cos(kx) +A2 cos(2kx)) + st. (4.3.17)

Alternatively this equation can be written as

u = −2 log
(

1 + 2(a+ b)

2 + ab
cos(kx) + ab

2 + ab
cos(2kx)

)
+ st, (4.3.18)

which is equivalent to

u = −2 log
(
(1 + a cos(kx))(1 + b cos(kx))

)
+ st. (4.3.19)

By the same idea we have used in the infinite case, we can rewrite (4.3.19) as the

summation of two logarithms which are similar to the first solution of the periodic
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case

u = −2 log
(

1 + a cos(kx)
)
− 2 log

(
1 + b cos(kx)

)
+ st. (4.3.20)

In this case it is easy to rely on the first solution and find the value of I, because

u is a summation of two logarithms similar to the logarithm in the first solution.

Thus we can write I as

I = −2πk
(

1−
√

1− a2

1 + a cos(kx)

)
− 2πk

(
1−

√
1− b2

1 + b cos(kx)

)
. (4.3.21)

Furthermore from (4.3.18), f = 1 + 2(a+b)
2+ab cos(kx) + ab

2+ab cos(2kx). Thus

−2fxx
f

=
2k2(a+ b) cos(kx) + 4k2ab cos(2kx)
2+ab

2 + (a+ b) cos(kx) + ab
2 cos(2kx)

. (4.3.22)

With substituting (4.3.21) and (4.3.22) in (4.1.3) and equating coefficients give three

equations which are

4k(2k− π) = s (4.3.23)

√
1− a2 +

√
1− b2 =

2k
π
(2 + ab) (4.3.24)

b
√

1− a2 + a
√

1− b2 =
3k
π
(a+ b). (4.3.25)

Now we want to find 2(a+b)
2+ab and ab

2+ab for (4.3.18), let p =
k
π in the last two equations

and solve them for
√

1− a2 and
√

1− b2, then they give
√

1− a2 =
p(a+ 2a2b− 3b)

a− b
(4.3.26)

√
1− b2 =

p(b+ ab2 − 3a)
b− a

. (4.3.27)

We find p from (4.3.26) and substitute it in (4.3.27). Then by squaring the equation

that is found, we get

(b2 − a2)(9a2 + 9b2 − 8a2b2 − 2ab− 8) = 0.
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Then from the last equation we have

b = ±a, (4.3.28)

we will explain this case later, or

9a2 + 9b2 − 8a2b2 − 2ab− 8 = 0, (4.3.29)

Suppose that α = ab and β = a+ b then (4.3.29) leads to

9β2 = 8α2 + 20α+ 8. (4.3.30)

Therefore by subtracting the square of (4.3.27) from the square of (4.3.26) and

replacing α and β instead of ab and a+ b respectively, we get

p2 =
β2 − 4α

4(1− α)(2 + α)
. (4.3.31)

Solving equation (4.3.30) for β2 and substituting it in (4.3.31), leads to

p2 =
2(1− α)
9(2 + α)

. (4.3.32)

Putting back the value of p = k
π , α = ab in (4.3.32) gives

ab

2 + ab
=

1
3 −

3k2

π2 . (4.3.33)

Now consider

9(a+ b)2

(2 + ab)2 =
9β2

(2 + α)2 , (4.3.34)

from the equation (4.3.30), (4.3.34) leads to

9(a+ b)2

(2 + ab)2 =
8α2 + 20α+ 8

(2 + α)2 . (4.3.35)

Also solving (4.3.32) for α gives

α =
2(1− 9p2)

2 + 9p2 . (4.3.36)
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Figure 4.5: The solution of the MS equation, corresponding to the green branch

in the bifurcation diagram, figure 4.1, in the periodic domain (4.3.39) when k = 1.

Then from (4.3.36) we can write (4.3.35) as

9(a+ b)2

(2 + ab)2 =
72(2− 9p2)/(2 + 9p2)

36/(2 + 9p2)
. (4.3.37)

After some algebra (4.3.37) leads to

2(a+ b)

2 + ab
= ±

√
16
9 −

8k2

π2 . (4.3.38)

Finally, by using equations (4.3.23), (4.3.33) and (4.3.38) in (4.3.18), we can say

that the solution of the MS equation in the periodic case, figure 4.5, which is cor-

responding to the green solution in the bifurcation diagram, figure 4.1, is

u = −2 log
(

1±
√

16
9 −

8k2

π2 cos(kx) +
(1

3 −
3k2

π2

)
cos(2kx)

)
+ 4k(2k− π)t. (4.3.39)

The comparison between both solutions of the MS equation (4.3.16) and (4.3.39),

which are corresponding to black and green curves in bifurcation diagram respect-

ively, is shown in the figure 4.6. It is noticed in the first figure 4.6(a) that the solution

(4.3.16) has sharper cusp and bigger amplitude than the solution (4.3.39). However

in the second figure 4.6(b) is exhibited that the solution (4.3.39) has sharper cusp
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Figure 4.6: The comparison between (4.3.16), black solid line, and (4.3.39),

green solid line, solutions of the MS equation in the periodic domain.

and bigger amplitude than the solution (4.3.16). Hence it suggests that when k > π
3

the solution which corresponds to the black curve in the bifurcation diagram has

bigger amplitude and sharper cusp than the solution that corresponds to the green

curve, while it is vice versa when k < π
3 .

Moreover when we substitute π
3 in both solutions (4.3.16) and (4.3.39), they both

give the same result which is

u = −2 log
(

1 + 2
√

2
3 cos

(π
3x
))
− 4π2

9 t,

which means it agrees with the bifurcation diagram, because k = π
3 is the transcrit-

ical bifurcation between both black and green solutions.

Let us go back to the equation (4.3.28) when b = ±a. If b = −a then it satisfies the

equation (4.3.25) and the equation (4.3.24) gives

2
√

1− a2 =
2k
π
(2− a2).

Again we have to find 2(a+b)
2+ab and ab

2+ab and substitute them in (4.3.18). The first one

is zero when b = −a and the second one is −a
2

2−a2 . The last equation can be written
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Figure 4.7: The solution (4.3.41) of the MS equation in the periodic domain

that corresponds to the dark blue curve in figure 4.1.

as
1− a2

(2− a2)2 =
k2

π2 ,

it follows
4(1− a2)

4(2− a2)2 +
a4

4(2− a2)2 −
a4

4(2− a2)2 =
k2

π2 .

After some algebra we get

a2

2− a2 = ±
√

1− 4k2

π2 . (4.3.40)

With (4.3.40) and (4.3.23), (4.3.18) gives

u = −2 log
(
1±

√
1− 4k2

π2 cos(2kx)
)
+ 4k(2k− π)t. (4.3.41)

This solution, figure 4.7, corresponds to the dark blue curve solution in the bifurca-

tion diagram. It is same as the solution (4.3.16), which corresponds to black branch,

with the period L
2 .

However if b = a equations (4.3.24) and (4.3.25) give

√
1− a2 =

k

π
(2 + a2) (4.3.42)
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√
1− a2 =

3k
π

. (4.3.43)

Substituting (4.3.43) in (4.3.42) leads to

3k
π

=
k

π
(2 + a2),

which gives a = ±1 and then if we put the value of a in any of two equations (4.3.42)

or (4.3.43) implies to k = 0 which gives us the trivial solution, u = constant.

Now we have found both solutions (4.3.39) and (4.3.41) which correspond to the

green and dark blue branches in the bifurcation diagram respectively. However

there is a bifurcation point between these two solutions, we can find it by equating

these two solutions. By equating (4.3.39) and (4.3.41) we get√
16
9 −

8k2

π2 = 0,

this leads to k =
√

2π
3 which is pitchfork bifurcation point between the green and

dark blue branches in the bifurcation diagram, figure 4.1. This also confirms that

the green curve only exists for k ≤
√

2π
3 .

Referring to the bifurcation diagram, we expect the solution corresponding to the

red curve to include 1, cos(kx), cos(2kx) and cos(3kx) terms. This is because the

red curve branches from the light blue curve and the latter, which has 2π
3k period, is

three copies of the black branch solution. Then the solution is expected as

u = −2 log
(
1 +A1 cos(kx) +A2 cos(2kx) +A3 cos(3kx)

)
+ st, (4.3.44)

which is equivalent to

u = −2 log
(
(1 + a cos(kx))(1 + b cos(kx))(1 + c cos(kx))

)
+ st. (4.3.45)
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Following the same method as for the last solution, this solution can be written as a

summation of three logarithms and we can get the nonlocal term I. From (4.3.45),

f = (1 + a cos(kx))(1 + b cos(kx))(1 + c cos(kx)). Then by obtaining −2fxx
f and I

and substituting them in (4.1.3) we get four equations

6k(3k− π) = s

√
1− a2 +

√
1− b2 +

√
1− c2 =

k

π
(2(ab+ ac+ bc) + 9)

(b+ c)
√

1− a2 + (a+ c)
√

1− b2 + (a+ b)
√

1− c2 =
2k
π
(4(a+ b+ c) + 3abc)

bc
√

1− a2 + ac
√

1− b2 + ab
√

1− c2 =
5k
π
(ab+ ab+ bc).

The last three equations are complicated to solve, but at least we know the value of

s.

The whole idea suggests that we can find the n-th solution of the MS equation in

the periodic case as well which is

u = −2 log
(
1 +A1 cos(kx) +A2 cos(2kx) +A3 cos(3kx) + ... +An cos(nkx)

)
+ st,

or alternatively can be written as

u = −2 log
(
(1+a1 cos(kx))(1+a2 cos(kx))(1+a3 cos(kx))...(1+an cos(kx))

)
+ st.

In this case f = a1a2...an cosn(kx) + T , where T represents all terms that have

cos(kx) with the power less than n. Thus

fxx = −n2k2a1a2...an cosn(kx) + T .

Again by the same idea we can write u as a summation of n logarithms and find I

which becomes

I = −2πk
(

1−

√
1− a2

1
1 + a1 cos(kx) + 1−

√
1− a2

2
1 + a2 cos(kx) + ... + 1−

√
1− a2

n

1 + an cos(kx)

)
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=
−2πkna1a2...an cosn(kx) + T

f
.

Then after substituting −2fxx
f and I in (4.1.3) gives

2n2k2a1a2...an cosn(kx) + T

f
+
−2πkna1a2...an cosn(kx) + T

f
= s,

from the last equation we get n equations, and one of them is

s = 2nk(nk− π),

which means we have the formula for the speed of all solutions in the periodic do-

main.

Finally, note that in the periodic case if k → 0, this means for large L, we can get the

same solutions as for infinite case. All solutions are in the form u = −2 log(f(x)) +

st in the periodic domain. For the solution (4.3.16), f is

f = 1±
√

1− k2

π2 cos(kx),

which for small k, leads to

f = 1± (1− k2

2π2 +O(k4))(1− k2x2

2 +O(k4)).

It follows that

f = 1± (1− k2

2π2 −
k2x2

2 ) +O(k4),

then f is approximately

f =


1
2k

2(x2 + 1
π2 ) for− case

2− 1
2k

2(x2 + 1
π2 ) for+ case

(4.3.46)

Furthermore s → 0 as k → 0. Then the solution (4.3.16), when k → 0, can be

written as

u = −2 log(1
2k

2(x2 +
1
π2 )),
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which is equivalent to the first solution (4.2.3) in the infinite case.

Similarly for the solution (4.3.39), f is

f = 1±
√

16
9 −

8k2

π2 cos(kx) + (
1
3 −

3k2

π2 ) cos(2kx),

which for small k, leads to

f = 1± 4
3
(
1− 9k2

4π2 −
81k4

32π4 +O(k6)
)(

1− k2x2

2 +
k4x4

24 +O(k6)
)

+
(1

3 −
3k2

π2

)(
1− 2k2x2 +

2
3k

4x4 +O(k6)
)
. (4.3.47)

Thus after some algebra we get

f =


k4

6

(
81

4π4 +
27
π2x

2 + x4
)

for− case

8
3 −

6k2

π2 − 27k4

8π4 −
(

4k2

3 −
15k4

2π2

)
x2 + 5k4

18 x
4 for+ case

(4.3.48)

Therefore the solution (4.3.39), when k → 0, is

u = −2 log
(
k4

6
( 81

4π4 +
27
π2x

2 + x4
))

,

that is equivalent to the second solution (4.2.6) in the infinite case.

4.4 Conclusion

This chapter has been concerned with finding a family of analytical solutions of the

MS equation (4.1.1). Numerical solution of the MS equation motivated us to look

for the analytical solution of it, because the bifurcation diagram, figure 4.1, of the

MS equation contains a group of bifurcation points all related to π. This suggests

that it might be worth trying to find a simple analytical solution formula for the

MS equation.
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In the first section in this chapter, we have found a family of infinite number of

analytical solutions of the MS equation in the infinite domain. All these solutions

are stationary and have similar structure with single peak. In addition all these

solutions are unstable. Also we have found that the speed s is always zero in this

case. In addition the general formula for the family of analytical solution for the

MS equation has been obtained.

The periodic domain case has been studied in the second section. We have got a

family of infinite number of solutions for the MS equation. We have explicitly found

the first two analytical solutions and the bifurcation points for the MS equation.

In addition we have found the general formula for all solutions. Furthermore the

formula of the speed for all solutions has been obtained. Finally we have confirmed

that in the periodic case when k → 0 the formulas of the solutions are equivalent to

the solutions in the infinite case.



Chapter 5
Solutions of all three nonlocal-KS,

MS and MMS systems in two

dimensions
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5.1 Introduction

So far in this work, we have found the numerical solution of all three nonlocal-KS

(2.3.1), MS (2.3.8) and MMS (2.3.10) systems in one dimension. Then we have

found the analytical solution of the MS equation in one dimension. This motivates

us to seek the numerical solution of all three equations and the analytical solution

of the MS equation in two dimensions.

The outline of this chapter is as follows; Section 5.2 presents the numerical solution

of the MS equation in two dimensions and then discusses the results. In addition,

we calculate the speed of the front numerically. Section 5.3 concentrates on finding

the analytical solution of the MS equation in two dimensions. In section 5.4 we

confirm, by weakly nonlinear analysis, that the behaviour of the front dynamics for

the MS equation in one and two dimensions are similar. Section 5.5 displays the

numerical solution of the nonlocal-KS and MMS systems in two dimensions. A brief

conclusion of the chapter is given in section 5.6.

5.2 Numerical solution of the MS equation in two

dimensions

Sivashinsky [69] has written the MS equation in two dimensions, which in our nota-

tion and scaling can be written as

∂u(x, y, t)
∂t

=
∂2u

∂x2 +
∂2u

∂y2 −
1
2
(
(
∂u

∂x
)2 + (

∂u

∂y
)2
)
+ I, (5.2.1)

where I is the nonlocal term. To evaluate I we take the two dimensions Fourier

transformation of u, then multiply by the magnitude of the wavevector π|k|, then
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take the inverse Fourier transformation. Thus I can be written as

I =
1

4π

∫ ∞
−∞

∫ ∞
−∞
|k|eik.(x−x∗)u(x∗, t)dkdx∗.

In the next few sections we describe the method that has been used to solve the MS

equation in two dimensions numerically. Moreover, we discuss the front propagation

which we get from the numerical simulations. Finally, we find the speed of the front

numerically.

5.2.1 Numerical method

As in the one-dimensional numerical solution, section 2.4.1, we consider the two-

dimensional MS equation discretized in space using the Fourier spectral and discret-

ized in time with the exponential time differencing (ETD) method with time step

size 0.002. We choose this time step size to balance between time and accuracy. In

the simulation, we use periodic boundary condition and small random initial condi-

tion.

In two dimensions we have two cases about wavenumbers, the first one is when

kx = ky where kx and ky are wavenumbers along the x and y-axis respectively. The

second one is when fixing one of them and varying the other. Thus in both cases,

for the stable solutions, we have found the same bifurcation diagram as the one-

dimensional bifurcation diagram 4.1. This means that we have the same bifurcation

points like the one-dimensional case π, π3 ,
π
5 ,

π
7 and so on. In other words, we have

the bifurcation points in the domain size which are 2, 6, 10, 14 and so on. Thus we

can classify the solution of the MS equation to some states and take an example of

each case.
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In the next subsection, we show the results that we have found from the numerical

simulations of a band of examples. We have chosen a variety of examples from a

small to a large domain.

5.2.2 Numerical results

First, we find the numerical solution of the MS equation in two dimensions that is

corresponding to the black curve in the bifurcation diagram 4.1. This means we

have Lx and Ly in the interval [2, 6] (or kx and ky are in the interval [π3 , π]) and

the solution is stable, where Lx and Ly are the domain size along x and y-axis

respectively. We take a specific case as an example when Lx = Ly = 4. This

numerical experiment in two dimensions shows that the dynamics of the front that

arose through initial disturbances has a considerable number of peaks and troughs

on the front. The fast decaying of the number of peaks and troughs is observed near

the initial time. The peaks and troughs tend to merge and form bigger cells when

time progresses. The simulation of the front propagation is shown in a sequence of

figures 5.1. The visual observations suggest that the dynamics of the front coarsens

quickly from a huge number of peaks, figure 5.2, and troughs, figure 5.3, until it

reaches a steady state solution with one peak and one trough figure 5.1(d).

In the one-dimensional numerical simulation, the number of peaks and troughs are

the same, while in two dimensions they are different. In the above case when Lx

and Ly in the interval [2, 6], the number of peaks and troughs are not equal and

usually the coarsening in the number of troughs decaying is faster than the number

of peaks decaying.
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(a) t = 0.04. (b) t = 0.12.

(c) t = 0.2. (d) t = 10.

Figure 5.1: Snapshots of development of the front dynamics based on the MS

equation (5.2.1) when Lx = Ly = 4.
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Figure 5.2: Number of peaks on the front against the time t for the MS equation

(5.2.1) when Lx = Ly = 4, (a) and (b) are the same data but (b) has log10 scales.
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Figure 5.3: Number of troughs on the front against the time t for the MS

equation (5.2.1) when Lx = Ly = 4, (a) and (b) are the same data but (b) has

log10 scales.
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Figure 5.4: Number of troughs on the front against the time t for the MS

equation (5.2.1) when Lx = Ly = 8, (a) and (b) are the same data but (b) has

log10 scales.
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Figure 5.5: Number of peaks on the front against the time t for the MS equation

(5.2.1) when Lx = Ly = 8, (a) and (b) are the same data but (b) has log10 scales.
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Second, we seek the numerical solution of the MS equation in two dimensions which

is corresponding to the stable green solution in the bifurcation diagram when Lx

and Ly are in the interval [6, 10]. For instance we choose Lx = Ly = 8. The front

is shown to undergo a continuous reduction in the number of troughs and peaks.

The dynamics of the front is coarsening until it reaches a steady state solution with

one peak and one trough. The coarsening of reduction in the number of troughs is

observed clearly in figure 5.4. However, in the case of reduction in the number of

peaks, figure 5.5, a strange intermediate stage is spotted. The strange intermediate

stage shows an unexpected increase and decrease in the number of peaks. In other

words, when two or more peaks try to merge some extra small peaks are created

between them and disappear again at the time of merging. To follow that inter-

mediate stage, we choose a sequence of figures 5.6 that shows this circumstance at

different times, which is the number of peaks is 4 when the time t = 2.5 therefore

when these four peaks try to merge three extra peaks are created between them and

becomes 7 peaks at t = 3.75 then disappear again and becomes 4 at t = 5.4 until it

reaches one peak at t = 6.

We have taken a band of other examples when Lx and Ly are in the interval [2, 32],

it shows the same indications which is the dynamics of the front coarsens until it

reaches the steady state solution with one peak and one trough. It should be noted

that for the large domain the coarsening after the expected number of peaks, from

the linear theory, has fast decay. In other words, the fast decay of the number of

peaks and troughs is more clear in the large domain. For example, the numerical

simulation of the MS equation in two dimensions in domain size 32 for both direc-

tions shows the same process as the previous cases. We expect almost 64 troughs on
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(a) At t = 2.5. (b) At t = 3.75.

(c) At t = 5.4 (d) At t = 6.

Figure 5.6: Snapshots of development of the front dynamics based on the MS

equation (5.2.1) when Lx = Ly = 8.
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Figure 5.7: Number of troughs on the front against the time t for the MS

equation (5.2.1) when Lx = Ly = 32, (a) and (b) are the same data but (b) has

log10 scales.

the front due to the linear theory. Thus the dynamics of the front coarsens until it

reaches close to that expected number of troughs and stay close to that number for

a while. At late times the coarsening exhibits temporal power-law form with slope

roughly −2, figure 5.7. Meanwhile, the number of peaks has the same strange phe-

nomenon like the above examples, which is the fluctuation of the number of peaks

in the intermediate stage, figure 5.8.

Finally due to the fact that the one-dimensional numerical solution of the MS equa-

tion is unstable where the domain size is greater than 32 (or k < π
16), we take

a specific example and find the numerical solution of the MS equation in two di-

mensions when the domain size Lx and Ly are greater than 32. The sequence of

figures 5.9 presents the numerical simulation of the MS equation in two dimensions

when the domain size is 40 in both directions. The simulation illustrates the front



Chapter 5 Solutions of all three nonlocal-KS, MS and MMS systems in 2D 121

0 5 10 15 20

t

0

200

400

600

800

N
o

. 
o

f 
p

e
a

k
s

0 10 20
0

50

100

(a)

-2 -1 0 1

log(t)

0

1

2

3

lo
g

(n
o

. 
o

f 
p

e
a

k
s

)

(b)

Figure 5.8: Number of peaks on the front against the time t for the MS equation

(5.2.1) when Lx = Ly = 32, (a) and (b) are the same data but (b) has log10 scales.

propagation from the initial disturbances then coarsens until it reaches one giant

peak and one trough, then the dynamics of the front seems to be unstable and small

peaks are appearing on the front and moving toward the giant peak and disappear-

ing. In addition, in this example as the dynamics of the front coarsens the same

circumstance which is fluctuations in the number of peaks as the previous case hap-

pens in some stages when peaks try to merge.

We have found the numerical solution of the MS equation in two dimensions for

many examples when both Lx and Ly or one of them is greater than 32. All these

simulations show that the dynamics of the front is unstable. This shows that the

dynamics of the front for the MS equation in two dimensions is unstable when the

domain size in one or both directions is greater than 32.

Consequently all the results we have found in this chapter motivate us to seek the
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(a) t = 10. (b) t = 20.

(c) t = 25. (d) t = 30.

Figure 5.9: Snapshots of development of the front dynamics based on the MS

equation (5.2.1) when Lx = Ly = 40.
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analytical solution of the MS equation in two dimensions, which is done in the next

section 5.3.

5.2.3 Speed of the front

Now we have solved MS equation in two dimensions numerically in order to determ-

ine the speed of the front for different domain sizes. The minimum point of the front

is plotted at different times. This allows us to determine the asymptotic speed of

the front that is observed after an initial transient.

Figure 5.10 presents the speed of the front in different domain sizes based on the MS

equation in two dimensions. It shows that the speed of the front in all examples that

have been mentioned above is almost constant. The speed of the front is s = −9.87

in the domain size Lx = Ly = 4 and Lx = Ly = 8, figure 5.10(a) and 5.10(b).

However the speed is s = −10.4 in the domain size Lx = Ly = 32, figure 5.10(c).

The speed is s = −13.4 when the domain size is 40 in both directions, figure 5.10(d).

5.3 Analytical solution of the MS equation in two

dimensions

In this section, we find the analytical solution of the MS equation in two dimen-

sions. We rely on the analytical solution of the MS equation in one dimension and the

numerical solution of the MS equation in two dimensions. Here we compare a cross-

section of the full numerical solution in two dimensions with the one-dimensional

analytical solution of the MS equation.
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Figure 5.10: The location of the minimum point of the front in each time for

the numerical solution of the MS equation in two dimensions.
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Figure 5.11: The comparison between a cross-section of two-dimensional numer-

ical solution of the MS equation along the x-axis, solid blue line, with the one

dimension analytical solution (5.3.1), dashed red line, when L = Lx = Ly = 4.

In chapter 4 we have found that the analytical solution of the MS equation in one

dimension which is corresponding to the black curve in the bifurcation diagram 4.1,

where π
3 ≤ k ≤ π (or the domain sizes are in the interval [2, 6]), is

u(x, t) = −2 log
(

1±
√

1− k2

π2 cos(kx)
)
+ 2k(k− π)t. (5.3.1)

Thus we take a cross-section of the two-dimensional numerical solution, figure 5.1(d),

along the x-axis and compare with the one-dimensional analytical solution (5.3.1)

where k = kx = π
2 (L = Lx = 4), it shows that they fit very well where is difficult

to see both curves perfectly, figure 5.11. Similarly for the other dimension if we take

a cross-section of the numerical solution in two dimensions along the y-axis and

compare it with the analytical solution (5.3.1) where k = ky = π
2 they also agree

very well, figure 5.12.

In section 5.2.3 we have calculated the speed of the front in the numerical simulation
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Figure 5.12: The comparison between a cross-section of two-dimensional numer-

ical solution of the MS equation along the y-axis, solid blue line, with the one-

dimensional analytical solution (5.3.1), dashed red line, when L = Lx = Ly = 4.

for two-dimensional MS equation. For the same example above we find the speed

which is s = −9.87. This is identical to twice the speed in the analytical solution

in one dimension when k = π
2 (L = 4) which is s = 2k(k− π).

We apply the same idea above for a different values of kx = ky in the interval [π3 , π]

and we get the same indications. First a cross-section of the numerical solution of

the MS equation in two dimensions along each x and y direction is corresponding

to the analytical solution in one dimension when k = kx and k = ky respectively.

Second the speed of the front in two dimensions is equal to twice the front speed of

the one-dimensional analytical solution when kx = ky which shows that the speed

in two dimensions is s = 2kx(kx − π) + 2ky(ky − π).

Even when kx and ky are not equal we get the same thing for cross-sections. How-
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ever the speed of the front in two dimensions is equal to sum of two speeds of

one-dimensional analytical solutions one of them when k = kx and the other when

k = ky, which means the speed is s = 2kx(kx − π) + 2ky(ky − π).

Therefore all the above signals confirm that the analytical solution of the MS equa-

tion in two dimensions when kx and ky ∈ [π3 , π] (Lx and Ly ∈ [2, 6]) is the sum of

two one-dimensional analytical solutions. Then it can be written as

u(x, y, t) = −2 log
((

1 +
√

1− k2
x

π2 cos(kxx)
))
− 2 log

((
1 +

√
1−

k2
y

π2 cos(kyy)
))

+
(
2kx(kx − π) + 2ky(ky − π)

)
t, (5.3.2)

We apply the same technique to the values of kx and ky in the interval [π5 , π3 ] (Lx and

Ly ∈ [6, 10]) and investigate it carefully, we notice that the cross-section of each di-

mension of the two-dimensional numerical solution agrees with the one-dimensional

analytical solution

u(x, t) = −2 log
(

1 +
√

16
9 −

8k2

π2 cos(kx) +
(1

3 −
3k2

π2

)
cos(2kx)

)
+ 4k(2k− π)t, (5.3.3)

and the speed of the front is s = 4kx(2kx − π) + 4ky(2ky − π). Thus it shows that

the two-dimensional analytical solution of the MS equation when kx and ky ∈ [π5 , π3 ]

(Lx and Ly ∈ [6, 10]) is

u(x, y, t) = −2 log
((

1 +
√

16
9 −

8k2
x

π2 cos(kxx) +
(1

3 −
3k2
x

π2

)
cos(2kxx)

))

− 2 log
((

1 +
√

16
9 −

8k2
y

π2 cos(kyy) +
(1

3 −
3k2
y

π2

)
cos(2kyy)

))
+
(
4kx(2kx − π) + 4ky(2ky − π)

)
t. (5.3.4)
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In the case of one of the kx and ky is in the interval [π3 , π] and the other is in the

interval [π5 , π3 ], for instance kx is in the first one and ky is in the second one the

analytical solution of the MS equation in two dimensions is

u(x, y, t) = −2 log
((

1 +
√

1− k2
x

π2 cos(kxx)
))
− 2 log

((
1 +

√
16
9 −

8k2
y

π2 cos(kyy)

+
(1

3 −
3k2
y

π2

)
cos(2kyy)

))
+
(
2kx(kx − π) + 4ky(2ky − π)

)
t. (5.3.5)

All the above analysis indicate that the front dynamics behaviour based on the MS

equation in two dimensions shows very similar behaviour to the one-dimensional

front dynamics. Thus we see it is necessary to confirm it by the weakly nonlinear

analysis which has been done in the next section.

5.4 Weakly nonlinear analysis

Due to the similarity of the front dynamics behaviour in one and two dimensions

cases we have chosen a value of k near to the bifurcation point k = π and substitute

it in the MS equation to seek the solution of the MS equation. Then we can write

u as a perturbation expansion

u = εu1 + ε2u2 + ε3u3 +O(ε4), (5.4.1)

where u1, u2, u3, ... are O(1). We rescale k and time,

k = k0 + ε2k2, t =
1
ε2
T . (5.4.2)

We use two time scales, so we replace ∂
∂t by

∂
∂t + ε2 ∂

∂T . Thus by substituting (5.4.1)

into the MS equation (5.2.1) and equating the terms with the same order, we get



Chapter 5 Solutions of all three nonlocal-KS, MS and MMS systems in 2D 129

the following

ε
∂u1
∂t

+ ε3
∂u1
∂T

+ ε2
∂u2
∂t

+ ε3
∂u3
∂t

+O(ε4) = ε
(∂2u1
∂x2 +

∂2u1
∂y2

)
+ ε2

(∂2u2
∂x2 +

∂2u2
∂y2

)
+ ε3

(∂2u3
∂x2 +

∂2u3
∂y2

)
− 1

2

(
(ε
∂u1
∂x

+ ε2
∂u2
∂x

+ ε3
∂u3
∂x

)2 + (ε
∂u1
∂y

+ ε2
∂u2
∂y

+ ε3
∂u3
∂y

)2
)

+ ε
1

4π

∫ ∞
−∞
|k|eik(x−x∗)

(
εu1(x∗, t) + ε2u2(x∗, t) + ε3u3(x∗, t)

)
dkdx∗. (5.4.3)

At O(ε) we have

∂u1
∂t

=
∂2u1
∂x2 +

∂2u1
∂y2 +

1
4π2

∫ ∞
−∞

∫ ∞
−∞
|k|eik(x−x∗)u1(x∗, t)dkdx∗. (5.4.4)

We can suggest that the solution of (5.4.4) is

u1 = a(T ) cos(kx) + b(T ) cos(ky), (5.4.5)

where a and b are functions of T . Substituting this solution in (5.4.4) and equating

the terms with the same order leads to

0 = −ak2
0 cos(kx)− bk2

0 cos(ky) + a|k0|π cos(kx) + b|k0|π cos(ky).

Equating coefficients of cos(kx) leads to

k0 = π,

that means k2 should be negative because we have chosen a k as a point near to

the bifurcation point π on the bifurcation diagram 4.1 which is less than π. Now at

O(ε2) the equation (5.4.3) becomes

∂u2
∂t

=
∂2u2
∂x2 +

∂2u2
∂y2 −

1
2
(
(
∂u1
∂x

)2 + (
∂u1
∂y

)2
)

+
1

4π2

∫ ∞
−∞

∫ ∞
−∞
|k|eik(x−x∗)u2(x∗, t)dkdx∗. (5.4.6)

By using the general solution of u1 this suggests that u2 has the solution

u2 = a2(T ) cos(2kx) + b2(T ) cos(2ky) + c2t, (5.4.7)
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where c2 is constant. Then by substituting the general solution of u1 (5.4.5) and u2

(5.4.7) in (5.4.6) and equating the terms of the same order we get

c2 = −4a2π
2 cos(2kx)− 4b2π2 cos(2ky)− 1

2
(1

2a
2π2 − 1

2a
2π2 cos(2kx) + 1

2b
2π2

− 1
2b

2π2 cos(2ky)
)
+ 2a2π

2 cos(2kx) + 2b2π2 cos(2ky). (5.4.8)

Then by equating the coefficients of cos(2kx), cos(2ky) and the coefficients without

cosine we get

c2 = −1
4a

2π2 − 1
4b

2π2 (5.4.9)

0 = −4a2π
2 +

1
4a

2π2 + 2a2π
2 (5.4.10)

0 = −4b2π2 +
1
4b

2π2 + 2b2π2. (5.4.11)

The last two equations give

a2 =
a2

8 , b2 =
b2

8 .

By using the general solution of u1 (5.4.5) and u2 (5.4.7), the equation (5.4.3) at

O(ε3) becomes

∂u1
∂T

+
∂u3
∂t

= −2πak2 cos(kx)− 2πbk2 cos(ky) +
(∂2u3
∂x2 +

∂2u3
∂y2

)
− 1

2

((
− πa sin(kx)

)(
− 2πa2 sin(2kx)

)
+
(
− πb sin(ky)

)(
− 2πb2 sin(2ky)

))
+ πak2 cos(kx) + πbk2 cos(ky) + 1

4π

∫ ∞
−∞

∫ ∞
−∞
|k|eik(x−x∗)u3(x∗, t)dkdx∗.

(5.4.12)

Now we suggest the solution of u3 is

u3 = a3(T ) cos(3kx) + b3(T ) cos(3ky). (5.4.13)
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Substituting the solution of u3 (5.4.13) in (5.4.12), we get

∂a

∂T
cos(kx) + ∂b

∂T
cos(ky) = −2πak2 cos(kx)− 2πbk2 cos(ky)− 9π2a3 cos(3kx)

− 9π2b3 cos(3ky)− 2π2aa2
(

cos(kx)− cos(3kx)
)
− 2π2bb2

(
cos(ky)− cos(3ky)

)
+ πak2 cos(kx) + πbk2 cos(ky) + 3π2a3 cos(3kx) + 3π2b3 cos(3ky). (5.4.14)

Then by equating the coefficients of cos(kx) and cos(ky) we get the following two

amplitude differential equations

∂a

∂T
= −πk2a−

π2

8 a
3 (5.4.15)

∂b

∂T
= −πk2b−

π2

8 b
3. (5.4.16)

In general amplitude equations for pattern formation systems have ab2 term in

the first amplitude equation (5.4.15) and ba2 in the second equation (5.4.16), [32].

These two terms are zero in the MS system which means that there is no interaction

between both dimensions. Thus it confirms that the dynamics of the front has

similar behaviour in one and two dimensions. The last two equations give

a2 =
−8k2
π

and b2 =
−8k2
π

,

which is also confirming that k2 is negative.

The system of two equations (5.4.15) and (5.4.16) has four stationary solutions. One

of them is stable when both a and b are non-zero and the others are unstable when

a, b or both are zero.

In addition, there are more solutions to the MS equation in two dimensions which

are the rotated solutions. The first one is the rotated solution by 45 degrees. Thus

we can write this solution as u = sin(kxx+ kyy), which is shown in the figure 5.13.
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Figure 5.13: The rotation solution of the MS equation in two dimensions by 45

degrees.

The second solution, u = sin(kxx− kyy), is the rotated solution by 135 degrees.

Finally the combination of both solutions which is shown in figure 5.14. All these

solutions are unstable solutions because when we start the simulation with one of

these solutions as an initial condition, the simulation ends with the single peak solu-

tion.

Furthermore we have shown in the previous section, from equation (5.3.2), that

the speed of front is s = 2kx(kx − π) + 2ky(ky − π) where kx and ky are in the

interval [π3 , π]. Thus where k = kx = ky and we rescale k as k = π + ε2k2, then

the speed of the front becomes s = 4ε2πk2 +O(ε4). Moreover the value of c2, when

a2 = b2 = −8k2
π , from (5.4.9) is

c2 =
−1
2

(−8k2
π

π2
)
= 4k2π

Now c2T = 4ε2k2πt which is equal to st.
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Figure 5.14: The combination of both rotation solutions of the MS equation in

two dimensions.

5.5 Numerical solution of the nonlocal-KS and

MMS equations in two dimensions

In this section, we present numerical simulations of the nonlocal-KS and MMS

equations and illustrate the transition of the dynamics of the front from chaotic

random initial condition patterns. The simulations use periodic boundary conditions

and employ a Fourier spectral method for the spatial discretization. In addition, we

use ETD with time step size 0.002 for time discretization.

5.5.1 The nonlocal-KS equation in two dimensions

The nonlocal-KS equation in two dimensions can be written as

∂u(x, y, t)
∂t

=
∂4u

∂x4 + 2 ∂4u

∂x2∂y2 +
∂4u

∂y4 −
∂2u

∂x2 −
∂2u

∂y2

− 1
2
(
(
∂u

∂x
)2 + (

∂u

∂y
)2
)
+ εI, (5.5.1)
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where I is a nonlocal term written as a Fourier transformation

I =
1

4π

∫ ∞
−∞
|k|eik.(x−x∗)u(x∗, t)dkdx∗.

The simulation for the nonlocal-KS equation in a certain time, for ε = 0.1, in a

domain of size 64 in both dimensions, is shown in figure 5.15. The simulation illus-

trates the transition from random initial patterns to chaotic dynamics.

In general, the nonlocal-KS equation with small parameter ε has the same beha-

viour as the KS equation for large domain size (when the domain size is roughly

greater than 4π in one or both directions). Thus the nonlocal-KS equation with

small parameter ε and large domain is fully unstable with no coherent structure and

has chaotic dynamics. However, it has a stable steady state solution with one peak

and one trough for a small domain (when the domain size is roughly less than 3π

in both directions). However the travelling wave solution is observed between small

and large domain.

Furthermore, the numerical simulation for the nonlocal-KS equation with ε = 1

and domain size 64 in both dimensions shows the same chaotic unstable behaviour.

Figure 5.16 shows the fluctuation of the number of peaks and troughs on the front

which confirm that the dynamics of the front is unstable and has chaotic dynamics.

Thus in the case of a larger domain (when the domain size is roughly greater than

4π in one or both directions), the dynamics of the front is still unstable, meanwhile

the coarsening phenomenon can be seen in the decreasing of the number of peaks

and troughs on the front. For instance figure 5.17 shows the number of peaks and

troughs based on the simulation of the nonlocal-KS equation with the domain size

32π in both directions. For a small domain (when the domain size is roughly less
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Figure 5.15: The numerical simulation of the nonlocal-KS equation in two di-

mensions (5.5.1), when ε = 0.1 and L = 64 in both directions at t = 100.
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Figure 5.16: Number of peaks and troughs on the front against the time t for

the nonlocal-KS equation (5.5.1) when ε = 1 and Lx = Ly = 64.
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Figure 5.17: Number of peaks and troughs on the front against the time t, have

log10 scales, for the nonlocal-KS equation (5.5.1) when ε = 1 and Lx = Ly = 32π.

than 2π in both directions), the numerical simulation shows that the nonlocal-KS

equation has a stable steady state solution with one peak and one trough. However

the travelling wave solution is found between the small and large domain. Figure

5.18 shows the travelling wave solution for the nonlocal-KS equation when the single

cusp travels at a constant speed diagonally.

5.5.2 The MMS equation in two dimensions

The MMS equation in two dimensions can be written as follows

∂u(x, y, t)
∂t

=
∂2u

∂x2 +
∂2u

∂y2 −
1
2
(
(
∂u

∂x
)2 + (

∂u

∂y
)2
)
+ εI, (5.5.2)

where I is a nonlocal term written as a Fourier transformation

I =
1

4π

∫ ∞
−∞

∫ ∞
−∞
|k|e−|k|eik.(x−x∗)u(x∗, t)dkdx∗.

The numerical simulation of the MMS equation (5.5.2) when ε = 1 and Lx = Ly =

64, shows that the front dynamics also has similar behaviour to the one-dimensional
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(a) When t = 48.5. (b) When t = 49.

(c) When t = 49.5. (d) When t = 50.

Figure 5.18: Snapshots of the development of the front dynamics for the

nonlocal-KS (5.5.1) when ε = 1 and Lx = Ly = 2.2π.
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Figure 5.19: The numerical simulation of the MMS equation in two dimensions

(5.5.2), when ε = 1 and the domain size is 64 in both directions.

simulation. The dynamics of the front in two dimensions evolves from the small

random initial condition. It has a huge number of peaks and troughs in the initial

stage then starts to decrease until it reaches a stable steady state solution with one

peak and one trough, figure 5.19. As the nonlocal-KS equation, here the number of

peaks and troughs are not the same. A clear coarsening is spotted with the decreas-

ing in troughs number, figures 5.20. At late times the coarsening shows temporal

power-law form with slope roughly −3, figure 5.20(b). Also, the strange intermedi-

ate phenomenon is observed in the reduction in the number of peaks, see figure 5.21.

Note that the front dynamics simulation of the MMS equation in two dimensions

has the steady state solution with a single peak and single trough when the domain

size of both directions are less than Lc where Lc u 30π. However, when the domain
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Figure 5.20: Number of troughs on the front against the time t for the MMS

equation (5.5.2) when ε = 1 and Lx = Ly = 64, (a) and (b) are the same data

but (b) has log10 scales.
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Figure 5.21: Number of peaks on the front against the time t for the MMS

equation (5.5.2) when ε = 1 and Lx = Ly = 64, (a) and (b) are the same data

but (b) has log10 scales.
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size of one of the directions or both of them are greater than Lc, the dynamics of the

front is coarsening until a single trough appears. This seems to be unstable, with

some small troughs appearing and disappearing on the large trough. This is similar

to the behaviour of the MS equation shown in figure 5.9.

In the case of small parameter ε = 0.1, the simulation has the same behaviour

just the difference is the simulation need run for a long time to remove transient

features. Thus the dynamics of the front has a stable steady state solution with

one peak and one trough when the domain size of both directions are less than Ln

where Ln < 104π, while it is unstable when the domain size of one direction or both

greater than Ln.

5.6 Conclusion

In this chapter, we have exhibited full numerical simulations of all three nonlocal-

KS (5.5.1), MS (5.2.1) and MMS (5.5.2) systems in two dimensions. In addition,

we have found a family of analytical solutions of the MS equation in two dimensions.

Numerically the dynamics of the front transition is illustrated from chaotic random

initial patterns. In these simulations, we have used periodic boundary conditions

and employ a Fourier spectral method for the spatial discretization. The ETD

method is used for time stepping.

In general, the dynamics of the front based on the MS equation in two dimensions

changes from a random chaotic initial condition to a steady state solution with one

peak and one trough for small domain in both directions. In contrast to the one-
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dimensional case, the number of peaks and troughs are not equal in two dimensions.

We have observed a coarsening in the decreasing of the number of troughs until get-

ting a single trough. In the decreasing of the number of peaks, we noticed a strange

phenomenon in the intermediate stage which is the fluctuation of the number of

peaks. However, for a large domain, the dynamics of the front becomes unstable.

The numerical simulation shows that the nonlocal-KS equation in two dimensions

is fully unstable with no coherent structure for a large domain and small parameter

ε. Although for large parameter ε and a large domain in both directions we can see

a coarsening in the reduction of the number of troughs, the system still unstable.

The numerical simulations show that the system has a stable steady state solution

with one peak and one trough for a small domain in both directions. In addition,

the travelling wave solution has been found between small and large domain.

The MMS system almost has the same behaviour as the MS equation which is trans-

forming from chaotic dynamics to the steady state stationery with a single peak and

trough for a small domain in both directions. Also, the coarsening is observed in

the decreasing of the troughs number and the fluctuation intermediate stage in the

number of peaks is noticed. In addition, for a large domain, the dynamics of the

front becomes unstable.

Note that in general all numerical simulations in two dimensions show very similar

behaviour to the one-dimensional simulation. We have confirmed the similarity by

weakly nonlinear analysis for the MS equation. This motivated us to find a family

of analytical solutions of the MS equation in two dimensions.
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We have compared the analytical solution of the MS equation in one dimension

with a cross-section of the numerical solution in two dimensions. This comparison

seems to agree very well, that gives us the confirmation that the solution of the MS

equation in two dimensions is the sum of two one-dimensional solutions. In addition,

we have found the speed of front to be the sum of the speed of two one-dimensional

speed.



Chapter 6
Conclusions and further work
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6.1 Conclusions

Front propagation and interface motion appear in many scientific subjects, such

as invasive species, avalanche, combustion, solidification and many other industrial

processes. It is a fundamental problem to understand the characteristics of front

propagation such as front instabilities, front speeds, front profiles, and front loca-

tions.

This work’s objective is to look into, suggest, resolve, and discuss possible models for

front instabilities that suit the shapes of fronts observed in applications better than

the Kuramoto-Sivashinsky equation. We have specifically dealt with systems which

have the growth rate proportional to |k| for small wavenumber k where the front dy-

namics takes different shapes such as lobe-and-cleft patterns. We have particularly

taken into consideration the models that include nonlocal effects. In this work, we

have examined three nonlocal equations which are nonlocal Kuramoto-Sivashinsky

(5.5.1), Michelson-Sivashinsky (5.2.1) and modified Michelson-Sivashinsky (5.5.2).

In 1977 Sivashinsky [67] derived the nonlocal Kuramoto-Sivashinsky (nonlocal-KS)

equation while in the same year Michelson and Sivashinsky [50] derived the Michelson-

Sivashinsky (MS) equation. We have modified the MS equation by changing the

nonlocal term to obtain the front shape that fits better in applications and referred

to it as the modified Michelson-Sivashinsky (MMS) equation.

In chapter 2, we have nondimensionalized all the three models and found the growth

rate of them. The nonlocal-KS equation and MMS equation have one parameter ε.

We have put the parameter in front of the nonlocal term to find the effect of the
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nonlocal term on the system. The nonlocal-KS, MS and MMS equations have been

explored numerically by Fourier spectral discretization and the time discretized by

ETD1 method.

The nonlocal-KS equation with small domain for a band of k values has a stable

steady state solution with one cusp. Also, there is a travelling wave solution for

a band of k values. This agrees very well with the bifurcation diagram 3.12 of

the nonlocal-KS equation in chapter 3. Note that in chapter 3, we have found the

approximate analytical solution of all three nonlocal front equations by truncated

Fourier series. Moreover, we have obtained in the numerical simulation that there

is a heteroclinic solution for a band of k values. For larger domain when ε = 1,

the numerical solutions show that the nonlocal-KS equation shows coarsening from

initial disturbances as time progress which finally leads to one peak in the front dy-

namics. This single peak seems to be unstable and new cusps appear in the trough

and move toward the giant cusp. However for a large domain when ε = 0.1 there

is no coarsening and the dynamics of the front stays unstable and has the same

behaviour as the KS equation.

For the MS equation there is no travelling wave solution. The dynamics of the front

for the MS equation with small domain has a stable steady state solution with one

cusp. These solutions agree very well with the stable solutions that have been found

by truncated Fourier series in chapter 3. The numerical simulation shows that the

coarsening phenomenon appears in this system. However for the larger domain, the

dynamics of the front coarsens until it reaches two cusps and then becomes unstable

and new cusps appear on the troughs and move toward crests.
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The MMS model for the small domain has a stable steady state solution with one

cusp, while for the large domain the dynamics of the front is coarsening until it

reaches a few cusps which are unstable, then new cusps appear on troughs and

move toward the tops. The interesting point here is that even for a small value

of ε the dynamics of the front still has the same behaviour. Note that the stable

solutions of this system which are found by numerical simulations also agree very

well with the stable solution found by truncated Fourier series in chapter 3.

Furthermore, we have found that the speed of front and amplitude of the waves that

are found in the numerical simulation in chapter 2 are very close to that found by the

truncated Fourier series in chapter 3, particularly for the stable solutions. In chapter

3, we have found the bifurcation diagram for all three models. In the bifurcation

diagram of the MS equation, figure 3.7, we have found that the bifurcation points are
π
3 ,

π
5 ,

π
7 and so on. This motivated us to seek analytical solutions of the MS equation.

In chapter 4, we have obtained a family number of analytical solutions of the MS

equation in the infinite domain. The speed of the front is zero in this case. Moreover,

we have found a family number of analytical solutions for the MS equation in the

periodic domain. Also, we have obtained the formula of the speed of the front for

all these solutions.

After all the work we have done in one dimension, it was important to seek the

solution of all three front models in two dimensions. Chapter 5 is concerned with

finding the solutions of all three equations in two dimensions numerically and find-

ing the analytical solution of the MS equation in two dimensions. The numerical
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simulation shows that the dynamics of the front based on the nonlocal-KS equation

in two dimensions is fully unstable with no coherent structure for the large domain

and a small parameter ε. Although for the large domain and large parameter ε the

solution is unstable, the coarsening phenomenon is observed in the number of peaks

and troughs. However for a small domain in both directions, the system has a stable

steady state solution with one peak and one trough. The travelling wave solution is

obtained between small and large domain.

In general, the dynamics of the front based on the MS equation in two dimensions

coarsens from small disturbances, due to the small random initial condition, until

it reaches a stable steady state solution with one cusp and one trough for a small

domain in both directions. In contrast to the one dimensional case, in two dimen-

sions the number of peaks and troughs are not equal. The coarsening phenomenon

is more clear in the number of troughs than the number of peaks. The dynamics of

the front is unstable for the large domain.

The numerical simulations in two dimensions show that the MMS equation has al-

most the same behaviour as the MS equation. The dynamics of the front is coarsen-

ing until it reaches a stable steady state solution with one peak and one trough for

the small domain in both directions. However, it is unstable for the large domain.

Finally, we have found the analytical solution of the MS equation in two dimensions,

which is the sum of the two one-dimensional solutions. Also, the speed of the front

in two dimensions is the sum of the speed of the two one-dimensional speeds.
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In general, the dynamics of the front for all three models have similar behaviour

except for some features. The dynamics of the front which has a steady state solution

with one cusp for the nonlocal-KS equation has the sharpest cusp among them while

for the MMS equation has the smoothest one for the same domain. In addition, the

nonlocal-KS equation has the largest amplitude dynamics of the front among them

while the MMS equation has the smallest. Last but not least, the travelling wave

and the heteroclinic cycle solutions have been found in the nonlocal-KS equation

while there are no such solutions for the MS and MMS equation. Finally, the MMS

equation forms a stable coherent structure front for a larger domain than the others,

while the MS equation forms a stable coherent structure front for a larger domain

than the nonlocal-KS equation.

6.2 Further work

Finally, we suggest a few directions for further work.

• In chapter 3, we have found the solution of the MS and MMS equations by

truncated Fourier series. In the bifurcation diagrams 3.7 and 3.11, we have

observed fluctuating solutions for small k. We will investigate that they are

numerical errors or real solutions.

• In chapter 4, we have obtained the analytical solution of the MS equation for

some values of k. We will try to find further analytical solutions of the MS

equation for all values of k for small values of k when the solution is stable.

• We will try to find real applications that fit with the shape of the front with

each of these nonlocal front models and compare with them.
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