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Abstract 

 
 

 

The work reported in this thesis was concerned with improving understanding of the 

in-cylinder flow and combustion with future fuels in a modern spark ignition engine, 

including hydrous ethanol as a potentially attractive solution in future dedicated 

ethanol IC engines.  

The experiments were performed in a single cylinder optical research engine equipped 

with a modern central direct injection combustion chamber and Bowditch style optical 

piston. Results were obtained under “typical” part-load engine operating conditions 

with ethanol, iso-octane, B16I84, E10I90, E6B8I85, E85I10W5 and hydrous ethanol 

at 5%, 12% and 20% volume water.  

High speed cross-correlated particle image velocimetry was undertaken at 1500rpm 

motoring conditions with the intake plenum pressure set to 0.5 bar absolute and the 

horizontal imaging plane fixed 10mm below the combustion chamber “fireface”. 

Comparisons were made to CFD computations of the flow. Complimentary flame 

images were obtained via natural light (chemiluminescence) over multiple engine 

cycles.  

The flame images revealed the tendency of all fuels flame to migrate towards the hotter 

exhaust side of the combustion chamber, with no complimentary bulk air motion 

apparent in this area in the imaging plane. This exhaust migration phenomenon has 

been noted previously by others in optical pent-roofed engines but without both flow 

and flame imaging data being available.  

The faster burning ethanol offset the tendency of the flame to migrate towards the 

hotter exhaust walls. The fastest combustion rate occurred with pure ethanol, with 

higher water content (>5%) generally slowing down the flame speed rate and offsetting 

the flame speed/migration benefit (in good agreement with recent laminar burning 

velocity correlations for hydrous ethanol). 
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1. Introduction 

 

1.1 General Background and Incentive 

The Spark Ignition (SI) engine remains the major source of propulsion for passenger 

cars on a global scale. Within Europe, the diesel remains dominant, however recent 

advancements in gasoline engine downsizing together [1,2] with the recent 

“dieselgate” emissions scandal has resulted in considerable uncertainties around the 

dominance of this powertrain platform. As a result, there is now elevated focus upon 

powertrain electrification, where the “cleaner” gasoline is well suited to hybrid and 

electric range extender concepts foreseen to attract significant market share in the 

medium term [3,4]. 

The adoption of ethanol has attracted considerable interest in recent years, especially 

when produced from renewable sources. During the ethanol production process, 

irrespective of the crop used, the resulting mixture from the fermentation process 

contains more than 85% volume of water [5]. Distillation can be used to separate this 

water until the mixture reaches the azeotropic point (approximately 94% ethanol-in-

water v/v, so-called hydrous ethanol). Subsequently, diverse dehydration techniques 

can be used to obtain anhydrous ethanol (99% ethanol, or purer). Thus, a large quantity 

of energy is expended during the distillation and dehydration processes in order to 

remove the water excess, especially after the mixture reaches around 80% of ethanol-

in-water [6]. For this reason, several researchers have studied the best compromise 

between net energy gain during the ethanol production process and water-in-ethanol 

content from different crops and production processes [7–10]. From such studies it can 

be deduced that the best compromise is between 80% and 90% of ethanol-in-water 

(v/v) based upon net gain. 

It follows that the direct use of “wet” ethanol (ethanol-in-water mixtures with less than 

95% ethanol v/v) in spark ignition engines have attracted recent interest. In general, 

the higher water content acts as a diluent and requires more advanced spark timing to 

reach MBT (Minimum spark advance for Best Torque) [6,7]. The Flame Development 
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Angle (FDA), combustion duration and heat release rates also deteriorate as a result of 

lower combustion temperatures [11–13]. As a result, the unburned fuel fraction, 

aldehyde emissions and other hydrocarbon emissions can be increased with increased 

water content [14]. In addition to increased emissions, the application of high water-

in-ethanol content mixtures in vehicles may have the energy and environmental impact 

benefits counterbalanced by worse specific fuel consumption with the issues of water 

separation in flex-fuel gasoline blends [15]. In practical terms, hydrous ethanol may 

be more suitable for future dedicated ethanol SI engines, where modern central direct 

injection systems can overcome the challenges associated with the cold start of E100 

[16,17].  

Despite the relative apparent maturity of the SI engine, many of the interactions that 

occur during combustion are complex, with cycle to cycle variations in the in-cylinder 

flow (bulk and smaller scale), spark energy, charge homogeneity (with some 

stratification in fuel and/or EGR unavoidable) and flame-wall interactions and arising 

heat transfer [18,19]. During combustion, the spark initiates a flame kernel between the 

electrodes that is initially laminar in nature, with local turbulence quickly serving to 

convect and distort the flame [20,21]. As the flame grows progressively larger scales 

of turbulence are encroached, which beneficially wrinkle the flame surface, leading to 

a larger entrainment area provided excessive stretch rates are not incurred [22]. 

Conversely, the flame development slows as the walls are approached, with 

progressively smaller scales left available ahead of the flame and wall heat transfer 

affecting the rate of mass burning. By the time the flame reaches the periphery, a 

considerable proportion of mass has been entrained but remains in unburned pockets 

behind the kernel [22]. Overall the flame propagation therefore, involves complex 

physical and chemical interactions, which remain difficult to reliably simulate by any 

means. Experimental methods to simultaneously image the flow and flame have 

previously been attempted but usually involve compromise in spatial or temporal 

resolution. For example, Ruess [23] employed PIV with simultaneous planar flame 

imaging via Mie scattering, but significant compromises were necessary for the seeding 

density which led to lack of clarity in the definition of the flame front. Elsewhere, 

Cairns and Sheppard [22] adapted a dual seeding approach, where planar flame images 

were captured at high resolution via Mie scattering (with fine particles of Titanium 

dioxide adapted) while larger particles (culinary white pepper) were simultaneously 
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injected through the cylinder wall and tracked via Particle Tracking Velocimetry. The 

work uncovered some useful flame-flow interactions (such as the flame “pinching” the 

flow and accelerating existing bulk air motions), but flow tracking was sparse and not 

suitable to define spatial and temporal variance in turbulence (with the method also 

highly laborious to employ over multiple cycles). 

The currently reported work has been concerned with improving understanding of the 

behaviour of the combustion events with such potential future fuels on both an 

individual and averaged basis, with PIV flow information also available. In particular, 

the effects of bulk flame migration were studied to understand the sensitivity of such 

events in the presence of varying in-cylinder turbulence with differing fuels. In 

addition, several flame related parameters, such as shape factor and apparent flame 

speed, are discussed and compared with the flow and heat release analysis. 

1.2 Thesis Outline 

The work reported in this thesis was concerned with improving understanding of the 

interaction of bulk air motions with the flame propagation when using potential future 

fuels on combustion characteristics in a spark ignition research engine. In Chapter 2, 

a literature review is presented which includes descriptions of the common efficiency 

losses in gasoline spark ignition engines. This is followed by an overview of basic 

theory and techniques for defining turbulent in-cylinder flow and combustion with 

hydrous and anhydrous fuels. Provided in Chapter 3 are descriptions of the optically 

accessed research engine and associated auxiliary equipment. Set out in Chapter 4 are 

details of computational fluid dynamic techniques and a review of essential principles 

required to predict the in-cylinder flow. Presented in Chapter 5 are details of imaging 

techniques for the flow and the flame alongside thermodynamic analysis of each 

imaged cycle. In Chapter 6, the imaging and analysis results of the currently reported 

study are presented and discussed. Finally, reported in Chapter 7 are the conclusions 

of this research, with recommendations for future work.
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2. Flow & Combustion in Spark 

Ignition Engines 

 

2.1 Introduction 

Climate change is clearly linked to human-generated greenhouse gas emissions such 

as carbon dioxide, methane, and nitrous oxide [24], even though these changes are part 

of a natural cyclic phenomenon as well.  The majority of these perturbations primarily 

result from emissions associated with energy use and are produced in order to support 

population and economic growth. For these reasons global greenhouse gas (GHG) 

emissions are indispensable and must be reduced in order to hold the global average 

temperature to well below 2°C above pre-industrial levels, with efforts underway to 

limit the temperature increase to 1.5°C above pre-industrial levels by 2030 through the 

adoption of the Paris Protocol agreement, Article 2 [25]. Recently, the EU legislation 

set CO2 emission target for sales-weighted new cars rose for the first time on record in 

2017, up 0.8% from 120.1g/km to 121.0g/km. This was primarily associated with 

decreasing diesel sales following adverse media attention. The industry target is to 

reduce fleet greenhouse gas emissions by 20% by 2020 (from 1990 levels) to an 

average of 95g/km. A financial penalty of €95 for each gram of CO2 emission 

exceeding the limit multiplied by the EU-wide registration will be applied if in any 

case the CO2 emission target cannot be reached [26].  

The transport sector is responsible for about 25% of the total carbon dioxide emissions 

in the European Union and roughly 30% in the USA. Presented in Figure 2.1 is the 

World transportation sector delivered energy consumption by energy source from 2010 

to 2040 in quadrillion Btu units. It can be seen gasoline and diesel engines are 

responsible for around 75% of consumed energy, summing up to approximately 80 

quadrillion BTU, which is expected to increase by 50% to 120 quadrillions BTU in 

2040. Motor gasoline including ethanol blends remains the largest transportation fuel, 

but its share of total transportation energy consumption is expected to decline from 
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39% in 2012 to 33% in 2040 [27]. It is imperative to consider that the data presented 

in Figure 2.1 were published before dieselgate and this resulted in more restrictions 

toward diesel. The scandal also has turned attention to more electrification which will 

be discussed further later in this chapter.  

 

Figure 2.1. Transportation sector energy consumption estimative (adapted from [27]). 

More stringent legislation limits can be considered as the main reason for the lower 

share of road vehicles energy demand to reduce fuel consumption and CO2 emissions 

per kilometer. A clear comparison of fuel consumption from this legislation for 

passenger cars is EU 2015 legislation set average manufacturers’ fleet target limits on 

fuel consumption of 5.6 l/100 km for gasoline cars and 4.9 l/100 km for diesel in 

comparison this will expected to reduce to 4.1 l/100 km of gasoline and 3.6 l/100 km 

of diesel in 2021 [28].  

More g CO2/km emissions can be expected for heavier vehicles. It is a necessity to 

have different size vehicles to be fit within these limits, a g CO2/km to vehicle weight 

curve has been proposed to consider the new European driving cycle (NEDC). 

Nevertheless, extremely low emission vehicles (below 50 g CO2/km) have a higher 

weight in the average fleet count. These reasons pushed manufacturers to produce 

hybrid and fully electrified vehicles to offset “dirtier” vehicles and reduced rates of 
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technology application in conventional vehicles. Other countries have similar 

regulations, as shown in Figure 2.2.  

 

Figure 2.2. Comparison of global regulations for passenger cars [29]. 

The recent “Dieselgate” scandal has turned attention to regulations against the 

pollutant emissions from both diesel light and heavy-duty passenger vehicles. 

Moreover, many cities around the globe have shown the intent to encourage a diesel 

engines ban in urbanized centres. This will eventually lead to heavier vehicle 

electrification and most importantly more gasoline vehicles. Considering how the 

electricity is generated, there will be only local emissions improvements with the 

possibility of an increase in total CO2 emissions, especially if coal is used. A rise of 

electrification of passenger car powertrains – whether through hybridization or 

substitution with pure battery-electric architectures is unavoidable especially if US 

2025 CAFE, EU targets for 2021 and China Phase 4/5 are to be met [4]. However, this 

requires substantial market penetration of hybrid electric vehicles (HEVs) and battery 

electric vehicles (BEVs). A recent “white paper” report from Ricardo [4] shows 

passenger car powertrain options currently available, together with a broad estimate of 

CO2 emissions savings and relative increase in costs. It can be seen that fuel cell and 

Battery Electric Vehicles (BEV) are among those technologies with the highest carbon 

reduction potential. However, the cost impact is significantly higher in comparison to 
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conventional gasoline internal combustion engines (ICE) [4]. The future of electrified 

powertrains is difficult to predict due to current market complexity and politics. 

Reliable market projections must necessarily be based on a scenario comprising 

assumptions on the development of government policies, legislation, incentives, 

customer preferences, the availability of attractive vehicles with an electrified 

powertrain, the likely investment in charging infrastructure, and future battery costs. 

Presented in Figure 2.3 is the Ricardo view as to how the powertrain mix of 2030 could 

be influenced by the level of charging infrastructure investment between now and then. 

It can be seen that if limited investment in charging infrastructure is considered then it 

leads to focus of BEV use in the smaller-size vehicles. Instead, a noticeable increase 

in Plug-in Hybrid Electric Vehicle (PHEV) usage can be seen as consumers find the 

benefits of city-based Zero Emission Vehicle (ZEV) use while using the combustion 

engine for extra-urban and long-distance journeys. If a policy of more aggressive 

investment in charging infrastructure is followed, then the PHEV market is 

tremendously reduced, and BEV application will be spread across a much broader 

range of vehicle segments. Ricardo [4] believes with car manufacturers moving toward 

attractive vehicles with more spacious interior concepts, high penetration rates for 

BEV are very much possible. For instance, the Volkswagen group has mentioned that 

it expects its battery electric vehicle (BEV) share to increase to 25 percent in 2019 and 

subsequently 50 percent by 2030. However major challenges in charging infrastructure 

to solve the problem of range and queuing anxiety of both private and fleet buyers 

must be considered.  

 

Figure 2.3. Ricardo view of the 2030 passenger car electrified powertrain mix in 

Europe. Adapted from Ricardo [4]. 

This report also emphasizes the fact that by 2030, a good 70% of all cars sold 

worldwide will still have an ICE with a minimum powertrain electrification level of 
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mild hybrids. Continuing advances in the internal combustion engine are expected to 

decrease gasoline energy consumption, the key technologies are explained later on in 

the Spark Ignition Engine Operation section.  

2.1.1 Spark-Ignition Engine Operation 

To convey more in depth understanding of the fundamentals four-stroke engine 

operating principle can be described by four phases (induction, compression, 

expansion, exhaust) of 180 crank angle degrees (CAD) each, taking two crank 

revolutions to complete a thermodynamic cycle. One way to study the performance of 

four-stroke SI engine is by analyzing its theoretical cycle. The theoretical cycle is an 

approximation to the real cycle with many simplifications such as [30,31] 

1. Constant pressure induction of mass of air. 

2. Reversable adiabatic (isentropic) compression of the charge as the piston 

moves from bottom dead centre (BDC) to top dead centre (TDC). 

3. Reversable constant-volume heat transfer to the working gas from an external 

source while the piston is at top dead centre. This process is intended to 

represent the ignition of the fuel-air mixture and the subsequent rapid burning. 

4. Reversable adiabatic (isentropic) expansion (power stroke) 

5. Reversable constant-volume process in which heat is rejected from the air 

while the piston is at bottom dead centre. 

6. Mass of air is released to the atmosphere in a constant pressure process. 

7. Considering instantaneous valve events. 

In the real cycle, there are many losses such as pumping losses, heat transfers, 

combustion losses, blowby losses, and blowdown losses. Also, the valve events do not 
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occur instantaneously and start at the TDC or BDC. Presented in Figure 2.4 is a 

comparison of theoretical and actual PV diagrams for four-stroke Otto Cycle engine, 

indicating losses mentioned before. 

 

Figure 2.4. Comparison of theoretical and actual PV diagrams for four-stroke Otto 

Cycle engine. 

A BSFC map indicates the rate of fuel consumption over the entire operating range of 

an ICE and is a convenient tool to understand the magnitude of the relative losses of  

particular engine design. A modern naturally-aspirated Spark-Ignition (SI) engine has 

minimum Brake Specific Fuel Consumption (BSFC) somewhere near the centre of the 

engine speed-load map. There is normally a slight bias towards higher loads and lower 

speeds [32]. The BSFC can be used to compute the engine efficiency also known as 

fuel conversion efficiency of an engine using the following formula:  

𝜂𝑓 = 1/𝐵𝑆𝐹𝐶. 𝑄𝐻𝑉 (2.1) 

Where 𝑄𝐻𝑉 (Lower Heating Value) for regular gasoline = 12.06 kW·h/kg, any engine 

has a different efficiency at different load and speed as the BSFC value is changing in 

respect with the lowest BSFC value at full load (when the intake air is unthrottled) and 

maximum torque. For SI engines typical best values of brake specific fuel consumption 
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are about 270 g/kW.h which is equivalent to a fuel conversion efficiency of 30% [31]. 

The actual efficiency can be lower or higher than the engine’s average due to varying 

operating conditions.  

There are 5 dominant losses behind the BSFC map that reduce efficiency as the 

operation is moved away from the “sweet spot” of minimum BSFC. These 

mechanisms are labelled in Figure 2.5 each of these parameters plays a significant role 

in reducing engine efficiency.  

 

Figure 2.5. BSFC map for a naturally-aspirated spark-ignition engine, with numbers 

showing the typical losses in an SI engine. (1) Knock limited, spark retard (2) 

Component temperature limited, fuel enrichment (3) Increased frictional losses (4) 

Increased pumping losses (5) Increased relative heat transfer losses. Each arrow 

significance is briefly described below. 

2.1.1.1 Spark Retard due to Knock Limited Operation 

The thermal efficiency of an SI engine is increased in direct relation with compression 

(and hence expansion) ratio. A limitation arises as gas temperature also increases in 
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direct relation with compression ratio and efficiency. Therefore, to maximise engine 

efficiency the compression ratio is increased to a point when end gas knock occurs at 

high load and low speed, where the knock is then deemed to excessively limit low 

speed performance and/or the fuel economy.  The problem is exacerbated in modern 

downsized SI engines due to the Low Speed Pre Ignition (LSPI) and Super Knock 

phenomenon associated with suspended lubricant [33] Otherwise, to avoid 

“conventional” knocking combustion a retarded spark timing is required to move away 

combustion phasing from the Maximum Brake Torque (MBT) location.  Through this 

design process, the engine efficiency is increased in areas where the engine is most 

commonly operated in exchange for decreased efficiency in an area of the speed-load 

map where the engine has previously been rarely operated [30,31]. This is more 

problematic an approach in aggressively downsized and down-speed IC engines, 

where alternative knock reduction strategies must be sought such as water injection or 

cooled EGR [34,35]. 

2.1.1.2 Fuel Enrichment due to Temperature Limited Operation 

Achieving maximum performance of an engine is possible at high speed and high load. 

However, as a result, the total heat transferred to the walls is also increased to its 

maximum value. At such high temperatures, the exhaust and in-cylinder components 

of an engine are vulnerable to thermal load related failures. Alternatively, sustained 

high temperatures can lead to pre-ignition. The most common failures occur in the 

following components: spark plugs, sharp combustion chamber edges, exhaust valves, 

pistons, emissions after-treatment systems and turbochargers (where applicable). In 

order to reduce this high temperature, over-fueling can be used [36,37]. This over-

fueling leads to rich combustion and eventually reduces the in-cylinder temperature 

prior to combustion albeit at the expense of three-way catalyst efficiency. 

2.1.1.3 Increased Engine Friction 

Engine frictional losses increase as a function of engine speed squared [31]. This 

friction also increases at higher engine load due to higher pressure from combustion 

and ultimately increasing rubbing friction between the cylinder liner and piston rings. 
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Therefore, the energy required to compensate these losses also increases and leads to 

lower engine efficiency. It can be seen from Figure 2.6 that rubbing friction mean 

effective pressure is increased as the load increases under firing, whereas it is roughly 

constant in motoring conditions. It can be concluded that this difference is due to 

higher temperatures at higher loads but it is widely agreed that the speed effect 

dominates the frictional losses [31]. 

 

Figure 2.6. Total friction mean effective pressure (tfmep), rubbing friction mep 

(rfmep) and pumping mep (pmep) as a function of load for four-cylinder spark ignition 

engine, adapted from [31]. 
 

2.1.1.4 Pumping Losses  

A stoichiometric air-to-fuel ratio is commonly used in an SI engine, primarily due to 

the synergy with a lower cost three-way catalyst and acceptable trade-offs with 

combustion and thermal efficiencies [31]. In the case of rich combustion, the efficiency 

is decreased with the following benefits, producing a faster burn (when slightly rich) 

and reducing dissociation effects lead to more power with lower exhaust gas 

temperatures. Under stoichiometric conditions, the air mass flow into the engine must 

be reduced in direct proportion to the load and hence fuel mass. This is typically 

achieved by fitting the intake air gas path with a throttle mechanism, which reduces 
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the intake air pressure below atmospheric pressure at part load. As the engine must 

still expel the gas at atmospheric pressure (or higher) this results in negative pumping 

work that must be overcome using a proportion of the induced energy.  The pumping 

work is therefore defined as the net work required per cycle to charge the air into and 

exhaust gasses out of the cylinder. The relative influence of the pumping loss of the 

engine used within this work is illustrated in Figure 2.7.  

 

Figure 2.7. Graphical illustration of pumping losses in conventional and logarithmic 

scaled in-cylinder pressure-volume diagrams. 
 

2.1.1.5 Increased Heat Transfer 

Engine efficiency is limited by heat transfer from the working fluid into the engine 

components such as the cylinder head, valves, piston crown, and cylinder liner. Heat 

transfer and combustion duration are directly related, so an increase in one eventually 

increases the other. This may happen as the engine speed is reduced to less than the 

area of minimum BSFC (when there is an increase in heat transfer due to longer time 

available during combustion for heat transfer at low engine speeds, as displayed in 

Figure 2.8). 
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Figure 2.8. Combustion duration in milliseconds against engine speed. Figure created 

from data published by Hires [38]. 

2.1.1.6 Other Losses 

Five main specific losses have been outlined thus far, however, some other sources of 

energy losses exist. Presented in Figure 2.9 is a typical thermodynamic “split of losses” 

for an automotive SI engine under the following operating conditions: 5bar net 

Indicated Mean Effective Pressure (IMEPnet) and 2000rpm. It can be seen that the 

pumping losses discussed in Section 2.1.1.4 have been included in this split (labelled 

“gas exchange”), this can be used as a reference value to compare the contribution of 

the other losses. While these pumping losses are a noticeable proportion, it is clear that 

the other losses are by no means negligible. Figure 2.9 illustrates that a tremendous 

amount of work is lost due to the heat that is transferred through the combustion 

chamber walls (almost twice the pumping losses). Additionally, if the compression 

stroke and combustion were assumed adiabatic (no heat transfer across walls), the 

combustion phasing losses could also be excluded as advancing the crank angle 

location of 50% mass fraction burned (CA50) to Top Dead Centre (TDC) would 

eliminate this loss. This, of course, neglects the onset of knock in real engines at higher 

loads. The magnitude of heat loss can be described as the combination of these two 

losses through the combustion chamber and liner walls. Real charge is already oriented 

very closely to the engine and operating point under analysis, and therefore consider 
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whether a full-load or partial-load operating point is analyzed. Incomplete combustion 

takes in to account no complete combustion, as a result of which its theoretically 

attainable chemical equilibrium is not reached. It is important to note losses for λ<1 is 

considered in Real charge. The loss resulting from the real combustion characteristics 

should be taken into consideration including duration and shape of the real combustion 

characteristic. Loss resulting from real gas behavior is considered with thermodynamic 

properties of the cylinder content as a function of pressure and temperature. 

 

Figure 2.9. Diagram showing the energy split for typical gasoline SI engine at 5bar net 

IMEP and 2000 rpm, data adapted from [39]. 
 

Combustion phasing can be described with a constant-volume process with heat 

release at the combustion centre of gravity to quantify the difference to the ideal 

constant volume combustion at top centre. This is shown in Figure 2.10 by defining a 

modified compression ratio CR* that is the outcome of phasing of the 50% mass 

fraction burned location of TC → TC* [39]. 
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Figure 2.10. Combustion phasing loss reduces the compression ratio in the ideal 

constant volume process. Adapted from [39].  

2.2 Reducing Losses in SI Engines 

2.2.1 Engine Downsizing 

Two common approaches have arisen to reducing engine pumping losses: 

1 Load point shifting (essential avoidance of mapped areas of high pumping 

work via techniques such as downsizing or cylinder deactivation)  

2 Reduced intake throttling via variable valve actuation (to either increase 

charge dilution or redirect the throttling to the valve itself as part of a more 

efficient part load breathing strategy i.e. very early or late intake closing).  

Controlled Auto-Ignition (CAI) combustion was a trending research topic in the years 

between 2000 and 2005, with many researchers intending to eliminate part load 

pumping losses via negative valve overlap operation (high residual charge dilution). 

The arising combustion mode was seen by many as a long-term solution to improving 

gasoline engine efficiency with ultra low NOx [40,41]. However, some significant 
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challenges were found to limit this long-term solution, particularly limited operating 

window compared to homogenous spark ignition combustion, with low load limited 

by insufficient residual gas temperature and poor combustion stability and high load 

limited by breathing [42]. Moreover, the production of such an engine with adequate 

control over the timing and rate of auto-ignition would seem difficult with current fuel 

blends and on-board combustion diagnostics [30]. Another method proposed to reduce 

part load pumping loss was spray-guided stratified SI combustion that is currently 

considered to be a potential replacement for homogenous SI combustion in the long-

term [43]. However, some disadvantages of this method reduced its potential, 

including remaining issues with operational robustness and relatively high NOx and 

particulate after-treatment costs. 

Considering the downsides of earlier methods, another method to reduce part-load 

pumping losses would be to operate the engine nearer the region of maximum BSFC 

for more of its operating time. This can be achieved through “engine downsizing”  

[44], where the capacity of the engine is reduced but maximum engine performance is 

maintained with higher intake pressure, or so-called “boosting”. This reduces pumping 

losses under part-load, as the reduction in engine capacity means that for a fixed low 

load (in terms of brake torque), the inlet manifold pressure must be higher [30]. This 

was particularly attractive for the limited load range covered by the NEDC [45].  

Additional benefits of downsizing other than reduced part-load pumping losses is 

downsized engines typically have reduced net frictional losses as the number of 

cylinders are reduced. In order to be near the optimum [30] the displacement per 

cylinder is often maintained, hence the total number of cylinders is reduced. 

Nonetheless, the reduction in the number of cylinders by a certain amount may not be 

equal to the same reduction in frictional losses due to the higher in-cylinder pressures 

that occur. Increased pressure in downsized engines is provided by a turbocharger to 

boost the intake manifold pressures; in this procedure, some of the heat in the exhaust 

gasses can be recovered that would otherwise be lost. Therefore, turbo-charging can 

be used to increase engine efficiency and reduce CO2 emissions. There are some 

drawbacks to using turbochargers such as a delay between load demand and the 

boosted inlet manifold pressure that is required, especially at low load where the 

turbocharger is not at an efficient rotational speed. This delay is often called “turbo-

lag”. The transient response increases in respect to power demand, leading to 
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insufficient torque and increased in-vehicle acceleration times. Two-stage 

turbochargers have been proposed to improve the transient response by providing a 

larger speed-load operating window. The benefit of having two turbochargers is that 

the smaller turbocharger is engaged in a lower engine speed where the air-flow rate 

demands are complimentary, while the larger turbocharger is engaged at higher engine 

speeds (and the small unit is bypassed to avoid over-speeding). Despite the benefits 

from two-stage turbo charging, cost and transient response still remain key issues for 

downsized engines and the degree of downsizing that can be practically achieved [1]. 

2.2.2 Engine Down-Speeding 

Maximum low-speed engine load greatly increases by using turbochargers or super-

chargers [45] (solving the problem of transient delay, however causing a minor loss 

due to the parasitic mechanical drive of a supercharger). This has the effect of 

decreasing the engine speed required for given power output. Through longer gearing, 

the frictional and pumping losses of a downsized engine can be noticeably reduced by 

using a technique known as engine down-speeding. The cumulative effect of engine 

downsizing and engine down-speeding is presented in terms of the two BSFC maps in 

Figure 2.11.  

The BSFC maps for both engines have similar maximum power and engine speed 

range. It can be concluded from these maps that, for a given gear ratio, engine 

downsizing alone enhances BSFC at motorway cruising speeds. Lean burn is more 

efficient because of the increased ratio of specific heats, the value of gamma is 

increased because of the excess air. In terms of emissions, the unburned hydrocarbons 

and CO are improved provided the combustion efficiency is maintained and that the 

combustion is not limited due to excessive flame stretch, however, emissions of NOx 

will be worst unless the ultra-lean operation is achieved [31]. It can also be seen that 

down-speeding by increasing the gear ratio can also improve BSFC even more. 

However how much this amount can be implemented is mainly dependent on the head-

room in low-speed torque and this can vary from engine to engine. Regardless, by 

using this technique, improvements in fuel consumption over the NEDC have been 

recently reported [45]. 
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Figure 2.11. Conceptual BSFC maps for a 2.5L naturally-aspirated engine (A) and a 

1.6L boosted (B). Adapted from Zhao [46] and Stone [30]. 

2.3 Turbulent Combustion  

An appropriate understanding of combustion can highly increase engine efficiency and 

power output, it is important to characterise the features of turbulent in-cylinder flow 

as the flow has a significant effect on the flame and its propagation. Moreover, 

knowledge and understanding of turbulent flow can provide efficient lean-burn or high 

residual rate combustion, leading to improving fuel economy and lower emissions 

when implemented along with high energy ignition. Different types of fluid motion 

within an engine exist such as axial swirl, also referred as swirl (bulk air motions 

introduced into the cylinder with a degree of tangential momentum so as to rotate 

around the cylinder axis). Such bulk motion has been previously shown to persist 

throughout the cycle, with high turbulence generated locally at the walls [31]. The term 

tumble (also referred to as barrel swirl) denotes bulk air motions introduced to the 

cylinder with a degree of rotation perpendicular to the cylinder axis [47]. Most modern 

four-valve production engines are designed to impose such tumbling motions (often 

together with a degree of axial swirl) through the adoption of angled inlets and a pent 

roof cylinder head geometry to manipulate the turbulence [48]. 
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2.3.1 Basics of Turbulent Combustion  

Pre-mixed combustion requires both atomized fuel and air to operate, this is valid for 

both spark ignition and compression ignition internal combustion engines. The 

quantity of fuel is controlled so that the ratio of the mass of air to the mass of fuel is 

balanced between a range of 12:1 and 18:1 for a homogeneous spark-ignition 

engine. However, the AFR ratio can be misleading under some conditions as it does 

not account for when the charge is liquefied. For example, cold-start or alcohol fuels 

could cause this misleading if the desired temperature or pressure to vaporize the fuel 

could not be met. This issue can be avoided by heating the charge prior to ignition but 

this is a challenge to effectively implement in a practical and affordable manner. The 

flame development rate could also be affected by colder temperature, on the contrary, 

if the unburned gas temperature rises, the turbulent flame speed experienced after the 

spark also increases, which can have a direct knock-on effect on the subsequent flame 

development. Metghalchi & Keck [49,50] presented in, Figure 2.12 the variable nature 

of the burning velocity rate and its dependency on  AFR for differing fuels. 

 

Figure 2.12. The laminar burning velocity as a function of the equivalence ratio, 

adapted from Metghalchi & Keck [49,50]. 
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ratio. Due to dissociation at high temperatures, molecular oxygen can be found in the 

burned gases when operating under stoichiometric fuelling, thus some additional fuel 

can be added and burned and a higher Indicated Mean Effective Pressure (IMEP) is 

provided due to the increased temperature and pressure [51]. It’s important to mention, 

at either side of this optimum there is a very steep drop-off in the speeds recorded 

because under yet richer conditions, the lack of available oxygen (extra fuel) and a low 

ratio of specific heats causing a vast reduction in combustion (and three-way catalyst) 

efficiency and, ultimately, misfire even though at first causing charge cooling and 

knock reduction. However, some caution is required when considering such data 

obtained under laminar like conditions due to considerable spread amongst the data, 

as both differences in measurement or calculation techniques or whether or not the 

influence of flame distortion, stretch and cellularity have been considered [20,51]. 

2.3.2 Turbulent Flow  

Many advantages of turbulent flow exist such as accelerating burn rate, more complete 

combustion and better mixing of the charge. Without turbulence, there would be not 

enough time for efficient combustion in typical automotive internal combustion 

engines. In addition, deliberately increased rates can assist with charge mixture 

preparation and ensure thorough mixing with any residual gases so as to help ensure 

high dilution tolerance. Ultimately improved thermal efficiency and increased output 

may be achieved. However, the limits of turbulence have to be taken into 

consideration. Excessive turbulence can cause flame quenching and increased 

combustion duration, hence reducing combustion efficiency that leads to increased 

pollutant emissions. Turbulence can be described as a large and small-scale eddies co-

existing in a chaotic manner, cycle to cycle variations are the nature of turbulence as 

it is unsteady. However statistical analysis with enough accurate data can be used to 

calculate instantaneous local fluid velocity under steady conditions as [31]. 

𝑈(𝑡) = 𝑈̅ + 𝑢(𝑡) (2.2) 

where 𝑈̅ is the mean flow velocity and is defined as the time average of 𝑈(𝑡). The 

universal fluctuating velocity component 𝑢 can be defined by its root mean square 

value 𝑢′ to give the turbulence intensity:  
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𝑢′ = lim
𝜏→∞

[
1

𝜏
∫ (𝑈2 − 𝑈̅2) 𝑑𝑡
𝑡0+𝜏

𝑡0

]

1/2

 (2.3) 

Because a number of different length scales exist in the flow, so the flame front shape 

is wrinkled, the eddy size and pattern are affected by the engine geometry; the largest 

eddy can be as large as the cylinder height and/or bore and the smallest one is governed 

by the molecular diffusion. integral length scale 𝑙𝐼, can be used to define turbulence 

that can be considered as an average intensity of the average sized eddies. 

Experimentally 𝑙𝐼 is defined as the integral of the coefficient of the fluctuating velocity 

𝑅𝑥 (number of data points taken) at two points in the flow with respect to the distance 

between them [20,31]. 

𝑙𝐼 = ∫ 𝑅𝑥𝑑𝑥
∞

0

 
(2.4) 

 Where 𝑅𝑥 can be defined as 

𝑅𝑥 =
1

𝑁𝑑 − 1
∑

𝑢(𝑥0)𝑢(𝑥0 + 𝑥)

𝑢′(𝑥0)𝑢′(𝑥0 + 𝑥)

𝑁𝑑

𝑖=1

 (2.5) 

This application has a restriction that requires a vast amount of information in order to 

statistically minimise cyclic variation effects. Hence many researchers considered 

length scale calculation by finding a correlation between the integral time scale 𝜏𝐼 ( 

much easier to measure) and length scale. This can be defined as the correlation 

between two velocities but at a fixed point in space with differing times instead of 

trying to follow the flow around the bore [31].  

𝜏𝐼 = ∫ 𝑅𝑡𝑑𝑡
∞

0

 
(2.6) 

𝑅𝑡 =
1

𝑁𝑑 − 1
∑

𝑢(𝑡0)𝑢(𝑡0 + 𝑡)

𝑢′(𝑡0)𝑢′(𝑡0 + 𝑡)

𝑁𝑑

𝑖=1

 

(2.7) 

Based on this Tabaczynski  [52] was able to correlate a link between the scales when 

the turbulence is relatively weak:  

𝑙𝐼 = 𝑈̅𝜏𝐼 (2.8) 
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Equation (2.8) provides a method of calculating the largest length scales a method 

must be found for calculating the smallest and therefore  first scales a flame encounters 

(Kolmogorov length scale 𝑙𝑘). At smallest scale the molecular viscosity will dominate 

any kinetic energy, hence dissipating it to thermal energy. Kolmogorov length and 

time scales can be defined by assuming 𝜀 represents the dissipation per unit mass and 

𝑣 kinematic viscosity [31,52]. 

𝑙𝑘 = (
𝑣3

𝜀
)

1
4

 

(2.9) 

𝜏𝑘 = (
𝑣

𝜀
)

1
2
 

(2.10) 

The size of the smaller eddies (Kolmogorov length scale) is shown in Equation (2.9) 

while the Kolmogorov time scale (Equation(2.10)) characterizes the momentum-

diffusion of the structures. Everything that is dissipated at the smallest scales, has to 

be present at larger scale first. Since the dissipation rate is equal to the kinetic energy 

production rate, an approximation for the rate at which kinetic energy is supplied to 

the small scales can be obtained. The kinetic energy of the flow is proportional to ϙ2. 

Where ϙ is the system size. The time scale of the large eddies can be estimated as 𝐿 ϙ⁄  

where L is the length of large eddy, that can also be assumed as system length, and  ϙ 

can be defined as system size. Assuming that the kinetic energy supply rate will be 

related to the inverse of this time scale. The dissipation rate can now be estimated by 

the following relation: 

𝜀 =
ϙϙ

𝐿
ϙ⁄
=
ϙ3

𝐿
 

(2.11) 

2.4 Charge Motion Effects  

2.4.1 Swirl  

As already mentioned previously, swirl can be defined as the rotation of the charge in 

the cylinder around a central axis. It can be generated by inclining the inlet pipes in 

the radial direction in ported engines. In four stroke engines, swirl may be produced 
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by the induction system; e.g. helical or tangential inlet ports, shrouded valves and valve 

deactivation. The intensity of the imposed swirl can be quantified by the swirl ratio, 

𝑅𝑠 (Heywood, [31]) where 𝜔𝑛 is the angular speed of the rotating crank shaft and 𝜔𝑠 

is the angular velocity of a solid body swirl, measured by swirl meter or by laser 

velocimetry techniques. 

𝑅𝑠 =
𝜔𝑠
𝜔𝑛

 ( 2.12 ) 

The swirl improves the mixing of air and fuel in the charge to encourage a homogenous 

mixture. In 1977 early attempts to measure swirl was made by Nagayama, Araki, and 

Iioka [53], that involved using a tracking paddle wheel that pivoted about the cylinder 

axis. A more modern method, image velocimetry techniques such as PIV (Particle 

Image Velocimetry) and LDV (Laser Doppler Velocimetry) has been used to measure 

the in-cylinder flow [54,55]. The comparison between old fashioned way of measuring 

swirl and using velocimetry techniques (PIV) with CFD (Computation Fluid Dynamic) 

were performed by Nordgren and coworkers [56] and they proved that the old 

fashioned wheel could not correct for, or predict, the swirl centre migrating away from 

the cylinder axis, whereas CFD and PIV could. Also, average angular momentum 

should be used in Equation ( 2.12 ), as the value is much lower nearer the walls than 

in the centre due to viscous drag and friction, average value considers flow to be 

uniform throughout the flow field. In the modern engine 𝑅𝑠 is constantly changing and 

can be as high as 5 or 10 [47]. Much of the angular momentum induced is then lost as 

the mixture is compressed but swirl is not completely dissipated; creating another type 

of motion when it is compressed called Squish. 

2.4.2 Squish and Tumble  

Squish happens as the piston arrives at TDC (Top Dead Centre); at the end of the 

compression stroke to be more precise where the mixture on the outer edges of the 

cylinder is caused by a reduction in volume at the outer edges forces the mixture 

towards the cylinder axis in a radial inward motion. The amount of squish depends on 

the engine geometry in a way that an engine with a pent-roofed, flat-bottomed 

combustion chamber has a different squish than a flat-topped or a bowl piston crown. 

Squish can be defined as the percentage squish area – the percentage of the cross-
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sectional area of the piston crown (𝐴𝑠 = 𝜋𝐵
2/4) that is nearest to the cylinder head as 

the piston approaches TDC [31]. The instantaneous displacement of the charge over 

the outer section of the piston crown of the squish region, especially in bowl crowns 

must satisfy the mass conservation. This velocity for a simple pent-roof design is:  

𝑣𝑠𝑞

𝑆𝑃
=

𝐴𝑠
𝑏(𝑍 + 𝑐)

[1 −
𝑍 + 𝑐

𝐶 + 𝑍
] 

(2.13) 

where 𝐴𝑠 is the squish area, 𝑏 is the width of the squish region (usually the bore), 𝑍 is 

the distance between the piston crown top and the cylinder head and 𝐶 is the conrod 

length. Even though these models neglect blow-by and friction losses, a very good 

estimate for the squish velocity can be achieved [31].  

2.5 Ignition 

Combustion can be divided into three phases when analysing the burn duration [30]: 

1 Initial laminar burn – usually 1-10% MFB where the flame kernel is small 

enough, so the turbulence influence is negligible.  

2 Turbulent burning – The main part of the combustion that includes, wide 

flame front and pockets of unburnt mixture entrained behind the flame front. 

This is usually referred to as 10-90% MFB  

3 Final burn – The final burn phase (90-100% MFB) is much slower since by 

now the flame front area will be progressively reduced because of contact 

with the combustion chamber surfaces.  

For the propagation of a spherical laminar flame, with a radius of 𝑟 , the geometrical 

stretch rate can be described as [57]:  

1

𝐴
(
𝑑𝐴

𝑑𝑡
) =

2

𝑟
(
𝑑𝑟

𝑑𝑡
) 

(2.14) 

𝐴 = flame surface area  

The highest stretch rate happens at the early phase because the kernel can buckle and 

extinguish with only the high temperature plasma between the two spark electrodes 

able to counteract the stretch rate’s desire to quench the flame.  In this condition spark 

timing plays a significant role as it will massively influence the work extracted from 
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the charge in a way that too early a spark in the compression stroke (also known as 

advanced from TDC) and the work from initial flame will be lost as it will be count as 

negative work against the rising piston. Conversely, too late spark ignition (also known 

as retarded) leads to reduced temperature, slower burn rate and ultimately reduced 

thermal and combustion efficiencies, due to the expanding volume.  The optimum 

spark ignition timing then is in between, Figure 2.13 extracted from Amann [58] shows 

three ignition timings, retarded, advanced and in between where the maximum torque 

can be achieved (MBT). It can be seen that the advanced spark (blue) has the highest 

pressure however the torque output will be low as shown in same figure section b), 

this indicates the negative work against the rising piston. MBT timing is shortly after 

30° spark timing employed here, shown in red color and via an arrow in Section b). 

 

Figure 2.13. a) Cylinder Pressure vs crank angle for three distinct spark timings (over 

advanced, MBT and retarded); b) Effect of spark advance on the brake torque 

highlighting MBT for a given engine. Adapted from Amann [58]. 

The majority of SI engines have an MBT that relates to 50% of the mass burned 

occurring (CA50) between 8° and 10° after top dead centre with an APMax at about 

16°aTDC. As Heywood [31] mentioned there are many ways of inciting spark ignition 

and combustion in a cylinder that is primed with combustible material. As early as 

1999 the use of multi-spark discharge was investigated by Davis, Bouboulis, and Heil 

[17] to reduce the issue of poor cold starting in FFVs. These experiments were tested 

with a variety of spark geometry configurations and ethanol blended fuels and showed 

that a multiple spark discharge improved the start-ability response time of ethanol 

blended fuels [17].  
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2.6 Process of Laminar and Turbulent Combustion 

The bulk motion of mixtures around the spark have a drastic impact and is an important 

source of cyclic variation.  At the spark moment, the electrical potential rises until the 

mixture between electrodes ignites. Spark arc that is formed from ionizing streams 

propagate from one electrode to another, the created arc is a plasma which expands 

due to exothermic reactions between the species in the mixture. 

Considering laminar combustion, the spark kernel will propagate outwards in a near-

spherical manner. However, in reality, the IC engine is subject to turbulent conditions, 

but it is still necessary to understand laminar burning condition to further understand 

turbulent combustion.  

If the initial flame develops more quickly (primarily due to faster chemistry) it follows 

that more of the turbulent spectrum will become available more quickly to aid flame 

wrinkling and improve the rate of unburned mass entrainment into the flame. Such 

physical effects have been shown to be brought about by the faster initial chemical 

reaction rates with high ethanol content fuels in SI engines, but become amplified as 

the turbulent spectrum is faster encroached. 

2.6.1 Laminar Pre-Mixed Combustion 

Mixtures ahead (quiescent) and behind (entrained, unburnt) the flame can both be 

defined with laminar combustion. The threshold velocity at which the flame initiates 

combustion and has a massive influence on the remainder of combustion is the 

unstretched laminar burning velocity (𝑆𝑙). This laminar burning velocity is defined as 

the global rate of chemical reaction in the mixture and is dependent on flow mixture, 

induction temperature and in-cylinder pressure. Many researchers, for example, 

Metaghalchi, Keck and Gülder [49,59], have studied laminar burning velocities under 

typical internal combustion engine conditions that provide a good basis of study given 

the degree of experimental correlation. However accurate data for laminar burning 

velocity under these engine conditions is still insufficient and it should be noted effects 

of flame cellularity and wall friction were not considered due to experiment 

limitations.  
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Two regimes are typically used to define laminar burning velocity: stretched 

(𝑆𝑛)  (𝑚/𝑠) and unstretched (𝑆𝑙)  (𝑚/𝑠) which are correlated by  

(𝑆𝑙) − (𝑆𝑛) = ℓ
1

𝐴
(
𝑑𝐴

𝑑𝑡
) 

(2.15) 

Where ℓ is the proportionality constant, which defines the effect of the stretch and is 

often referred to as the ‘Markstein length’. This length defines the amount of stretch 

the flame will experience and can be defined in dimensionless form:  

(𝑆𝑙) − (𝑆𝑛)

(𝑆𝑙)
=
1

𝐴
(
𝑑𝐴

𝑑𝑡
) (
𝛿𝑙
𝑆𝑙
) (
ℓ

𝛿𝑙
)

= 𝐾𝑀𝑎 

(2.16) 

Where 𝛿𝑙 is the laminar flame thickness and 𝑀𝑎 represents Markstein length as a 

dimensionless group, while the Karlovitz stretch factor (𝐾) is representing the first 

three terms of Equation (2.16). Laminar flames propagating through any fuel, air and 

residual gas mixed charge are identified by the laminar flame speed 𝑆𝑙 and thickness 

𝛿𝑙. Molecular diffusivity can be used to define laminar thickness 𝛿𝑙 (𝑚𝑚) [31]:  

𝛿𝑙 =
𝐷𝐿
𝑆𝑙

 
(2.17) 

The Lewis number can be used instead of 𝑀𝑎 as it is more reliable even though 

significant work by Bradley, Lawes and Sheppard has been done to achieve consistent 

values of 𝑀𝑎. The Lewis number increases in the linear proportion of 𝑀𝑎, so it can be 

used as a measurable reference as showed by Harper [60] .  

𝐿𝑒 =
𝐾𝑡

𝜌𝑐𝑝𝐷𝐿
 

(2.18) 

Where 𝐾𝑡 is the thermal conductivity, 𝜌 is the density of the mixture and 𝑐𝑝 is the 

specific heat capacity of a constant pressure system.  

2.6.2 Turbulent Combustion 

Fluid dynamic strain can be applicable during turbulent flame propagation as the 

turbulence can distort and stretch the flamelet; this can be expressed by the turbulent 

Karlovitz stretch factor (𝐾) as the ratio of chemical to eddy lifetime as below:  
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𝐾 =
𝑢′

𝑙𝐼

𝛿𝐿
𝑆𝐿

 
(2.19) 

Where 𝑢′ is the r.m.s turbulence velocity, 𝑙𝐼 is integral length scale, 𝛿𝐿is laminar flame 

thickness, and 𝑆𝐿 is unstretched laminar burning velocity. Damköhler number (inverse 

of the Karlovitz stretch factor) was used by Abraham, Williams, and Bracco [61] in 

order to construct a map showing the differing flame regime areas in pre-mixed SI 

engines assuming weak turbulence, reaction sheets and distributed regions. From 

investigations by AbdelGayed, Al-Khishali, and Bradley [62] a correlation was found 

between the Karlovitz factor and the turbulent Reynolds number, 𝑅𝑒𝑇 :  

𝐾 = 0.157 (
𝑢′

𝑆𝐿
)𝑅𝑒𝑇

−0.5 
(2.20) 

To find turbulent entrainment velocity it is necessary to define laminar burning 

velocity as the initial laminar flame propagates from the kernel and it becomes 

stretched, so the velocity can be calculated based on the rate of entrained mixture into 

the flame front’s reaction zone, so the turbulent entrainment velocity can be found 

using the stretched laminar burning velocity:  

𝑢𝑡𝑒 =
𝑚̇𝑒
𝜌𝑢𝐴𝑖

 
(2.21) 

Where 𝐴𝑖 is the area of a circle whose radius is equal to that of the flame and 𝑚̇𝑒 is 

entrained mass flow rate. Based on 𝑢𝑡𝑒, Abdel-Gayed published correlations of flame 

regions shown in Figure 2.14. The dotted lines across the graph are measured using 

the constant stretch factor Equation (2.16) which is a product of  𝐾𝐿𝑒. The structure 

of the flame can be determined from the magnitude of this stretch factor, where 𝐾𝐿𝑒 <

0.15 is consider to be continuous laminar flame sheet burning regime. This sheet 

begins to break-up when 0.15 < 𝐾𝐿𝑒 < 0.3, localised quenching happens when this 

magnitude is between 0.3 and 1.5 and any value over 1.5 considered to be total 

quenching. 

Equation (2.20) and Figure 2.14 can be merged to demonstrate a more compact form 

over the entire range of displayed results:  

𝑢𝑡𝑒
𝑆𝑙
= 0.88 (

𝑢′𝑘
𝑆𝑙
) (𝐾𝐿𝑒)−0.3 

(2.22) 
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In 1988 Borghi confirmed that all flames in ICEs begin with laminar flames and that 

depending on the turbulent field to which they were subjected could be divided into 

different regimes based on the length and velocity scales of the flame and the 

turbulence. Shown in Figure 2.15 is the Borghi diagram which is very similar to the 

Abdel-Gayed diagram, detailing the differing regions of combustion, based on two 

non-dimensional parameters:  
𝑢′

𝑆𝑙
 and 

𝑙𝐼

𝛿𝑙
. Laminar flames are in ‘Laminar’ area of the 

Borghi diagram where 𝑅𝑒𝑇 < 1, as the flame propagate and interacts with turbulence 

then the flame fall into region labelled ‘A’, at this region the turbulence intensity is so 

small that the flame thickness is only able to wrinkle the flame front as Taylor 

microscale is higher than flame thickness. The next region identified by Label ‘B’ is 

where velocity fluctuations become larger with respect to laminar burning velocity in 

a way that (𝑢′/𝑆𝑙 = 1). This area was further explored by Peters [63]. 

Ultimately the ratio between the turbulent and laminar burning velocity 

indicates the flame speed ratio, which can be used for comparing the ability of the flow 

field to increase the rate of unburned mass entrainment.  

 
Figure 2.14. General correlation of turbulent burning velocities in terms of 

dimensionless groups. Adapted from Abdel-Gayed, Al-Khishali, and Bradley [62]. 
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Figure 2.15. Borghi diagram showing the different regimes of turbulent premixed 

flames, Adapted from Peters [63]; Borghi [64]. 
 

 

2.7 Alcohol Fuels  

2.7.1 Impact on SI engines and Alcohol Types  

Higher latent heat of vaporisation, lower unburned gas temperatures and improved 

knock resistance [65,66] are some benefits of the lower carbon alcohols (ethanol and 

methanol) to increase engine performance and efficiency over gasoline fueled engines. 

As mentioned before one of the major problems of downsized SI engines is knocking 

phenomena due to the increased in-cylinder temperature and pressure. Alcohol fuel 

with the higher latent heat of vaporisation  mainly leads to improved knock resistance 

in modern SI engines [66] and is an attractive prospect for current downsized SI 

engines. It is important to mention that the unique properties of alcohol require careful 

consideration in the engine design. In 2007 Turner [65] showed that engine output can 

be increased by 10-15% with possible additional benefits for dedicated ethanol 

operation in the future if the engine power cell and compression ratio can be optimized 

accordingly. It is important to consider the low volumetric energy content of the 
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alcohol in comparison to other fuels, as shown in Table 2.1. Moreover, in 2008 Kar 

[67] investigated the effects of gasoline-ethanol blends on vaporisation and 

thermodynamic properties, showing the blended ethanol fuels exhibit azeotropic and 

evaporation characteristics tendencies with the quicker evaporation of blends with 

lower ethanol concentrations (0-30%) than those with higher ethanol content. 

Furthermore, fuel blending with higher ethanol concentration than 85% would cause 

cold start problems due to ethanol’s higher latent heat of vaporization, which causes 

charge induction to occur with a partly liquidised fuel-air mixture. This has convinced 

many researchers to use direct injection to help alleviate cold start performance. For 

instance, in 1987 Siewart and Groff [16] concluded that an engine with low carbon 

alcohols could be started at -29°C by late injection of a high a high-pressure stratified 

charge in the cycle. Moreover, in 2007 Nakajima, Saiki and Goryozono [68] 

demonstrated that an engine running port fuel injection can be started as low as -10°C 

by deactivating one intake valve (with also the compression ratio increased from 10.5 

to 11.5). In addition to such drive-ability issues, alcohol corrosion and other detergent 

effects must be taken into consideration through mechanical engine upgrades such as 

material changes to the fueling system and valve seats [68–71]. 

While many studies have investigated the “lower” carbon alcohols, “higher” carbon 

alcohols such as butanol, pentanol, and propanol have also been suggested and 

considered for automotive use. These fuels are expected to have better resistance to 

water contamination, lower Reid Vapour Pressure, and a higher calorific value 

making the related fuel consumption better than ethanol-based counterparts. In 

addition, in 1998 Yacoub, Bata and Gautam [73] investigated adoption of much higher 

carbon alcohol-gasoline fuel blends in a single-cylinder research engine and indicated 

that these fuels showed a much higher resistance to knock when compared to gasoline. 

However, Aldehyde emissions were higher for all alcohol blends, with formaldehyde 

as the main constituent regardless of the type of alcohol in the blend [66].  

In 2009 Cairns [66] studied ethanol and butanol gasoline blends in a way that both 

fuels had comparable oxygen mass weighting; ethanol 10% versus butanol 16% both 

with 3.35% O2 weighting. It was concluded that higher carbon alcohol (butanol) and 

lower carbon alcohol (ethanol) had similar fuel consumption rate and similar spark 

timing for MBT combustion at part-load. Other studies comparing the same fuels were 

undertaken in a single-cylinder optical research engine with fixed spark timing by 
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Malcolm in 2007 [74]. This study reported no major difference between the three 

tested fuels, E25, Bu25 and neat iso-octane (in terms of combustion characteristics). 

Shown in Table 2.1 is a direct comparison of lower carbon alcohol fuels to traditional 

fuels (both typical gasoline and iso-octane). In many automotive applications, alcohol 

fuels are used to dilute and blend in a way to enhance performance and reduce 

emissions without fundamental changes to the power plant. Elsewhere, Bata [75] 

calculated the performance of various gasoline/butanol splash blends in a 2.2 litre 

naturally aspirated research engine. These workers found an increase in specific fuel 

consumption of 6.5% when using 20% butanol. However, the relative production cost 

and emissions of butanol must be taken into consideration as well and it has currently 

limited global uptake. 

The clear fact can be observed from Figure 2.16 that ethanol has a lower volumetric 

energy content. This observation is further explained in Figure 2.16 showing 

volumetric energy content of ethanol-gasoline blends is linearly reduced as the ethanol 

content rises.  

 

Figure 2.16. The volumetric energy content of ethanol gasoline blends displaying the 

fact that as the ethanol content rises, the energy content falls in a linear fashion [66]. 
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Table 2.1. Properties of iso-octane and gasoline compared with two alcohol fuels 

(ethanol and butanol). Adapted from Heywood, Turner, Zhao, and Brouzos [29,63,74]. 

Property Iso-octane Gasoline Ethanol Butanol 

Chemical Formula C8H18 C4-C12 C2H5OH C4H9OH 

Density at 

atmospheric pressure 

and temperature 

(kg/m3) 

0.692 0.72-0.78 0.792 0.81 

Lower Heating Value  

(MJ/kg) 

44.3 43.4 26.9 32 

Stoichiometric AFR 15.13 14.6 9 11.1 

Molecular Weight 114.23 110 46.07 74.12 

Volumetric Energy 

Content (MJ/litre) 
30.6 31.6 21.2 31.6 

RON 100 95 109 98 

Sensitivity  

(RON minus MON) 

0 8-12 18 10 

Reid Vapour Pressure 

(bar) 
0.52 1.03 0.18 0.03 

Latent Heat of 

Vaporisation (kJ/kg) 
308 305 840 430 

Auto-ignition 

Temperature (°C) 
NA 260-460 360 314 

Oxygen Content by 

Weight (%) 
0 0 34.8 21.6 
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2.7.2 Social, economic and environmental aspects  

Ethanol production from cereals requires several steps including milling, 

saccharification, fermentation, distillation, and dehydration. However, if the ethanol is 

to be produced from sugar syrups (molasses), a by-product from the sugar refining 

process, milling and saccharification are no longer needed. Ethanol production cost 

has been reduced by half compared to 1980 [77]. For example, the residual cane 

bagasse can be burned in furnaces to generate steam in sugar-cane ethanol production; 

this can be used to generate electricity using steam turbines that not only provides 

enough electricity for the ethanol power plant but also commercial uses. Moreover, 

power plant efficiency has been steadily increased since 1980.  

Various oil crisis and international sugar price fluctuations [78] in the 1970s demanded 

a solution in Brazil.  The Pro-Álcool program arose, promoting internal energy security 

and incentives to agricultural and industrial sectors connected to the sugarcane market 

in the 1970s to address this issue. Nowadays, flexible fuel (FF) SI engines are available 

in the vast majority of Brazilian cars including hydrous ethanol (E95W05) and gasohol 

(E27) [79]. Despite the vast majority usage of any mixture of gasoline and ethanol in 

the FF SI engines, some can also operate using “natural” gas (gasoline/ethanol 

mixtures) [80]. In the 1970s the USA introduced tax credits for ethanol production as 

a solution to overcome international oil dependency [81] due to the mentioned oil and 

sugar price fluctuations and to support the corn agricultural sector; also due to 

environmental concerns regarding gasoline anti-knock additives (leaded gasoline). 

After 2005 USA government policies developed a huge ethanol production growth 

[82] that enabled the USA to be the largest ethanol producer globally in the following 

years, as shown in Figure 2.17. Nowadays a minimum of 10% ethanol in US gasoline 

is mandated through policy, with 15% ethanol also available in 28 US states and 85% 

ethanol expected by the end of 2017 [83]. It can be seen that global ethanol production 

has doubled in the last decade and this has been promoted by more countries to tackle 

emissions from GHG and replace fossil fuels.  European countries have committed to 

adopting 10% ethanol (E10) by 2020 [84], with E5 currently being the most common 

ethanol gasoline blend in the EU but with E10 already available in Belgium, Finland, 

France, and Germany. More widely, China and India also plan to promote E10 

mandates by 2020 [84,85].  
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Figure 2.17. Global ethanol production by country/region and year. Adapted from 

[84,85].  

Caution must be taken in the land usage for ethanol production as if the land used for 

food is to be replaced by the one for ethanol crop production and by considering water 

and biodiversity then the overall greenhouse gas emissions from this crop source 

would be even greater than those of gasoline [86–88]. Emissions of ethanol and fossil 

fuels have been studied based on life cycle with a focus on CO2. These studies 

generally claim that ethanol life cycle pollutant gaseous emissions from specific 

feedstock are reduced compared to fossil fuels, as shown in global reports presented 

in [89–91]. Presented in Table 2.2 is the CO2 emission for ethanol-gasoline blends and 

diesel in the following categories, well to tank (WTT), tank to wheel (TTW) and well 

to wheel (WTW). Diesel WTT is reasonably good because diesel engines have a higher 

brake thermal efficiency, also most diesel is a straight cut in the crude oil distillation 

process which means naturally about one-third in the distillation column is diesel [92]. 

It can be seen that the emissions differences of (TTW) between pure ethanol and 

gasoline are similar, so the main benefits are from fuel production pathways in a way 

that when comparing (WTW) with worst production pathway of ethanol to 

conventional gasoline emissions, still fossil fuel results in higher GHG emissions. 
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Nevertheless, ethanol usage is still dependent on its production price, which is directly 

linked to the energy consumption during the whole biofuel production cycle. Other 

production pathways using nonfood crops would be able to provide more benefits 

regarding GHG emissions, no food competition, land usage change, between others. 

However, problems exist such as within the enzyme-based lignocellulose-to- ethanol 

process which leads to more expensive production methods in comparison to first-

generation ethanol production [82,93]. 

Table 2.2. WTT, WTW, and TTW GHG emissions (CO₂ equivalents) for a selection 

different biofuel for 2010. Adapted from [91]. 

Fuel WTT g CO2/km TTW g CO2/km WTW g CO2/km 

E100 -127 to 30 146 19 to 176 

E85 -82 to 29 143 61 to 171 

E20 6 to 28 148 154 to 176 

E10 17 to 28 150 166 to 178 

Gasoline 29 156 185 

Diesel 25 120 145 

2.7.3 Hydrous ethanol 

A five stage process is required to mass produce ethanol fuel according to Quintero 

and Montoya [94] These steps include: pre-treatment of the raw material, hydrolysis, 

fermentation, separation and dehydration, and wastewater treatment. After the 

fermentation phase, the residual water content varies from 6% to 12% [5]. Further 

distillation can be used to separate ethanol from water up to 96% (v/v) ethanol purity, 

the processed product is then generally referred to as hydrous ethanol. Another step 

can be implemented to increase the purity of ethanol via further dehydration. 

Conventionally, extractive distillation using ternary azeotropic mixtures are used by 

the addition of benzene, heptane, cyclohexane, or other hydrocarbons to the 

ethanol/water mixture. The produced azeotrope boils at a lower temperature than the 

ethanol/water azeotrope, hence separating the hydrocarbon and water from ethanol 

albeit at high energy cost [95]. Moreover, a more modern method that has a higher 
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capital cost but lower energy demand in comparison to the extractive method can be 

implemented. This method uses molecular sieves with a zeolite material [96] which is 

based on a hydrophilic zeolite material that contains big enough pores to absorb water 

molecules (2.8 Å) but not the smaller ethanol molecules (4.46 Å), which then leads to 

mixture separation.  

Energy expense during distillation after 80% ethanol-in-water content increases 

exponentially [5–7,97,98]. Hence it can be concluded that most energy intensive 

process is ethanol-water separation processes (distillation and dehydration) after 80% 

ethanol-in-water content. Presented in Figure 2.18 is the ethanol distillation energy per 

litre versus a number of distillation stages, which clearly shows this exponential trend. 

So, many researchers studied and considered the use of wet ethanol with higher water 

content rather than that of hydrous ethanol to reduce overall fuel production cost. It is 

clearly shown in Figure 2.19 that, for USA corn ethanol ,for example, significant 

energy can be saved (WTT) by using wet ethanol instead of anhydrous ethanol (pure 

ethanol). Despite the possible benefits of using wet ethanol and good indications for 

the distillation processes in Figure 2.18 and Figure 2.19 respectively, the increases in 

process optimization and new technologies must be taken into consideration. Previous 

work [6] showed distillation would result in more benefit for higher water content wet 

ethanol, even though another modelling study showed economical distillation of until 

90% of water-in- ethanol [8]. 

 

Figure 2.18. Ethanol distillation energy per litre. Number of Distillation Stages: * 8 

stages; ** 12 stages; *** 19 stages. Adapted from [5,6,8]. 
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Figure 2.19. Comparison of net energy balance for anhydrous and wet ethanol 

(E65W35) taking into account all ethanol production steps [7]. 
 

2.7.4 Hydrous ethanol application in SI engines  

The application of hydrous ethanol has been reported since before the Second World 

War as described by Wiebe and Porter’s report of 1949 in the US scenario [99]. The 

main reason for this application was to increase the power of aircraft engines during 

takeoffs. Low octane gasoline was used to power those engines; hence, hydrous 

ethanol was injected into the intake system of these aircraft engines to reduce charge 

temperature and decrease knocking. Reports from the 1980s in the US [100,101] 

present results from an unpublished report of Deardorff (1979) that shows a water-in-

ethanol content of 10% provide the best engine thermal efficiency, however, a decrease 

in generated power per unit of fuel volume was unavoidable due to the lower heating 

value of ethanol-water mixtures. In this experiment a six-cylinder inline engine 

gasoline engine was used, running on different wet ethanol mixtures. Carburettor jet 

nozzles were modified to enable operation with ethanol (as well as spark timing 

adjustments). Later in 2002, a catalytic igniter technology was used to enable 

combustion of 30% water in ethanol content [102], further study in 2005 [103]. The 

catalytic igniter was installed inside a pre-chamber in a way to propagate a torch 
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ignition like combustion through the combustion chamber. This was used to solve the 

problem of engine cold start and avoid costly high energy spark systems. Both NOx 

and CO emissions were reduced significantly during the experiments; around 90% 

reduction in NOx was also reported at some tested points. The reported CO reduction 

was mainly due to the CO water-gas shift mechanism. To the contrary, hydrocarbon 

emissions increased substantially.  

In 2007 Brewster [11] investigated the application of hydrous ethanol of up to 20% 

water on a mass basis, in four-cylinder air-assisted direct injection (DI) turbo-charged 

engine at high loads (from 10 to 20 bar BMEP). More advanced spark timing was 

reported for hydrous ethanol MBT. Moreover, higher exhaust gas temperatures were 

reported due to longer combustion durations that were the outcome of delayed spark 

timing for hydrous ethanol. Longer flame development angle and combustion duration 

were noted as the amount of water in ethanol content increased, resulting in a reduction 

of BMEP. It was also reported that water in ethanol reduced in-cylinder pressure and 

temperature gradients that showed the potential of water in knock mitigation. NOx was 

reduced, and THC emissions increased with water in-ethanol content increase due to 

a lower temperature. 

In 2008 Dal Bem [104] studied the use of E75W25 (wet ethanol) and E99W1 

(anhydrous ethanol) in a modified four cylinder in-line 1.0 litre flex fuel PFI engine 

under both compression ratios of 13.6:1 and 16.2:1 at full throttle. The increased water 

content in the lower compression ratio (13.6:1) reduced power and torque considerably 

and increased specific fuel consumption noticeably. Spark timing advance was 

required, and exhaust temperatures were reduced. Engine thermal efficiency was 

slightly lower. CO and NOx emissions were considerably reduced while THC 

emissions increased to almost double the amount. The higher compression ratio 

(16.2:1) resulted in higher peak torque and power and THC significantly increased 

while NOx was reduced, there was no comment about knock and in-cylinder pressure 

sensors were not used. Anhydrous fuel could not be run at 16.1:1 compression ratio.   

Munsin and Laoonual [15,105] studied hydrous ethanol fuel in small SI engine 

generator set. These workers operating at an engine load of 3.8 bar BMEP, concluded 

that the brake efficiency for E95W5 (wet ethanol containing 5% of water) was near 

20% [14] and stated the engine running hydrous ethanol could satisfy 2011 emissions 



Chapter 2                                                           Flow & Combustion in Spark Ignition Engines 

 

41 

 

regulations when using a three-way catalytic converter. Moreover, it has been shown 

that an increase in water content reduced the overall engine efficiency and increased 

unburned hydrocarbon and aldehyde emissions. The serious engine part wear and oil 

lubricant contamination were reported. No combustion analysis was presented.  

More recently,  research by Aleiferis and co-workers [106] reported that hydrous 

ethanol of 10% water content resulted in a faster flame propagation combustion with 

a constant intake air pressure compared to gasoline and iso-octane base-fuels. In 

addition, this study compared PFI (port fuel injection) and DI (direct injection) result 

in single cylinder optical SI engine at very low load (nearly 1.5 bar IMEP). Increase 

in combustion duration was reported for water-in-ethanol fractions above 10% and 

shortened under PFI operation. A higher level of droplet diffusion burn in the flame 

development images was observed in direct injection when compared to PFI operation.  

Overall most prior studies of hydrous ethanol fuel showed that the water added to the 

fuel will reduce the combustion temperature due to both dilution and revised chemical 

kinetic mechanisms, leading to longer combustion duration with a higher fraction of 

unburned hydrocarbons and intermediate species but lower NOx formation.  

2.8 Summary of Literature 

The currently reported work is generally concerned with the optical study of future 

fuels for next generation SI engines. The literature reviewed has uncovered the key 

fundamental combustion parameters and main trends towards clean high efficiency 

spark ignition engines, with ethanol blended fuels being progressively more widely 

adopted in key areas.  Such fuels offer good synergy with modern downsized direct 

injection SI engines, where the high anti knock rating of the ethanol may be leveraged. 

When produced via sustainable means, such fuels offer inherent CO2 reductions, which 

may be maximized if residual water content can be tolerated. However, a lack of 

understanding of the influence of such residual water on the fundamentals of the 

combustion remains apparent. Prior studies have lacked flow and flame imaging, with 

the potential influence of the flow insufficiently quantified to allow observations to be 

largely attributed to the fuels alone.  
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3. Experimental Engine and 

Instrumentation 

 

 

3.1 Introduction 

The experimental test facilities used during this work are described in this chapter. 

This includes the engine test bed, single cylinder optical research engine with its 

component and control units, air inlet and exhaust systems, ignition and injection 

systems, data acquisition system and fuel supply system. The optical engine operation 

and maintenance schedule including a pressure sensor and injector calibration 

procedures are also briefly explained. The engine has been used extensively for several 

years, as reported previously by prior researchers including Tongroon, Attar, Ma, and 

Liu [107–110].  

3.2 Engine Test Bed 

The engine test bed comprises a bespoke Ricardo Hydra optical single cylinder DISI 

research engine, mounted on a Cussons single cylinder test bed with an integrated 

dynamometer, oil and coolant module control systems. As is usually the case with 

single cylinder optical research engines, cyclic variations in speed were reduced using 

an oversized flywheel directly coupled to the engine crankshaft. In addition, the 

Cussons rig included an appropriately heavy base plate to help dampen the vertical 

vibrations (essential in optical work, with acceptable low vibrations verified by a crude 

“penny test” i.e. placing a penny on the optical head and physically observing no penny 

movement during motoring or firing).  
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3.3 Dynamometer 

The Dynamometer was manufactured by McClure as an electric DC machine capable 

of a maximum speed of 6000 rpm rated at 400volts and 70 amps with a continuous 

power rating of 30 kW. The assembly is operated through a KTK thyristor converter 

unit (type 6P4Q30) so could be used as a DC motor to drive the engine for starting and 

motoring operations (i.e. when the engine was operated as an air compressor with non-

firing operations) and/or as a DC generator during engine braking operations (i.e. when 

the engine was operated as an air expander with firing operations). Whilst performing 

the engine braking operations, the DC power generated by the dynamometer was 

converted to three-phase AC power by the converter unit and fed back into the mains 

supply. A speed signal was provided by a tacho-generator mounted on the 

dynamometer shaft so that the speed selected at the control console by the operator 

was maintained within an accuracy of < ±5rpm by automatic adjustments to the 

motoring or loading torque. The cooling method for the dynamometer was via an 

electrically driven force ventilation fan mounted on the base frame.  

3.4 Coolant and oil systems 

The lubrication and coolant pump circulation were integrated into the test bed base 

frame. The engine coolant was a mixture of de-mineralised water and commercial anti-

freeze with a mixing ratio of  2:1. The coolant was drawn from the bottom of the header 

tank and pumped through the heat exchanger before entering into a three-way valve 

which separated and controlled the flow for both the engine block and cylinder head 

as shown in Figure 3.1 with the engine setup schematic presented in Figure 3.2, which 

operated on fully separated flow paths. Upon exiting the engine, the coolant returned 

to the top of the header tank via separate return pipes. An electric heater was in place 

within the system in order to achieve a desired operating temperature prior to and 

during starting and motoring operations. The coolant temperature was measured and 

controlled via a closed loop system by a Spirax Sarco probe sensor mounted in the 

vertical subframe of the header tank. The lubrication system included a pump driven 

with an AC motor and a heat exchanger that controlled and monitored the oil 

temperature by another Spirax Sarco sensor with a closed loop control system. Both 

the coolant temperature (with an accuracy of < ±2°C) and oil temperature (< ±4°C) 

were adjustable by the control panel to have different operating conditions. 
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Figure 3.1. Engine Test Bed. 

 

Figure 3.2. Coolant Setup Schematic. 
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3.5 Experimental Optical Engine 

3.5.1 General description 

A customized single cylinder DISI optical engine was used in this study. The basic 

engine specifications are presented in Figure 3.3 and the optical engine schematics are 

presented in Table 3.1. The cylinder head had a pent-roof combustion chamber design 

with a centrally mounted spray-guided direct injection as presented in Figure 3.3. The 

engine was fitted with a "neutral" intake port, without the sharp inner corner radius 

associated with high tumble engine designs and the four valves were operated by 

double overhead camshafts housed in an aluminum casing. The bottom-end was based 

on a Ricardo Hydra, mounted on a 30kW Cussons test bed with integrated oil and 

coolant control. The Hydra was fitted with a customized cast iron block, wet liner, and 

a Bowditch piston as indicated. The Bowditch type piston allowed for a 45° mirror to 

be placed inside the hollow core providing optical access to the combustion chamber 

through a quartz piston crown. A sandwich plate was designed to join the cylinder 

head and the extended block with two additional side windows (21mm height) 

providing additional optical access to the combustion chamber. There was no optical 

access to the pent-roof area. 

Table 3.1. Key Engine Specifications. 

Displaced volume 447 cc 

Stroke 89 mm 

Bore 80 mm 

Compression ratio 8.67:1 

Inlet valves diameters 29.5 mm  

Exhaust valves diameters 21 mm 

Valve lift  9 mm 

Cam duration (Exhaust, Intake) 220°c.a. (end of ramp) 

EMOP 265° aTDC (compression) 

IMOP 455° aTDC (compression) 

Engine Coolant temperature 90℃ 

Start of Injection 270° bTDC 
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Figure 3.3. Engine Setup Schematic. 

3.5.2 Optical Cylinder Head 

The extended piston was made of aluminium. It was mounted on a lower cylinder block 

attached directly to the engine crankcase. The extended piston mounted on the lower 

piston ran in the lower block utilizing two compression rings and one oil control ring 

(PTFE compression rings lubricated with grease). The flat-topped piston crown quartz 

window had 55 mm diameter, allowing 50% of the horizontal bore area to be imaged. 

Figure 3.4 shows the visible area provided and the positioning of the valves. The blow-

by effect was a concern in this design as the piston top-land was abnormally longer 

than standard piston design as compression rings had to be in a safe distance at top 

dead centre from side windows extended piston is presented in Figure 3.5. 

Fuel Injector, Located 

behind the spark plug
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Figure 3.4. Combustion Chamber and Piston Crown. 

 

 

Figure 3.5. Extended Piston Assembly. 
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3.6 In-Cylinder Pressure Measurement  

Cylinder pressure variation is mainly due to volume change and combustion, the effect 

of volume change on pressure can be accounted for; thus, the combustion 

characteristics can be obtained from accurate pressure data. In addition, pressure 

measurement can indicate cyclic variation and can clearly show any misfiring or 

knocking combustion. Pressure can be used for the engine performance analysis such 

as engine load measurement or for heat release analysis such as mass fraction burned 

analysis. In order to measure the in-cylinder pressure, a Kistler type 6055B80 

piezoelectric pressure transducer, connected to a charge amplifier Kistler type model 

568 via a high impedance cable, was used in this experiment. The sensor was installed 

flush with the chamber wall. The pressure transducer was calibrated with a dead weight 

pressure gauge apparatus to provide accurate measurement; this was done by assigning 

the voltage signal outputs from the transducer to the correct pressure readings. To 

achieve accurate calibration, the face of the transducer was cleaned in an ultrasonic 

bath followed by attaching it to the hydraulic circuit of a “dead weight” testing rig. A 

pressure sensor in the inlet was used to input in the LabView program the intake 

pressure of 0.5 bar to offset the in-cylinder pressure. The hydraulic circuit was then 

pressurised by adding known loads (precision weights) to the balancing piston of the 

tester, the corresponding voltage signal outputs provided by the transducer could then 

be linearly correlated by applying a range of different weights within the full 

measuring range of the pressure transducer. The transducer was calibrated within a 

maximum range of 100 bar as the maximum in-cylinder pressure during the 

experiment was not intended to exceed this limit (associated with the optical 

components). The time constant of the charge amplifier was set to ‘long’ for calibration 

purposes, this would be switched to ‘short’ throughout the actual experiments to 

account for the rapid change in pressure during in-cylinder pressure measurements. 

The corresponding pressure-to-voltage ratio was 10.03bar/V, which was entered in the 

data acquisition software for the relevant pressure calculations. Thermodynamic loss 

angle, which is the measure of the angle before TDC at which the peak motoring in-

cylinder pressure arises due to thermodynamic irreversibilities including heat transfer 

and mass blow-by, was selected based on the previous researcher. A prior worker at 

Brunel [111] has concluded that the use of a capacitive probe allows the most accurate 

determination of the loss angle, where the engine may be motored under warmed up 
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conditions and the loss angle directly measured in a dynamic testing condition (albeit 

without combustion present). Unfortunately, no such probe was available at Brunel at 

the time of the tests. Therefore, a loss angle of 1.0 was selected based on prior 

experience of optical SI engines and the general recommendation of the pressure 

measurement manufacturer, AVL. One percent error in thermodynamic loss angle 

calculation could lead to 10% error in IMEP calculations. The in-cylinder pressure 

data acquisition system was capable of measuring pressure up to 100 bar with a 

sensitivity of 19.4 pC/bar and uncertainty of ± 0.1%. 

3.7 Injector and ignition timing control system 

The injector used in the experiment was a Siemens Piezo production part (MAHLE 

Part Number: NGM00084766), which sprayed a 90° fuel cone directly in front of the 

spark plug. Design information in terms of the external packaging of the injector and 

recommended the location of the spark plug relative to the plume were provided by 

MAHLE powertrain, however moderate modification to the cylinder head and the 

injector were carried out by a previous colleague [110] researching on the same engine. 

To achieve the precise requirements for the spray pattern, moderate modifications to 

the cylinder head and the injector was carried out to comply with these manufacturer 

guidelines, as illustrated in Figure 3.6. The clamping method adapted replicated that 

used in the MAHLE DI3 engine assembly, which was previously developed by 

MAHLE in collaboration with the injector suppliers. Set out in Figure 3.7 is the 

clamping method for the Piezo injector, which was used throughout the experiments 

with parts included, Forked clamp (Yellow), Clamp supporter (Blue block), Threaded 

bar (Green) and Injector tip washer (Red). The recommended peak operating pressure 

of the injector was 200 bar, the burst pressure of the injector was informally confirmed 

with Continental (formerly Siemens) to be 275 bar. Researcher at Chalmers University 

of Technology Gothenburg [112] have experimentally investigated the spray 

formation and consequent atomisation of such outward opening piezoelectric gasoline 

DI injector mentioned above using a constant pressure spray chamber. The sizes and 

velocities of the droplets and the resulting spray shapes were evaluated by adopting 

Planar Mie scattering and PLIF techniques (with the same fuel and tracer 

configurations used throughout the currently reported thesis) combined with Phase 

Doppler Anemometry (PDA) analysis and high-speed imaging. Figure 3.8 shows the 
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spray formation via Planar Mie images illustrating the shapes and movements of the 

spray generated by a single injection of 10mg fuel under 200bar rail pressure at four 

different time points. 

 

Figure 3.6. Manufacturer guidelines for injector location. (provided courtesy of 

MAHLE powertrain). 

 

 

Figure 3.7. Clamping method for Piezo injector. 
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Figure 3.8. Planar Mie images showing the liquid fuel distribution at four time points 

during a single injection of 10 mg fuel at 200bar [112]. 

The spark ignition timing was controlled by an in-house built control system shown in 

Figure 3.9 that picks up a reference signal and generates a spark ignition trigger with 

an adjustable time offset and signal width. For this unit to work a reference signal and 

a clock signal to set the timing and width of the spark ignition was required. The signal 

was provided by a shaft encoder mounted onto the end of the crankshaft. The encoder 

generated a Transistor-Transistor Logic (TTL) signal for each crankshaft revolution 

and crank angle based clock signals of a resolution of 1ºCA. The clock signal was used 

to set spark timing in crank angle. This spark ignition system was designed for a 4-

stroke engine by taking two revolutions per engine cycle. The reference signal was 

generated by an “AND” gate logic unit which picked up signals from the crankshaft 

encoder and a signal generated by a cam sensor on the exhaust valve camshaft pulley 

wheel. 
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Figure 3.9.  Spark Ignition Control System 

3.8 Camshaft 

The camshafts used throughout this research provided 9 mm valve lift with 220 °CA 

duration (end-of-ramp) operating with normal valve timing. The overhead camshafts 

were driven from the crankshaft using a synchronous belt drive with an adjustable 

jockey tensioner. The valve timing was adjustable by using slotted holes in the 

camshaft pulley wheel presented in Figure 3.10. Firing top dead centre was marked on 

the camshaft pulley (TDC is where two marker lines have the minimum distance from 

each other).  

 

Figure 3.10. Camshaft pulley and TDC indicator. 
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3.9 Compression Ratio 

A quartz piston crown with a diameter of 55mm was used in this research with a spacer 

and threaded lock ring attach the window in its place from below shown in Figure 3.11. 

A compression ratio of 8.67:1 was calculated by taking into account the actual 

Bowditch piston dimensions after assembly. During the optical measurements, a soft 

gasket (Chieftain Gasket Jointing 1 mm thick) was inserted on either side of the 

window of the quartz piston which improved the strength and stability of the piston 

crown. The material used was a Nitrile Butadiene Rubber (NBR) binder. In addition, 

an anti-stick finish on both surfaces was required during experiments. The copper 

spacer was placed after the soft gasket and cushioned the window from the threaded 

screw. A list of engine components’ gaskets and sealants that should be replaced for 

each engine build up is presented in Appendix C. 

 

Figure 3.11. Piston Window Assembly. 

3.10 Fuel Preparation 

The following hydrous and anhydrous fuels were used during this research, 

ethanol, iso-octane, B16I84, E10I90, E6B8I85, E85I10W5 and hydrous ethanol at 5%, 

12% and 20% volume water. Ethanol and iso-octane were used as a benchmark for 

comparison with other fuels. The fuel supply system was flushed for each fuel, which 

was necessary to have certainty about the fuel used in the experiment. All the blended 

fuels used in the test were mixed based on their volume measured with a graduated 
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cylinder, W5E95 (95% volume ethanol and 5% volume water) and based on the fuel 

lambda sensor (Horiba Mexa-110 AFR) was adjusted in respect to each fuel H/C and 

O/C ratio.  

3.11 Fuel Supply System 

Fuel was pressurized from a fuel tank by a compressed air pump (PowerStar4 (S64 

P4S64)) with an amplification ratio of 64:1. Fuel pressure was adjusted by controlling 

the air pressure and is determined by the ratio between the area of the air drive piston, 

the area of the liquid drive piston and the applied driving air pressure. The fuel was 

supplied to a common rail with the regulated air inlet pressure at ~5.5bar this pump 

could generate rail pressures of up to ~340bar, the 100bar pressure was adjusted with 

a pressure gauge installed to monitor and set the rail pressure injector. Figure 3.12 lays 

out the schematic of this fuel supply system. The pressure variation in the fuel rail was 

measured by the previous researcher [110] at ±4bar at 200bar fuel pressure with 0.5ms 

injection duration using iso-octane. 

 

 

Figure 3.12. Fuel Supply System. 
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3.12 Data acquisition and synchronisation 

 

National Instrument board type NI USB-6251 was used in this research as a Data 

Acquisition System (DAQ) with a host computer and a LabView based program 

capable of real time data and averaging acquisition to calculate IMEP and COV of 

IMEP. The board (type NI USB-6251) is a multifunction data acquisition card with 

16-bit resolution and a sampling rate of 1.25 MS/s. Three inputs which receive the 

pressure charge amplifier output signal, the engine clock signal and engine reference 

signal were used in this DAQ. The card was connected with a USB cable to the host 

computer which was used to store the data and perform the calculations based on user-

specified cycles. A reference signal provided by an And Gate Logic unit was set to 80° 

CA bTDC to synchronise the data acquisition system. This unit received a signal from 

a shaft encoder (clock signal) with 1° CA resolution and a signal from the hall-effect 

cam sensor. The hall-effect sensor was attached to the exhaust camshaft pulley and 

provided a signal for each cycle at 80° CA bTDC, as illustrated in Figure 3.14 next 

page. As shown in Figure 3.13, in addition to the spark timing, the reference signal 

generated at 80ºBTDC was also used via a multi-channel signal generator to initiate 

the fuel injection and the image acquisition process, as to be detailed in the next 

chapter.  

 

Figure 3.13. Timing sequence for fuel injection and image acquisition. 
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Figure 3.14.  Data Acquisition System. 
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3.13 Engine Maintenance and Operation 

Commercial non-fluorescing lubricating paste was used to lubricate the extended 

piston and cylinder block. This was required due to optical window fouling and 

fluorescence emission observed in previous tests when using conventional engine 

lubricant. As the extended piston was lubricated with a paste and not a conventional 

lubricant, the test duration was minimized. The lubrication was changed after each set 

of tests to avoid any damage as part of a robust testing procedure required given that 

optical engines are delicate and may only run for short firing periods, (up to 2 minutes 

combustion). Coolant and engine oil levels were checked before starting the engine for 

each test. The fuel tank was filled with fresh fuel as discussed in the fuel preparation 

section, as the fuel spectroscopic behavior could change over time [113].  

The fuel injector and spark plug were powered using a commercial 12-volt battery. 

The state of charge was checked before running the engine to ensure accurate 

operation. The water pump and water heater were switched on half an hour before 

switching on the oil pump. When the water temperature was about 60-70 °C then the 

oil pump was switched on to reach a temperature of 40°C.  The pressure transducer, 

fuel injectors, and spark plug were inspected regularly and controlled during each 

experiment via the engine control unit. The calculated major half order torsional speed 

for the engine was 700 rpm (11.8 rev/s) [114] and hence the engine must not be run at 

or near to this speed. During testing the engine was motored to around 1000 rpm as 

quickly as possible using the rpm dial on the Hydra control system. 

 

3.14 Summary 

 

The engine test cell facilities such as dynamometer, fuel supply system, oil system, 

and engine control system were demonstrated. The experimental optical engine was 

presented containing optical cylinder head, compression ratio, and camshaft. The data 

acquisition and synchronisation, Injector and ignition timing control system and in-

cylinder pressure measurement were also presented in this chapter, finally, test 

procedure maintenance was explained
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4. Three Dimensional CFD Flame & 

Flow Investigation  

 

 

4.1 Introduction 

Over the past decade, numerical analysis has been extensively used and validated for 

engineering design and optimisation. Computational Fluid Dynamics (CFD) has also 

contributed a vital part in the research development of the IC engine and is increasingly 

used for the analysis of in-cylinder flow to understand turbulence behavior, mixture 

formation, and combustion. In the currently reported study, the 1-D CFD method was 

used to validate initial values (intake and exhaust thermodynamic data) for 3-D 

boundary conditions whereas 3-D CFD was used to investigate the in-cylinder flow 

pattern. 

Conventional research methods for engine development demonstrate the importance 

of numerical analysis. Numerical engine studies and analysis plays a vital role in the 

development of engines as it helps analyse various engine configurations without 

physically building an engine. Thus, engine simulation helps to reduce the cost and 

time involved in developing a new engine [115]. In the early 1950s and 1960s ICE 

modelling studies were used to model simple mathematical formulae because 

computers were only capable of simple calculations. For example, one well known 

empirical engine model is the Wiebe function [116] which has been used to predict the 

burned mass rate and a fraction. The Wiebe function and its derivatives, such as double 

Wiebe functions, have since been widely applied in zero-dimensional engine modeling 

tools [116,117]. The infancy of Computational Fluid Dynamics (CFD) in-cylinder 

engine modeling started as early as the 1970s. However, until the 1980s engine CFD 

modeling was not generally used in engine development due to the following two facts: 

limited capacity of computers and general engine CFD code or software was not 

available at the time. Instead, engine modeling with phenomenological models was 

mainly applied in this period. For instance, coupling of phenomenological quasi-steady 
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spray models [118] and soot and NO formation models [32,119] tremendously 

extended the potential of engine modeling compared to zero-dimensional simulations. 

The rapid increase of computational power of personal computers and flexible mesh 

generation techniques in many commercial engine CFD justifies the engine simulation. 

In addition, demands for more optimized simulating advances in engine combustion 

techniques, detailed fuel chemistry solvers have also become a standard part of many 

engine CFD tools since 2001 [120]. Despite the fact that state-of-the-art engine 

modeling tools normally have larger quantitative uncertainties than engine 

experiments, engine simulations have some significant benefits over experimental 

measurements in engine development and optimization. These advantages include low 

cost, the ability to study a wide range of conditions, separated physical and chemical 

processes and precise in-cylinder information which is normally not available or is 

inaccessible in experiments [121]. Recent efforts in the fields of mesh generation 

techniques, numerical methods, heat transfer, turbulence, chemical kinetics, and multi-

phase flows further enhanced the predictability of IC engine modeling tools. Hence, 

the quantitative prediction capability of the next generation of IC modeling tools 

should be even better [122]. 

4.2 Computer Modelling of Turbulence 

Turbulence can be described as follows, ‘‘three dimensional, rotational, intermittent, 

highly disordered, diffusive and dissipative’’ [123] that is known for the most 

complicated kind of fluid motion. 

In CFD software the choice of turbulence model depends on considerations such as 

the physics encompassed in the flow, the established practice for a specific class of 

problem, the level of accuracy required, the available computational resources and the 

amount of time available for the simulation. Four CFD methods have been considered 

to select the most appropriate solution to investigate flow field inside the engine 

cylinder. Reynolds-Averaged Navier-Stokes (RANS) and Large-Eddy Simulation 

(LES) are the two most popular modelling methods of IC engine applications. Both 

methods use similar equations and are based on the same principle. However, in terms 

of physical meanings of parameters in the equations, the difference is identified and 

will be explained. The differential solution solves the motion of a fluid in three 
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dimensions as described by a system of partial differential equations that represent 

mathematical statements of the conservation laws of physics (mass, momentum, 

energy and concentration conservation). Direct Numerical Simulation (DNS) has made 

a significant contribution in turbulence research over the last decades [124], this 

method involves the numerical solution of the full three-dimensional, time-dependent 

Navier–Stokes equations without the need for any turbulence model. 

4.2.1 Differential Equations 

Mass, momentum, energy and concentration conservation are representing 

mathematical statements of the conservation laws of physics which can be used to 

describe the motion of a fluid in three dimensions by a system of partial differential 

equations. The momentum conservation equations are called the Navier–Stokes 

equations. The equations are presented in the most general form of multi-phase flows 

[125,126], as the single-phase ones are easily derived by just setting the volume 

fraction, 𝑟𝑖 equal to unity. A convenient assumption for deriving partial differential 

equations is based on the concepts of time and space averaging; that describes more 

than one phase can exist at the same location at the same time. If so then, any small 

volume of the domain of interest can be imagined as containing, at any time, a volume 

fraction 𝑟𝑖 of the 𝑖th phase. Consequently, if there are n phases in total then: 

∑𝑟𝑖

𝑛

𝑖=1

= 1 (4.1) 

Assuming the above notation, following balance equations can be derived: 

Conservation of phase mass   

𝜕

𝜕𝑡
(𝜌𝑖𝑟𝑖) + 𝑑𝑖𝑣(𝜌𝑖𝑟𝑖𝑉𝑖⃗⃗ ) = 𝑚𝑖̇  

(4.2) 

Where 𝜌𝑖 is the density, 𝑉𝑖⃗⃗  is the velocity vector, 𝑟𝑖 is the volume fraction of phase 𝑖 

and 𝑚𝑖̇  is the mass per unit volume entering the phase 𝑖 from all sources per unit time, 

and 𝑑𝑖𝑣 is the divergence operator meaning the limit of the outflow divided by the 

volume as the volume tends to zero.  
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Overall mass conservation equation  

∑[
𝜕

𝜕𝑡
(𝜌𝑖𝑟𝑖) + 𝑑𝑖𝑣(𝜌𝑖𝑟𝑖𝑉𝑖⃗⃗ )]

𝑛

𝑖=1

= 0 
(4.3) 

Conversation of phase momentum 

𝜕

𝜕𝑡
(𝜌𝑖𝑟𝑖𝑢𝑖𝑘) + 𝑑𝑖𝑣(𝜌𝑖𝑟𝑖𝑉𝑖⃗⃗ 𝑢𝑖𝑘) = 𝑟𝑖(−𝑘⃗ . 𝑔𝑟𝑎𝑑 𝑝 + 𝐵𝑖𝑘) + 𝐹𝑖𝑘 + 𝑙𝑖𝑘 

(4.4) 

Where 𝑢𝑖𝑘 is the velocity component in the direction 𝑘 of phase 𝑖; 𝑝 is pressure, 

assumed to be shared between the phases; 𝑘⃗  is a unit vector in the 𝑘-direction; 𝐵𝑖𝑘 is 

the 𝑘-direction body force per unit volume of phase 𝑖; 𝐹𝑖𝑘 is the friction force exerted 

on phase 𝑖 by viscous action within that phase; and 𝑙𝑖𝑘 is the momentum transfer to 

phase 𝑖 from interactions with other phases occupying the same space. 

Conservation of species-in-phase mass: 

Conservation of phase energy 

𝜕

𝜕𝑡
(𝑟𝑖(𝜌𝑖ℎ𝑖 − 𝑝)) + 𝑑𝑖𝑣(𝜌𝑖𝑟𝑖𝑉𝑖⃗⃗ ℎ𝑖) = 𝑟𝑖𝑄𝑖 + 𝐻𝑖 + 𝐽𝑖 

(4.5) 

Where ℎ𝑖 is stagnation enthalpy of phase 𝑖 per unit mass meaning the thermodynamic 

enthalpy plus the kinetic energy of the phase plus any potential energy; 𝑄𝑖 is the heat 

transfer to phase 𝑖 per unit volume; 𝐻𝑖 is heat transfer within the same phase, e.g. by 

thermal conduction and viscous action; and 𝐽𝑖 is the effect of interactions with other 

phases.  

Conservation of species-in-phase mass 

𝜕

𝜕𝑡
(𝜌𝑖𝑟𝑖𝑚𝑖𝑙) + 𝑑𝑖𝑣(𝜌𝑖𝑟𝑖𝑉𝑖⃗⃗ 𝑚𝑖𝑙) = 𝑑𝑖𝑣(𝑟𝑖Γ𝑖𝑙𝑔𝑟𝑎𝑑 𝑚𝑖𝑙) + 𝑟𝑖𝑅𝑖𝑙 +𝑚𝑖̇ 𝑀𝑖𝑙 

(4.6) 

Where 𝑚𝑖𝑙 is the mass fraction of chemical species 𝑙 present in phase 𝑖; 𝑅𝑖𝑙 is the rate 

of production of species 𝑙, by chemical reaction, per unit volume of phase 𝑖 present; 

Γ𝑖𝑙 is the exchange coefficient of species 𝑙 (diffusion); and 𝑀𝑖𝑙 is the 𝑙- fraction of the 

mass crossing phase boundary, i.e. it represents the effect of interactions with other 

phases.  
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All of the above equations can be expressed in a single form as follows: 

 
𝜕

𝜕𝑡
(𝜌𝑖𝑟𝑖𝜑𝑖) + 𝑑𝑖𝑣(𝜌𝑖𝑟𝑖𝑉𝑖⃗⃗ 𝜑𝑖) = 𝑑𝑖𝑣(𝑟𝑖Γ𝜑𝑖𝑔𝑟𝑎𝑑 𝜑𝑖) + 𝑟𝑖𝑠𝜑𝑖 +𝑚𝑖̇ Φ𝑖

≡ 𝑇𝑜𝑡𝑎𝑙  (𝜑𝑖) 

(4.7) 

Where 𝜑𝑖 is any extensive fluid property; the first term on the right-hand side expresses 

the whole of that part of the source term which can be so expressed, with Γ𝜑𝑖 being the 

exchange coefficient for 𝜑𝑖 𝑠𝜑𝑖 is the source/sink term for 𝜑𝑖, per unit phase volume; 

and 𝑚𝑖̇ Φ𝑖 represents the contribution to the total source of any interactions between 

the phases, such as any phase change with Φ𝑖  being the value of 𝜑𝑖 in the material 

crossing the phase boundary, during phase change. For turbulent flow, averaging over 

times which are large compared with the fluctuation time leads to similar equations for 

time-average values of 𝜑𝑖 with fluctuating-velocity effects usually represented by 

enlargement of Γ𝜑𝑖 [123]. More details on the above concepts and equations may be 

found in [127].  

4.2.2 Direct Numerical Simulation 

DNS solves the numerical solutions of (mass, momentum, energy and concentration 

conservation) full three-dimensional, time-dependent Navier–Stokes equations 

without the need for any turbulence model. Solving spatial and temporal scales of 

turbulence numerically makes DNS very informative in comparison to other 

competing modelling methods. Amongst all of the available approaches, Direct 

Numerical Simulation (DNS) has made a significant contribution in turbulence 

research over the last few decades [124]. However, solving flow inside an SI engine 

cylinder numerically requires a tremendous amount of computational power which is 

currently either impossible or it is not cost effective. Another important issue with 

DNS applications for SI engine modelling is the validation of the obtained results. 

According to Sandham  [128] and Coleman and Sandberg [129], the following are the 

criteria for such validation:  

• Validation of the obtained numerical data against analytical solutions, 

experimental data, and different numerical codes.  

• Parametric studies with different grid resolutions, domain sizes, and time steps. 
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• The time step (∆𝑡) should be comparable with the Kolmogorov time-scale and the 

grid spacing, (∆𝑥𝑖), with the Kolmogorov micro-scale (𝜏), while the ratios of ∆𝑡/𝜏 

and ∆𝑥𝑖/𝜏 should be of the order of unity.  

• Evaluation of the statistical quantities budgets. 

4.2.3 Reynolds-Averaged Navier Stokes (RANS)  

As discussed earlier in this chapter, the study of flow inside an SI engine requires a 

tremendous amount of computational power to be solved numerically, therefore 

engineers have been researching since 1985 [130] the Reynolds-Averaged Navier 

Stokes (RANS) approach. In this method all of the unsteadiness is averaged out 

meaning unsteadiness is effectively considered as part of the turbulence itself. The 

RANS equations govern the transport of the averaged flow quantities, with the whole 

range of the scales of turbulence being modelled and can be used to approximate 

turbulent flow quantities. This approximation is based on knowledge of the properties 

of the flow turbulence to give approximate time-averaged solutions to the Navier–

Stokes equations. The RANS-based modelling approach therefore greatly reduces the 

required computational effort and resources so widely adopted for practical 

engineering applications.  

4.2.3.1 Physical Concept of Turbulence 

Transfer of energy to smaller spatial scales across a continues wave-number spectrum 

(3D nonlinear process) can be described as the main characteristics of turbulence. An 

Eddy is a useful concept for discussing the main mechanisms of turbulence [131,132]. 

An eddy can be expressed as a typical turbulence pattern, covering a range of wave-

lengths, with large and small eddies co-existing in the same volume of fluid. The actual 

modes of turbulence are eddies and high-vorticity regions [133,134]. The kinetic 

energy from the mean motion is extracted from the largest eddies because eddies of 

comparable size can only exchange energy with one another [123]. This energy is then 

transferred to neighbouring eddies of smaller scales continuing to smaller and smaller 

scales (larger and larger velocity gradients), the smallest scale being reached when 

https://en.wikipedia.org/wiki/Turbulence
https://en.wikipedia.org/wiki/Navier%E2%80%93Stokes_equations
https://en.wikipedia.org/wiki/Navier%E2%80%93Stokes_equations
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eddies lose their energy by the direct action of viscous stresses that converts into 

internal thermal energy on the smallest-sized eddies [135].  

The amount of energy dissipated and the stretching process cannot be affected by 

viscosity; however, the smallest scale at which dissipation takes place is determined 

by viscosity. The large eddies that characterise the large-scale motion play a vital role 

in determining the rate at which the mean-flow kinetic energy is fed into turbulent 

motion and can be passed on to smaller scales and be finally dissipated. It is very 

important to accurately model large eddies as they are mainly responsible for the 

transport of momentum and heat. Larger-scale eddies which are primarily responsible 

for turbulent mixing usually cannot be affected by viscosity with the exception of a 

‘viscous sublayer’ which fluid will have zero velocity relative to the boundary [123]. 

Furthermore, the effects of density fluctuations on turbulence are small. Therefore, 

simulations usually neglect the direct effect of viscosity and compressibility on 

turbulence. It is also important to note that it is the fluctuating velocity field that drives 

the fluctuating scalar field (hence why the effect of the latter on the former usually 

being taken as negligible).  

4.2.3.2 The Governing Equations 

The assumptions are that the turbulent fluid is a continuum, Newtonian in nature and 

that the flow can be described by the Navier–Stokes equations. The equations for 

turbulence fluctuations are derived by Reynolds de-composition describing the 

turbulent motion as a random variation about a mean value.    

𝜙 = 𝜙̅ + 𝜙́ (4.8) 

Where 𝜙 is the instantaneous scalar quantity, 𝜙̅ is its time- mean value and 𝜙́ is the 

fluctuating part of the turbulence. The time-average of the fluctuating value is zero 

𝜙̅ = 0, and the mean value 𝜙̅ can be defined as: 

𝜙(𝑥)̅̅ ̅̅ ̅̅ ̅ = 𝑙𝑖𝑚
𝑡→∞

1

𝛥𝑡
∫ 𝜙(𝑥, 𝑡)𝑑𝑡 , 𝑡1 ≪ 𝛥𝑡 ≪ 𝑡2
𝑡1+𝛥𝑡

𝑡1

, 
(4.9) 

Where 𝑡1 is the time scale of the rapid fluctuations and 𝑡2 is the time scale of the slow 
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motion for non-stationary turbulence. By mathematical substitution of Equation (4.8) 

into conservation equations mentioned earlier for single-phase, incompressible flows 

and then taking the time-mean of the resulting equations, derives the following 

continuity and NS equations:    

𝜕𝑢̅𝑖
𝜕𝑥

= 0 
 

(4.10) 

𝜕𝑢̅𝑖
𝜕𝑡
+
𝜕

𝜕𝑥𝑗
(𝑢̅𝑖𝑢̅𝑗) = −

1

𝜌

𝜕𝑝̅

𝜕𝑥𝑖
+ 𝜐

𝜕2𝑢𝑖̅
𝜕𝑥𝑗𝜕𝑥𝑗

−
𝜕

𝜕𝑥𝑗
(𝑢𝑖́ 𝑢𝑗́̅̅ ̅̅ ̅) 

 

(4.11) 

Where 𝑢̅𝑖 is the mean velocity, 𝑢𝑖́  the fluctuating velocity, 𝜌 is the fluid density and 𝜐 

the kinematic viscosity. Equation (4.11) is known as the Reynolds-Averaged Navier–

Stokes (RANS) equation, while the term (𝑢𝑖́ 𝑢𝑗́̅̅ ̅̅ ̅) is the Reynolds-stress tensor: 

𝜏𝑖𝑗 = (𝑢𝑖́ 𝑢𝑗́̅̅ ̅̅ ̅) (4.12) 

In order to correlate Reynolds stresses to the rate of strain of the mean motion, the 

turbulence eddies are thought of as parcels of fluid, which like molecules, collide and 

exchange momentum, obeying the kinetic theory of gases. Thus, in analogy with the 

molecular viscous stress, the Reynolds (turbulence) stresses are modelled as follows: 

𝜏𝑖𝑗 = 𝑢𝑖́ 𝑢𝑗́̅̅ ̅̅ ̅ =
2

3
𝑘𝛿𝑖𝑗 − 𝑣𝑡 (

𝜕𝑢̅𝑖
𝜕𝑥𝑗

+
𝜕𝑢̅𝑗

𝜕𝑥𝑖
), (4.13) 

𝑘 =
1

2
𝑢𝑖́ 𝑢𝑗́̅̅ ̅̅ ̅ =

1

2
(𝑢′21 +̅̅ ̅̅ ̅̅ ̅̅ 𝑢′22̅̅ ̅̅ ̅ + 𝑢′23̅̅ ̅̅ ̅) 

(4.14) 

where 𝑘 is the turbulence kinetic energy and 𝑣𝑡 = 𝜇𝑡 𝜌⁄  is the turbulence or eddy 

(kinematic) viscosity which, in contrast to the molecular (kinematic) viscosity is not 

constant; and may vary significantly from flow to flow and from point to point [127]; 

and 𝛿𝑖𝑗 is the Kronecker delta. 

Two-equation models, such as 𝑘 − 𝜀 and 𝑘 − 𝜔 [127], described below in this 

subsection, use differential equations to compute both the characteristic velocity and 

length scale and then estimate the value of 𝑣𝑡 by the following equations: 
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𝑣𝑡 =  {
𝑐𝜇𝑓𝜇

𝑘2

𝜀
   (𝑘 − 𝜀 𝑚𝑜𝑑𝑒𝑙)

𝛼∗
𝑘

𝜔
         (𝑘 − 𝜔 𝑚𝑜𝑑𝑒𝑙)  

    

(4.15) 

Where 𝑓𝜇  is a damping function, 𝑐𝜇 and 𝛼∗ are constants, 𝜀 is the turbulence energy 

dissipation rate and 𝜔 the dissipation per unit turbulence kinetic energy. These models 

will be explained thoroughly in separate sections later.  

4.2.3.3 One-Equation Models 

In the simplest form, one-equation models are defined as formulating one additional 

transport equation for the computation of a turbulence quantity, usually the turbulence 

kinetic energy (𝑘) . Length-scale distribution (𝐿) is still needed for one-equation 

modelling, which is defined algebraically and is usually based on available 

experimental data. Most researchers decided to add additional equations as a one-

equation model is difficult to use without experimental data [127].  

4.2.3.4 Two-Equation Models 

Two-equation models use two transport equations for two turbulence properties in 

addition to the mean-flow Navier–Stokes equations. The first one is usually that for 

the turbulence kinetic energy (𝑘) and the same as the one-equation model. The second 

can be any of the following quantities, depending on the modeling purpose and 

availability of experimental data [127]:  

• The dissipation rate of turbulence kinetic energy (𝜀) 

• The specific dissipation rate (𝜔) 

• The length scale (𝐿) 

• The product of (𝑘~𝑙) 

• The time scale τ 

• The product of 𝑘 and τ  
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For the foreseeable future, this type of modelling is the most preferred by the industry 

as shown by Hanjalic [136]. In the next section, the 𝑘 − 𝜀 and 𝑘 − 𝜔 models are 

presented, as being representative of the two-equation models, along with their 

improvements (k-ε, RNG).  

4.2.3.4.1 The 𝒌 − 𝜺 Model 

The most commonly used and verified two-equation model, with many improvements 

covered over the years, is the so-called 𝑘 − 𝜀 model. In its standard form as reported 

by Launder and Sharma [137], this model can be specified as following the kinematic 

eddy viscosity 𝑣𝑡 equation:  

𝑣𝑡 = 𝐶𝜇
𝑘2

𝜀
 (4.16) 

The turbulence kinetic energy (𝑘) equation is expressed as: 

𝜕k

𝜕𝑡
+ 𝑢̅𝑗

𝜕k

𝜕𝑥𝑗
=
𝜕

𝜕𝑥𝑗
[
(𝑣 + 𝑣𝑡)

𝜎𝑘

𝜕k

𝜕𝑥𝑗
] − 𝜀 + 𝜏𝑖𝑗

𝜕𝑢̅𝑖
𝜕𝑥𝑗

 
(4.17) 

 

The turbulence dissipate rate (𝜀) equation is: 

𝜕𝜀

𝜕𝑡
+ 𝑢̅𝑗

𝜕𝜀

𝜕𝑥𝑗
=
𝜕

𝜕𝑥𝑗
[
(𝑣 + 𝑣𝑡)

𝜎𝜀

𝜕𝜀

𝜕𝑥𝑗
] − 𝑐𝜀1

𝜀

𝑘
𝜏𝑖𝑗
𝜕𝑢̅𝑖
𝜕𝑥𝑗

− 𝑐𝜀2
𝜀2

𝑘
 

(4.18) 

 

Where 𝜎𝑘 = 1.0 and 𝜎𝜀 = 1.3 are the Prandtl numbers for 𝑘 and 𝜀, respectively. The 

other model constants are:  

• 𝐶𝜇 = 0.09  

• 𝑐𝜀1 = 1.44 

• 𝑐𝜀2 = 1.92 

Despite being unable to predict flows with adverse pressure gradients (static pressure 

increases in the direction of the flow) [138], the k–e model is recommended for gross 
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estimation of the flow field and for cases such as combustion, multiphase flows and 

flows with chemical reactions [139]. 

4.2.3.4.2 The Modified 𝒌 − 𝜺 Model (RNG) 

Modifications and improvements of the standard 𝑘 − 𝜀  model are in many forms two 

most commonly used are, flows with strong buoyancy and the Renormalization Group 

(RNG) k–e model [140] The RNG 𝑘 − 𝜀 model is a modification of the standard 𝑘 − 𝜀 

model with a better indication of the recirculation length in separating flows. The 

model can be expressed by the same equations (4.16)(4.17)(4.18) of the standard k–e 

model but with a modified coefficient that attempts to take into consideration different 

scales of motion through changes to the production term 𝑐𝜀2; this term is computed via 

the following equation:  

𝑐𝜀2 ≡ 𝑐𝜀2 +
𝐶𝜇𝜂

3(1 −
𝜂
𝜂0⁄ )

1 + 𝛽1𝜂3
 

(4.19) 

𝜂 =
𝑠𝑘

𝜀
,         𝑆 = √2𝑠𝑖𝑗𝑠𝑖𝑗 , 𝑆 =

1

2
(
𝜕𝑢̅𝑖
𝜕𝑥𝑗

+
𝜕𝑢̅𝑗

𝜕𝑥𝑖
)   

(4.20) 

Where 𝑆 shows the mean strain-rate of the flow and 𝑠𝑖𝑗 is the deformation tensor. The 

model constants are:  

𝐶𝜇 = 0.085 𝑐𝜀1 = 1.68 𝛽 = 0.012 

𝑐𝜀1 = 1.42 𝜎𝑘 = 𝜎𝜀 = 0.72 𝜂0 = 4.38 

Many researchers found that this model gives better results than the standard k–e 

model for separating flows [138,140]. More details for the study can be found in the 

work of Karabelas [142]. 

4.2.3.4.3 The 𝒌 −𝝎 Model 

A second type of the two-equation model is another ‘successful’ model and also widely 

used by researchers. It was initially proposed by Kolmogorov in 1942 [143]. Spalding 

[144]  developed an improved version of this model in 1972. This model was also 
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developed further by numerous scientists and engineers, but the most important 

development was by Wilcox [145]. In the currently reported study, the most recent 

version of the model (Wilcox (2006 𝑘 − 𝜔 model) is presented below [138,145]: 

Kinematic eddy viscosity (𝑣𝑡) equation:  

𝑣𝑡 =
𝑘

ω̃
, ω̃ = 𝑚𝑎𝑥 [𝜔, 𝐶𝑙𝑖𝑚√

2𝑆𝑖𝑗𝑆𝑖𝑗

𝛽∗
], 𝐶𝑙𝑖𝑚 = 

7

8
 (4.21) 

 

Turbulence kinetic energy (𝑘) equation:  

∂k

∂t
+ 𝑢̅𝑗

𝜕k

𝜕𝑥𝑗
=
𝜕

𝜕𝑥𝑗
[(v + σ∗

𝑘

𝜔
)
𝜕k

𝜕𝑥𝑗
] − 𝛽∗𝑘𝜔 + 𝜏𝑖𝑗

𝜕𝑢̅𝑖
𝜕𝑥𝑗

 (4.22) 

 

Specific dissipation rate (𝜔) equation:  

𝜕𝜔

𝜕𝑡
+ 𝑢̅𝑗

𝜕𝜔

𝜕𝑥𝑗
=
𝜕

𝜕𝑥𝑗
[(v + σ

𝑘

𝜔
)
𝜕𝜔

𝜕𝑥𝑗
] − β𝜔2 +

𝜎𝑑
𝜔

𝜕k

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
+ 𝑎

𝜔

𝑘
𝜏𝑖𝑗
𝜕𝑢̅𝑖
𝜕𝑥𝑗

 (4.23) 

 

The auxiliary relations and closure coefficients of the model are specified as follows:  

𝑎

= 0.52 
𝛽0
= 0.0708 

𝛽
= 𝛽0𝑓𝛽 

𝛽∗

= 0.09 
𝜎
= 0.5 

𝜎∗

= 0.6 
𝜎𝑑0
= 0.125 

(4.24) 

Where 𝐶𝑙𝑖𝑚 is the stress-limiter strength.  

The 𝑘 − 𝜔 model is argued to be more appropriate  compared to the standard k–e 

model in the case of adverse pressure gradient and can this model can be easily 

integrated into the viscous sub-layer without any additional damping functions [138]. 

However, this model can be very sensitive to mesh density in the vicinity of the wall.  

4.2.4 Large Eddy Simulation (LES) 

The most important disadvantage of the DNS model is a computational expense, with 
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RANS being less accurate than DNS due to averaging turbulence quantities. The Large 

Eddy Simulation modelling approach is more suitable to understand bulk air motions 

and its interactions and of wider applicability than RANS and less computationally 

demanding than DNS. In LES modelling for turbulence, the important large scales are 

fully resolved whilst the small sub-grid scales are modelled. The main advantage of 

LES compared to RANS models is that in the former only the small, isotropic turbulent 

scales are modelled and not the entire spectrum as is the case in the latter. The LES 

approach is extremely useful for the prediction of complex flows where other 

turbulence models may prove inadequate [146]. 

The first attempts of LES in engineering by Deardorff [147] was in 1970. Since then, 

LES has been widely applied for the modelling of turbulent flows.  Instead of time-

averaging (RANS), a spatial filtering approach is adopted in order to separate the 

resolved (large-eddy) field from the small-eddy (sub-grid) field. This filter defines the 

computational point where time-averaging should be implemented (small-eddies) a 

filter operation is defined by the convolution demonstrated below [148]. 

ϕ̅′(𝑥) = ∫ϕ′(x′)G(x, x′; Δ̅)dx′ (4.25) 

Where G is the specified filter function and Δ̅ is the filter width. The filter function 

ϕ̅′(𝑥) is responsible for determining the structure and size of the small scales to be 

simulated [149]. More details about spatial filtering techniques are presented in 

Aldama [150], Pope [151] and Sagaut [152].  

 

4.3 CFD Software Model Set-up 

The ANSYS ICE Engine simulation was undertaken in FLUENT for cold flow 

simulation. In early work, a comparison was made between ANSYS and similar 

software including CONVERGE, COMSOL, OpenFOAM, Star-CCM+, and KIVA. 

ANSYS ICE was preferred over similar software due to many benefits such as readily 

available software licensing, a wide variety of turbulent models being available and 

customizability of the software with access to each part of the model.  The model was 

integrated with other engineering software on the desktop by adding CAD and FEA 

connection modules. Single interface and ICE (Internal Combustion Engine) is 
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specifically developed for Cold-flow, port flow, and combustion simulation types. 

Fluent also has a powerful pre-processor to import geometry files from CAD and 

provides high quality mesh creating ability with flexibility. It has advanced physical 

models for the description of turbulence, heat and energy transfer, multi-phase/species 

etc. Two types of solver are available for both steady and transient flow calculations. 

4.3.1 Principle of Calculations 

ANSYS FLUENT uses the conservation equations of mass and momentum for all flow 

calculations in case that heat transfer is also involved. The principle of these equations 

was explained in the previous section; Equation (4.1) to (4.8). The RANS calculation 

method was used for the flow structure simulation and the modified turbulence model 

used was the Re-Normalisation Group (RNG) model. Some benefits of the modified 

𝑘 − 𝜀 model (RNG) are listed below: 

1 The RNG model has an additional strains rate term that significantly improves 

the accuracy for rapidly strained flows. 

2 The RNG theory provides an analytical formula for turbulent Prandtl 

numbers, while the standard model uses user-specified, constant values.  

3 Swirl modification is undertaken in the ANSYS RNG model. 

 

4.3.2 Boundary Conditions  

Almost every computational fluid dynamics problem is defined by its boundary 

condition initial values, hence the boundary conditions are as important as the physical 

equations. The boundary conditions include mechanical structure conditions, engine 

breathing inlet/outlet pressure and temperature, piston movement profile, valve lift 

profiles, and minimum valve lift. For the mechanical structure, the basic engine 

parameters are connection rod length and crank radius, the intake port geometry 

configuration, exhaust valves dimensions etc. The 3D engine mechanical structure was 

constructed using the 3D CAD software “SolidWorks”, and then imported into the 

CFD tools as a Parasolid Model Part file format (.x_t). All engine mechanical 

structures including the valves, valve seats, and inlet faces were defined prior to CFD 
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calculations. The other boundary conditions can be generated after the mechanical 

code is imported into the CFD tools and meshed. The inlet and outlet boundary 

conditions are defined in boundary condition tab in the solver setting. 

4.3.3 Grid and Mesh Type 

The mesh dynamics was handled by ANSYS mesh. The model consisted of 

approximately 1,200,000 elements including 4 Node Linear Tetrahedron, 8 Node 

Linear Hexahedron, 6 Node Linear Wedge (Prism) and 5 Node Linear Pyramid. Figure 

4.1 shows typical mesh type used for the currently reported modelling. The global cell 

size was of the order of 0.5 mm. The model domain started at the intake port/manifold 

interface and extended to the exhaust port outlet. The grid dependency study was 

examined with testing the solution in finer mesh size and very similar results with less 

than 3% difference were achieved, so the global cell size was of the order of 0.5 mm 

was considered mesh independent. A time-step of 1° CA was used throughout the 

analysis, except at valve opening events where 0.5° was necessary. Ideal gas properties 

for air were used throughout the simulation. Shown in Figure 4.2 is the Ansys mesh 

generated piston at bottom dead centre. 

 

 

Figure 4.1. Ansys Mesh Structures. 
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Figure 4.2. Ansys Mesh Generated at 450° aTDC with inlet and exhaust boundaries. 
 

 

4.3.4 3D CFD Engine Model 

Initially, an attempt was made to model the engine in 2-D using the Ansys fluent 

section function. Shown in Figure 4.3 is the engine piston and valves in 2-D. All of the 

engine solid parts including the cylinder, injector, inlet, and exhaust valves were 

modeled in SolidWorks using available drawings or measurements scaled with verified 

data that are set out in Appendix A. Despite the simplicity of the model, significant 

time was spent to generate the dynamic mesh. After many attempts in 2-D mesh 

generation, it was concluded that 3-D ICE engine in Ansys was more sensible as this 

module has been designed specifically for the study of cold flow and port flow. The 3-

D model was generated and validated with real world engine data, this can be seen in 

Figure 4.4 showing the inlet port, inlet valve seat on the left-hand side and exhaust 
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port, exhaust valve seat on the right-hand side. The inlet and exhaust valves had to be 

extruded from the port geometry. The spark plug and injector were modeled based on 

data provided by previous researchers [108–110]. A 3-D Solid model was initially 

created with 4 valves and full-size cylinder as displayed in Figure 4.4. However, due 

to the symmetrical nature of the real engine, a half model was considered acceptable 

because there was no swirl inclination in the intake port. In half model CFD, 

symmetrical boundary conditions are used to reduce computation time, as a full model 

would potentially be very expensive to solve and as the mentioned earlier result would 

ideally be same due to symmetrical nature of the real engine, considering RANS 

method. In order to account for any flow initialisation effects, the model was run for 2 

complete cycles until cycle to-cycle convergence was achieved for the in-cylinder 

quantities (e.g. pressure, velocity field, turbulent kinetic energy, etc.). Ideal gas 

properties for air were used throughout the simulation.  

 

Figure 4.3. Engine Solid Parts in 2-D. 
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Figure 4.4. Initial Full Solid Model. 
 

 

 

Figure 4.5. 3-D Solid Model including valves, ports, spark plug, and injector. 
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4.4 Summary 

Many types of three-dimensional fluid dynamic codes were discussed in this chapter. 

This section briefly explains the benefits of each method for the in-cylinder flow 

structure analysis. The modified 𝑘 − 𝜀 model (RNG) was selected as the most efficient 

model with respect to its accuracy and computational demands. 

• DNS is obviously the method that provides the most precise and detailed 

description of turbulence, however, it is still out of reach of 3D flow field engine 

studies primarily due to remaining constraints in computational power 

• The one-equation RANS model is highly dependent on experimental data making 

it difficult to prescribe algebraically the length scale. 

• The two-equation eddy viscosity models are still the most commonly used 

turbulence modelling methods due to improvements, with recent demonstrations 

in engine flow field investigations [18]. 

• The 𝑘 − 𝜀  model has been widely used and verified over the years and it is highly 

recommended for initial estimation and understanding of varying flow fields.  

• The 𝑘 − 𝜔 model is superior to the classic 𝑘 − 𝜀  model for several reasons and is 

capable of accurate calculation of near-wall situations. However, its refined mesh 

near those areas makes this model more sensitive compare to the 𝑘 − 𝜀  model. 

• The modified 𝑘 − 𝜀 model (RNG) uses an extra term dependent on the strain 

invariant, thus considers the influence of additional strains rates. It can capture 

flow effects that the standard 𝑘 − 𝜀   may not capture. In addition, it is highly 

recommended and verified to understand turbulence flow field properties. 

• LES can be considered as one of the most accurate methods available for practical 

computations. However, LES computations are several times more power 

demanding than RANS. 
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5. Imaging Techniques & 

Thermodynamic Processing 

 

 

 

 

5.1 Introduction 

Presented in this chapter are descriptions of the flame and flow imaging techniques used 

to measure and visualize the turbulent flame development and flow structures in the 

customized single cylinder DISI optical engine.  

Early investigations of flame imaging used natural light [153,154] and the schlieren 

technique [51,155,156] to obtain high-speed ciné photography images. These 

techniques proved useful to understand the main features of flame propagation, despite 

not providing enough insight into the turbulent structure of the flames. In the 1980s and 

90s developments in laser diagnostics allowed images of “slices” through the flame 

with laser induced fluorescence (PLIF) and Mie scattered light images of flames [157]. 

This method applied to the OH molecule provides a good definition of the flame front. 

However, this was limited by the repetition rate of the high power lasers so restricting 

images to one per cycle and has often limited imaging to a restricted area of the cross 

section of the bore. The repetition rate of the laser could be reduced by using the 

alternative Mie scatter method, in which it is essential to introduce particles that burn 

or change scattering characteristics within the flame, this has been widely adopted for 

flame imaging and resulted in cyclically resolved images of flame development in a 

single combustion event [158–160]. More recently high-speed natural light 

(chemiluminescence) capable of non-intrusive and continuous monitoring of flames has 

been used to understand the fundamentals of flame propagation with more insight into 

the turbulent structure of the flames. Imaging systems via endoscopic access are also 

now being used to maintain the thermodynamics, heat transfer and speed/load range as 

close as possible to that of an all-metal engine.  

The flow within the cylinders of internal combustion engines is known to affect engine 
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performance and emissions significantly, with a number of prior investigations 

involving hot wire anemometry, laser Doppler velocimetry, and planar velocimetry 

techniques. Most of these methods have been used to define both the position of the 

flame front and to measure gas velocities. This, however, was limited by the attainable 

spatial resolution of the flame front. In the currently reported study, preliminary PIV 

images of the in-cylinder flow were obtained under motoring conditions at a horizontal 

imaging plane close to TDC (10 mm below the fire face) throughout the compression 

stroke (30°,40°,90° and 180° bTDC) for a low load engine operating condition at 

1500rpm/0.5 bar inlet plenum pressure using planar laser sheet imaging and seeding 

particles. A series of high speed cyclically resolved flame images were then acquired 

at the same engine condition to understand flame propagation for a variety of baseline 

fuels and blended with either gasoline, iso-octane or Butanol. 

5.2 Mie Scattering Principle 

The interaction of electromagnetic radiation with matter through media illumination is 

called “scattering”. If there is no energy absorption between the light and incident 

medium, then all of the light is scattered and if the incident and scattered light 

frequencies are equal the term is called “elastic scattering” [48] So, Mie scattering is 

the elastic scattering of light with particles with similar or larger wavelength. The Mie 

signal is proportional to the square of the particle diameter. Mie scattering is much 

stronger than Rayleigh scattering which is an elastic scattering of light by particles 

much smaller than the wavelength of the light and, therefore, a potential source of 

interference for this weaker light. Scattering processes are demonstrated graphically in 

Figure 5.1 alongside Mie scattering for larger particles [161]. Angular dependence of 

the scattered intensity especially for smaller particles must be considered carefully for 

successful Mie imaging experiments. The scattered light intensity is clearly dependent 

upon the angle of viewing, which is generally set to 90° during planar laser sheet 

imaging. Mie scattering is often used to measure flow velocities applying Particle 

Image Velocimetry (PIV).  
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Figure 5.1. Light Scattering Principle [161]. 
 

5.3 Laser Light Source 

The word laser is an acronym for light amplification by stimulated emission of 

radiation, which defines the operating principle of a laser as shown in Figure 5.2. 

Excited electrons in an active medium gain a higher energy level by an external source 

of energy leading to photon generation in the active medium. Eventually arriving light 

waves will stimulate more emission than absorption. The emitted photons are in phase 

and have the same polarization state and propagate in the same direction. Emitted 

photons numbers will be amplified in the medium through the optical feedback 

provided by reflecting surfaces. 

 
Figure 5.2. Principle of Laser explaining stimulated emission and amplification [55]. 

5.3.1 High Energy Pulsed Lasers 

A high energy pulsed laser is commonly used in light scattering, particle image 

velocimetry (PIV) measurements. The signal to noise ratio is highly increased when 

gated detection is used because of their higher intensities. The most common types of 

high energy pulsed lasers used are flashlamp-pumped Nd:YAG lasers and excimer 

lasers. Nd:YAG lasers produce output at 1.06 µm and are used to produce beams in 

three wavelengths by frequency doubling or tripling in optical crystals. Out of three 

generated wavelength, the most common is 532 nm produced from a Q-switched 

Nd:YAG laser of 1 joule in a single pulse of 10 ns [55].  
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5.4 Particle Image Velocimetry and Experimental Setup 

Particle image velocimetry is a non-intrusive technique that calculates velocity vectors 

from the displacement of the element of fluid in a known time interval. A thin slice of 

laser sheet is used to illuminate seeding particles in the flow, these seeding particles 

scatter the light that is detected by a charged coupled device camera as shown in Figure 

5.3. In the currently reported work the laser sheet thickness was set to 2mm by using a 

laser burn and alignment paper. In order to calculate the flow velocity magnitude, the 

laser unit and the camera are synchronized so the double pulsed laser sheet produce two 

images with a known time delay that can be recorded into two separate frames by 

employing the so-called frame straddling technique as presented in Figure 5.4. The pair 

of images is then divided into a matrix of interrogation areas (IA) of pixels, in which 

the cross-correlation analysis is performed to determine the average particle 

displacement vector and then the velocity vector magnitude. The PIV technique then 

can be considered to result in the Eulerian “mean” velocity comparing to the Lagrangian 

value obtained by particle tracking velocimetry.  At the onset of analysis, each PIV 

image is divided into a series of small interrogation areas, this will be further explained 

in cross-correlation analysis later in this chapter.  

Many researchers have worked on two-dimensional PIV measurements to characterise 

in-cylinder fluid motion under motoring conditions. Reuss [162] used the PIV 

technique to correlate CFD calculations of the swirling flow inside an overhead valve 

disc shaped single cylinder research engine which included the contributions of both 

the turbulence and cyclic variation. By comparing these measurements with CFD 

models, these studies were able to identify a number of modelling improvements 

including swirl in the residual gas, simulation of the gas exchange during valve overlap 

and improved numerical accuracy.  

Double pulsed PIV measurement was previously used by Reeves [163] to investigate 

tumble for a flow field inside a production geometry four-stroke engine incorporating 

optical access through both the cylinder wall and piston crown. Mid-plane of the 

cylinder at different intervals in the compression stroke during different cycles were 

examined with the auto-correlation technique with a series of 1.12mm x 1.12mm 

interrogation areas with 50% overlap between neighboring regions.  
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Figure 5.3. PIV Experimental Setup. 

  

Figure 5.4. Principle of Frame Straddling Technique.
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5.4.1 Seeding Particles 

PIV measurements depend on light scattering by particles present in the fluid, particle 

seeding requirements can be summarized as: 

• Particle flow tracking ability (appropriate size and mass with low drag) 

• Particle light scattering characteristics 

• Particle number density in the flow 

• Particle tendency to foul optical windows  

• Particle tendency to abrade or adhere to cylinder surfaces 

So, it’s crucial for seeding particles to be non-toxic, non-corrosive, non-abrasive, non-

volatile and chemically inert. To meet these requirements vegetable oil was selected as 

the PIV seeding particle, with properties enabling minimum drag impact while yet 

scattering enough light for the PIV measurements. The seeding density was set to be 

sufficiently high through experimentation. As the more particle image pairs enter into 

the interrogation area the probability of valid displacement detection increases. Keane 

and Adrian [164] recommended that more than five particles pairs should be used in 

each interrogation area for a valid displacement calculation. The mean number of 

particles in a given interrogation area ∆x2 may be described by the dimensionless image 

density (Ni): 

𝑁𝑖 =
4𝐶́∆𝑧0
𝜋

|∆x2| (5-1) 

where 𝐶́ is the mean number of particles per unit volume and ∆𝑧0 is the thickness of 

the laser sheet. If the image density is large (Ni>1), each interrogation area will contain 

many particle images and be capable of yielding a measurement of velocity. 

 A 10F03 seeding generator (as presented in Figure 5.5) supplied by Dantec Dynamics 

was used, which works according to Bernoulli’s principle. Compressed air passes into 

the atomiser via the atomiser regulator to the air tube which caused a high flow velocity 

flow field at the exit of the compressed air tube. This operation causes a pressure drop 

near the tip of another tube partially immersed in the liquid. According to Bernoulli’s 

principle, the arising vacuum sucks out the liquid, which is then dispersed into small 

droplets by the high speed air flow. The liquid droplets are then blown to the outlet of 

the seeding generator by the air flow in the chamber. The seeding generator 10F03 can 
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continuously supply seeding flow with an average droplet size of Sauter Mean Diameter 

(SMD) 2μm to 5μm up to a pressure of 3bar. 

 

Figure 5.5. Seeding Generator. 

Since turbulence flow are highly chaotic, seeding particles deviate to some degree to 

the motion of the true fluid. Ideally the particle will be a good approximation to a fluid 

element if its density is the same as that of the working fluid and a particle size is smaller 

than the smallest length scale, the Kolmogorov length scale (𝑙𝑘 Equation 2.9). The 

degree to which the tracer particle behaves as a fluid element is quantified by the Stokes 

number, defined as [172]: 

𝑆𝑡 =
1

18

(𝜌𝑃 − 𝜌𝑔)

𝜌𝑔
(
𝑑

𝑙𝑘
)
2

 (5-2) 

where 𝜌𝑃 and 𝜌𝑔 are the densities of the particle and the fluid, respectively, and 𝑑 is the 

particle diameter.  

The drag force is influenced by relative velocity, fluid particle properties, and particle 

shape. Drag force with the particle inertia governs the particle motion. The equation of 

motion describing the acceleration of a solid particle was considered [165] as described 
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below. 

𝑑𝑈𝑝

𝑑𝑡
=
3

4
𝐶𝐷

𝜌𝑔

𝐷𝑝𝜌𝑝
(𝑈𝑔 −𝑈𝑝)

2
 (5-3) 

where 𝑈𝑝 and 𝑈𝑔 are the respective gas and particle velocities, 𝐶𝐷 is the drag coefficient, 

𝐷𝑝 is the particle diameter and ρp and ρg are the particle and gas densities. The drag 

coefficient 𝐶𝐷 is dependent on the Reynolds number (𝑅𝑒𝑝) and can be described for a 

spherical solid particle as [48]: 

𝐶𝐷 =
24(1 + 0.15(𝑅𝑒𝑝

0.687))

𝑅𝑒𝑝
 (5-4) 

During the currently reported study Equation (5-4) was used for the analysis of the 

acceleration of the seeding particles. This was then compared with earlier investigations 

of the drag on the oil droplets with 𝑈𝑝/𝑈𝑔 of less than 1. 

5.4.2 PIV Laser 

A high pulsed energy Nd: YAG laser was used during the currently reported PIV 

experiments. The setup involved providing two laser pulses within a short time interval. 

This was done by using a single cavity Nd: YAG laser to illuminate the field of view. 

A gating arrangement of a single flash lamp discharge from the single cavity laser was 

used to provide two laser shots. This limited the time interval between the two laser 

pulses to a range of 20μs to 200μs (which eventually reduces the laser light intensity 

and laser pulse width). Hence using a twin-oscillator, twin-amplifier frequency doubled 

Nd: YA laser can allow infinite and independent control over the time interval, width, 

and intensity of the laser pulses. The laser unit used for the PIV experiments was a 

NANO L 135-15 PIV laser manufactured by Litron Lasers.  This consisted of a laser 

head and laser arm that was used to guide the laser sheet towards the side window of 

the optical engine. The laser unit was powered by the LPU 550 power station configured 

to drive 2 laser units with a 550W combined throughput. The laser head consisted of 

two 1064μm laser units, half wave plates, mixing and steering polarisers and a harmonic 

144 generator. The laser head supplies 532μm laser beams with up to 136mJ laser pulse 

energy under a 160μs optimised Q-switch delay. More advanced PIV systems (diode-

pumped Nd: YLF) with lasers offering outputs of up to 10-40 mJ per pulse at 1-5 kHz 
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at 1053 nm, would resolve the limitation of repetition range of Nd:YAG-based systems 

in performing time-resolved experiments. However, due to availability Nd:YAG-based 

systems, NANO L 135-15 PIV was used.  

5.4.3 Camera and Optics 

A Dantec Dynamic FLOWSENSE 4M camera system was placed in front of the 45° 

mirror with negligible out of plane movement to capture seeding particles during 

currently reported study. The simplified one-camera system suffers from the restriction 

that the optical axis must be aligned in the direction normal to the light-sheet plane. 

Moreover, such systems only yield two velocity components within the measurement 

plane and are therefore only suitable for the investigation of flows with a negligible out-

of-plane velocity component. The CCD camera was capable of a maximum resolution 

of 2048x2048 pixels, 20.4 fps at full resolution, 7.4 µm pixel size, peak quantum 

efficiency of 56% and with a minimum inter-frame time of 200ns. The lens used for the 

PIV test was an UV-Nikkor 60 mm lens attached with a 532nm narrow band filter to 

remove background light. The configuration of the lens is shown in Table 5.1. 

Table 5.1. Lens Configuration. 

Focal Length 60 mm 

Aperture f/32 to f/2.8 

Reproduction ratio 1:10 to 1:2 

No of lens Elements 8 

Lens Group 7 

Maximum angle of view 39°40′ 

5.4.4 PIV Test Setup 

A Dantec Dynamic FLOWSENSE 4M camera system with a CCD camera and high 

pulsed energy Nd: YAG laser was used throughout currently reported PIV experiments. 

The measurements were achieved by providing two laser pulses within a short time 



Chapter 5                                                    Imaging Techniques & Thermodynamic Processing 

 

86 

 

interval. This was done using a twin-oscillator, twin-amplifier frequency doubled Nd: 

YA laser for illumination of the PIV area with the single cavity Nd: YAG laser with 

gating of a single flash lamp discharge from the single cavity laser to provide two laser 

shots. The laser sheet was formed in a way that the sheet thickness did not exceed 2 

mm. The sheet was placed in a way that it spread all over the horizontal imaging plane 

as shown in Figure 5.6. The laser sheet was aligned at 5 mm above the optical piston 

and 10 mm below the spark plug, as close as possible to TDC (at 30°bTDC as any closer 

was restricted by the piston intruding into the field of view of the side window).  

Presented in Figure 5.7 is the experimental arrangement of the PIV laser, mirror, 

camera, and optical apparatus. The ICCD camera was positioned in a way that images 

were captured through the 45° mirror via the Bowditch optical access and then was 

focused with a scaled paper in order to clearly capture images at 30°bTDC. The same 

scaled sheet was used to define the two points for PIV analysis software (Dantec 

Dynamicstudio version 3.00). This software uses the distance between these two points 

as a reference to be able to measure image dimensions. 

In the currently reported study, PIV images were captured with a largest possible 

aperture and smallest f-number of 2.8 to provide shallow (small) depth of field. The 

maximum laser output was set to 100 mJ and verified by a laser measuring probe to 

produce sufficient scattering light from the vegetable oil droplets. The dropout rate of 

velocity vectors was kept minimized by adjusting the maximum time interval between 

the two laser pulses. This was done by sweeping time interval of the two laser pulses 

from 30μs to 200μs; 100μs was set as it was reasonably high enough to minimize 

dropout rate and low enough to trace the vector velocity changes within this period.  

 

Figure 5.6. Laser Sheet Thickness, 
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Figure 5.7. PIV laser, mirror, camera, and optical apparatus. 
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5.4.5 Cross-Correlation Analysis 

Dantec Dynamics software (Dynamicstudio Version 3.00) was used to calculate the 

particle displacement vector and obtain velocity vector maps by using the cross-

correlation method to locally correlate two images of particles on two separate frames. 

This method is based on dividing each PIV recorded image into a number of 

interrogation areas and evaluating the velocity vectors in that region. For this PIV 

experimental setup, a 32x32 pixels interrogation area was used combined with the 

Gaussian algorithm, which corresponds to a spatial resolution of 1.8mm x 1.8mm. 

Figure 5.8 shows a schematic representation of the evaluation process to determine the 

displacement vector. 

 
 

Figure 5.8. Cross-Correlation Analysis. 

Interrogation regions in each recorded image of the PIV consist of a random distribution 

of particle images which a certain pattern of N particles can be formed in the flow as 

shown below [166] 
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𝛹 =

(

 
 

𝑥1
𝑥2
.
.
𝑥𝑁)

 
 

 

(5-5) 

𝑤𝑖𝑡ℎ 𝑥𝑖 = (

𝑥𝑖
𝑦𝑖
𝑧𝑖
)  

Where Ψ represents the state of the particle ensemble at a given time t, and 𝑥𝑖 is the 

position vector of the particle I at the time t, in the interrogation volume of the laser 

sheet. [166] 

Capital letters representing coordinate in the image plane and lowercase letters are used 

to reference coordinates in the object plane.  

𝑋 = (
𝑋
𝑌
) 

Assuming the magnification factor is M then, 

 𝑥 =
𝑋

𝑀
   and  𝑦 =

𝑌

𝑀
 

The single exposure for each image intensity field can be written as the following 

equation [166], 

𝐼(𝑋,𝛹) = 𝑎0 +∑𝑃(𝑥𝑖). 𝜏(𝑋 − 𝑥𝑖)

𝑁

𝑖=1

 (5-6) 

Where 𝜏(𝑋 − 𝑥𝑖) is the point spread function of the imaging lens and characterizes the 

impulse response of the imaging lens and 𝑃(𝑥𝑖) indicates the system transfer function, 

giving the light energy of the image of an individual particle 𝑖 inside the interrogation 

volume (IV) and its conversion into an electronic signal. To increase the fraction of 

matched to unmatched particle images, two interrogation areas are offset in response to 

an estimated mean particle displacement. This will increase the signal to noise ratio at 

the correlation peak. The cross-correlation function for each pair of interrogation areas 

is therefore evaluated and the peak displacement vector is calculated, which correlates 

to the particle image displacement vector. Assuming inside the interrogation volume 

there is a constant displacement of all particles called 𝑑, then the particle locations at 

the second exposure are found by [166]. 
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𝑥𝑖
′ = 𝑥𝑖 + 𝑑 = (

𝑥𝑖 + 𝑑𝑥
𝑦𝑖 + 𝑑𝑦
𝑧𝑖 + 𝑑𝑧

) 
(5-7) 

The correlated particle image displacement is given by  

𝐷 = (
𝑀. 𝑑𝑥
𝑀.𝑑𝑦

) 
(5-8) 

The second exposure from the intensity distribution of the interrogation area can be 

modeled as: 

𝐼′(𝑋, Г) =∑𝑃′(𝑥𝑗 + 𝑑). 𝜏(𝑋 − 𝑥𝑗 − 𝐷)

𝑁

𝑗=1

 (5-9) 

The first exposure from the intensity distribution of the interrogation area can be 

modelled as: 

𝐼(𝑋, Г) =∑𝑃(𝑥𝑖). 𝜏(𝑋 − 𝑥𝑖)

𝑁

𝑖=1

 (5-10) 

The cross- correlation function for two interrogation areas can be form as: 

𝑅𝐼𝐼(𝑠, 𝛹, 𝑑) = 〈𝐼(𝑋, Г). 𝐼
′(𝑋 + 𝑠, Г)〉  

=
1

𝐴𝐼
∑𝑃(𝑥𝑖)

𝑁

𝑖,𝑗

. 𝑃(𝑥𝑗 + 𝑑) ∫ 𝜏

𝐴𝐼

(𝑋 − 𝑋𝑖). 𝜏(𝑋 − 𝑋𝑗 + 𝑠 − 𝐷). 𝑑𝑋 

(5-11) 

 

Where 𝑠 is the separation vector in the correlation plane and by differentiating the 𝑖 ≠ 𝑗 

terms, which represent the correlation of different particle images and therefore 

randomly distributed noise in the correlation plane, and the 𝑖 = 𝑗 terms which contain 

the desired displacement value, the following equation can be formed by summation of 

both terms into: 

𝑅𝐼𝐼(𝑠, 𝛹, 𝑑) =
1

𝐴𝐼
∑𝑃(𝑥𝑖)

𝑁

𝑖≠𝑗

. 𝑃(𝑥𝑗 + 𝑑) ∫ 𝜏

𝐴𝐼

(𝑋 − 𝑋𝑖). 𝜏(𝑋 − 𝑋𝑗 + 𝑠

− 𝐷). 𝑑𝑋

+
1

𝐴𝐼
∑𝑃(𝑥𝑖)

𝑁

𝑖=𝑗

. 𝑃(𝑥𝑗 + 𝑑) ∫ 𝜏

𝐴𝐼

(𝑋 − 𝑋𝑖). 𝜏(𝑋 − 𝑋𝑗 + 𝑠

− 𝐷). 𝑑𝑋 

(5-12) 
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This can also be represented as: 

𝑅𝐼𝐼(𝑠, 𝛹, 𝑑) =
1

𝐴𝐼
∑𝑃(𝑥𝑖)

𝑁

𝑖≠𝑗

. 𝑃(𝑥𝑗 + 𝑑). 𝑅𝜏 (𝑋𝑖 − 𝑋𝑗 + 𝑠 − 𝐷)

+ 𝑅𝜏(𝑠 − 𝐷)∑𝑃(𝑥𝑖)

𝑁

𝑖≠𝑗

. 𝑃(𝑥𝑖 + 𝑑) 

(5-13) 

It is possible to calculate correlations directly from Equation (5-9) to (5-13) but to 

increase efficiency, fast Fourier transform (FFT) algorithms are used in the currently 

reported study by Dantecstudio software. The correlation theorem states that the cross-

correlation of two functions is equivalent to a complex conjugate multiplication of their 

Fourier transforms [55]: 

 𝑅𝐼𝐼 ⇔ 𝐼 • 𝐼′∗ 

Where 𝐼 and 𝐼′ are the Fourier transforms of the functions 𝐼 and 𝐼′
′ respectively. 

Computing two 2-D fast Fourier transforms on equal sized samples of the image, 

followed by a complex conjugate multiplication of the resulting Fourier coefficients 

can be used for calculation of the cross-correlation functions.  

5.4.6 PIV Analysis Limitations & Advanced Interrogation 

Techniques  

Advanced techniques have been introduced in this section to overcome the limitations 

posed by the application of the cross-correlation operator to interrogate the images. 

These techniques allow the measurement dynamic range to be increased in relation to 

the in-plane particle motion and shows the possibility of enhancing the correlation peak. 

Some major difficulties encountered during the development of PIV analysis and part 

of the solutions proposed include [167]: 

5.4.6.1 Loss of Particle Pairs 

Adopting smaller size of interrogation window can be used to increase the resolution 

of image analysis. However, fewer particles are considered in a small interrogating 

window [167]. Moreover, this will cause the loss of particle paring because of particles 

flow in, and out, of the interrogating window of sequential images.  Miss-match of 

particle image pattern may occur, and false velocity vector may be produced, especially 

for a small interrogating window. The resolution of image analysis is thus limited by 
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the size of interrogating window. 

5.4.6.2 Peak Locking Effect 

A digital image is composed of an integer number of pixels, with light intensity 

recorded as an integer number on every pixel. Also, the correlation function computed 

from two consecutive images is distributed over integer coordinates. Thus, the sub-

pixel displacement computed from the correlation function distribution will be closer 

to an integer, known as the peak locking effect, since integer number has larger 

weighting. The peak locking phenomenon is more obvious for particle diameters of less 

than 2 pixels. Evidently, peak locking significantly reduces the accuracy of PIV 

measurements [168]; however the effect on velocity flow statistics may be within 

acceptable limits, this effect can lead to strange results for instantaneous spatial 

derivative data such as vorticity [169]. 

5.4.6.3 Particle Image Deformation 

Velocity gradient of the flow field can deform particle image pattern between sequential 

images. Direct cross correlation from the deformed sequential images can cause 

multiple peaks of the correlation function, which either reduce the measurement 

accuracy or even worse, produce false velocities. Distorting the particle image properly 

according to the velocity gradients will improve the measurement results [167,170]. 

5.4.6.4 Window Shift Method 

First correlation analysis is used to estimate in-plane particle image displacement, then 

a relative shift between the correlation windows can be applied in order to compensate 

for the loss of pairs due to the average particle motion. Hence the number of particle 

image pairs is increased. Two-step analysis is implemented where the interrogation is 

repeated the second time with the window in the second exposure shifted by the value 

of the displacement obtained from the first interrogation [171]. 

5.4.6.5 Multigrid Analysis 

A logical consequence of the window shift technique is the multigrid approach: when 

the interrogation process is repeated several times, with the interrogation window 

shifted after each interrogation. As a result, the dynamic range is amplified; when the 
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window-refinement multigrid window-shift technique is applied. This process allows 

the elimination of the 1/4-rule [172] constraint and is usually terminated when the 

required window size (the smallest) is applied. 

5.4.6.6  Local Correlation Averaging 

In several experimental conditions, a high source density cannot be obtained for 

technical reasons. Hence analysis performed at low image number becomes critical, 

with the appearance of many spurious correlation vectors. One approach is to increase 

the number of particle pairs without increasing the window size consists of 

accumulating the effect of several instantaneous particle image recordings. However, 

this method is only valid when the flow is strictly steady, also beyond a given point, 

individual particle images cannot be distinguished any more. A better solution is 

therefore to average the correlation maps from the analysis of the single recordings 

[173,174]. This way no upper limit is found on the number of recordings that can 

contribute to building the correlation signal. 

5.4.6.7 Correlation Multiplication 

Correlation signal from every single pixel produces correlation map at a given location. 

One way to enhance the correlation peak height and reduce the noisy peaks is to 

multiply many correlation maps for a correlated value of the velocity but uncorrelated 

particle image pattern [175]. Multiplying each correlation map by those obtained fat the 

neighboring location is the most commonly used method with the benefits of unsteady 

flow application. It’s important to note that flows with a significant velocity gradient 

might not benefit from this method. 

5.5 High-Speed Natural Light (Chemiluminescence) 

The type of visualization that only uses the light from combustion source is often 

referred to as natural light imaging. This method works on the principle that as the flame 

propagates specific molecules become raised to an excited energy state via exothermic 

reactions. These molecules decay back to equilibrium energy levels resulting in the 

emission of a photon as illustrated in Figure 5.9.  

The released photon wavelength whose radiation is much stronger than normal thermal 

radiation and therefore easier to detect with a sensor depends on the chemical structure. 
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The capture and analysis of this is often referred to as Chemiluminescence.  

Table 5.2 shows the photon emissions wavelength groupings that differing chemical 

compounds display. 

 

Figure 5.9. Molecule excitation and photons production. 

Table 5.2. Emission peaks of key combustion species in IC engine [Yang, Zhao and 

Megaritis, 2009] 

Methane 

 

CH (nm) 

Hydroxide 

 

OH (nm) 

Formaldehyde 

 

CH2O (nm) 

Carbon 

 

Dioxide CO2 

(µm) 

C2 

 

(nm) 

Aldehyde 

 

CHO (nm) 

314 

387-389 

431 

302-309 368 

384 

395 

412-457 

2.69-2.77 

4.25-4.3 

470- 

474 

516 

558- 

563 

320, 330 

330, 340 

355, 360 

380, 385 
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High speed natural light imaging has been used commonly since the creation of the 

optical engine. Previous work by Rassweiler and Withrow [154] was considered a 

milestone at the time, with image recording at a high-speed of 5000 frames per second 

(fps). The recording was resolved to a 2.4 crank angle degree per image to capture the 

flame propagation across the cylinder. Natural light imaging was later used to form a 

well-known formula to calculate the mass fraction burned. The same study also showed 

that a flame front released photons that indicated methane, C2 and hydroxide 

combustion products. An attempt was made by Chomiak [176] to match the emissions 

rate from the flame front to the Kolmogorov scale from which a relationship with the 

turbulent flame scale could be found. The smallest highly luminous object inside the 

combustion area would have a size of 1.5mm as mentioned by Chomiak [176], which 

can be considered as the Kolmogorov scale in that region. Using the OH radical as a 

flame front marker in natural light imaging is one of the biggest challenges involved in 

this method. Therefore, to find the exact front of the flame is dependent on finding the 

UV light emitted from the hydroxide elements. However, this cannot be as evident in 

cool flame combustion. Srinivasan and Saravanan [177] have concluded that ethanol 

possesses low light intensity combustion because of much cooler combustion 

temperatures. In comparison to fuels like iso-octane, using a natural light method of 

measurement, the post process computer code analyzation is reliant on the emissions 

from combustion itself to indicate the flame front. With OH radicals being emitted as 

UV light the computer code will struggle to view the advancing flame using recorded 

images from a CMOS sensor camera. To improve the probability of detecting the flame 

front, the use of either an image intensifier or a suitable external light source of chamber 

illumination will help differentiate between the burnt and unburnt regions due to the 

difference in density. An image intensifier was used in the currently reported study to 

boost the available light from combustion and reduce noise significantly.  

5.5.1 High–Speed Camera and Synchronisation 

The MEMRECAM fx 6000 digital high-speed video camera, fitted with a metal-oxide 

semiconductor (CMOS) sensor, was used during the optical measurement. The camera 

presented in Figure 5.10 was placed in front of a 45-degree mirror as close as possible 

to increase resolution and avoid image distortion. When the camera was triggered, the 
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in-house LabView code would instantly start capturing data to allow the user to unify 

both the optical and thermodynamic results, cycle for cycle, at a later date via post-

processing.  

 

 

Figure 5.10. High Speed Camera mounted with Nikon Lens. 

The camera was later coupled to a DRS Hadland Model ISL3-11 image intensifier, an 

electro-optical device that transfers low level light images into visible quantities of light 

in a single wavelength. This was necessary because initial tests without an intensifier 

incurred too much noise that could not be filtered and made image analysis impossible. 

DRS Hadland Model ISL3-11 imaging intensifier is characterised by a resolution that 

matches the (512 x 384) pixel camera at 6000 frame rate (fps) and not to limit camera’s 

resolution. The laboratory lights were switched off before switching on the intensifier 

because intensifier principle of operation is boosting the available light from the 

exposed combustion region. Care had to be taken to protect the photocathode and 

phosphor screens inside the device. This ensured that only the combustion light would 

potentially enter the intensifier-camera coupling’s aperture. After a sweep of intensity 
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settings (explained in more detail in the next section) from 40% gain to 85% gain, an 

intensifier gain was set to 80% for all imaging work. The lowest gain intensity was 

selected (80%) in a way that combustion light could be seen and analysed without 

having noise issues and avoided higher values to avoid damaging the intensifier.  

Previous work [21] with the same intensifier but different engine considered 60% 

intensity. However, this prior study considered knocking combustion with full bore 

access, which provided more light for the CMOS camera. The camera was 

synchronized with a trigger-in signal from the high speed camera that was connected to 

the Data Acquisition System in a way that simultaneous flame images and pressure data 

could be recorded (later matched in post processing). The LED lamp illumination 

shown in  Figure 5.11 was used to indicate spark ignition. It was set to blink once the 

engine was at 40°bTDC firing (set with a reference signal discussed in Chapter 3.12). 

This was then illuminated through the 45-degree mirror and as the camera and pressure 

data reached this point the LED blink could be recorded in the image. A post processing 

procedure was used to match this spark plug and LED illumination in GXlink (High 

Speed Camera Commercial Software) in the case that camera could not record spark 

ignition during recording. After accurately marking 40°bTDC each crank angle after or 

before that was set added or subtracted 1.5 CAD based on 6000 fps and 1500 rpm. 

 

Figure 5.11. LED Lamp Indicating 40°bTDC. 
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5.5.2 Intensifier Sweep 

An intensifier can be described as a device to increase the intensity of available light in 

an optical system for a low-light condition situation. An initial set of high speed 

recordings were done without an intensifier in use, this was done to qualify the light 

available only from combustion itself. Image analysis was undertaken on these recorded 

images without the intensifier in use. Despite using many noise filtration methods 

(discussed later in the image analysis section) image analysis of the recorded set, even 

in the case of rich combustion, was unable to provide accurate measurement of flame 

contours. Therefore, flame characteristics could not be evaluated due to the absence of 

enough light from the combustion. The CCD camera sensor sensitivity was increased 

automatically by the camera to be able to capture the flame as the exposure duration 

could not be changed during this experiment. Increasing sensor sensitivity potentially 

could capture flame images without the use of an intensifier but the noise also increased 

significantly and could not be filtered out in post-processing; this can be seen in Figure 

5.12 where horizontal noise signals could not be filtered. 

  

Figure 5.12. Noise in Initial Recorded Image Without Intensifier. 

It was crucial to use an intensifier to capture flame images, so steps were taken to 

evaluate the sensitivity of the mean flame propagation parameters to the intensifier 

setting. The DRS intensifier (described in Chapter 5.5.1) was coupled to the camera. 

The intensifier’s shutter opened when the camera’s trigger was activated. This was done 
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to acquire the ideal light gain setting for the intensifier to be set at. Considering low 

gain on intensifier setting and the flame could have horizontal noise and still could not 

be clear enough; too high gain and the photocathode and phosphor screens in the device 

would be damaged due to excess light entering the shutter and effectively damaging the 

intensifier cells. It was decided that three gain intensity settings should be tested,  as 

also tested by the previous researcher using the same intensifier [21]. An upper limit of 

intensifier gain was considered to be 90% as the bore radius was considerably smaller 

in comparison to previous experiments with full bore access and knocking combustion. 

Gain settings of 40%, 60%, 80%, and 85% were selected for the remaining test points. 

Engine test was carried out at 1500 RPM, using stoichiometric ethanol with MBT spark 

timing. In addition, the tests were repeated with lean and rich combustion. It was 

expected that, while stoichiometric fuelling would show little major distinction between 

cases, the imaging of lean combustion would be hampered due to the dimmer nature of 

lean burn flames thus demonstrating the lowest gain setting with which accurate results 

could be obtained and the imaging of rich combustion was brighter due to nature of rich 

flame combustion. Analysing the recorded flame data showed there are two parameters 

to observe and calculate. The first was to measure the maximum flame radius achieved. 

Due to the spark being situated at the centre of the cylinder, the ideal maximum radius 

should be full bore radius. However, there will be some fluctuations in the precision of 

this value due to sight lines from aligning the optical equipment and flame centroid 

displacement. These were later corrected in post-processing, as explained in the 

analysis section. The second parameter to affect image analysis is the early flame 

development and ignition that should be detected with the in-house Matlab code that 

will be discussed further in the analysis section. It is very important to record early 

flame behavior as in the early microseconds after the spark event contains the flame 

propagation. If this early flame propagation and light emission are not adequately 

captured by the camera right after the spark, then the true reasons for the resulting flame 

motion will not be available. In the stoichiometric intensifier sweep for ethanol, the 

flame radius analysis shows that Gain at 40% and 60 % were too low to capture the 

initial flame propagation. The flame radius measurements were unable to accurately 

match the actual radius of the bore. This inability to identify the early flame is also 

apparent from the flame speed trace at 50% gain level in Figure 5.13 (left) whereas 

shown in the same figure (right) is the apparent flame speed at 80% gain in comparison. 

The apparent flame speed is calculated using the change in distance (radius) over the 
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time step between images. It is equal to the sum of the turbulent entrainment velocity 

and the velocity at which the unburned gas is pushed away by compression due to piston 

motion and the expanding burned gas. Gain setting at 80% was tested and it was 

concluded that radius measurement is accurate enough to obtain less than 2% error, this 

error was measured by comparing maximum flame radius measured at each gain, and 

comparing to the maximum flame radius that is equal to optical piston radius of 27.5 

mm. Flame radius fit at 80% gain for the closest cycle to average cycle ethanol is 

shown in Figure 5.16. 

 

Figure 5.13. Apparent Flame Speed at 50% and 80% Gaining level, (1500 rpm, 0.5 bar 

inlet pressure, ethanol MBT for all the fuels). 

Based on analysing the lean combustion results, it was concluded that a minimum of 

90% gain should be selected, as with the dimmer combustion profile the CMOS can 

only detect a flame with a maximum radius of 12mm (under half the actual bore 

diameter). When the intensifier gain was increased to 90%, this identified radius was 

improved, but this was avoided as 90% gain could potentially damage the intensifier 

cells even though auto reset gaining was engaged. Even though different gain settings 

are essentially imaging the same combustion event and the flame profile and pattern 

should be roughly similar (allowing for minor cyclical variation), there is no flame at 

all in the 40% gain images. Inaccurate flame radius was also captured at 60% gain. As 

for the images taken at 80%, it was clearly improved analysis where flame radius 

matched actual bore radius, considering flame centroid displacement. The flame speeds 

were reasonable to 98%, visible bore radius mentioned earlier on Chapter 3.5.2 is 27.5 

mm, As shown in Figure 5.14, ethanol radius reached 20 mm and was due to the flame 

0

2

4

6

8

10

12

0 5 10 15 20 25 30 35

A
p
p

a
re

n
t 

F
la

m
e
 S

p
e
e
d
 (

m
/s

)

Crank angle degrees after ignition timing

80% Gaining level

50% Gaining level



Chapter 5                                                    Imaging Techniques & Thermodynamic Processing 

 

101 

 

stretching toward exhaust side of the piston. Thus 80% was chosen to be the intensifier 

setting for all the recorded tests at stoichiometric, but it is important to note this was at 

the mercy of the 90% cap. Ideally, in the lean case, a higher setting would have been 

tested to confirm the satisfactory performance.  

 
Figure 5.14. Flame Radius compared to optical piston bore radius for ethanol (MBT). 

5.5.3 Comparison of Imaging Methods 

A comparison of five imaging methods was used to determine the most suitable 

approach for the imaging required for this experiment. This was done by comparing all 

the positives and drawbacks of each method as described in Table 5.3. It was concluded 

that the most suitable method of flame imaging for the experiment was natural light 

imaging. This was based on technologies available in Brunel University at the time and 

the accuracy level required to compare different hydrous and anhydrous fuels. This 

method selection was also confirmed by a previous researcher [178]. Schlieren and 

natural light imaging were compared with the following two major outcomes [179].  

1. The complex setup of Schlieren would eventually increase human error in the 

procedure in comparison to natural light imaging.  

2. Metrics such as flame radius development and shape factor were unaffected by the 

choice of technique provided the natural light emission was sufficient, by using 

intensifier it was verified that natural light emission was sufficient. 
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Table 5.3. Comparison of the major techniques of capturing flame propagation in the 

cylinder [178,180,181]. 

Method Advantages Disadvantages 
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• Low in complexity to setup 

• Relatively inexpensive 

• Good measure of heat release 

fluctuations, both temporally 

and spatially 

• Alerts users to knocking 

regions 

• Allows user to spot species 

formation to analyse the 

chemical balance of the 

charge 

• Can visualise not only 

combustion but ‘cool-flame’ 

combustion due to the 

emergence of a CHO radical 

 

 

 

 

• Difficulties with identifying 

three dimensional structures 

• Signals must be interpreted 

carefully to ensure accuracy 

in the assessment of 

emissions spectra 

• May not detect the flame 

front of cooler flames – 

particularly ethanol 

• Can be hard to detect all 

species due to varying 

wavelengths and with the 

spectrum of emissions being 

beyond visible light 

• Requires an image 

intensifier or an artificially 

boosted image – especially 

for alcohol fuels with less 

luminous flames 
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• Very good contrast, especially 

compared to shadowgraph 

• Works with both laser and 

white visible light (like LEDs) 

• Due to its sensitivity to 

density changes, is suitable 

for detecting knock and for 

visualising the initiation and 

propagation of the flame 

• Provides an in-focus image, 

unlike shadowgraph 

• Can only generate information 

along the line of sight of the light 

source 

• Not able to see mixing clearly 

• If the flow is in three- dimensions 

the results can be misleading and 

the user is unable to integrate 

spatially throughout the flow 

• Requires the knife edge to be 

precisely placed 

• Requires a laser light source which 

could have a poor beam 

distribution 

• Double-pass can be very difficult 

to setup 

 

S
h

a
d

o
w

g
ra

p
h

 

• Lower quality equipment 

required compared to 

schlieren – therefore lowering 

expense 

• Works with both laser and 

white laser light 

• Due to its sensitivity to 

density changes, is great for 

detecting knock and 

visualising the initiation and 

propagation of the flame 

• Can only generate information 

integrated along the line of sight 

of the laser 

• Difficulties with identifying three-

dimensional structures 

• Unable to integrate spatially 

throughout the flow 

• Double-pass can be difficult to 

setup 

• Requires a laser light source which 

could have a poor beam 

distribution 

• Sensitive to piston motion 

meaning lower accuracy around 

bore perimeter 
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• Can use any light source 

• Can use any type of camera 

(ICCD or high-speed) 

• Very strong signal 

• Clear distinction between the 

total burnt and unburnt gases 

• Good balance of spatially and 

temporal resolutions 

• Unable to function with droplets 

less than 0.5µm in size because of 

its second order size dependence 

• Usually restricted to two 

dimensional (though swinging 

sheet techniques can be used to 

increase complexity) 

P
L

IF
 

• Very simple to set-up 

• Very high contrast as it is able 

to ignore irrelevant light 

scatters 

• Good balance of spatial and 

temporal resolutions 

• Difficult to interpret signals 

• Must have an ICCD camera, thus 

raising costs 

• Requires a high-powered laser 

• Time-resolved images can take a 

long time to process, reducing the 

amount of optical work that can be 

completed in a day 

• Requires use of a dopant which 

may influence the in-cylinder 

mixture properties (such as the 

evaporation and the burn rates) 

• Requires a UV source to fluoresce 

the dopant 
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5.5.4 Image Analysis and Processing Techniques 

In order to compare and analyse flame behaviors and characteristics for different fuels, 

each combustion image, and flame batches had to be analysed in a way that noise is 

removed. Flame characteristics should be measured with consistency and in a 

repeatable way. So, a variety of Matlab codes were written that are set out in Appendix 

C and compared to validate the repeatability and consistency of the measured factors. 

Some of the filtering methods are listed below and will be explained throughout this 

chapter.  

• N-D filtering of multidimensional images 

• Create predefined 2-D filter 

• 2-D Gaussian filtering of images 

• Normalized 2-D cross-correlation 

• 2-D adaptive noise-removal filtering 

• 2-D median filtering 

• 2-D order-statistic filtering 

• Local standard deviation of image 

• Local range of image 

• 2-D box filtering of images 

5.5.4.1 Flame Image Initial Processing and Binarisation 

Combustion cycles were captured using commercial software called GXlink as a 

concurrent set of images with default setting on the software. Then these images were 

downloaded in TIFF format with the mentioned commercial software. Each experiment 

incurred more than 16000 images that were including all four strokes (Intake, 

Compression, Combustion, and exhaust) for each cycle. An in-house MATLAB script 

was developed to batch process the files, initially, files were converted to binary images 

using im2bw. This function works in the following way: converting the grayscale 

image to a binary image. The output image Black and White (BW) replaces all pixels 

in the input image with luminance greater than the value of 1 (white) and replaces all 
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other pixels with the value 0 (black). Specify level in the range [0,1] this range is 

relative to the signal levels possible for the image's class. Therefore, a level value 

of 0.5 is midway between black and white, regardless of class. Initially, the Otsu's 

method was employed as a threshold finding technique, as it was offering an accurate 

distinction between the flame and the bore with the least processing time. However, in 

some conditions ideal result could be achieved with manually selecting threshold level 

in the Otsu's method due to the high noise.  

BW = im2bw(X, map, level) converts the indexed image X with colormap map to a 

binary image. BW = im2bw(RGB, level) converts the true-color image RGB to a 

binary image. If the input image is not a grayscale image, im2bw converts the input 

image to grayscale and then converts this grayscale image to binary by thresholding 

[182]. 

5.5.4.2 Noise Suppression 

Image noise was filtered using the “bwareaopen” function that works in a way that 

removes all connected components (objects) that have fewer than P pixels from the 

binary image BW, producing another binary image, BW2. The default connectivity is 

8 for two dimensions [182]. This operation is known as an area opening and was used 

to filter out the noise and after the code started a counter to measure image pixels to 

separate images higher than 10 white pixels. Assuming black displayed 0 and white 

displayed 1, the start of ignition could be marked as the white pixels (fire) started to 

increase with an initial region of more than 30 pixels. An overlapping pixel counter 

function was integrated to stop recording firing images as the flame reached optical 

bore. Each set of images starting from ignition until reaching optical crown periphery 

(only combustion stroke) was extracted from the raw data and renamed in an 

appropriate format. Each firing test could be around 28-32 firing cycles depending on 

the start of recording. This was later modified with an extra 5-image buffer to make 

sure the start of ignition would be recorded, in a way that 5 extra images were recorded 

when code started to record any firing cycle (white pixels >30). 
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5.5.4.3 Flame Image Read and Post Processing 

The next step of image processing deals with reading data from firing cycles separated 

as described above. Initially, each image was identified by its name. “Fuel”_”Image 

number”_”Image cycle” was then selected by the Matlab code. A dynamic masking 

process using G=fspecial('gaussian'), BGR=imread (background) and imfilter (BGR,G) 

were applied to remove any ‘halo’ from the bore by subtracting a black background 

image from each photo. Fspecial function returns a rotationally symmetric Gaussian 

lowpass filter of size hsize with standard deviation sigma (positive). Imfilter function 

filters the multidimensional array A with the multidimensional filter h. The array A can 

be logical or a non-sparse numeric array of any class and dimension. The result B has 

the same size and class as A imfilter computes each element of the output, B, using 

double-precision floating point. If A is an integer or logical array, imfilter truncates 

output elements that exceed the range of the given type and rounds fractional value. 

Variable contrast method was adapted to adjust contrast in each image, this adjustment 

was done by setting a threshold and trial and error. Because many automatic 

adjustments such as imadjust failed to provide enough consistency with a different set 

of images and fuels. Imadjust automatically maps the intensity values in the grayscale 

image I to new values in J. By default, imadjust saturates the bottom 1% and the top 

1% of all pixel values. This operation increases the contrast of the output image J 

automatically without being able to correct it. Gamma correction was also used to 

enhance flame detection and visibility for low light cycles and lean mixtures by setting 

the Correction property to Gamma. This property gives the desired gamma value of the 

output image. When set the Correction property to De-gamma, this property indicates 

the gamma value of the input image. This property was set to a numeric scalar value 

greater than to 1 and less than 1.2 depending on each image condition.  

Subsequently, the image with the highest luminance was selected to identify the piston 

bore. An elliptical mask was plotted using “imellipse” around the flame, this function 

works with the interactive placement of an ellipse on the current axes. The function 

returns h, a handle to an imellipse object. The ellipse has a context menu associated 

with it that controls aspects of its appearance and behavior by right-clicking on the line 

to access this context menu. The ellipse position could be set manually in a way that 

creates a “draggable” ellipse on the object. Specified by hparent position is a four-

element vector that specifies the initial location of the ellipse in terms of a bounding 
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rectangle. The position has the form [xmin ymin width height]. Such positioning of the 

ellipse was tested many times to most accurately identify the piston window periphery 

as displayed in Figure 5.15.  

 

Figure 5.15. Ellipse used to mark the edge of optical crown. 

It was also here that the ratio of the image to the real-world dimensions is created. This 

aided the correct calculation of the various analysis figures later (radius, area, etc.). 

Here the ratio was set as 1:2.71. 

5.5.4.4 Flame Radius 

Flame radius calculation is one of the most important initial values of the flame analysis 

as from this many other values can be derived. Therefore, obtaining the flame radius 

with the highest level of accuracy was considered and verified many times. The code 

used the best-fit circle method, an idea originally proposed by Keck [155], and used 
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numerous times in literature [20,62,183] to obtain the radius. This method seeks to find 

the flame’s centre and radius by affixing a circle to the image. This is done so that the 

amount of unburnt charge encompassed by the circle is equal to the amount of burnt 

charge. This best-fit circle can be calculated by solving a non-linear, least-squares 

problem, in order to minimise the sum of the squares of the distances:  

𝑑𝑖
2 = (‖𝑧 − 𝑥𝑖‖ − 𝑟)

2 (5-14) 

where 𝑑𝑖 is the distance between a point 𝑥𝑖 and the centre of the best-fit circle (𝑧) which 

possesses a radius of 𝑟. If 𝑢 = (𝑧1, 𝑧2, 𝑟)
𝑇,this means 𝑢̃ needs to be determined so that: 

∑𝑑𝑖(𝑢)
2

𝑚

𝑖=1

= 𝑚𝑖𝑛 (5-15) 

Here the Jacobian, defined by the partial derivatives 
𝜕𝑑𝑖(𝑢)

𝜕𝑢𝑗
  is given by: 

𝐽(𝑢)

=

(

  
 

𝑢1 − 𝑥11

√(𝑢1 − 𝑥11)2 + (𝑢2 − 𝑥12)2

𝑢2 − 𝑥12

√(𝑢1 − 𝑥11)2 + (𝑢2 − 𝑥12)2
−1

⋮ ⋮ ⋮
𝑢1 − 𝑥𝑚1

√(𝑢1 − 𝑥𝑚1)2 + (𝑢2 − 𝑥𝑚2)2

𝑢2 − 𝑥𝑚2

√(𝑢1 − 𝑥𝑚1)2 + (𝑢2 − 𝑥𝑚2)2
−1
)

  
 

 
(5-16) 

 

From this, using the Gauss-Newton method, the best-fit circle could be iteratively 

computed around a set of given points [184]. If those points are the flame front data, 

then the calculated circle would equal one with a radius identical to that of the flame 

radius. Figure 5.16 at the bottom left shows the best-fit circle (Cyan), the flame 

perimeter (Black) and flame centre (Red). 

Matlab calculations are further explained here by Richard Brown [185]. 

Regionprops function algorithm can be found below: 

This function measures a variety of image quantities and features in a black and white 

image. Specifically, given a black and white image it automatically determines the 

properties of each contiguous white region that is 8-connected. One of these particular 

properties is the centroid. This is also the centre of mass. This would be 

the (x,y) locations of where the middle of each object is located. As such, 

the Centroid for regionprops works such that for each object that is seen in firing image, 

this would calculate the centre of mass for the object and the output of regionprops 
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would return a structure where each element of this structure would identify. Centroid 

of each object is in black and white image.  

To calculate the inflamed area of each image, the matrix that forms the binary image 

was simply summed to a single number that represented the area of the flame in square-

pixels. Since the diameter of the imaging area was known (55mm) in terms of both the 

number of pixels in the image and the real diameter in millimeters, the area in square 

pixels could be easily converted into square-millimeters.  

  

 

Figure 5.16. Illustration of the flame image processing procedure. Cycle closest to the 

arithmetic mean of ethanol flame radius, measured at 27 CAD AIT. 

The flame centroid was identified by locating the point at which a centre of “mass” 

would be situated considering the inflamed area as a solid object. For the finite set of 

pixels (𝑝𝑥) centroid of the body is: 
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𝑐 =∑
𝑝𝑥
𝑁𝑃𝐼

 (5-17) 

where NPI is the number of pixels selected in the image and 𝑝𝑥 = (𝑥𝑖, 𝑦𝑖) the Euclidean 

co-ordinates of the pixels.  

5.5.4.5 Flame Speed and Shape Factor 

The flame speed value is also important to the analysis of the flame development such 

as flame speed, flame radius, and shape factor and the effects that charge motion or 

residual gas levels can have on a combustion event. As stated earlier, the flame speed 

is the expansion rate of the flame’s radius over a set time interval. In reality, it can be 

viewed as the radius growth rate. The time interval to analyse the two radii over was 

selected to be the interval between two flame images. As the camera was set to 6000 

fps, this resulted in an interval of 166 µs. The difference between the two best-fit 

circle’s radii could then be used to determine the speed. So, the apparent flame speed 

was calculated using the changing distance (radius) over the time step between images 

and can be defined as sum of the turbulent entrainment velocity and the velocity at 

which the unburned gas is pushed away by compression due to any upward piston 

motion and the expanding burned gas. 

The flame front analysis can be further enhanced by quantifying the developing flame 

front’s distortion. This is referred to as the shape factor [48,153,186] and is defined as 

the ratio of the perimeter of the flame contour 𝑃𝐶 to the perimeter of a circle whose 

radius is equal to that of the flame at a given crank angle (usually the radius of the best-

fit circle, 𝑃𝑟): 

𝑆𝐹 =
𝑃𝐶
𝑃𝑟

 (5-18) 

The perimeter of the flame contour was verified via the commercially available photo-

editing software Photoshop. Batch processing of the black and white images would 

entail importing the TIFF file, selecting the flame area and using the Measure tool 

within Photoshop to produce a count of the perimeter pixels of the flame shape. Once 

this perimeter length had been converted to millimeters it became 𝑃𝐶 and could be used 

in conjunction with the earlier calculated 𝑃𝑟. Comparing the Photoshop value to the 

radius of the a best-fit circle verified that values computed with the best-fit circle are 
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accurate to 99% comparing to Photoshop that could itself contain some error.  

5.6 Thermodynamic Analysis and Techniques 

A number of processes were devised to allow for accurate comparison between 

different fuels and for accurate analysis of the thermodynamic data being obtained in 

the lab. Set out below is the experimental characterisation of the engine’s 

thermodynamic performance. For all tests, the decision was made to capture 300 

thermodynamic cycles to consider a cycle-to-cycle variation to be accounted for in a 

manner in-line with standard industry practice for SI engines [187]. 

5.6.1 Sample Size and Cycle Selection 

Cyclic variation can be defined as fluctuations in engine performance from one cycle 

to the next without changing engine control settings such as inlet pressure, load, spark 

timing etc. Young [188] concluded that if the cyclic variation was eliminated entirely, 

then the power output of an engine could be improved by ~10% and there would be a 

noticeable drop in emissions. Cyclic variation was studied further by Lyon [189] who 

identified a potential ~6% improvement in the fuel consumption rates if cyclic 

variations were eliminated. The causes of these cyclic variations are numerous and can 

be related to both flame and flow structure, each depending on other parameters. This 

includes phenomena such as the moment of induction the dissipation rate of turbulence 

or flow separation in the intake ports. Excessive bulk air motion or inlet pressure waves 

can impact on the turbulence intensity, which in turn can influence flame front 

wrinkling, increasing variation. In 1996 Ma and coworkers [190] found that increasing 

the inducted flow’s turbulence intensity then the variation between cycles would 

increase as well. As the spark ignited formation of the mixture in the spark-gap plays 

an important role for the rest of the combustion process. Any variations in the state of 

the fuel (liquid or vapour), incomplete mixing of the charge or any excessive exhaust 

gas residuals present will affect the way the flame initially propagates from the spark 

plug [19]. The flame development rate can be altered by the duration and energy of the 

spark event. Moreover, the variation has been found to increase as a result of any factor 

that elongates the combustion duration as these factors result in a longer, slower flame 

meaning slower burning fuel being exposed to the turbulent spectrum for more time 
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and hence being more distorted. This will increase the chance of partial or complete 

misfires and will certainly increase the cyclic variations.  

IMEP can be used to indicate cyclic variation as its relative performance measure for 

engine designers allows them to compare the output of engines of different sizes, as 

described in the equation below. Moreover, the rate of heat release (or mass fraction 

burned) and the in-cylinder pressure trace can be used to identify cyclical variation. The 

COV of IMEP should never exceed 5-10% [21] this has been considered for many 

experimental labs and in the currently reported study, the aim was to keep it below 5%.  

𝐶𝑂𝑉𝐼𝑀𝐸𝑃 =
𝐼𝑀𝐸𝑃 𝑆𝑇𝐷
𝐼𝑀𝐸𝑃𝐴𝑣𝑒𝑟𝑎𝑔𝑒

∗ 100 (5-19) 

Minimizing this variation is possible through repeated experiments and averaging to 

find the numerical mean and then to identify those cycles closest to that mean. This is 

an effective method when enough data are obtained to give accurate results that are 

indicative of the trend in data. In Figure 5.17 the decreasing trend indicates that as the 

amount of captured cycles grows until 50 cycles the percentage error between that cycle 

and those that have been previously recorded decreases and after 250 cycles it is less 

likely to skew results dramatically.  

 

Figure 5.17. The cumulative percentage error indicating the reducing of COV of IMEP 

over 300 cycles. 

Based on Brunt and Lancaster’s [187,191] studies of the effects of SI engine cyclic 

60

Optical Data
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variation and sample size on the accuracy of in-cylinder pressure measurements, it was 

recommended that 150 cycles should be the minimum, while 300 cycles would still be 

ideal for SI engines as has become widely adopted in the powertrain industry. For 

thermodynamic analysis, 300 cycles were obtained for all the fuels and 60 cycles were 

obtained for optical measurements. 

In order to compare the cyclic variation and combustion characteristics of the fuels, a 

procedure was adopted to allow for selection of real cycles representative of typical 

fast, mean and slow flame development events. When examining in-cylinder pressure 

data alone, with a sample size of 300 cycles it was generally observed that no single 

real cycle would exhibit in-cylinder pressure development identical to that of the 

arithmetic mean pressure profile computed over the data set. Hence it was crucial to 

manually select a real cycle whose pressure development was closest to the averaged 

cycles. Set out in Figure 5.18 is an example data set for the pure ethanol case (MBT 

spark timing at 40°bTDC, λ=1.0) with the mean case superimposed. The selected 

characteristic slow and fast cycle were those nearest the computed pressure data that 

was two standard deviations above or below the mean pressure profile, with the 

achieved upper and lower (or faster and slower) fits marked with the colored dashed 

lines in Figure 5.18. This was considered to be a robust method when comparing 

different fuels albeit still reliant on manual selection of the nearest cycles. 

 

Figure 5.18. All 300 combustion cycles displayed with the numerical mean, fastest and 

slowest cycles superimposed (1500 rpm, ethanol MBT spark timing). 
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The above mentioned cycle selection method has been used to choose all mean cycles 

in the currently reported study. Further refinement of the model was necessary for 

optical data cycle selection, as 60 cycles of optical data were recorded for each fuel. To 

select a mean cycle it was necessary to compare the closest cycle to mean cycle and 

validate that cycle to another close imaged cycle to the mean. This cycle selection 

method was considered to be a robust method. The position of peak pressure is shown 

for slow, mean, and fast cycle for all the fuels, using the same cycle selection method. 

The maximum pressure rise rate was calculated correlating the pressure variation to the 

crank angle variation. Also, the position of the maximum pressure is presented for all 

the tested fuels in respect to their crank angle degree.  

 

5.6.2 MBT Spark Timing 

Spark timing sweeps were undertaken with pure ethanol starting from 50° bTDC to 20° 

bTDC, sweeping spark timing from 50° to 40° bTDC in 2° intervals showed increased 

IMEP and reduced COV of IMEP, on the contrary sweeping from 40° to 20° bTDC 

decreased IMEP and increased COV of IMEP. Therefore, 40° bTDC was identified as 

the optimal ignition timing where the minimum spark advance for best torque, 

maximum IMEP with 1.68% COV was achieved. The spark timing was kept constant 

for all the fuels and experiments in the currently reported study. This was to ensure that, 

nominally, the same flow field conditions existed on average at ignition timing for all 

tests, also mentioning, it is important to consider optimum ignition timing for the two 

primarily hydrocarbon fuels as there will be more heating of the unburned charge due 

to the combined expansion of the burned gas and the compression due to piston 

motion.  This could potentially accelerate their flames and give different results.  

Ethanol crank angle that maximum pressure occurs (CA_Pmax) was 18° aTDC and 50 

% mass fraction burned at 6° aTDC (CA50). This showed a good indication of MBT 

spark timing [31]. 

5.6.3 IMEP calculation 

The IMEP net during combustion was calculated by the following formula, where 𝑝 is 

the in-cylinder pressure, 𝑉 is the cylinder volume and 𝐷 is the engine displacement. 
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𝐼𝑀𝐸𝑃𝑛𝑒𝑡 =
∮𝑝𝑑𝑉

𝐷
 (5-20) 

5.6.4 Indices of Polytropic Compression and Expansion 

The polytropic indices (n) during compression and expansion were calculated by the 

following formula, where the terms are graphically defined in Figure 5.19 

(compression) and Figure 5.20 (expansion).  

𝑛 =
log (𝑃2 𝑃1⁄ )

log (𝑉2 𝑉1⁄ )
 

 

(5-21) 

 

Figure 5.19. In Cylinder pressure and volume during the compression stroke. 
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Figure 5.20. In Cylinder pressure and volume during the Expansion stroke. 

 

The system is required to be closed with no mass or energy transferred for the polytropic 

condition during compression or expansion. Therefore, the calculation of the polytropic 

indices may only be made with points taken while all valves are closed and before/after 

combustion. The index of polytropic compression was calculated from a point taken 

just after Intake Valve Closure (IVC) and another immediately before the point of 

ignition (as ensured by examination of the pressure data). Noise caused by the intake 

valve closing can produce errors in the measurement of the index of polytropic 

expansion. Therefore, this region of noise was identified and avoided as mentioned by 

[192]. The impact of low-level noise across the whole pressure signal was reduced by 

averaging the measurement of P1 and P2 over 11 consecutive samples as described by 

[192]. The index of polytropic expansion was calculated from a point after the end of 

combustion and before Exhaust Valve Open (EVO). These points were clearly 

identified from the graph of cumulative heat release against crank angle.  

5.6.5 Heat Release Calculation 

The apparent heat release analysis was based on comparing the rate of change in 
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combustion chamber pressure and volume of a fired cycle to that predicted by 

polytropic compression and expansion. The variation of the fuel heat release and fluid 

to wall heat transfer were grouped in only one term, apparent heat release 𝑑𝑄𝑛, which 

means the variation of the fluid internal energy and boundary system work (piston 

work). The Rate of Heat Release (ROHR) for each cycle was found through the rate of 

change in volume and pressure at each measurement interval, as given by the following 

equation [30]. 

𝑑𝑄𝑛
𝑑𝜃

=
𝛾

𝛾 − 1
𝑝
𝑑𝑉

𝑑𝜃
+

1

𝛾 − 1
𝑉
𝑑𝑝

𝑑𝜃
 (5-22) 

5.6.5.1 Signal Filtering 

Signal filtering of apparent heat release data had to be used to reduce noise to accurately 

use the data from the heat release formula. To do so two methods were employed and 

tested to reduce some of the noise associated with data capture (electrical interference, 

vibration, and shock, etc.) without compromising the information. The first method is 

to increase the crank angle interval over which the pressure and volume are measured. 

Figure 5.21  shows that as the interval between crank angles is increased, the noise is 

reduced while the shape of the curve remains intact.  

 

Figure 5.21. Interval size effect on MFB results, 
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It can be seen from this diagram that, there is a large amount of noise (vibration) 

occurring when the inlet valve closes. Even though this is not a key area of combustion 

analysis, any noise should be reduced where possible. Thus, the initial method to reduce 

noise, 5° interval filtering alone will not be sufficient. The next method uses a box filter. 

Instead of using each point as it is, an average number represents that point will be used. 

This average number contained from a set of other numbers, the box defines how many 

numbers will be averaged to represent that number. Indicated in Figure 5.22 are box 

filters used with 3, 5, 7 and 9 number averaging, it can be seen that as the box filter is 

increased the noise is reduced further with little deformation of the trace.  

 

Figure 5.22. MFB Graph presented in 4 boxes averaging size. 

Finally, it was decided to use both methods, box, and interval, to reduce noise without 

changing the shape of the MFB curve too much.  

5.6.6 Two-zone Heat Release & Temperature Analysis 

In-cylinder pressure data was used to analyse heat release with the two-zone method, 

in this method thermodynamic properties of the burned and unburned mixture fractions 

were measured. A few iterations required for convergence of this two-zone model (4-

10) [193–195]. The two-zone method uses well-known subroutines of Ferguson [196] 
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that consider 10 species scheme for the combustion products, consisting of CO2, H2O, 

N2, O2, CO, H2, H, O, OH, and NO. Fuel thermodynamic properties were calculated 

using a similar approach with polynomial curves as represented by Heywood [31]. 

Burned and unburned mixture temperature are separately calculated in the Ferguson 

method. Thermodynamic properties are calculated for mixture temperatures lower than 

1000 K for the unburned zone by mixing fuel, air and residual gas. The unburned zone 

temperature is calculated as follows: 

𝑑𝑇𝑢
𝑑𝜃

=
−
𝑑𝑄𝐿,𝑢
𝑑𝜃

𝑚(1 − 𝜒𝑏)𝐶𝑃,𝑢
+
𝜐𝑢
𝐶𝑃,𝑢

𝜕𝑙𝑛𝜐𝑢
𝜕𝑙𝑛𝑇𝑢

𝑑𝑃

𝑑𝜃
 

(5-23) 

Combustion process in the burned zone at higher temperatures uses the equilibrium 

state of Olikara and Borman [197] to calculate speciation for the combustion products 

of H, O, N, H2, OH, CO, NO, O2, H2O, CO2, and N2. Initial temperature value of the 

burned zone is calculated by adiabatic combustion assumption at the combustion start 

crank angle. Then at each time interval, the burned zone temperature differential 

depends on the burn rate (𝜒𝑏 ,
𝑑𝜒𝑏

𝑑𝜃
), the measured cylinder pressure, and the heat losses 

of this zone, according to the following equation. 

𝑑𝑇𝑏
𝑑𝜃

=
−
𝑑𝑄𝐿,𝑏
𝑑𝜃

𝑚𝜒𝑏𝐶𝑃,𝑢
+
𝜐𝑏
𝐶𝑃,𝑏

𝜕𝑙𝑛𝜐𝑏
𝜕𝑙𝑛𝑇𝑏

𝑑𝑃

𝑑𝜃
+
ℎ𝑢 − ℎ𝑏
𝜒𝑏𝐶𝑃,𝑏

[
𝑑𝜒𝑏
𝑑𝜃
] 

(5-24) 

Heat losses are separately calculated for each zone by applying the Annand model 

[198], both heat convection and radiation are considered in this method [199]: 

𝑑𝑄𝐿,𝑗

𝑑𝜃
= 𝐴𝑤,𝑗 [𝑎ℎ𝑡

𝑘𝑗

𝐷
𝑅𝑒𝑗

𝑏ℎ𝑡(𝑇𝑗 − 𝑇𝑤) + 𝜀ℎ𝑡𝜎(𝑇
4
𝑗 − 𝑇

4
𝑤)] , 𝑗 = 𝑢, 𝑏 (5-25) 

Where  

𝐴𝑤,𝑢 = 𝐴𝑐𝑦𝑙(1 − √𝜒𝑏) 𝐴𝑤,𝑏 = 𝐴𝑐𝑦𝑙(
1

√𝜒𝑏
) 𝐴𝑐𝑦𝑙 = 𝜋

𝐷2

2
+ 𝜋𝐷𝑦𝑐𝑦𝑙 

5.6.6.1 Iterative Process 

The iterative process of the model is schematically outlined in Figure 5.23. Initially, 

the model reads all the data required such as the cylinder geometrical characteristics, 

the species thermodynamic coefficients, the fuel type data, and the mixture 
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characteristics (λ, f). The initial condition of the cylinder mixture is given by the single 

zone heat release equation. Hence the initial values for the start of combustion and the 

end of combustion are estimated with the single zone heat release analysis as well as a 

first indication of the burned fuel mass. Moreover, the initial value for air mass flow is 

estimated by assuming a volumetric efficiency while the fuel mass flow is calculated 

using the lambda index. 

 

Figure 5.23. Flowchart of the two-zone heat release model. 

5.6.7 Laminar Burning Velocity Calculation 

A flame, at its core, is a self-sustaining chemical reaction that occurs in the flame front 

when an unburnt mixture is heated and converted to products. The flame front is 

actually made of two regions: 

1. Preheat Zone: Unburnt mixture is heated via conduction. No energy release 

occurs here 

2. Reaction Zone: Once the mixture is heated in the preheat zone, it transitions to 

the reaction zone where an exothermic reaction begins at TCRIT. This 

temperature is dependent on the fuel composition and mixture ratios. 

The rate of this transition is governed by the temperature, pressure and species 

concentration of the burning mixture thus the laminar burning velocity is defined as 

(where 𝑚𝑟̇  is the rate of production of burned gas) [31]: 

𝑆𝐿 =
𝑚𝑟̇

𝐴𝑓𝜌𝑢
 (5-26) 
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Where 𝐴𝑓 is the flame area, because the flame thickness is of order 0.2 mm, therefore 

in comparison to vessel dimensions the flame can be treated as negligibly thin [31]. In 

addition, Equation (5-27) can be used to calculate the laminar burning velocity of iso-

octane, where 𝑆𝐿,0, 𝛼, and 𝛽 vary with the fuel type and depend on the equivalence 

ratio. 

𝑆𝐿 = 𝑆𝐿,0 (
𝑇𝑢
𝑇0
)
𝛼

(
𝑃

𝑃0
)
𝛽

 (5-27) 

 

𝑇0 and 𝑃0 are the reference temperature and pressure at the start of combustion, being 

available from the two-zone heat release model.  

Subsequently, these predictions, along with the measured in-cylinder pressure data for 

the mean cycles, could be used to predict the laminar burning velocity for ethanol and 

E10Iso90 blend via empirical correlations produced previously by Gülder [200] and 

Heywood [31]. Some caution is required as these velocity correlations did not take into 

account any variation in exhaust gas residual quantity or quality. In addition, the 

correlations extrapolate a relatively limited original experimental data set to engine-like 

pressures and temperatures.  

Ultimately the laminar burning velocity can be considered to provide an indication of 

the global rate of chemical reaction for a given mixture at a given temperature and 

pressure. Such a metric hence provides a useful method for describing potential 

differences in chemistry at differing pressures and temperatures with different fuels. 

5.7 Summary 

 

An introduction was conducted explaining imaging techniques for both flow and flame 

measurements, such as PIV, LDV, High-speed natural light (chemiluminescence) and 

their restrictions in the past studies. This was followed by Mie scattering and laser 

principles, PIV technique was then further explained and expanded as it was used to 

measure the flow alongside cross-correlation and PIV setup. Seeding particles were 

discussed to satisfy appropriate size and mass with low drag. 
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High-speed camera working principle and how the camera was syncronised with the 

reference signal was discussed. Use of intensifier was explained with a procedure to 

choose appropriate intensity. Table 5.3 compared the major techniques of capturing 

flame propagation in the cylinder. Flame analysis and processing techniques were 

discussed in section 5.5.4, containing initial processing followed by how to reduce 

noise in the image. Further flame characteristics such as flame radius, flame speed, 

and shape factor were explained and also the calculation was covered. Finally, 

thermodynamic analysis and techniques used during this research were explained, 

followed by a two-zone heat release model calculating unburned and burned gas 

temperature, and laminar burning velocity calculations. All the data processing were 

conducted using the mean cycle. This mean cycle was selected based on closest real 

cycle to the mathematical averaging of the data.  
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6. Results and Analysis 

 

6.1 Introduction 

Presented in this chapter is an in-depth analysis of the thermodynamic, flame and flow 

optical data obtained during this work. The main objective of the study was to 

improving understanding of the interaction of the bulk in-cylinder flow with turbulent 

premixed flame propagation when using base fuels including iso-octane, ethanol, 

butanol and the following blends, B16I84 (16% butanol, 84% iso-octane), E6B9I85 

(6% ethanol, 9% butanol and 85% iso-octane), W5E95 (5% water, 95% ethanol), 

W12E88 (12% water, 88% ethanol) and W20E80 (20% water, 80% ethanol). The 

experiments were performed in a single cylinder research engine equipped with a 

modern central direct injection combustion chamber and Bowditch style optical piston. 

Results were obtained under typical part-load engine operating conditions. High speed 

cross-correlated particle image velocimetry was undertaken at 1500rpm motoring 

condition with the plenum pressure set to 0.5 bar absolute, with the horizontal imaging 

plane fixed 10mm below the combustion chamber “fireface”. Cyclically-resolved 

flame images were generated and after various processing methods allowed for 

quantification of the flame development. Data such as the mass fraction burned, in-

cylinder pressure and the COV of IMEP could be extracted from the thermodynamic 

data; while the flame images were processed to calculate the mean flame radius, 

apparent flame speed, laminar burning velocity, and flame displacement, distortion. 

Comparisons were made to CFD computations of the flow. The flame images revealed 

the tendency of the flame to migrate towards the hotter exhaust side of the combustion 

chamber, with no complimentary bulk air motion apparent in this area in the imaging 

plane. Presented in Table 6.1 is a list of some of the main properties of the three 

baseline fuels. The alcohol-based fuels have a lower stoichiometric air/fuel ratio due 

to the OH bond at the end of the alcohol chain, so alcohol-based fuels require a lower 

amount of inducted air to combust. Defining lower heating value as the amount of heat 

released from combusting a kilogram of each fuel and then returning those products to 

150°C, the data in Table 6.1 shows that ethanol’s lower heating value is a little over 
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60% of the value of iso-octane, meaning that to produce an output equivalent to that 

of isooctane, ~30% higher mass of fuel is required. This effect is indicated by the 

increased injection durations. The butanol was blended in a manner to represent a fuel 

with oxygen content equivalent to 10% ethanol fuel. It seems likely that butanol will 

only ever be adopted as a low volume blending agent (being of higher carbon count 

than ethanol, with increased production energy and arguably less advantage in terms 

of anti-knock additive in future boosted SI engines). The laminar burning velocities 

were taken from [141], being obtained at stoichiometric conditions at 423K and 5bar 

(considered to be representative of typical in-cylinder conditions under part load).  It 

is apparent that differences amongst fuels at high pressure are quite small. Although 

experimental uncertainties of the order 1 cm/s typically exist, there is a decrease in 

burning velocity with decreasing pressure, increasing temperature, as well as generally 

with increasing carbon chain length for the alcohols.  

Table 6.1. Fuel Properties of the three baseline fuels. 

Fuel Parameters Iso-octane Ethanol Butanol 

Chemical Formula C8H18 C2H5OH C4H9OH 

Density 20 °C [g/cm³] 0.69 0.79 0.81 

Density 80 °C [g/cm³] 0.64 0.73 0.76 

Latent heat (at T boil [kJ/kg]) 272 855 584 

Latent heat (25 °C) [kJ/kg] 300 874 669 

Heating value [MJ/kg], [MJ/l] 44.6, 30.8 26.9, 21.3 33.9, 27.5 

Flash point [°C] -12 12 30 

Stoichiometric AFR 15.1 9 11.1 

H/C, O/C 2.25, 0 3, 0.5 2.5, 0.25 

Laminar burning velocity, [m/s] 0.36 0.42 0.42 

RON 100 129 96 

Injection duration, [ms] 0.52 0.78 NA 

All tests were undertaken using the fixed test conditions listed in Table 6.2. The 

optimum ignition timing for ethanol was used and kept constant during all testing 

conditions.  
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Table 6.2. Engine Operating Parameters. 

Parameter (Unit) Value 

Engine Speed (RPM) 1500 

Relative AFR  1 

Maximum COV of IMEP 5% 

Inlet Pressure (bar) 0.5 

Inlet Air temperature (°C) 35 

Spark Timing (°BTDC), Constant 40 

6.2 Cold Flow 

6.2.1 Motored Engine Data 

The following characterisation tests were performed in order to ensure robust 

mechanical operation of the optical engine to detect any leakage or fault prior to any 

advanced thermodynamic and optical testing. One thousand cycles of pressure data 

were recorded and analysed before each test. Shown in Figure 6.1 are one hundred 

pressure cycles recorded at the 1500rpm motoring condition with the plenum pressure 

set to 0.5 bar absolute. It can be seen that cyclic variations are minimal, with the 

difference between lowest peak pressure and highest peak pressure only 0.08 bar 

depicting the maximum pressure variation of less than 1% in the motoring test. Set out 

in Figure 6.2 is a zoomed-in view of the pressure data between 350 and 370 crank 

angle degrees, showing a pressure data range of 11 to 11.5 bar.  

 

Figure 6.1. The motored in-cylinder pressure of an individual cycles (1500 rpm). 
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Figure 6.2. Zoomed view of motoring showing cyclic variation for individual cycles 

(1500 rpm). 
 

6.2.2 PIV Throughout the Compression Stroke 

 

It is crucial to have statistically robust calculations when considering a highly turbulent 

environment and the associated cyclic variations in the flow within an IC engine. In 

order to quantify the ‘ensemble mean’ flow field and turbulent flow parameters, 1500 

cycles were selected at 30° CA BTDC and randomly (using MATLAB rand code) 

divided into 15 batches, with each batch containing 100 cycles. Figure 6.3 indicates 

the computed turbulence intensity and average velocity for these batches on a primary 

Y axis and secondary Y axis respectively. 

It was concluded that the highest variation from 100-1500 cycles was 10% for 

turbulence intensity and 8.5 % for average velocity. Hence from Figure 6.3 and 

previous work [18] along with storage and time issues, 800 cycles were considered an 

appropriate total. These results were published in SAE [201]. The uncertainty for the 

calculated average velocity of 100 cycles was about 8.6% and reduced to 5.5% after 

average of 800 cycles. Similarly, maximum uncertainty for the turbulence intensity 

calculations was 10.1% for 100 cycles and gradually reduced to 3.5% at 800 cycles. 
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Figure 6.3. Effect of a number of batches (100 Cycles each) on measured velocities 

with the error bars (100-1500 cycles at 1500 rpm). 

Turbulence intensity data presented herein are the RMS of the deviations measured 

from an average velocity at a 32x32 pixel “point” averaged over 800 cycles calculated 

in the MATLAB code that is set out in Appendix B. The points in each quadrant are 

averaged to produce one value representing that zone. 

Understanding the flow fields between 180° CA BTDC and 30° CA BTDC under 

motoring conditions was considered important to try and understand the evolution of 
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the bulk air motions leading up to the ignition events. Caution is required, as the 

imaging plane was located somewhat below the spark plug. However, it was postulated 

that any residual bulk air motions could be as large as the chamber itself. If any such 

scales existed in the tumbling plane, then these should have also manifested as higher 

velocities in the horizontal plane (given the rotational nature of the tumble). 

Unfortunately, flow measurements were not possible at the very end of compression 

from 30° CA BTDC until TDC as at any crank angle after 30° CA BTDC the laser 

sheet was covered by the piston. 

 

6.2.3 PIV on Horizontal Plane 

To understand the behavior of the in-cylinder bulk flow, PIV images were divided into 

four zones (denoted I1, I2, E1, E2) with the inlet valves on the top and exhaust valves 

on the bottom side. Vector fields between 180° CA BTDC and 30° CA BTDC are from 

the period that the air is being compressed in the cylinder with both valves closed until 

top dead centre. The gas velocity range during this period was between 0-10 m/s.   

The highest turbulence intensity in each zone presented in Table 6.3 was I1=1.24, 

I2=1.20, E1=1.22, and E2=1.18 these zones are displayed in Figure 6.4. It appears that 

the air flow was generally moving toward the centre of the cylinder. Furthermore, for 

this plane, it can be seen that two major vortices appear, albeit the centre of these 

structures were at the edges of the PIV plane. It’s important to note the typical 

measurement accuracy of PIV is about 1% when modern processing is used and 10% 

uncertainty on vectors without using multi-pass algorithm [202]. Due to the limitations 

of dantecstudio software uncertainty on vectors for this study is ±10%. 

Table 6.3. Turbulence intensity measured at 30°,40°,90°, and 180° CA BTDC in 4 

zones.  

180° BTDC 90° BTDC 40° BTDC 30° BTDC 

Zone  I1 1.24 ± 0.2 1.20 ± 0.2 1.17 ± 0.2 1.12 ± 0.2 

Zone  I2 1.19 ± 0.2 1.18 ± 0.2 1.20 ± 0.2 1.17 ± 0.2 

Zone  E1 1.22 ± 0.2 1.16 ± 0.2 1.21 ± 0.2 1.11 ± 0.2 

Zone  E2 1.13 ± 0.2 1.17 ± 0.2 1.18 ± 0.2 1.14 ± 0.2 
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Shown in Figure 6.5 is the flow field velocity at 180° CA BTDC, where the highest 

turbulence intensity was observed in the left inlet valve zone showed in Table 6.3, with 

the majority of the flow going toward the exhaust side and marginally shifted toward 

the centre of the piston. 

 
Figure 6.4. PIV image division in 4 zones. 

 
Figure 6.5. PIV Mean velocity field at 180° BTDC at 1500 rpm. 
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The velocity ranges for 30° CA BTDC were between 0-11 m/s with an average value 

of 3.6 m/s. The main overall visible structure is a large flow going toward the central 

point nominally below the spark plug. Figure 6.6 showing all four turbulence 

intensities from 180° CA BTDC to 30° CA BTDC with error bars. Error bars show 

presented data are statically identical due to the error of measurement explained above. 

 

Figure 6.6. Variation of Turbulence intensity against Crank Angle at 1500 rpm. 
 

Figure 6.7 displays the vector velocity fields at 90° CA BTDC, where all divided zones 

generally exhibited higher velocity when compared to 30˚ or 40˚ CA BTDC. Sparse 

vector was generated with Dantecstudio that used averaging of a sample over entire 

cycles, overall the image is good enough to pick up the bulk air motion which were of 

the concern of this study. Turbulence intensity data shows the highest value at Zone 1 

(top left) whereas the lowest value is at the left exhaust valve zone (E1) with the 

dominant flow going toward the centre of the piston. Overall, the measured and 

predicted turbulence intensities computed in each zone were in good agreement. 

Shown in Figure 6.8 is the flow field velocity at 40° CA BTDC, which generally 

exhibited motion towards the centre of the piston below where the spark plug was 

located, with slightly higher overall turbulence intensity in comparison to 30° CA 

BTDC as shown in Figure 6.9. It was crucial to fully understand the flow at 40° CA 

BTDC because spark ignition happens at this crank angle. It can be seen that the PIV 

flow field showed no bulk motion toward the exhaust side of the piston and rather the 

flow was moving marginally toward the inlet valves. However, comparing turbulence 

intensities showed only a small noticeable difference in each studied field. 
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Figure 6.7. PIV Mean velocity field at 90 BTDC at 1500 rpm. 

 

Figure 6.8. PIV Mean velocity field at 40 BTDC at 1500rpm. 
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Figure 6.9. PIV Mean velocity field at 30 BTDC at 1500 rpm. 
 

6.2.4 3-D Computational Fluid Dynamics   

6.2.4.1 K-epsilon RNG 

The calculations started from firing top dead, with inlet and exhaust valve lift motion 

profile were inputted in ICE engine inputs section alongside with engine connection 

rod length of 148mm, crank radius of 42mm, and engine speed of 1500 rpm. In order 

to account for any flow initialisation effects, the model was run for 4 complete cycles 

until cycle-to-cycle convergence was achieved for the in-cylinder quantities (e.g. 

pressure, velocity field, turbulent kinetic energy, etc.). Ideal gas properties for air were 

used throughout the simulation. Boundary conditions for inlet were as follows, inlet 

pressure were set to 0.5 bar gauge pressure, and inlet temperature was set to 300K. The 

maximum iterations per time step was set to 50 as showed in Figure 6.11, the number 

of time steps was set to 2960 calculated from the number of crank angles to run. 

Shown in Figure 6.12 is the mean velocity vectors located at 180° CA BTDC measured 

at 10mm below the spark plug where the laser sheet was located for PIV 

measurements, it is evident that the overall flow is toward the inlet valves as indicated 
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in the figure. There seems to be a swirl flow on the top side of the piston, however, the 

modelling data was not sufficient to investigate flow entirely to see the effect of swirl 

on both sides. This was because the CFD model was only simulating one side of the 

piston (the other half was not modelled). The Mirror function was used to produce the 

other side of the piston for a better understanding of the piston geometry and to be 

comparable with the PIV flow mentioned in the previous section.  

Mean velocity vectors at 90° CA BTDC shown in Figure 6.13 indicate flow heading 

toward the exhaust side of the piston with a swirl flow moving toward the side of the 

piston located near the inlet valves. Overall the main visible structure seems to have 

less velocity in comparison to flow at 180° CA BTDC. 

Computational Fluid Dynamics analysis indicates the main visible structure of the flow 

at 40° CA BTDC (Spark Timing) is toward the centre of the piston. The bulk flow 

structure is stabilized and maintained for the rest of the intake stroke. This can be seen 

from Figure 6.14 and 90° CA BTDC. This would be expected as the mass flow rate 

should be stabilized around that point.  

Flow structures after ignition were also important. Figure 6.15 shows the flow going 

toward the centre of the piston with an apparent swirl flow on the top. It can also be 

seen at the top section of the piston (where inlet valves are located) flow is apparently 

heading toward the side of the piston.  

Overall the flow fields at 30° and 40° CA BTDC showed no bulk motion toward the 

exhaust. A prior researcher has indicated adequate charge homogeneity with the same 

engine [110] although some caution is required given the idealized nature of the 

modelling approach. Presented in Figure 6.10 is the average velocity data against crank 

angle degree before top dead centre, it can be seen that the highest velocity was 

achieved at 30° CA BTDC and the lowest was at bottom dead centre with the value of 

3.62 and 3.12 m/s respectively. 
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Figure 6.10. PIV measurement of the variation of average velocity against crank angle 

degree. Measured at 10mm below the spark plug where the laser sheet was located. 
 

 

 

Figure 6.11. Number of iterations per time step is shown at each crank angle degrees. 
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Figure 6.12. Velocity fields on the horizontal plane using k-ε RNG at 180° CA BTDC. 

Measured at 10mm below the spark plug where the laser sheet was located for PIV 

measurements. 
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Figure 6.13. Velocity fields on the horizontal plane using k-ε RNG at 90° CA BTDC. 
Measured at 10mm below the spark plug where the laser sheet was located for PIV 

measurements. 
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Figure 6.14. Velocity fields on the horizontal plane using k-ε RNG at 40° CA BTDC. 
Measured at 10mm below the spark plug where the laser sheet was located for PIV 

measurements. 



Chapter 6                                                                                       Results and Analysis 

 

139 

 

 

Figure 6.15. Velocity fields on the horizontal plane using k-ε RNG at 30° CA BTDC. 

Measured at 10mm below the spark plug where the laser sheet was located for PIV 

measurements. 
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6.2.4.2 K-epsilon Predictions 

Shown in Figure 6.16 is Computational fluid dynamics mean velocity vectors at 180° 

CA BTDC produced using the k-ε model. It can be seen that the overall flow is toward 

the inlet valves with a swirl around the middle of the piston. Again, it is important to 

recall that the CFD model was only simulating one side of the piston. Computational 

fluid dynamics velocity vectors at 90° CA BTDC using the k-ε model are shown in 

Figure 6.17. The flow seems to be going toward the exhaust side of the piston with 

two apparent swirl flows moving toward the centre and side of the piston located near 

the inlet valves.  The overall main visible structure appeared to have less velocity in 

comparison to the flow at 180° CA BTDC.  

Computational fluid dynamics analysis indicates the main visible structure of the flow 

at 40° CA BTDC (Spark Timing) is toward centre of the piston, however, small swirl 

spotted around the inlet valves, pushing the flow toward spark location. It seems that 

for this plane in Figure 6.18, from 90° CA BTDC, the bulk flow structure is stabilized 

and maintained for the rest of the intake stroke, this would be expected as the mass 

flow rate should be stabilized around that point.  

Figure 6.19 showing the flow going toward the centre of the piston with three spotted 

swirl flows on the top, left and bottom side of the piston. It can also be seen swirl flow 

at the top section of the piston where inlet valves are located are going toward the side 

of the piston. It is also worth noting at this point that as the piston tends towards top 

dead centre, with the PIV plane of interest fixed 10mm below the combustion chamber 

“fireface”, the PIV technique becomes impossible to implement as the side windows 

were covered by the piston. 
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Figure 6.16. Velocity fields on the horizontal plane using k-ε at 180° CA BTDC. 
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Figure 6.17. Velocity fields on the horizontal plane using k-ε at 90° CA BTDC 
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Figure 6.18. Velocity fields on the horizontal plane using k-ε at 40° CA BTDC. 
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Figure 6.19. Velocity fields on the horizontal plane using k-ε at 30° CA BTDC. 
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6.2.4.3 A comparison between K-ε and K-ε RNG 

Shown in Figure 6.20 to Figure 6.23 is the comparison between the computational 

fluid dynamics models. It can be seen that the flow structure at 180 ° CA BTDC 

showed very similar patterns. The two turbulence models do not reveal any major 

differences. Apart from the clear discrepancy in velocity magnitude, the overall 

average velocity magnitude of k-epsilon is about 6.24 m/s compared to 5.05 m/s for 

the k-epsilon RNG turbulence model. A clear discrepancy in both flow structures and 

velocity magnitudes can be seen in Figure 6.21 considering the flow structure at 90 ° 

CA BTDC. The K-epsilon turbulence model shows higher swirl in the vicinity of inlet 

valves also visible within the optical crown. In addition, overall average velocity 

magnitude was approximately 10% higher for k-epsilon turbulence model. The flow 

structures are very similar for both 30° and 40° CA BTDC. The only difference being 

flow near the exhaust valve for both crank angle degrees apparently heading towards 

the centre and upward in k-epsilon compared to going toward the centre in the k-

epsilon RNG. Moreover, a notable average velocity magnitude of almost 7% variation 

was observed, the average velocity magnitude using k-epsilon is 4.81 m/s whereas k-

epsilon turbulence model computed a 4.5 m/s average velocity magnitude. 

In conclusion, a direct comparison between the two turbulence models does not reveal 

any major differences, apart from the discrepancy in both flow structures and velocity 

magnitudes at the earliest timing of 180° and 90° CA BTDC. K-epsilon RNG 

turbulence model is slightly better in agreement with the measured data from PIV as 

discussed in the next section. Hence it might be concluded that the Re-Normalisation 

Group theory was better inflow estimation and better represented the flow structure, 

especially very close to ignition timing around 30° and 40° CA BTDC. RNG was 

therefore considered the better turbulence model and was used to compare with the 

PIV results, as explained in the next section. The K-epsilon RNG method is considered 

a robust method preferred over k-epsilon by many researchers especially estimating 

the flow where maximum intake valve lift is located, further detail of this study can be 

found here [18]. 
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Figure 6.20. k-ε and k-ε RNG (on the left) CFD at 180° CA BTDC. 

  
Figure 6.21. k-ε and k-ε RNG (on the left) CFD at 90° CA BTDC. 



Chapter 6                                                                                       Results and Analysis 

 

147 

 

  
Figure 6.22. k-ε and k-ε RNG (on the left) CFD at 40° CA BTDC. 

 
Figure 6.23. k-ε and k-ε RNG (on the left) CFD at 30° CA BTDC. 

40  CA BTDC or 320  CA ATDC

30  CA BTDC or 330  CA ATDC
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Comparison between the two turbulence models does not reveal any major differences, 

apart from the clear discrepancy in velocity magnitudes at spark ignition and 10° after 

spark ignition. Hence a vector magnitude comparison of two turbulence models for 

30° and 40° bTDC is shown in Figure 6.24 where the mean velocity field divided into 

5 by 5 grid (total of 25 zones). This comparison is further presented in Figure 6.25 that 

shows the calculated magnitude velocity of each zone for CFD (k-epsilon) on X-axis 

and CFD (k-epsilon RNG) on the Y-axis. It can be seen that k-epsilon turbulence 

model magnitude velocities are higher than Re-Normalisation Group (RNG) 

turbulence model data by almost 10% and are showing very similar flow. 

 

Figure 6.24. CFD k-ε and k-ε RNG mean velocity field divided into 25 zones. a) CFD 

k-ε RNG mean velocity field at 40° BTDC, b) CFD k-ε mean velocity field at 40° 

BTDC, c) CFD k-ε RNG mean velocity field at 30° BTDC, and d) CFD k-ε mean 

velocity field at 30° BTDC. 

30  CA BTDC or 330  CA ATDC30  CA BTDC or 330  CA ATDC

40  CA BTDC or 320  CA ATDC40  CA BTDC or 320  CA ATDC

a) CFD k-ε RNG at 40° BTDC b) CFD k-ε at 40° BTDC

d) CFD k-ε at 30° BTDCc) CFD k-ε RNG at 30° BTDC
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Figure 6.25. Comparison between two turbulence methods CFD (k-epsilon RNG) and 

CFD (k-epsilon), showing magnitude velocity for 30° (left) and 40° bTDC (right). 
 

The 3-D CFD computations with the two different turbulence models predicted very 

similar in-cylinder flow motion and structure. Both models predicted higher values of 

maximum velocities on all measured planes in comparison to PIV. However, at 

specific crank angles, especially soon after BTDC and up to mid compression stroke, 

or even late compression stroke, the RNG model showed slightly better agreement 

with the measured data. 
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6.2.5 A Comparison between PIV and CFD 

Shown in Figure 6.26 is the comparison of k-epsilon RNG computational fluid 

dynamics mean velocity vectors with Particle Image Velocimetry data obtained from 

Matlab analysis. It can be seen from the CFD data that the overall flow at 180° CA 

BTDC is toward the inlet valves located on the top side of the piston. Data obtained 

from PIV at the same crank angle degree shows an overall flow toward the top side of 

the piston with a marginal shift toward the piston wall. CFD data at 90° CA BTDC are 

in a good agreement with PIV velocity measurements with the only major difference 

being at the bottom side of the piston. PIV velocity data shows a flow trend toward the 

upper side whereas CFD data shows a flow going toward the centre and bottom side 

of the piston. This contradiction might be because of the nature of the modelling 

approach. Section c) of Figure 6.26 demonstrates a very similar flow pattern between 

CFD and PIV data at 40° CA BTDC (spark ignition timing). The only noticeable 

difference is around the top right side (zone I2) where PIV data shows the dominant 

flow towards the centre of the piston whereas CFD analysis shows a swirl flow pattern 

toward the bottom side of the centre. The mean magnitude velocity of CFD data is 

approximately 7% higher than PIV data.  

Shown in section d) is data obtained from PIV and CFD at 30° CA BTDC. Overall the 

flow structure seems to be similar except the flow pattern on top right side (zone I2). 

Flow from PIV shows a tendency toward the upper side whereas CFD data shows a 

pattern toward the centre and upper side of the piston. This could be because of the 

nature of CFD modelling as the symmetrical piston is limited to flow simulation only 

on one side of the piston. In general, the air flow structure visible from the optical 

window of the piston crown follows coherent and discernable patterns that visually 

correlate reasonably well with the CFD results. Furthermore, for this plane, it can be 

seen that many major vortices appear, albeit the centre of these structures were at the 

edges of the PIV plane. It is noticeable that in each zone the values for turbulence 

intensities were very close as showed in Table 6.3, which emphasizes the fact that 

there was no bulk flow motion toward any side of the piston. This fact can also be seen 

within the CFD results although some caution is required given the idealized nature of 

the modelling approach. Further details on the CFD and PIV setup and procedures can 

be found in previous chapters. 
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Figure 6.26. Mean velocity fields on the horizontal plane for CFD and PIV images. 
 

It was imperative to further correlate CFD and PIV data for 40 bTDC where the 

ignition occurs, and 30 bTDC to validate the flow at these points. Hence an additional 

comparison of CFD and PIV for 30 and 40 bTDC is shown in Figure 6.27 where the 

mean velocity field divided into 5 by 5 grid (total of 25 zones).  

180 CA BTDC or 180  CA ATDC

Optical Crown

PIVCFD k-ε RNGa) 5m/s

40 CA BTDC or 320  CA ATDC

Optical Crown

PIVCFD k-ε RNGc) 5m/s

30 CA BTDC or 330  CA ATDC

Optical Crown

CFD k-ε RNG PIVd) 5m/s

90 CA BTDC or 270  CA ATDC

Optical Crown

PIVCFD k-ε RNGb) 5m/s
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This comparison is further presented in Figure 6.28 shows the calculated magnitude 

velocity of each zone for PIV on X-axis and CFD (k-epsilon RNG) on the Y-axis. It 

can be seen that CFD magnitude velocity are higher than PIV data by almost 7% and 

in a good agreement with each other, however at both 30 and 40 bTDC grids near 

the wall are showing the highest variance. It is important to note the CFD model was 

symmetrical so the difference between CFD and PIV cannot be fully validated. 

Moreover, zone 21(bottom left) and 25 (bottom right) were ignored as the velocity 

vectors were not available in the PIV data.  

 

Figure 6.27. CFD and PIV mean velocity field divided into 25 zones. a) PIV Mean 

velocity field at 40 BTDC, b) CFD Mean velocity field at 40 BTDC, c) PIV Mean 

velocity field at 30 BTDC, and d) CFD Mean velocity field at 30 BTDC.  

 

a) PIV Mean velocity field at 40 BTDC b) CFD Mean velocity field at 40 BTDC

c) PIV Mean velocity field at 30 BTDC d) CFD Mean velocity field at 30 BTDC

21 25

21 25
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Figure 6.28. Comparison between CFD (k-epsilon RNG) and PIV, showing magnitude 

velocity for 30° (left) and 40° bTDC (right). 
 

6.2.5.1 CFD on The Tumble Plane 

Fuel injector was added to the CFD model to create similar piston configuration with 

PIV, however, it was not used to spray fuel in the cold flow run, also in PIV 

measurements fuel injector was not used to spray fuel on to flow. Start of fuel injection 

was set to 270° bTDC this was to make sure optimum air and fuel mixture 

homogeneity that was also showed by the previous researcher [110]. 

Examples of the central tumble plane flow field are shown in Figure 6.29 to Figure 

6.31. From the presented data it can be observed that for most of the compression 

stroke some variety of tumble motion is present. As the compression stroke progresses, 

the dominant flow structures have velocities of ∼2.5 m/s moving towards the centre 

line of the bore. Also, there seems to be a large-scale motion on the inlet side of the 

cylinder. The key engine geometry including the valves and spark plug are 

superimposed to the CFD flow field to show spark plug position in respect to the flow. 

These observations are in agreement with the swirl-plane measurements, as at both 90° 

CA and 40° CA BTDC. The main scales of motion and the higher levels of velocity 

magnitude were visible at the same positions. 

1.5

2

2.5

3

3.5

4

4.5

5

1.5 2 2.5 3 3.5 4 4.5 5

C
F

D
 K

-ε
R

N
G

 V
el

o
ci

ty
 M

ag
n
it

u
d

e 
(m

/s
)

PIV Velocity Magnitude (m/s)

1.5

2

2.5

3

3.5

4

4.5

5

1.5 2 2.5 3 3.5 4 4.5

C
F
D
  
 ε
 R
N
G
 V
el
o
ci
ty
 M
ag
n
it
u
d
e 
(m
/s
)

PIV Velocity Magnitude (m/s)

40° bTDC30° bTDC



Chapter 6                                                                                       Results and Analysis 

 

154 

 

 

Figure 6.29. Mean Velocity Field on the Tumble Plane at 40° CA BTDC. 

 

Presented in Figure 6.30 is the tumble plan flow field at 90° CA BTDC. The flow at 

the left side of the piston shows clear dominant velocity starting from the lowest point 

of the piston and moving towards top side where the inlet valve is located. This flow 

then is shifting to the exhaust side at the end of the pattern. Also, similar trend can be 

seen in a larger scale shown in tumble plane at 180° CA BTDC. 
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Figure 6.30. Mean Velocity Field in the Tumble Plane at 90° CA BTDC. 
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Figure 6.31. Mean Velocity Field in the Tumble Plane at 180° CA BTDC. 
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6.3 Combustion 

Presented in this chapter is an in-depth analysis of the optical data obtained and 

thermodynamic analysis during this work. The main aim of this study was to improve 

the fundamental understanding of the combustion characteristics of the following 

fuels:               

Two Base fuels, 

1. Iso-octane  

2. Ethanol  

Three Anhydrous blends,  

1. E10I90 (10% ethanol, 90% iso-octane)  

2. B16 I84 (16% butanol, 84% iso-octane)  

3. E6B9I85 (6% ethanol, 9% butanol, 85% iso-octane)  

Four Hydrous blends,  

1. W5E95 (5% water, 95% ethanol)  

2. W12E88 (12% water, 88% ethanol),  

3. W20E80 (20% water, 80% ethanol)  

4. E85I10W5 (85% ethanol, 10% iso-octane, 5% water) 

The aim of pressure data analysis was to obtain data such as the mass fraction burned, 

in-cylinder pressure and the COV of IMEP. At the same time, the flame images were 

processed to calculate the mean flame radius, apparent flame speed, laminar burning 

velocity, and the level and severity of any distortion of the flame (also called flame 

centre displacement). Both the thermodynamic and optical data have been used to 

understand the differences between the combustion characteristics of the tested fuels 

at fixed spark timing at 40° CA BTDC (which corresponded to MBT for the fastest 

burning pure ethanol fuel). Engine-out emissions measurements were not considered 

due to the optical setup and impact of the glass on heat transfer. The general effects of 

such fuels on emissions were discussed in Chapter 2.  
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6.3.1 Thermodynamic Data 

The associated load and combustion stability for the fixed spark timing at 40°bTDC 

(which corresponded to MBT for the fasted burning pure ethanol fuel) are shown in 

Figure 6.32. Data presented is in terms of Net IMEP and combustion stability values 

from a cycle closest across the full 300 cycles. The spark timing was fixed at the MBT 

value, this was to ensure that, nominally, the same flow field conditions existed on 

average at ignition timing for all tests.  

It can be seen from Figure 6.32 that the lowest COV of IMEP of 1.52 was recorded for 

ethanol fuel with the highest IMEP of 4.32 bar, as a result of faster combustion hence 

shorter combustion duration, fixed ethanol MBT and lower flame development angle. 

COV of IMEP was increased as the water content increased and slightly decreased net 

IMEP this was due to the slower combustion (longer combustion duration). Net IMEP 

over input energy was also computed because the heating value and the injected mass 

are not the same for the tested fuels, the net IMEP is hence normalized with the input 

energy. The highest COV of IMEP of 4.07 was recorded for W20E80 with 4.1 bar net 

IMEP, it was mainly because of slower combustion (longer combustion duration) 

because of added water (20%) and probable misfires in the combustion. Presented in 

Figure 6.33 is the Net IMEP and combustion stability values from the cycles closest 

to the optical mean (300 cycles) of B16I84, E10I90, E6B8I85 and E85I10W5 under 

MBT fix spark timing conditions. This shows the lowest COV of IMEP of 1.59 

recorded for the fuel with the highest amount of ethanol blend, (E85I10W5). In the 

agreement, comparing net IMEP over input energy shows the highest value of 5.74 for 

(E85I10W5) followed by B16I84, E10I90 and E6B9I85. 

Finally, all of the fuels net IMEP and combustion stability values from the cycles 

closest to the optical mean (300 cycles) under MBT fix spark timing condition are 

compared in Figure 6.34. Ethanol clearly has the highest net IMEP and net IMEP over 

input energy. In highest to lowest order net IMEP of W5E95, W12E88, E85I10W5, 

B16I84, E6B9I85, E10I90, iso-octane and W20E80 are 4.28,4.24,4.23, 4.22,4.18, 

4.14,4.1 and 4.09 bar respectively.  

Net IMEP/ input energy shows a different trend, with E85I10W5, is the second highest 

after ethanol with a value of 5.74 bar in compare to 5.88 bar of ethanol. This is because 

of the more injected mass of fuel to maintain stoichiometric condition. Net IMEP/input 
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energy of B16I84, E10I90, iso-octane, E6B9I85, W5E95, W12E88 and W20E80 are 

5.46, 5.21, 5.2, 5.19, 4.57, 4.56 and 4.56 respectively, in highest to lowest order. 

 

Figure 6.32. Net IMEP and combustion stability values from the cycles closest to the 

optical mean (300 cycles) of base fuels and wet ethanol. (1500 rpm, 0.5 bar inlet 

pressure, ethanol MBT).  

 

Figure 6.33. Net IMEP and combustion stability values from the cycles closest to the 

optical mean (300 cycles) of B16I84, E10I90, E6B8I85 and E85I10W5. (1500 rpm, 

0.5 bar inlet pressure, ethanol MBT). 
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Figure 6.34. Net IMEP and combustion stability values from the cycles closest to the 

average cycle (1500 rpm, 0.5 bar inlet, ethanol MBT). 
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It can be seen from Figure 6.35 to Figure 6.37 that ethanol with the highest peak 

pressure of 18.11, 20.37, and 25.82 bar for the closest cycle to slow, mean and fast 

cycle respectively is followed by 5% water content in ethanol and W20E80 indicated 

the lowest peak pressure of 11.95, 16.37, and 20.09 bar for the closest cycle to slow, 

mean and fast cycle respectively. It is important to note the comparison were made 

with ethanol MBT for all the fuels. It can be seen hydrous ethanol have lower peak 

pressure in comparison to anhydrous ethanol, due to the faster burn rate of pure ethanol 

and longer combustion duration of hydrous ethanol. 

 

Figure 6.35. Position of maximum pressure for all the fuels. Closest cycle to the 

arithmetic slow cycle. (1500 rpm, 0.5 bar inlet pressure, ethanol MBT). 
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Figure 6.36. Position of maximum pressure for all the fuels. Closest cycle to arithmetic 

mean cycle. (1500 rpm, 0.5 bar inlet pressure, ethanol MBT). 

 

Figure 6.37. Position of maximum pressure for all the fuels. Closest cycle to arithmetic 

fast cycle. (1500 rpm, 0.5 bar inlet pressure, ethanol MBT). 
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displayed with the cycles closest to numerical mean at 1500 rpm. E85I10W5 has the 

highest pressure followed by the slightly lower pressure of fuel E10I90. The lowest 

peak pressure belongs to B16I84 that is slightly lower than 18.71 bar of E6B9I85. The 

comparative pressure traces for all the fuels including base fuels, hydrous and 

anhydrous fuels are set out in Figure 6.41. Ethanol has the highest peak pressure and 

the lowest peak pressure of 16.37 bar is for the W20E80 blend. The fastest and slowest 

cycle for each fuel under fixed spark timing of ethanol at MBT is presented in Figure 

6.40. It is showing the small difference between ethanol and W5E95 (and a noticeable 

difference comparing ethanol to W20E80). 

 

Figure 6.38. 300 combustion cycles of base fuels and wet ethanol under MBT fix spark 

timing displayed with the cycles closest to numerical mean (1500 rpm, 0.5 bar inlet 

pressure, ethanol MBT). 
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Figure 6.39. 300 combustion cycles of B16I84, E10I90, E6B8I85 and E85I10W5 

under MBT fixed spark timing for ethanol condition displayed with the cycles closest 

to numerical mean. (1500 rpm, 0.5 bar inlet pressure, ethanol MBT).  

 

Figure 6.40. Experimental in-cylinder pressure data (60 cycles) for the relevant fastest 

and slowest cycles; taken from combustion under stoichiometric conditions, (1500 

rpm, 0.5 bar inlet pressure, ethanol MBT).  
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Figure 6.41. 300 combustion cycles displayed with the cycles closest to numerical 

mean (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels).  
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Figure 6.42. Maximum pressure rise rate for all the fuels. 1500 rpm, ethanol MBT 

operation. Cycle closest to the arithmetic mean. 
 

The position of the maximum pressure rise rate for all the tested fuel at ethanol MBT 

are presented in Figure 6.42 with the maximum value of 0.55 bar per one crank angle 

degree for ethanol as the fastest fuel followed by 5% water in Ethanol and 12% water 

in ethanol. Maximum pressure rise rate is affected by laminar flame speed which are 

related with the early flame kernel development. The faster laminar flame speed means 

combustion occurs at smaller volume hence higher pressure rise rate.  

Presented in Figure 6.43 to Figure 6.45 are the apparent heat release rate values for 

base fuels, wet ethanol blends, B16I84, E10I90, E6B8I85 and E85I10W5. Indicating 

pure ethanol as the fastest burning fuel and W20E80 as the slowest fuel. This is due to 

the higher in-cylinder pressure and the maximum pressure rise rate discussed in the 

previous section. Calorific values of the fuels, as well as the laminar flame speed which 

are related with the early flame kernel development are also playing an important part. 
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Figure 6.43. 300 cycles average apparent heat release rate for base fuels and wet 

ethanol fuels (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels).  
 

 

 

Figure 6.44. 300 cycles average apparent heat release rate for B16I84, E10I90, 

E6B8I85 and E85I10W5 (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the 

fuels).  
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Figure 6.45. 300 cycles average apparent heat release rate for all fuels (1500 rpm, 0.5 

bar inlet pressure, ethanol MBT for all the fuels).  
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6.3.2 Flame Imaging 

6.3.2.1 Flame Radius 

Shown in Figure 6.46 is the mean flame radius development for ethanol, iso-octane, 

W5E95, W12E88 and W20E80. The maximum limit for flame radius in this figure is 

the optical piston window restriction of 27.5 mm radius and by considering flame 

stretching due to the hotter side of the piston, the maximum flame radius was reached 

to 19.05 mm as the flame reached the wall (exhaust side) sooner. The flame centroid 

displacement towards the hotter side of the chamber should also be taken into account. 

The maximum flame radius reduces to 19.04, 18.20, 17.45 and 15 mm for ethanol, 

W5E95, W12E88 and W20E80 respectively. The flame radius development rate for 

the ethanol and W5E95 fuels was very similar within 5 CAD after ignition timing and 

exhibited a notably faster initial flame radius in the period of 0-7 CAD AIT. Overall, 

ethanol was the fastest propagating fuel followed by W5E95, W12E88 and W20E80. 

This seems to be in accordance with burning velocity correlations for ethanol and 

hydrous ethanol e.g. [50]. 

Set out in Figure 6.47 is the flame radius development for B16I84, E10I90, E6B8I85 

and E85I10W5, it can be seen from cropped section the highest flame radius of 2.65 

mm recorded for E85I10W5 that is comparatively a faster fuel than other blended 

fuels. The lowest flame radius of 2.2 mm at the same crank angle degree recorded for 

B16I84 that shows about 20% slower flame development.  

Demonstrated in the last figure are listed all the tested fuels, showing a logical trend 

in pressure data. As expected, the fastest fuel ethanol has the highest flame radius 

development in almost every crank angle degrees and the slowest fuel W20E80 has 

the least flame development radius. Uncertainty level also shows faster fuel ethanol 

has the lowest error of 2.5% and the 20% added water increased the error to 10%. 

Flame development data are compared in the zoomed section at 15 crank angle 

degrees, it can be seen flame kernel for ethanol reached 2.93 mm in radius at this crank 

angle in comparison to 1.9 mm of W20E80. This indicates the difference between 

fastest and slowest fuel at 15 crank angle degree after ignition timing is about 1.03 

mm.  The maximum flame radius of 15 mm for W20E80 was achieved at 33 crank 

angle degrees after ignition timing, the same flame radius achieved at 28.5 CAD AIT 

for ethanol in comparison).  
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Figure 6.46. Computed flame radius closest data to 60 averaged cycles for base fuels 

and wet ethanol fuels (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels). 

Highlighted section was chosen at 15 CAD AIT to show the values in larger scales. 

 

Figure 6.47. Computed flame radius closest data to 60 averaged cycles for B16I84, 

E10I90, E6B8I85 and E85I10W5 (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for 

all the fuels). Highlighted section was chosen at 15 CAD AIT to show the values in 

larger scales. 
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Figure 6.48. Computed flame radius closest data to 60 averaged cycles for all fuels 

(1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels). Highlighted section 

was chosen at 15 CAD AIT to show the values in larger scales with the error bars.  
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Figure 6.49 Error bars for computed flame radius closest data to 60 averaged cycles 

for all fuels (1500 rpm, ethanol MBT for all the fuels). The error bars are multiplied 

by 100 (not the error values above) in order to compare errors in the same graph. 
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It can be seen from Figure 6.49 that at the start of flame propagation flame radius has 

the highest error. It is mainly due to the fact that smaller flame can be more distorted 

with the turbulence, and as the flame radius increases less distortion is caused by the 

turbulence. It can also be seen that added 20% water to ethanol increased uncertainty, 

this is in a good agreement with the pressure data analysis. 

 

6.3.2.2 Flame Speed 

The apparent flame speed shown in Figure 6.50 to Figure 6.52 is also in good 

agreement with prior observations, indicating the highest flame speed of 10.93 m/s for 

ethanol and lowest (peak) speed of 8.2 m/s for W20E80. The maximum flame speed 

of 8.2m/s was achieved at 33 CAD AIT for W20E80 (the same flame speed achieved 

at 24 CAD AIT for ethanol in comparison). Apparent flame speed increases through 

cycles predominantly because of the expansion element and the burning of the gasses.  

 

Figure 6.50. Apparent flame speed closest data to 60 averaged cycles for base fuels 

and wet ethanol fuels (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels). 
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Figure 6.51. Apparent flame speed closest data to 60 averaged cycles for B16I84, 

E10I90, E6B8I85 and E85I10W5. (1500 rpm, 0.5 bar inlet pressure, ethanol MBT). 
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Figure 6.52. Apparent flame speed closest data to 60 averaged cycles for all the 

studied fuels (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels). 
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6.3.2.3 Centroid Displacement 

Early kernel flame growth generally will be affected by two main features of the flow 

field: 1-large-scale convection by ‘bulk’ motion and 2-small-scale turbulence. The 

flame centroid displacement can be described as an indication of the movement of the 

flame kernel due to flows around it during its growth. It can be seen from the previous 

results that fuels with the higher laminar burning velocity (faster chemistry) have 

higher apparent flame speed and flame radius growth in comparison to fuels with lower 

laminar burning velocity so, there is less time to distort the flame. Hence combustion 

faster fuels are more resistant to flame centroid displacement. Figure 6.54 shows the 

average flame Euclidean distance from the spark plug until one frame (1.5 CAD) 

before the flame (W20E88) reaches the window periphery. The (0,0) point represents 

the spark-plug electrode point. This figure demonstrates a similar trend for all fuels, 

where the flames grew initially towards the exhaust side of the engine in agreement 

with previous studies [141,203]. The ethanol flame contour moved away from its 

centre by 6.7 mm in y and 1 mm in x-direction total of 7.7 mm, compared to W5E95 

(y=6.95 mm, x=1.2 mm total of 8.15), W12E88 (y=6.88 mm, x=1.6 mm total of 8.48 

mm), W20E80 (y=8 mm, x=5.5 mm total of 13.5 mm) and iso-octane (y=9.6 mm, 

x=1.73 mm total of 11.33).  

This indicates that 5% water in ethanol (W5E95) is 5.8% less resistant to flame 

centroid displacement and flame stretching compared to pure ethanol. 12% (W12E88) 

and 20% (W20E80) water in ethanol indicated notably less resistance to flame centroid 

displacement and flame stretching compared to ethanol by 10.15 and 75% 

respectively. Iso-octane has higher flame distortion than ethanol and wet ethanol of 

5% and 12% water content, which is also is in a good agreement with the flame stretch 

analysis in previous work [203–205]. It can be seen that by adding 16% butanol to iso-

octane the B16I84 flame contour moved away from its centre by 7.8 mm in y and 2.9 

mm in x-direction with a total of 10.7 mm in comparison to iso-octane of 11.33 total 

distortion. That is approximately 6% higher resistant to flame displacement in 

comparison to iso-octane. Individual fast, mean and slow flame cycles were selected 

to understand minimum centroid displacement. As centroid displacement would 

compromise the comparison of fuels with partial optical access (as the flame contour 

reaches the piston window earlier if the centroid is going toward any side of the piston). 
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To verify the synchronized pressure and computed flame radius from in-house Matlab 

script, each individual cycle was compared to two other fuels. It can be seen from 

Figure 6.53 each fuel last flame contour (up to the 55mm diameter) reached the optical 

window periphery in 30, 31.5and 33 CAD AIT for ethanol, iso-octane and B16I84 

respectively. In the case of mean individual flame contour propagation, ethanol was 

the fastest with 33 CAD duration followed by 34.5 CAD duration for iso-octane and 

finally 36 CAD duration for slowest burning fuel B16I84 blend. The iso-octane and 

B16I84 blend both reached the piston window at 37.5 CAD AIT, these contours are 1 

flame contour (equivalent to 1.5 CAD) before hitting the wall (optical window) 

 

Figure 6.53. Individual Flame contours of fastest slowest and mean cycles, starting 

from ignition until one contour before the optical window was approached in every 3 

intervals. (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels). 
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Figure 6.54.  a) Flame contour for ethanol, W5E95, W12E88, W20E80, iso-octane and 

B16I84 closest to 60 averaged flames. b) Euclidean centroid displacement 

measurement for all 4 fuels closest to 60 averaged flames. (1500 rpm, 0.5 bar inlet 

pressure, ethanol MBT for all the fuels). 
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6.3.2.4 Shape Factor 

Shown in Figure 6.55 to Figure 6.57 are corresponding computations of shape factor 

for the mean cycles, segmented in three graphs, comparing base fuels and wet ethanol 

blends, B16I84, E10I90, E6B8I85, E85I10W5. Finally, Figure 6.57 is representing all 

the fuels. The slower burning W20E80 fuel was subjected to the turbulent spectrum 

for a prolonged period, which resulted in increased distortion of the mean flame shape 

as the larger scales of turbulence were encroached towards the end of the visible 

propagation event. The observation of increased bulk flame distortion leading to 

slower burning suggests the detrimental effects of flame stretch cancel out any benefits 

of a larger inflamed area due to higher distortion. This may be associated with the 

flame tendency to migrate towards the hotter exhaust side of the engine. Recent prior 

PLIF and emissions measurement work [206] with iso-octane, E10 (10% ethanol in 

95RON gasoline), E85 (85% ethanol in 95RON gasoline) and similar operating 

conditions (start of injection 270° bTDC) indicates the fuel-air charge distribution is 

most homogeneous at start of injection of 270° bTDC. This observation also 

compounds the likelihood of the hotter exhaust temperatures leading to the observed 

flame centroid migration. The flame can only be wrinkled by scales of turbulence 

smaller than the flame itself; initially, the flame is only wrinkled by the smallest scales 

of turbulence, larger scales merely convect and distort the flame rather than directly 

increasing inflamed area.  As the kernel develops the larger turbulent scales wrinkle 

the flame until it reaches a fully developed state. where the entire turbulent spectrum 

can wrinkle the flame [21].  

Ethanol as the fastest fuel exposed to the least flame wrinkling with the lowest average 

shape factor at each crank angle degrees in comparison to all tested fuels. Zoomed 

view section of each graph clearly shows ethanol lowest shape factor value followed 

by W5E95, E85I10W5, W12E88, E10I90, E6B9I85, B16I84, iso-octane. Shown at 

Figure 6.56 zoomed view section, it can be found at some crank angles shape factor 

value of B16I84 is less than E6B9I85, observing the corresponding shape factor data. 

Clear trend associated with this phenomenon cannot be extracted (arguably too much 

noise in the data due to third-dimensional flame distortion effects). In addition, this 

contradiction can be the reason of an error in radius of the best-fit circle calculation 

that could be estimated with minor error and eventually leads to this contradiction.  
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Figure 6.55. Computed shape factor speed closest data to 60 averaged cycles for base 

fuels and wet ethanol fuels (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the 

fuels). Highlighted section was chosen at 15 CAD AIT to show the values in larger 

scales. 

 

Figure 6.56. Computed shape factor closest data to 60 averaged cycles for B16I84, 

E10I90, E6B8I85 and E85I10W5 (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for 

all the fuels). Highlighted section was chosen at 15 CAD AIT to show the values in 

larger scales. 
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Figure 6.57. Computed shape factor closest data to 60 averaged cycles for all fuels 

(1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels). Highlighted section 

was chosen at 15 CAD AIT to show the values in larger scales. 
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6.3.3 Burned and Unburned Gas Temperature  

 

The predictions of unburned and burned gas temperature shown in Figure 6.58 and 

Figure 6.59 were produced using the two-zone heat release model explained in section 

5.6.6. Subsequently, these predictions, along with the measured in-cylinder pressure 

data for the mean cycles, could be used to predict the laminar burning velocity for each 

case via equations from Heywood [31] explained in section 5.6.6.1. 

Unburned gas temperature of iso-octane is the highest among all the tested fuels this 

is because of the higher lower heating value of iso-octane in comparison to ethanol 

and butanol, moreover, charge cooling effect of evaporation of ethanol is also 

considered to be the reason of lower temperature of ethanol. Iso-octane blends of 10% 

ethanol and 16% butanol reduced the unburned gas temperature in comparison to pure 

iso-octane. B16I84 has slightly higher unburned gas temperature in comparison to 

E10Iso90, due to the fact that butanol lower heating value is higher than ethanol. 

 

Figure 6.58. Computed values of unburnt gas temperatures for the two base fuels and 

iso-octane blends. Obtained from the two-zone heat release model. (1500 rpm, 0.5 bar 

inlet pressure, ethanol MBT for all the fuels). 
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has the highest unburned gas temperature; ethanol has the highest in-cylinder pressure, 

this could be further explained with average gas temperature values. This calculation 

is scaled with mass fraction burned in a way that at the start of combustion (mass 

fraction burned =0) the average temperature is equal to unburned gas temperature and 

at the end of combustion (mass fraction burned =1) the average temperature is equal 

to burned gas temperature. It can be seen from the data presented in Figure 6.60 iso-

octane with the highest unburned gas temperature has the lowest average burned gas 

temperature because of lower in-cylinder pressure in comparison to ethanol. 

Furthermore, E10Iso90 has the highest average gas temperature of all the fuels tested 

followed closely by B16I84. 

 

Figure 6.59. Computed values of burnt gas temperatures for the two base fuels and iso-

octane blends. Obtained from the two-zone heat release model. (1500 rpm, 0.5 bar inlet 

pressure, ethanol MBT for all the fuels). 
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Figure 6.60. Computed values of average gas temperature scaled with mass fraction 

burned (at mass fraction burned=0, average temperature= unburned gas temperature 

and at mass fraction burned=1, average temperature= burned gas temperature), the two 

base fuels and iso-octane blends. Obtained from the two-zone heat release model. 

(1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels). 
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Figure 6.61. Computed values of unburnt gas temperatures for ethanol and hydrous 

blends. Obtained from the two-zone heat release model. (1500 rpm, 0.5 bar inlet 

pressure, ethanol MBT for all the fuels). 
 

  

Figure 6.62. Computed values of burnt gas temperatures for ethanol and hydrous 

blends. Obtained from the two-zone heat release model. (1500 rpm, 0.5 bar inlet 

pressure, ethanol MBT for all the fuels). 
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Figure 6.63. Computed values of average gas temperature scaled with mass fraction 

burned (at mass fraction burned=0, average temperature= unburned gas temperature 

and at mass fraction burned=1, average temperature= burned gas temperature), for 

ethanol and hydrous blends. Obtained from the two-zone heat release model. (1500 

rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels). 
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Figure 6.64. Computed values of unburnt gas temperatures for all the fuels tested. 

Obtained from the two-zone heat release model. (1500 rpm, 0.5 bar inlet pressure, 

ethanol MBT for all the fuels). 
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Figure 6.65. Computed values of burnt gas temperatures for all the fuels tested. 

Obtained from the two-zone heat release model. (1500 rpm, 0.5 bar inlet pressure, 

ethanol MBT for all the fuels). 
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Figure 6.66. Computed values of average gas temperature scaled with mass fraction 

burned (at mass fraction burned=0, average temperature= unburned gas temperature 

and at mass fraction burned=1, average temperature= burned gas temperature), for all 

the fuels tested. Obtained from the two-zone heat release model. (1500 rpm, 0.5 bar 

inlet pressure, ethanol MBT for all the fuels). 
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6.3.4 Laminar Burning Velocity  

 

Considering the predicted values shown in Figure 6.67 in a qualitative manner, it can 

be seen that faster burning would be expected in the pure ethanol case with the 

maximum value of 1.68 m/s, despite the lower initial starting temperature in the 

chamber due to the thermodynamic properties and charge state incurred with this fuel.  

The computed laminar burning velocity of E10Iso90 was slightly higher than iso-

octane with the maximum value of 1.35 and 1.31 m/s respectively, this was because 

of added 10% ethanol and were in a good agreement with the laminar burning velocity 

data presented in Table 6.1. 

 

Figure 6.67. Computed values of laminar burning velocity for the ethanol, iso-octane, 

and E10Iso90. (1500 rpm, 0.5 bar inlet pressure, ethanol MBT for all the fuels). 
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7. Conclusion & Recommendations 

 

7.1 Summary of Results 

Two-dimensional Particle Image Velocimetry (PIV) and flame image analysis has 

been undertaken and compared to CFD k-ε RNG modelling to understand the 

interaction of the in-cylinder flow and flame with ethanol, iso-octane, B16I84, E10I90, 

E6B8I85, E85I10W5 and hydrous ethanol at 5%, 12% and 20% volume water fuels in 

a spark ignition engine with a modern direct injection combustion chamber layout. The 

fixed spark timing was set to equal that of the MBT timing for ethanol. In terms of 

combustion stability, the worst performing fuel was still operating well below the 

imposed limit of 5% COV of IMEP.  

Initial flame development plays a significant role during the transition toward a fully 

developed state, the flame can only be wrinkled by scales of turbulence smaller than 

the flame itself; larger scales merely serve to convect and distort the flame rather than 

directly improving inflamed area. Because of the faster chemistry, initial flames can 

develop more quickly, hence more of the turbulent spectrum will become available 

more quickly to aid flame wrinkling and improve the rate of unburned mass 

entrainment into the flame. Faster initial chemical reaction rates of high ethanol 

content fuels in SI engines drive from such physical effects. It can also be concluded 

that the opposite is true for the slower burning fuels, while ethanol was aided by the 

knock-on effect of a faster laminar burning velocity, fuels with a slower laminar 

burning velocity may be negatively influenced by the flow. This is more evident in the 

slower fuels such as water blends and iso-octane with the lower laminar burning 

velocity, hence the flame kernel may be more heavily distorted by the turbulent 

spectrum.  

Under the part-load experimental operating conditions tested, PIV experiments 

indicated that the mean flow-field for this engine on the swirl plane is nearly 

symmetrical across four divided zones of the combustion chamber at the time of 

combustion initiation this was previously showed at Table 6.3 and validated with 
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computational fluid analsis.  

In addition, this work further serves to highlight the difference between a blended 

fuel’s combustion characteristics and those of its constituent fuels. In 2010 

Beeckmann, Kruse and Peters [207] conducted several studies into burning velocities 

for different neat alcohol fuels. It was reported that butanol has a faster laminar burning 

velocity than iso-octane and ethanol. Even though this data was gathered in a bomb, it 

demonstrated that blended fuels have vastly different laminar burning velocities when 

compared to their constituent fuels and even the authors stated they were unsure of the 

exact reasons as to why this occurred. Moreover, Beeckmann [207] mentioned that 

E10 was 5cm/s faster than Bu10. It is important to note these two fuels were not equal 

in oxygen content, this result would indicate that the two fuels are not identical in burn 

structure and propagation during the laminar phase, contrary to the tested fuels 

presented here. This emphasis that care should be taken when consulting the literature 

for laminar burning velocities as they are by no means definitive nor are they indicative 

of standard engine operating conditions. One out of the five correlations presented 

from literature, only one factored in the flame stretch and instability effects and none 

accounted for flame centre displacement. 

Symmetrical bulk air flow in the piston during the compression showed the minimal 

effect of the flow on the flame so high speed flame imaging was done to understand 

the flame. Comparing the flame radius development of 60 averaged cycles, ethanol 

exhibited faster flame propagation, the rate of mass burning and in-cylinder pressure 

development, all are in good agreement with burning velocity correlations within the 

literature. The maximum flame radius measured for ethanol, W5E95, W12E88 and 

W20E80 were 19.04, 18.20, 17.45 and 15 mm respectively. The difference between 

the fastest and slowest fuel at 15 crank angle degrees after ignition timing was small 

and about 1.03 mm. Also, the maximum flame speed of 8.2m/s was achieved at 33 

CAD AIT for W20E80 (the same flame speed achieved at 24 CAD AIT for ethanol in 

comparison). Blending water with ethanol was done to study the effect of flame 

characteristics. By adding 5% water to ethanol the combustion appeared to be 

marginally slower. An attempt was made to validate these results with calculated 

burned and unburned gas temperature of hydrous ethanol, which were in good 

agreement.  
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By adding 20% water to ethanol the combustion appeared to be noticeably slower with 

a tremendous increase in flame shape distortion as quantified by shape factor values. 

This was due to the fact that the increased amount of water decreased in-cylinder 

pressure, burned and unburned gas temperature. Variety of different blends tested also 

showed the faster fuel (higher laminar burning velocity) leads to faster combustion for 

example by adding 16% n-butanol to iso-octane the combustion appeared to be faster 

than pure iso-octane. An attempt was made to compare these results with laminar 

burning velocity correlations shown in Table 6.1, which were clearly in a good 

agreement. Ethanol as the fastest fuel exposed to least flame wrinkling with the lowest 

average shape factor at each crank angle degrees in comparison to all tested fuels. 

W5E95 has the second lowest shape factor value followed by E85I10W5, W12E88, 

E10I90, E6B9I85, B16I84, Iso-octane and W20 E80.  

The flame images obtained with all fuels showed a tendency for biased flame growth 

towards the exhaust valves. The PIV flow field showed no bulk motion toward the 

exhaust in the imaging plane. The use of pure ethanol resulted in faster combustion 

and higher resistance to such flame migration. This benefit diminished with the 

addition of water, in good agreement with recent laminar burning velocity correlations 

for hydrous ethanol. Temperature analysis shows the highest unburned gas 

temperature for iso-octane out of all the tested fuels due to the fuel properties such as 

a higher lower heating value in comparison to other tested fuels. However, by adding 

16% n-butanol to iso-octane the average gas temperature appeared to be slightly higher 

than pure iso-octane, also adding 10% ethanol to iso-octane increased average gas 

temperature. These results were in a good agreement with the faster burning chemistry 

of tested fuels.  

On the contrary, by adding 5% water to ethanol the combustion temperature appeared 

to be slightly lower. This is mainly because adding water has an influence on the 

cooling effect. Water has a higher latent heat of vaporization and a higher specific heat 

capacity than ethanol. Because the stoichiometric air quantity (Ls) decreases with 

higher water content, the latent heat of vaporization per kg air increases significantly 

and this leads to an even bigger cooling effect of the intake charge. The water vapor 

dilution of the air-fuel mixture yields a lower laminar burning velocity and lower 

adiabatic flame temperature. Because of the lower laminar burning velocity, the 

combustion process takes more time to complete and is less isochoric.  
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Also, by adding 12% and 20% water to ethanol significantly reduced both unburned 

and burned gas temperature, mainly because of water cooling effect and negative lower 

heating value of water and decreased the calorific value of the blended fuel. Out of the 

hydrous ethanol blends tested in this study water in ethanol content (v/v) of 12% is 

considered to represent a maximum tolerable limit in terms of flame distortion, with 

7% slower maximum flame speed and 10% more flame distortion in comparison to 

pure ethanol but similar distortion to an iso-octane baseline case. 

Prior research has indicated adequate charge homogeneity in this engine during such 

operation [206]. Larger scales of turbulence around the spark plug may have been 

responsible for the migration of the flame towards the exhaust, however, it is believed 

that any remaining large-scale tumble would still have manifested in higher velocities 

in the horizontal imaging plane. This phenomenon was more likely associated with the 

hotter wall temperatures at the exhaust side of the bore.  

Similar in-cylinder flow motion and structure were predicted by the 3-D CFD 

computations adopting both turbulence models. However, at specific crank angles for 

example soon after BTDC and up to mid compression stroke, or even late compression 

stroke, the RNG model demonstrated slightly better agreement with the measured data. 

At crank angle timings close to peak intake valve lift the CFD results indicated a clear 

difference in behaviour from the measured values of velocity by showing a large dip 

in the velocity component in the direction of the piston's motion. This was identified 

as a result of the different tumble flow pattern detected in the CFD results at that 

particular crank angle. 

Finally, comparisons between PIV and CFD data showed very similar velocity 

magnitudes as the end of compression was approached. At earlier crank angle timings 

(e.g. 90° CA BTDC) the CFD results showed a clear difference from the measured 

values of velocity (possibly associated with the persisting bulk air flow structures in 

the real engine). The effects of the injection event on the flow were neglected, albeit 

injection occurred early in the cycle at 270° bTDC. 
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7.2 Claims for Originality 

The work was concerned with quantifying the interaction of the flow with the flame 

and vice versa with potential new alcohol blended fuels of reduced source to wheel 

energy consumption and hence lower carbon footprint. The study led to new 

observations of bulk flame distortion and migration effects, with potential significant 

consequences in future engine design. 

It was concluded in-cylinder flow is symmetrical so, high speed chemiluminescence 

flame study was done to understand the flame characteristics in detail. This study 

investigated the flame cellularity and demonstrated how centre of the flame is moved 

through the flame propagation. In addition, several flame related parameters, such as 

shape factor and apparent flame speed, are discussed and compared with the flow and 

heat release analysis.  

Fastest combustion was observed with ethanol, that was in a good agreement with 

laminar burning velocity correlations within the literature. The ethanol could be seen 

to offset the tendency of migration of the flame toward the exhaust walls. This exhaust 

migration phenomenon has been noted previously by others in optical pent-roofed 

engines but without both flow and flame imaging data being available. The results may 

imply that the spark plug should ideally be biased further towards the intake side of 

the chamber if the flame is to approach the intake and exhaust walls at similar times. 

Such a layout is typically not preferred due to the priority given to central fuel injector 

location and maximizing the size of the inlet valves for improved volumetric 

efficiency. 

The final investigation of this thesis was concerned with the effect of water in ethanol. 

This investigation uncovered the degree of residual water content that can be 

reasonably tolerated in terms of combustion characteristics in future ethanol SI engines 

(with the energy required to reduce water levels then potentially reduced). Out of the 

hydrous ethanol blends tested in this study water in ethanol content (v/v) of 12% is 

considered to represent a maximum tolerable limit in terms of flame distortion, with 

7% slower maximum flame speed and 10% more flame distortion in comparison to 

pure ethanol but similar distortion to an iso-octane baseline case.  
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7.3 Recommendations for Future Work 

Future work should be concerned with the need for side window imaging to eliminate 

possible bulk flow effects in the third dimension. It would be better to have a fully 

optical engine design (glass liner with pent roof access). This would also solve the 

current limitation of PIV until 30° CA BTDC only. In the current combustion chamber, 

design side windows and metal clamps must be removed in order to clean the piston 

crown. It would be better to design optical access in a way that optical window is 

placed and sealed permanently inside a metal frame. This would increase experiment 

precision due to easier access to clean optical instruments and reduce overall 

maintenance. It is strongly recommended that the optical piston design is revisited, 

with the reasons for apparent high blow-by investigated and resolved. This may require 

a new piston to be designed including reduced top-land and inter-ring volumes (which 

would be necessary if the rings were to run on a glass liner anyway). 

It would also be useful to evaluate the effects of water content under high load multi-

cylinder conditions with elevated compression ratios in an attempt to understand the 

influence of the water on the octane appetite of the engine. In addition, variable boost 

pressure and exhaust back pressure should be provided to simulate the interactions 

between the engine and a turbocharger. Some caution is still required, as optical 

engines are only fired for a limited period and pressure, so this may exhibit larger 

variations in wall temperatures than during fully warm operation in “real” engines.  

The current high speed camera was capable of recording around 30 combustion cycles 

and data had to be transferred to a computer to take another set of tests. High speed 

flame imaging of 60 cycles was considered robust enough for image analysis. So, each 

test had to be repeated twice, which could be a reason for some variations. Due to 

cyclic variations, it would be suggested to use a high speed camera capable of higher 

buffer size and memory storage to record a minimum of 100 cycles in a single firing 

test. 

It would be ideal to use two-line PLIF for temperature distribution measurements, this 

would help to understand the combustion in more detail. 

It is also suggested to use a robust CFD method to simulate both LES cold flow and 

combustion. However, the evaluation and calibration of the fuel injection and spray 
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models will be required. In addition, the combustion model needs to be developed to 

predict the heat release process and engine performance. Both spark ignition flame 

propagation and auto-ignition models should be included in the combustion modelling.  

Large eddy simulation is highly suggested to be used to predict the flow inside the 

cylinder, however, this method is computationally expensive and requires further 

caution, selecting an appropriate filter function to solve large eddies and simulate 

smaller size eddies. 

It would be suggested to implement state of the art techniques for PIV analysis such 

as local correlation averaging and correlation multiplication. These techniques can be 

used to enhance the correlation peak height and reduce the noisy peaks, hence, 

eliminate sparse vector generated with Dantecstudio software in this study. 
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Appendices 
Appendix A    Orbital Cylinder Head  
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Appendix B                         PIV MATLAB Code 
 

clc 

clear 

tic 

format long 

files= dir('C:\Users\mohse\Desktop\35\*.csv'); 

num_files = length(files); 

 data_length = cell(1,num_files); 

 for(i=1:1:num_files); 

     %import all data from Column E to K 

 data_length{i} = xlsread(files(i).name,'E:K'); 

 end 

 

  A = cell2mat(data_length); 

i = 3:7:(num_files-1)*7+3; 

j = 4:7:(num_files-1)*7+4; 

k = sort([i j]); 

%Remove two columns G and H  

A(:,k)=[]; 

% defining mask area 

r = 55/2; 

p = r+2; 

i = 1:5:(num_files-1)*5+1; 

j = 2:5:(num_files-1)*5+2; 

x = A(:,i); 

y = A(:,j); 

R = (x-p).^2+(y-p).^2<=r^2; 

k = 5:5:(num_files-1)*5+5; 

Le = A(:,k).*R; 

Le(Le==0) = []; 
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x=A(:,i).*R; 

x(x==0) = []; 

y=A(:,j).*R; 

y(y==0) = []; 

standard_deviation_Le=std(Le); 

 

k = 4:5:(num_files-1)*5+4; 

velocity_v=A(:,k).*R; 

velocity_v(velocity_v==0) = []; 

positive_velocity_v=abs(velocity_v); 

standard_deviation_v=std(positive_velocity_v); 

 

k = 3:5:(num_files-1)*5+3; 

velocity_u=A(:,k).*R; 

velocity_u(velocity_u==0) = []; 

positive_velocity_u=abs(velocity_u); 

standard_deviation_u=std(positive_velocity_u); 

TKE=0.5*(standard_deviation_u^2+standard_deviation_v^2+((standard_deviation_u+stand

ard_deviation_v)/2)^2); 

number=numel(x)/num_files; 

 

%Averaging Velocity u 

E=reshape(velocity_u,number,num_files); 

E=E'; 

E=var(E); 

%Averaging Velocity v 

W=reshape(velocity_v,number,num_files); 

W=W'; 

W=var(W); 

%Averaging x 

X=reshape(x,number,num_files); 



Appendices                                                                                 Appendix B                                                            

  

 

221 

 

X=X'; 

X=mean(X); 

%Averaging y 

Y=reshape(y,number,num_files); 

Y=Y'; 

Y=mean(Y); 

scale_factor = 0.1; 

figure 

quiver(X,Y,E*scale_factor,W*scale_factor,'AutoScale','off') 
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Appendix C                                           Gasketing 

  
 

Sealing Section Gasket/Sealant Thickness 

Camshaft Lobes Covers Gaskoid Joining 0.25 mm 

Camshaft Covers Hylomar PL32 Medium Non-

sticky Instant Gasket 

- 

Sandwich plate optical window 

and metal window dummy 

Hermetite SDSHM202 Instant 

Rubber Silicon Gasket 

- 

Sandwich plate window clamp Gaskoid Joining 0.25 mm 

Cylinder head-sandwich plate 

contact surface 

Chieftain Gasket Jointing 1 mm 

Sandwich plate-cylinder block 

contact surface 

Chieftain Gasket Jointing 1 mm 

Piston quartz window-piston 

crown 

Klingersill C-4400 1.5 mm 

Piston quartz window-piston 

crown 

Klinger TSM-AS graphite 

gasket 

2 mm 

 


