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A B S T R A C T

Fear memory and extinction are psychological processes believed to be dys-

functional in several anxiety disorders. We studied these processes using phar-

macological, computational modelling and electrophysiological approaches to

understand their neurochemical modulation as well as mediation by several brain

areas. First of all, considering the well documented anxiolytic effect of the phy-

tocannabinoid cannabidiol (CBD) in contextual fear memory and innate fear

paradigms, we investigated its effects in auditory fear memory and extinction in

rats. Our experiment revealed that CBD reduced auditory fear memory expression

without impairing extinction. CBD also reduced contextual fear prior to extinction,

consistent with previous findings. Our results indicate that CBD reduces learned

fear associated with explicit cues, and support the potential use of CBD together

with psychological treatments of anxiety disorders in the future.

Fear memory and extinction are mediated by a network of brain areas and

their complex interactions. Recent computational fear memory and extinction

network models have studied the function of the amygdala and its interaction

with cortical areas. However, the role of the ventral hippocampus (VH), an area

involved in both fear expression and extinction, in such models has not been

addressed. We created a spiking neuron model of prelimbic cortex (PL), involved

in fear expression, infralimbic cortex (IL), involved in extinction, and VH. We

found that VH inactivation reduced the activity of PL to a larger extent than PL-IL

disconnection, whereas PL-IL disconnection reduced the activity of IL to a larger

extent than VH inactivation. This finding is consistent with the anxiolytic effect of

VH inactivation reported in the literature.

Considering these roles of VH supported by our modelling experiment, we

investigated VH interaction with PL and IL in awake behaving rats. Electrophysi-

ological recordings during behavioural testing showed a decrease in PL, IL theta
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oscillation power, and a decrease in VH theta and low gamma oscillation power,

at extinction recall, compared to fear recall. The theta oscillation synchrony be-

tween PL and IL was also decreased during extinction recall, compared to fear

recall. These findings add further support to the involvement of VH, PL and PL-IL

communication in learned fear expression.

Overall, our findings revealed an anxiolytic effect of CBD in learned fear

associated with explicit cues and strengthened the evidence of VH, PL and PL-IL

communication involvement in learned fear expression. These results could lead

to novel treatment approaches and new therapeutic targets for the processes that

are dysfunctional in several anxiety disorders.
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1
G E N E R A L I N T R O D U C T I O N

1.1 O V E RV I E W

Fear conditioning and extinction are believed to be dysfunctional in several

anxiety and trauma-related disorders. During fear conditioning an association

is made between a dangerous or aversive unconditioned stimulus (US) and its

predictor, a neutral conditioned stimulus (CS) which could be a simple cue or a

context. This association leads to the previously neutral CS eliciting a defensive

response or �̀ght-or-�ight' behaviour in order to avoid danger. Once the asso-

ciation is complete, extinction learning can take place. During extinction, CS is

presented on its own or in many repetitions leading to a diminished defensive

response. However, extinction does not delete the CS-US association, since the

presentation of CS in a different environment can result in a spontaneous return of

the defensive behaviour over time after extinction.

Fear conditioning and extinction involve multiple brain areas, but particu-

larly important ones are the amygdala, prelimbic and infralimbic cortices of the

medial prefrontal cortex, and the ventral hippocampus (Calhoon & Tye 2015). The

amygdala serves as the association centre for the sensory CS and US inputs repre-

senting the conditioned fear. This association takes place in the basolateral part of

the amygdala (BLA) (Rogan et al. 1997). BLA projects to the central nucleus of the

amygdala, which, in turn, projects to other brain areas, leading to the release of

stress hormones, adrenaline and to the expression of defensive behaviour, such as

freezing in rodents (LeDoux et al. 1988, Van de Kar et al. 1991, VanElzakker et al.

1



1.1 O V E RV I E W 2

2014). Prelimbic and infralimbic cortices modulate this activity of the amygdala

in opposite ways. The prelimbic cortex indirectly encourages the central nucleus

of the amygdala to communicate with other brain areas resulting in fear expres-

sion, whereas the infralimbic cortex projects to inhibitory neurons next to the

central nucleus of the amygdala and prevents the expression of fear (Vertes 2004,

VanElzakker et al. 2014, Berretta et al. 2005). The ventral hippocampus, on the other

hand, is involved in both fear expression and extinction as well as the processing

of information about the environment which can drive the re-expression of fear

to an extinguished CS if it presented in a new environment (Sierra-Mercado et al.

2011, Marek et al. 2018). It is important to understand the interaction between the

ventral hippocampus and the two areas of the medial prefrontal cortex at different

stages of fear memory and extinction to better understand their role in the process.

Therefore, we have investigated the medial prefrontal-ventral hippocampal inter-

actions electrophysiologically at fear recall and extinction recall stages. We have

found very little interaction between the areas at these two stages. However, the

individual area activity at the stages was consistent with the general consensus of

their involvement at fear conditioning and extinction process.

The study of the interaction of the aforementioned and other brain areas in-

volved in fear memory and extinction processing is a highly detailed and temporally-

restrictive process. The methods of investigation range from studies of the molecu-

lar pathways within cells to understand synaptic plasticity, to electrophysiological

recordings of brain activity during fear memory and extinction. Such knowledge is

dif�cult to integrate intuitively as features spanning multiple spatial and temporal

scales must be considered, from single cells to large-scale brain networks (Nair

et al. 2016). Thus, computational modelling methods of fear networks have been

employed to integrate this information and aid understanding of these processes

and their in�uence on fear memory and extinction processing. The most recent

branch of models, focusing on biophysical details, has made strides towards un-

derstanding fear memory processing, but focused on the amygdala and the medial

prefrontal cortex (Pendyam et al. 2013, Fenton 2015). The role of the ventral hip-

pocampus in such models has not been addressed. Thus, we created a spiking
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neuron model network that included the ventral hippocampus together with the

amygdala and the medial prefrontal cortex. The model veri�ed the ventral hip-

pocampus involvement in learned fear expression that is consistent with biological

studies.

Pharmacological approaches have been used to better understand fear mem-

ory and extinction processing. This has led to discoveries that, for example, some

widely used anxiolytics, such as benzodiazepines, impair fear extinction process

(Rothbaum et al. 2014). On the other hand, cannabidiol, a non-psychoactive

cannabis plant constituent, can facilitate the extinction process and dampen the

expression of certain types of fear memory (Levin et al. 2012, Stern et al. 2012, 2014,

2015, 2017, Gazarini et al. 2015, Song et al. 2016). However, there is very limited

data of cannabidiol effects on fear memory related to explicit cues. Therefore,

we have investigated the role of cannabidiol in auditory fear conditioning experi-

ment, which showed that cannabidiol is anxiolytic, but does not interfere with the

auditory fear extinction process.

Even though most of this research is done in rodents, their fear memory and

extinction processing and the areas involved are similar to humans. In fact, the

extinction process studied in rodents is the underlying basis for exposure therapy

used in the clinic (Stewart & Wrobel 2009, Norberg et al. 2018). It is believed that

the pathophysiology of anxiety arises from dysregulation of normal fear memory

and extinction processing (Sherin & Nemeroff 2011, Mahan & Ressler 2012, Milad

et al. 2007, 2008, 2009). Therefore, a better understanding of fear memory and

extinction processing, the functional and time-speci�c involvement of various

brain areas as well as pharmacological targets that can be used to facilitate it could

potentially present new and more effective ways of anxiety and trauma-related

disorder treatment. In fact, the experiments that we have conducted contribute

towards understanding of the ventral hippocampal-medial prefrontal cortex inter-

play at two important stages of fear memory. Our modelling work is consistent with

the anxiolytic effect of VH inactivation reported in biological studies and presents

a good starting point to include other areas involved in fear memory and extinc-

tion processing. Lastly, our experiment with cannabidiol suggests that it might be
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compatible with exposure therapy. Due to the similarity of humans and rodents

in fear and extinction processing, the results of our experiments could contribute

towards the change in approaches of clinical anxiety and trauma-related disorder

treatment.

1.2 A N X I E T Y A N D T R A N S L AT I O N A L LY- R E L E VA N T A N I M A L M O D E L S

Anxiety disorders are characterised by the expression of fear in non-

threatening situations or excessive behavioural and physiological manifestations in

response to observed or anticipated danger (Gilmartin et al. 2012). These disorders

are the most prevalent mental health disorder group in the European Union, with

14% of the total population affected annually (Wittchen et al. 2011). Addressing

these disorders clinically is a challenge since the past 50 years of anxiolytic, fear

symptom-aleviating, drug development has delivered little to no new solutions

(Griebel & Holmes 2013).

The most recent milestones of anxiolytic drugs can be summarised by

serendipitous discovery of the serotonergic drug anxiolytic properties and the

licensing of selective-serotonin reuptake inhibitors for the treatment of anxiety

disorders in the late 20th century which have dominated the clinical management

of anxiety disorder symptoms ever since (Griebel & Holmes 2013, Baldwin et al.

2014).

However, this group of drugs is not a panacea, carrying serious side-effects,

including the risk of life-threatening serotonin syndrome, tolerability, ef�cacy

limitations and a delayed onset of action, that is usually accompanied with a

transient worsening of the symptoms (Baldwin et al. 2014).

The lack of progress has brought focus to three areas of research:

1. Developing new, or repurposing old, drugs that are compatible with psycho-

logical treatment approaches, such as exposure therapy (Myers & Davis 2007,

Steckler & Risbrough 2012).
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2. Investigation of the cross-communication between the areas involved in fear

memory and extinction processing during different stages of the process

(Quirk & Milad 2010, Hartley & Phelps 2010, Milad & Quirk 2012, LeDoux

2014, LeDoux & Pine 2016).

3. Employment of computational modelling methods capable of ef�ciently

integrating the available multidimensional information of fear memory and

extinction processing to reveal the gaps in knowledge (Nair et al. 2016).

In this thesis introduction I will discuss the current state of fear memory processing

research in the light of these three factors. The experiments presented in the

following chapters will cover the contribution to each of the promising areas of

research sequentially. The thesis will conclude with the discussion of the work I

have done and what are the main challenges that lie ahead.

1.2.1 Limited treatment options for anxiety disorders

Anxiety and stress-related disorders dominate mental health problems with

a lifetime prevalence of 28.8% (Kessler et al. 2005). Speci�c phobias, social phobia

and post-traumatic stress disorder (PTSD) are among the most dominant disorders

within the group, with a lifetime prevalence of 12.5%, 12.1% and 6.8% respectively

(Kessler et al. 2005).

A recent meta-analysis of effective treatments of PTSD revealed several

groups of drugs that were more effective than placebo (Cipriani et al. 2018). These

included: selective serotonin reuptake inhibitors (SSRIs) �uoxetine, paroxetine

and sertraline; a serotonin-norepinephrine reuptake inhibitor (SNRI) venlafaxine;

a trycyclic antidepressant (TCA) desipramine; irreversible monoamine oxidase

inhibitor (MAOI) phenelzine; and an antipsychotic risperidone. The best effect

was attributed to phenelzine (Cipriani et al. 2018).

SSRIs are associated with a delayed onset of action accompanied by a tempo-

rary worsening of anxiety-related symptoms, a plethora of adverse effects ranging

from insomnia and sexual dysfunction to increased risk of suicide, and a with-
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drawal syndrome once the use is discontinued (Rosen et al. 1999, Dording et al.

2002, Cascade et al. 2009, Fergusson 2005, Tamam & Ozpoyraz 2002, Sinclair et al.

2009). The rest of the remaining drugs, excluding the antipsychotic drug risperi-

done, rely on the serotonergic system and carry serious associated side effects

(Remick et al. 1989, Riediger et al. 2017, Kerr 2001, Stahl et al. 2005, Blythe & Hack-

ett 1999). Risperidone, on the other hand, is associated with side-effects that rely

on dopaminergic system ranging from sedation to pseudoparkinsonism and the

irreversible involuntary movement disorder – tardive dyskinesia (Muench & Hamer

2010).

All of the drugs listed in the report by Cipriani et al. (2018) have recorded

cases of lethal toxicity, with TCAs, MAOIs, SNRIs and, to a lesser extent, SSRI being

infamous as drugs of choice in a large number of suicidal single-drug overdoses

(Popa et al. 2010, Kopala et al. 1998, Kerr 2001, Isbister et al. 2004, White et al. 2008).

Therefore, alternative safer and more effective approaches are urgently needed.

An approach that is safer, albeit less effective than pharmacotherapy in PTSD

is repetitive exposure to traumatic cues, also known as exposure therapy (Stewart

& Wrobel 2009). Exposure therapy has been shown to be more effective than

other psychological interventions, such as relaxation training or eye movement

desensitization and reprocessing, in clinical outcomes of PTSD (Taylor et al. 2003).

Interestingly, a meta-study by Wolitzky-Taylor et al. (2008) showed a similar

trend in the case of speci�c phobias since exposure therapy is superior to alterna-

tive psychological interventions. Considering the potential side effects of anxiolytic

drugs, it is not surprising that psychological interventions are used to treat such

disorders (Baldwin et al. 2014).

1.2.2 Anxiety disorders involve multiple brain areas

There are no biomarkers of anxiety that would be speci�c enough to be used

for diagnosis (Bandelow et al. 2016). Instead, anxiety disorders are diagnosed based

on symptoms by a quali�ed mental health professionals. Although there are no spe-

ci�c biomarkers useful for diagnosis, PTSD results in signi�cant pathophysiological
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changes in the brain: hyper-responsiveness to emotional stimuli in the amygdala,

increases in emotional responsiveness and reductions of volume in the hippocam-

pus and decreases in the grey matter and white matter of the prefrontal cortex with

accompanying hypo-responsiveness to emotional stimuli among others (Sherin

& Nemeroff 2011, Mahan & Ressler 2012). The aforementioned three brain areas

are known as the fear memory triad – the essential members of the brain network

responsible for the processing of fear learning and memory (Giustino & Maren

2015). In addition to the areas involved, a series of studies with PTSD sufferers

have indicated their reduced ability to learn to suppress inappropriately expressed

learned fear, suggesting that either the learned fear signal that is too overpowering

or the fear suppression signal is too weak (Milad et al. 2007, 2008, 2009).

Such clinical �ndings regarding impaired learned fear processing and multi-

ple brain area functional dysregulation indicate that anxiety and trauma-related

disorders such as PTSD should be studied at a network level and that fear memory

processing plays a signi�cant part in the disorder.

1.2.3 Fear memory and extinction memory competition in classical fear condi-

tioning

Fear learning and memory in Pavlovian, classical conditioning, terms is the

association of a neutral conditioned stimulus (CS), which can range from a simple

acoustic tone to an amalgam of sensory inputs, de�ned as a context, with an

aversive unconditioned stimulus (US), such as an electric shock. Fear learning

can be categorized into stages, known as acquisition, consolidation, retrieval or

expression. Similarly, extinction learning consists of acquisition, consolidation and

recall. These stages can be followed by fear renewal and spontaneous fear recall.

During the fear acquisition stage an animal is presented with the CS together

with an US to learn and later consolidate the association into long-term memory.

When this is achieved, the animal is able to undergo retrieval where it is presented

with the CS alone, which serves as the predictor of the US, resulting in a conditioned

response (CR), which is usually freezing behaviour in rodent studies.
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During the extinction learning stage the CS-only stimulus is presented long

enough or in many repetitions so that the CR expression gradually diminishes.

This stage is followed by extinction recall, where the presentation of CS results in a

diminished CR that is retained from the extinction stage.

It is important to note that extinction learning (i.e. associating safety with

CS) extinguishes the expression of defensive behaviour, or freezing, which is a

behavioural indicator of fear memory. In other words, extinction training does

not overwrite the previous fear learning, but instead suppresses it competitively.

In fact, this can be witnessed during fear renewal stage, where an extinguished

CS is presented outside the extinction context, in a fear conditioning context or

a completely new context, resulting in an increased freezing behaviour. Simi-

larly, an increased defensive behaviour to an extinguished CS can be seen during

spontaneous fear memory recall.

Overall, the functional segregation of fear and extinction memory associated

to the same CS and the temporally-limited dominance over each other is key to

understanding the neuroscience of fear memory, its disorders and their potential

treatment.

Classical conditioning model validity

Animal models are evaluated based on speci�c validity criteria, known as

face, construct and predictive validity. Face validity describes how well an animal

model measures what it is designed to measure. Construct validity describes how

well does the animal model match the pathophysiology or etiology of a disorder.

Lastly, predictive validity describes how well does the drug action in the animal

model correspond to the drug action in clinical patients.

Pavlovian, or classical, fear conditioning is capable of eliciting a behavioural

fear response, its subsequent recall, and suppression as a result of extinction learn-

ing, suggesting a robust face validity. This behaviour can be correlated to the level

of stress hormones and neural activity in brain areas associated with fear memory.

Moreover, the extinction stage of classical conditioning is highly similar to the ex-

posure therapy used to treat anxiety and stress-related disorders, and fear renewal
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as well as spontaneous fear recovery seen in classical conditioning is a limiting

factor of this psychological treatment. Therefore, classical fear conditioning has a

good construct validity. Lastly, the behavioural manifestations of fear in the animal

model can be manipulated with pharmaceuticals used in fear memory disorders,

suggesting a good predictive validity.

Overall, classical fear conditioning provides a methodologically valid be-

havioural paradigm to investigate the brain areas and their involvement in the

different stages of the fear and extinction learning process underlying anxiety and

stress-related disorders.

1.3 N E U R O A N AT O M Y O F T H E F E A R M E M O RY T R I A D

Anxiety and anxiety-related disorders clinically manifest with hyperactivation

of the amygdala and associated areas, a phenonmenon that is similar to the activity

seen in fear conditioning of healthy individuals (Etkin & Wager 2007). In fact, it is

generally accepted that failure to extinguish fear expression is a key aspect of these

disorders (Rosen & Schulkin 1998, Santini et al. 2008, Jovanovic et al. 2010).

Neuroimaging studies of PTSD patients highlight impaired extinction recall

coinciding with dysfunctional activity in multiple brain areas with the amygdala

and the dorsal anterior cingulate cortex (dACC) showing hyperactivity and the

hippocampus as well as the ventromedial prefrontal cortex being hypoactive (Milad

et al. 2009). However, studies of these areas and their involvement in anxiety and

stress-related disorders clinically is restricted to non-invasive techniques.

Fear memory relies on three key brain areas for its formation which are

dysfunctional in anxiety and stress-related disorder patients: the amygdala, the

hippocampus and the prefrontal cortex (Bishop 2007).

Initial stages of delay fear conditioning, de�ned by discrete CS and co-

terminating US association are mostly reliant on the amygdala; trace fear con-

ditioning, in which a discrete CS terminates and is then followed by a lagging US

requires more input from the medial prefrontal cortex and the hippocampus for

the association to take place, whereas contextual fear conditioning relies on the
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amygdala-hippocampal interaction for the acquisition of fear memory (Gilmartin

et al. 2014).

Our understanding of how this circuit works in terms of fear memory pro-

cessing is beginning to emerge and is one of the main topics of interest of today's

neuroscience.

1.3.1 Amygdala

(a) Nissl-stained slice (b) AChE-stained slice (c) Amygdala pathways

Figure 1 – The different regions of the amygdala, including the lateral amygdala (LA),
basal (B), accessory basal (AB), and central nuclei (CE). It is surrounded by the piriform
complex laterally (PIR) and the caudate putamen (CPU) dorsally. Panels 1a and 1b
show Nissl-stained and acetylcholinesterase-stained (AChE-stained) adjacent slices,
respectively. The pathways within the amygdala are shown in panel 1c. Adapted from
LeDoux (2000).

Since the seminal experiments with temporal lobectomy of rhesus monkeys

in 1937, the amygdala has been known to be involved in the expression and mod-

ulation of fear (Klüver & Bucy 1937, cited in Hermans et al. 2014). Nowadays the

amygdala is known as a complex of several nuclei located in the temporal lobe,

subdivided based on their cytoarchitecture, projections and functions (Figure 1).

The basolateral complex (BLA) of the amygdala is composed of basal (BA),

accessory basal (AB) and lateral (LA) nuclei and sometimes referred to as the

deep nuclei of the amygdala (Sah et al. 2003). The intercalated nuclei (ITC) of the

amygdala are found between BLA and the central nucleus of the amygdala (CeA).

The latter is formed of the centromedial (CeM), centrolateral nuclei (CeL) and

a portion of the bed nucleus of the stria terminals (BNST). The aforementioned
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areas are accompanied by the cortical nuclei, the anterior amygdala area and the

amygdalo-hippocampal area.

Fear memory research has mostly focused on BLA, the area of fear memory

CS and US input convergence and locus of initial fear memory formation, CeA,

which drives the expression of defensive, "�ght-or-�ight" behaviour, and ITC,

which exert inhibitory control over CeA.

Contextual, tone and shock input convergence

When an animal is undergoing a fear conditioning paradigm to learn the

association of CS and a US, relevant inputs arrive and converge in the lateral

nucleus of the amygdala (LA) in the basolateral complex (Blair 2001, Barot et al.

2008, Hashikawa et al. 2013).

In the case of the auditory cued conditioning, the tone information arrives

through both a direct and indirect pathway, through the thalamus and the auditory

cortex, respectively (Romanski & LeDoux 1993, Doron & Ledoux 1999, Ferrara et al.

2017, Kim & Cho 2017a).

During contextual fear conditioning, the contextual CS reaches BLA from the

dorsal hippocampus indirectly, relying on the ventral hippocampus CA1 and the

subiculum for transmission (Fanselow 2000, LeDoux 2000).

The US, in the form of shock, pathway to LA has been unknown for some

time, but recent evidence suggests reliance on intact lateral and ventro-lateral

parts of the periaqueductal gray (LPAG and VLPAG), which is one of the key areas

in the brain for processing pain (Assareh et al. 2017).

Input association

Once these signals converge in BLA, an association of the information can

take place. In fact, Rogan et al. (1997) showed that in auditory fear learning the

CS following fear conditioning evokes a type of activity in the lateral nucleus of

BLA that is similar to the induction of long-term potentiation (LTP), the molecular

model thought to underlie synaptic plasticity. This places BLA at the centre of the

initial memory formation.
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As mentioned above, fear extinction is a repeated or prolonged CS presenta-

tion in the absence of the previously associated US, resulting in a diminished CR

(Fitzgerald et al. 2014a). In other words, it is the ability of the brain to override the

aversive experience-context or experience-cue association to stop the expression

of fear responses and avoidance behaviours when a context or a cue no longer

can accurately predict danger. It involves increasing the inhibitory tone in the

amygdala by engaging local GABAergic neurotransmission (Paré et al. 2004).

LTP-like activity in BLA is also important for extinction learning, since inter-

ference with glutamatergic NMDA signalling impairs the acquisition of extinction

training (Falls et al. 1992, Mao et al. 2006). Therefore, LTP-like activity in BLA is

important for both fear and extinction learning processes.

BLA synapses onto ITC show NMDA-dependent LTP and LTD, suggesting

that ITC could be the main site of plasticity associated with fear extinction (Royer &

Pare 2002). Lesions to ITC impair the expression of extinction (Likhtik et al. 2008).

Therefore, while LTP-like activity in BLA is important for both fear expression and

extinction, it relies on its projections to ITC for the latter process.

Fear memory input associations within BLA give rise to three distinct popu-

lations of neurons that exhibit emotional state-speci�c activity in response to CS

(Herry et al. 2008). Speci�cally, fear memory trace neurons of BLA exhibit increased

�ring rate during high fear stage, extinction memory trace neuron activity is the

highest during low fear stage, whereas extinction-resistant memory trace neurons

�re at both high and low fear states (Herry et al. 2008).

Defensive behaviour

BLA, upon receiving sensory inputs representing a fearful situation, sends an

excitatory signal via the projection to the central nucleus of the amygdala, inducing

an output of the information to the hypothalamus, PAG, and the bed nucleus of

the stria terminalis, engaging vigilance, freezing behaviour and the sympathetic

“�ght-or-�ight” response (VanElzakker et al. 2014, LeDoux et al. 1988, Van de Kar

et al. 1991).
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1.3.2 Medial Prefrontal Cortex

The prefrontal cortex is divided into medial (mPFC), lateral and ventral PFC,

each containing additional subdivisions (Uylings & van Eden 1990). Rodent mPFC

lesions revealed its involvement in attention, working memory and emotional

regulation (Vertes 2006, Kesner & Churchwell 2011).

Rodent mPFC can be seen in Figure 2. This area can be further subdivided

into the dorsal anterior cingulate (dACC), prelimbic (PL), infralimbic (IL) and

medial orbital cortices (Uylings & van Eden 1990, Heidbreder & Groenewegen 2003,

Hoover & Vertes 2007). PL is homologous to human dACC and IL is homologous to

human vmPFC (Quirk & Beer 2006).

mPFC in contextual fear memory

Zelinski et al. (2010) showed that lesions to IL and PL prior to contextual

fear conditioning affected only extinction recall, whilst lesions to the ventromedial

orbital PFC resulted in impaired extinction with increased levels of generalized

anxiety. However, such experiments should be performed with separate lesions to

IL or PL as the two areas seem to have discrete effects in fear memory.

However, the mPFC involvement in acquisition is still debated as, on one

side, there is electrophysiological evidence of its involvement in fear memory

acquisition, but, on the other hand, there seems to be a lack of behaviourally

relevant con�rmation of such involvement.

PL involvement in correct context discrimination was shown in a food-reward

paradigm exploiting con�icting context-response tasks (Marquis et al. 2007). It

could be possible that PL is involved in determining a better danger-predicting cue

when presented with con�icting context cues. The closest evidence in support of

this notion was seen in Antoniadis & McDonald (2006), where damage to mPFC,

covering PL, IL and the anterior cingulate cortex, resulted in a lack of contextual

fear discrimination.

An additional experiment with separate lesions to each of the three areas

could help determine if PL, any other area, or a combination of them underlie
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Figure 2 – Labelling patterns of mPFC resulting from PHA-L injection into the nucleus
reuniens of the thalamus. AC, anterior cingulate cortex; IL, infralimbic cortex; InC,
insular cortex; PL, prelimbic cortex. Adapted from Vertes (2006).
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this effect. This would reveal more information regarding the role IL and PL play

in contextual fear memory processing. Laurent & Westbrook (2009) have carried

out experiments which clearly indicated that PL is responsible for fear memory re-

trieval and IL is responsible for extinction, especially its consolidation and retrieval,

during contextual fear conditioning.

mPFC in explicit-cue fear memory

Early studies in fear conditioning using explicit cues showed that IL activity

during extinction recall is inversely proportional to the fear expressed by the animal

(Milad & Quirk 2002). Stimulation of this area prior to fear extinction results in

reduced defensive behaviour during conditioned cue presentation (Milad & Quirk

2002). Interestingly, however, electrolytic lesions to IL did not produce extinction

expression de�cits, but impaired its recall after a long delay (Quirk et al. 2000).

Similarly, Chang & Maren (2010) showed that IL lesions impair extinction retention.

Pharmacological inactivations of IL produced impairments of extinction retention

as well (Fontanez-Nuin et al. 2011, Santini et al. 2012). Chronic intermittent alcohol

administration disrupted fear extinction and severely affected its retention (Holmes

et al. 2012). A study by Kim et al. (2010) linked extinction de�cits to reduced activity

in IL and showed that stimulation of IL facilitated extinction. Finally, both Do-

Monte et al. (2015) and Bukalo et al. (2015) used optogenetic silencing and electrical

stimulation, respectively, to show that IL is not necessary during extinction retrieval.

Therefore, IL is necessary for extinction learning, in particular its acquisition and,

consequently, retention, but not the extinction retrieval.

Conversely, stimulation of PL increases defensive behaviour and impairs

extinction learning (Vidal-Gonzalez et al. 2006). This was con�rmed with phar-

macological inactivation of these areas using muscimol, a GABA A agonist, which

showed that that inactivation of IL impaired extinction acquisition and recall,

whereas inactivation of PL resulted in impaired fear expression (Sierra-Mercado

et al. 2011). These studies show that PL is involved in promoting fear expres-

sion and IL in extinction learning and retention, similarly to its involvement in

contextual fear memory processing.



1.3 N E U RO A N AT O M Y O F T H E F E A R M E M O RY T R I A D 16

1.3.3 Hippocampus

(a) Rat hippocampus longi-
tudinal axis

(b) Location of Hippocam-
pus in the rat brain

(c) Murine hippocampal
structure

Figure 3 – Orientation of the rodent hippocampus longitudinal axis, its location in
the rodent brain as well as an illustration of Nissl-stained cross-section of the mouse
hippocampus. A, anterior; C, caudal; D, dorsal; DG, dentate gyrus; EC, entorhinal
cortex; L, lateral; M, medial; P, posterior; R, rostral; V, ventral. Adapted from Strange
et al. (2014).

The hippocampus is a brain structure associated with spatial navigation and

memory (Buzsáki & Moser 2013). Located in the medial temporal lobe, in close

proximity to the entorhinal cortex, it is surrounded by associated structures of the

subiculum and the hippocampal formation containing the dentate gyrus (Squire

& Zola 1996). The hippocampus proper – the Ammon's horn, or Cornu Ammonis,

can be further subdivided into three areas (CA1 – CA3; see Figure 3c).

In rodents, the hippocampus is located along the ventral-dorsal axis, which

is perpendicular to the human hippocampus, that stretches along the anterior-

posterior axis (Strange et al. 2014). Interestingly, however, the lack of anatomical

conservation across species is not re�ected functionally, as the ventral hippocam-

pus of rodents corresponds to the anterior hippocampus in humans (Strange et al.

2014).

There is a considerable discussion regarding the anatomical boundaries of

the ventral and dorsal parts of the hippocampus, with some researchers suggesting

simple division, while others preferring the ventral, medial and dorsal segments

(Strange et al. 2014).
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Regardless of the nebulous anatomical boundaries, the dorsal and ventral

parts of the hippocampus play important and functionally distinct roles in the

processing fear memory. Therefore, in the following parts the dorsal and ventral

hippocampus will be considered separately.

Dorsal Hippocampus and the assembly of a context

For more than 20 years it has been clear that the hippocampus is important

for the acquisition stage of contextual fear memory as lesions in the hippocampus

impaired the acquisition of contextually dependent fear-motivated place prefer-

ence (Selden et al. 1991). The dorsal hippocampus (DH), in particular, was shown

to have a temporally-limited (1 day) role in early contextual fear recall, which is

later taken over by other areas, with evidence pointing to the amygdala (Kim &

Fanselow 1992, Rudy et al. 2004).

This temporal limitation of the hippocampus-mediated recall was con�rmed

using excitotoxic lesions, resulting in retrograde amnesia with lesions done one

day after conditioning (Maren et al. 1997). Lesions to the hippocampus prior

to conditioning, on the other hand, does not consistently produce anterograde

amnesia, inability to create new memories, suggesting that other areas compensate

when its function is impaired (Anagnostaras et al. 2001). Anagnostaras et al. (2001)

explain that the dorsal hippocampus is likely to act as a centre for the formation of

robust context representation in the neural circuitry. Contexts guide the retrieval

of speci�c CS-US associations made within them (Bouton 1993). After this context

is formed in the brain it acts as a single CS rather than a complex modality of

sensory inputs, thus it can be passed on to different areas and, after the initial

period, be recalled independently of the hippocampus. Alternatively, the animal

associates a single, accurate predictor of a shock with the CS, which it might do

preferentially after the context assembling mechanism becomes impaired (which

would essentially mean a failure to produce a complete context).

This appears to be the case in the experiments done by Wiltgen (2006) who

show that rats with DH lesions appear to learn contextual conditioning, albeit

slower than rats with intact DH, and suggest that it is not necessary for the acqui-
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sitions of the contextual fear. However, the authors do not present any evidence

against discrete context element-US association taking place in lesioned rats (Wilt-

gen 2006). In fact, a study done by Frankland et al. (1998) reveals that DH-lesioned

rodents are able to learn contextual fear in agreement with Wiltgen (2006), but

fail to discriminate between fear and non-fear contexts. This is described as dual

representation, which states that a context can be represented as a set of dis-

tinct elements or, preferentially, as an amalgam of the elements formed by the

hippocampus, with the latter potentially enabling incomplete context pattern com-

pletion improving fear prediction accuracy (Rudy & O'Reilly 2001). A DH lesioning

study by Matus-Amat (2004) supports the role of this dual representation model in

contextual fear conditioning.

However, the dorsal hippocampus is not involved in the long-term storage of

context memory since remote pre-exposure of context has been shown to prevent

retrograde amnesia caused by a dorsal hippocampus lesion (Anagnostaras et al.

1999). This extensive DH role in contextual fear involves glutamatergic NMDA

receptors (Young et al. 1994, Bast et al. 2003). Overall, DH plays a crucial, but

temporally-limited role in context formation during contextual fear memory train-

ing.

Intact dorsal hippocampus is also important for processing contextual in-

formation in explicit-cue fear memory, as lesions to it prior to fear training or

after extinction training impairs contextually regulated fear renewal by potentially

interfering with its acquisition and/or expression (Ji & Maren 2005). This could be

interpreted as translationally-relevant evidence towards a hippocampal role in the

etiology and therapy of fear memory disorders since they rely on extinction-based

interventions, such as exposure therapy, which, while effective at reducing fear,

have a limited long-term bene�t as gradual return of the initial symptoms or fear

renewal outside of clinical setting is not uncommon (Baldwin et al. 2014, Craske

et al. 2014, Vervliet et al. 2013). Speci�cally, patients who experience therapeutic

bene�t of exposure therapy in a clinical setting but undergo a fear relapse outside

of it are experiencing a hippocampus-dependent phenomenon. Such fear renewal

process requires an intact ventral hippocampus (Orsini et al. 2011).
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Ventral hippocampus

DH relies on the ventral hippocampus (VH) to send the contextual infor-

mation to the amygdala and mPFC, however, the role of VH in the fear network

is not limited by this. In fact, VH plays an important role in unconditioned fear

expression as lesions to the area reduce fear expression and neuroendocrine stress

responses in innate fear paradigms (Kjelstrup et al. 2002). The ventral subiculum

of VH sends direct projections to the central nucleus of the amygdala, which is

responsible for controlling the expression of fear behaviour (Canteras et al. 1992).

In addition to this, Sierra-Mercado et al. (2011) showed that VH is involved in both

fear expression and fear extinction in auditory fear memory. In fact, studies indi-

cate the role of VH in auditory fear expression, with lesions or infusions resulting

in auditory fear memory expression impairment (Maren & Holt 2004, Hunsaker &

Kesner 2008). This suggests that VH is involved in both auditory fear expression

and extinction.

However, VH-CeA projections are secondary to the major efferents of VH-BLA

and VH-mPFC, with the former having reciprocal afferents (Canteras et al. 1992,

Vertes 2004, Hoover & Vertes 2007, Herry et al. 2008, Arszovszki et al. 2014, Ciocchi

et al. 2015). Since VH is so heavily connected to the two aforementioned areas

involved in the processing of fear memory, it is not surprising to �nd evidence of

VH involvement as well.

A study by Zhang et al. (2014) showed that increasing inhibitory tone in VH

with muscimol seems to impair defensive behaviour in an innate fear paradigm

and contextual, but not auditory, fear conditioning. This is largely in agreement

with Bast et al. (2001) who highlighted the fact that while intra-VH muscimol

inhibits contextual fear memory by pharmacologically increasing the inhibitory

tone, auditory fear is only affected by intra-VH tetrodotoxin, which completely

prevents synaptic transmission, suggesting a lack of interneuronal involvment

in auditory fear memory compared to contextual fear memory processing in VH

(Bast et al. 2001). The importance of interneurons in contextual fear memory

appears to be related to the �ndings of Lovett-Barron et al. (2014). The group
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pinpointed the input �ltering role of dendrite-targeting parvalbumin-positive

(PV) interneurons, which, if disabled, cause increased �ring in the hippocampal

CA1 during US arrival and, thus, impair contextual fear conditioning. Conversely,

however, inactivation of the glutamatergic ventral hippocampal neurons were

showed to impair the consolidation of contextual fear memory (Zhu et al. 2014).

Therefore, a balance between PV interneuron and glutamatergic neuron activity in

the ventral hippocampus is necessary for the contextual fear conditioning to take

place.

In summary, the evidence suggests that the ventral hippocampus is involved

in all of the stages of contextual fear memory with particular importance of VH

interneurons in mediating its function. In contrast, VH is also involved in auditory

fear conditioning, but the inhibitory tone is secondary to the synaptic plasticity

and activity of pyramidal cells in the area.

1.3.4 Interactions between VH, PL, IL and amygdala during fear memory

PL-BLA and IL-ITC interactions are important for opposing fear and safety drives

The medial prefrontal cortex represents a key area required for top-down

regulation of the amygdala function (Kim et al. 2011). PL is involved in fear memory

expression or retrieval in both contextual and explicit cue fear memory paradigms,

with increased stimulation increasing the expression of defensive behaviour (Lau-

rent & Westbrook 2009, Vidal-Gonzalez et al. 2006, Sierra-Mercado et al. 2011). The

role of PL in fear expression can be related to its interaction with the amygdala.

PL sends excitatory projections to the lateral amygdala, which, in turn, ex-

tends excitatory projections to BLA, indirectly affecting the output to CeA and,

thus, positively modulating the CS-US association and promoting fear memory

expression (Vertes 2004, VanElzakker et al. 2014). This pathway underlies the PL

functional role in fear expression.

In contrast to PL, IL is involved in extinction learning acquisition and re-

tention of both contextual and explicit-cues (Laurent & Westbrook 2009, Vidal-
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Gonzalez et al. 2006, Sierra-Mercado et al. 2011). Interestingly, both Do-Monte

et al. (2015) and Bukalo et al. (2015) recently presented evidence suggesting that IL

is not involved in auditory extinction recall. Early studies showed that stimulation

of mPFC resulted in decreased CeA neuron responses to inputs from areas such

as BLA (Quirk et al. 2003). Such effect depends on IL projections to the inhibitory

GABAergic ITC neurons. These ITC neurons receive excitatory glutamatergic pro-

jections from IL (Berretta et al. 2005). In fact, ITC is highly responsive to the inputs

arriving from IL (Amir et al. 2011). The excited ITC inhibit CeA, stopping the output

of the amygdala, therefore, suppressing the downstream effectors that elicit fear.

Recent data also suggest that IL also targets BLA, which then recruits ITC and

inhibits CeA output (Orsini et al. 2011, Knapska et al. 2012, Cho et al. 2013, Strobel

et al. 2015). Therefore, IL has at least two pathways to prevent fear expression by

suppressing the output of CeA. In fact, the suppression signal originating from IL

competes with an opposing signal coming from BLA of the amygdala, responsible

for enforcing the CS-US association (VanElzakker et al. 2014).

This duality of fear expression and its suppression signals in the amygdala

and their competition, or lack thereof, is what underlies the mechanistic aspects

of healthy fear memory and its pathology, and the amygdala-mPFC interactions

described here are important for that fear versus safety competition.

Fear memory triad

Section 1.3.4 describes that IL plays an important role during extinction.

Rosas-Vidal et al. (2014) showed that brain-derived neurotrophic factor (BDNF),

a protein implicated in long term memory, in IL is necessary for the extinction of

conditioned fear and could be manipulated to suppress fear memories.

Surprisingly, however, extinction training resulted in increased ventral hip-

pocampal BDNF, and not IL BDNF, and, intra-VH BDNF facilitated IL target ex-

citability (Rosas-Vidal et al. 2014). A study by Sotres-Bayon et al. (2012) showed that

the ventral hippocampus is capable of inhibiting PL activity following extinction

training by targeting PL interneurons. Disabling VH at this stage resulted increased

PL glutamatergic projection neuron activity and fear expression (Sotres-Bayon
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et al. 2012). The double-edged effect of IL facilitation and PL inhibition following

extinction learning demonstrates VH importance in learned fear suppression.

Conversely, intact signalling from VH to PL and BA is essential for contextual

regulation of explicit-cued fear renewal (Orsini et al. 2011). If the inhibitory tone

in the ventral hippocampus is increased, the context-regulated fear renewal is

inhibited (Hobin et al. 2006). This contextually-regulated fear retrieval is reliant on

dual-projecting VH neurons that terminate at both PL and BA (Jin & Maren 2015,

Kim & Cho 2017b). These seemingly opposing functions governed by VH following

fear extinction suggest a presence of a complex intra-VH mechanism that gates

fear expression and its suppression. Indeed, a study by Nguyen et al. (2017) shows

that impairments in VH LTP results in fear memory speci�city de�cits.

VH sends projections to fear memory trace neurons in BLA, is interconnected

with extinction-resistant memory trace neurons, but does not seem to project onto

or receive input from extinction memory trace neurons (Herry et al. 2008). It sends

strong direct projections to PL and IL of mPFC that terminate on both pyramidal

cells and interneurons, and can induce an LTP that is reversible (Jay & Witter 1991,

Jay et al. 1992, 1996, Burette et al. 1997, Tierney et al. 2004). These direct projections

are accompanied by an indirect, reciprocal pathway through the nucleus reuniens

(Varela et al. 2014, Grif�n 2015).

Interestingly, however, both PL and IL do not project directly onto VH and,

therefore, have to rely on the entorhinal cortex, BLA or the nucleus reuniens for

communication with VH (Vertes 2004, Cenquizca & Swanson 2007, Vertes et al.

2007, McGarry & Carter 2017). These �ndings, together with Senn et al. (2014)

suggestion of informational segregation between BLA-PL and BLA-IL brings to

light the pivotal role of VH as a gate that controls fear and extinction dominance in

the fear memory network following extinction training.

VH, mPFC and BLA interaction in fear renewal

When it comes to explicit-cue fear conditioning, a good example of mPFC

involvement in fear memory processing is contextually controlled fear renewal,
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where an extinguished discrete CS is presented in a new context, resulting in an

increased fear.

In order for fear renewal to take place an intact network of the ventral hip-

pocampus, the basal amygdala and PL is required as evidenced by a study done

by Orsini et al. (2011). The authors postulated two models for convergent signal

integration, with one model integrating the signals in the basal amygdala and the

other in PL. This work was extended by three studies looking into VH, mPFC and

BLA interactions in fear memory renewal. Jin & Maren (2015) investigated Fos, a

molecular marker of neuronal activity, expression in VH neurons projecting to PL

and BA following extinction. It was found that dual projecting VH neurons were

more likely to express Fos than neurons projecting to either area only (Jin & Maren

2015). Wang et al. (2016) looked into the engagement of VH neurons projecting to

PL and IL. They found that Fos expression was similar in VH neurons to projecting

to PL, IL or both when the animal was tested in a context triggering fear renewal

(Wang et al. 2016). Finally, Marek et al. (2018) revealed that during fear renewal

a population of neurons projects to PV-positive interneurons within IL, causing

feed-forward inhibition of its projections to the amygdala. They recreated the

�ndings with GABAergic agonists and antagonists in IL (Marek et al. 2018). This

shows a compeletely novel mechanism involved in fear renewal where IL inhibition

playing a key part.

Overall, the different, speci�c neuron-dependent mechanisms are slowly

emerging as contributors within the mPFC, VH and BLA network. However, more

research is necessary to investigate the gating mechanisms underlying these pro-

cesses and how can they be targetted for potential anxiolytic development.

Electrophysiological aspects of VH-PL and VH-IL projections in fear memory pro-

cessing

Activity in the hippocampus is electrophysiologically de�ned by the pres-

ence of synchronous theta oscillations (4-12 Hz) (Buzsáki & Draguhn 2004). These

oscillations have been shown to entrain excitatory and inhibitory single-unit �ring

as well as gamma (30-150 Hz) oscillations in the ACC and PL of the medial pre-
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frontal cortex (Sirota et al. 2008). Hippocampal theta to prefrontal slow gamma

coupling enhancement is proportional to the successful working memory task

completion and appears to be an indicator of increasing spatial memory task dif-

�culty (Tamura et al. 2017). However, these interactions play a big role in fear

memory and behaviour.

Electrophysiological recordings of local-�eld potentials (LFP) in rodents have

shown that theta oscillation synchrony between the ventral hippocampus and

the medial prefrontal cortex predict anxiety-like behaviour and this phenomena

relies on direct VH – mPFC input. (Adhikari et al. 2010, Padilla-Coreano et al. 2016).

Disrupting this synchrony between the two areas by blocking gap-junctions results

in anxiolytic effect (Schoenfeld et al. 2014). Suppression of hippocampal theta

activity is also believed to be a predictively valid electrophysiological indicator of

anxiolytic effect when it comes to innate fear (Yeung et al. 2012).

When it comes to fear memory, CA1-LA theta synchrony is detected after

fear conditioning and coincides with fear expression (Seidenbecher et al. 2003).

This synchrony appears to be temporally restricted so that only consolidated fear

memory coincides with the synchrony, as opposed to immediate or remote recall

(Narayanan et al. 2007). A study by Lesting et al. (2011) showed that IL-LA-CA1

displays theta synchrony during fear expression that is disrupted during extinction

training. Extinction recall coincides with a return in LA-IL and CA1-IL coupling,

with CA1-LA remaining low (Lesting et al. 2011).

Interestingly, the consolidation of learned fear seems to rely on the

hippocampal-BLA and BLA-mPFC theta synchrony (Popa et al. 2010). However,

the area of mPFC recorded from in this study is located at the PL and IL border,

making it dif�cult to predict individual contributions of these areas (Popa et al.

2010, Paxinos & Watson 1998). Nevertheless, the causality analysis between the

three areas before and after conditioning showed hippocampal theta entrainment,

or synchronisation, to both BLA and mPFC (Popa et al. 2010). Upon extinction re-

call this hippocampal theta dominance shifts over to IL (Lesting et al. 2013). These

synchrony studies suggest that hippocampal CA1 theta plays a key role in fear
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dominance during fear memory, whereas IL theta dominance indicates successful

extinction training.

The role of PL in this divergent function is largely neglected since these syn-

chrony studies focused on whole mPFC or IL exclusively. Recently, Fenton et al.

(2014a) showed an opposing trend in PL and IL theta activity. Speci�cally, PL theta

was more active during high-fear early extinction and IL theta was more active

during low-fear late extinction. Considering the importance of the hippocampus-

mPFC theta synchrony involvement in anxiety-like behaviour, the next step would

be to compare CA1-IL and CA1-PL oscillatory behaviour during the high fear con-

ditioning recall and low fear extinction recall stages of fear memory and extinction

paradigm.

Interestingly, another, higher frequency band seems to be involved in fear

memory and extinction processing too. Prefrontal cortex gamma oscillations (30 –

120 Hz) are involved in attention and working memory (Benchenane et al. 2011).

The prefrontal cortex is interconnected with other areas, including the hippocam-

pus, within which gamma oscillations play a role in fear memory and extinction

(Likhtik et al. 2014, Wang et al. 2015). Hippocampal gamma oscillations arise due to

inhibitory neuron activity and is involved in directing the communication between

it and other areas involved in memory processing (Buzsáki 2001, Gloveli et al. 2005,

Hájos & Paulsen 2009, Montgomery & Buzsáki 2007, Buzsáki & Wang 2012). The

inhibitory neurons involved in these oscillations can inhibit ventral hippocampal

CA1 pyramidal cells and contribute to their synchronisation (Cobb et al. 1995,

Miles et al. 1996, Freund & Buzsáki 1996). A study by Albrecht et al. (2013) showed

that fear conditioning and its recall reduced kainate-induced ventral hippocampal

gamma oscillations in rodent brain slices ex vivo. Similarly, recent evidence sug-

gest that lower frequency gamma oscillations in the prefrontal cortex are involved

in fear extinction, with enhanced PL gamma oscillations coinciding with fear ex-

tinction de�cits (Fitzgerald et al. 2014b). Similarly, increased gamma oscilations

in human homolog of IL coincide with successful fear extinction recall, whereas

baseline gamma oscillations within the area indicate fear extinction recall failure

(Mueller et al. 2014). A study by Fenton et al. (2016) showed reduced PL gamma
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oscillations during extinction and its recall, while IL had increased gamma oscilla-

tions during extinction recall. However, VH-PL and VH-IL interactions within this

frequency band are yet to be determined.

1.3.5 Summary

The ventral hippocampus, prelimbic and infralimbic cortices are all involved

in fear memory processing. The prelimbic cortex is associated with fear expres-

sion, the infralimbic cortex is associated with extinction learning, whereas the

ventral hippocampus is involved in both fear expression and extinction as well

as contextually-controlled fear renewal. Electrophysiological data suggests that

PL and IL have opposite activity patterns during high and low fear states, but the

in�uence of the hippocampus on these two areas, speci�cally their synchrony at

high and low fear states is not clear.

1.4 C O M P U TAT I O N A L A P P RO AC H T O I N V E S T I G AT I N G F E A R N E T W O R K S

The previous sections focused only on a fraction of the number of areas

involved in fear memory processing, namely the amygdala, hippocampus and

prelimbic as well as infralimbic cortices of the medial prefrontal cortex.

However, fear learning and memory has been studied experimentally for

decades with a plethora of disciplines. Some of these disciplines cover universal

molecular level features of synaptic plasticity and long-term potentiation (Blair

2001). Other disciplines focus on the brain areas and their projections involved in

the fear circuitry (Hoover & Vertes 2007). These areas and their interactions are

studied in awake behaving animals using electrophysiological recordings as well

as neuroimaging in patients (Tovote et al. 2015, Sehlmeyer et al. 2009).

These advanced techniques used together with rodent fear behaviour

paradigms have revealed a large number of brain areas involved in anxiety-related

behaviours (Calhoon & Tye 2015; Figure 4). Some of the areas include detailed
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local micro-circuits with speci�c functions. Temporal aspects of speci�c area

involvement have to be considered too, making cohesive representation of fear

memory processing dif�cult to grasp intuitively (Calhoon & Tye 2015, Nair et al.

2016). Therefore, computational neural network modelling approaches have been

increasingly used to integrate the features spanning multiple spatial and temporal

scales of fear memory processing networks. Such models generate predictions

using computational experiments which can be veri�ed in animal models, which

have become an ef�cient and inexpensive approach to complement the research

done in vivo .

Computational models of fear memory can be classi�ed into different groups

based on the types of neurons used. Earliest models have largely relied on the

neuronal activity abstractions focusing on the connectivity aspects instead. These

were followed by a focus on biophysical details of neurons leading to a number of

biophysical model networks. Finally, some of the most recent models try to reach

the middle ground by using spiking neuron models focusing on action potentials

as opposed to all the biophysical aspects of speci�c neurons.

Subsection 1.4.1 will summarise the different types of neuron models. Sub-

section 1.4.2 will outline models of synapses and plasticity. The rest of the section

will overview the �ring-rate, biophysical and phenomenological models of fear

memory networks.

1.4.1 Models of �ring rate and spiking neurons

Firing-rate models approximating neuronal populations

Firing-rate models approximate neuronal activity by describing the average

�ring rate of neuronal populations, as opposed to considering the dynamics of

individual neurons. These neuronal approximations are modelled as abstract units

with values re�ecting low to high �ring rates in the monitored population. Such

approximations of neuronal activity were used in the fear memory network models

at the end of 20th century due to their extremely low computational cost (Armony



1.4 C O M P U TAT I O N A L A P P R O AC H T O I N V E S T I G AT I N G F E A R N E T W O R K S 28

Figure 4 – Neural circuitry of the brain areas involved in rodent fear behaviour pro-
cessing. (Top) is the saggital view of rodent brain including the long-range projections
playing a role in fear. The two major parts of the amygdala are indicated by the
red ellipse. (Bottom left) Septal and hippocampal micro-circuits. (Bottom middle
& right) Extended amygdala microcircuits of BLA-BNST and BLA-CeA, respectively.
ad, anterodorsal nucleus of BNST; AHA, anterior hypothalamic area; BLA, basolateral
amygdala; BNST, bed nucleus of the stria terminalis; CeA, central amygdala; CeL,
lateral subdivision of the central amygdala; CeM, centromedial subdivision of the
amygdala; CRFR2®, type 2 corticotropin releasing factor receptor; DR, dorsal raphe
nucleus; DVC, dorsal vagal complex; HPC, hippocampus; Hyp, hypothalamus; IL, in-
fralimbic division of mPFC; LC, locus coeruleus; LH, lateral hypothalamus; LS, lateral
septum; mPFC, medial prefrontal cortex; NAc, nucleus accumbens; ov, oval nucleus
of BNST; PAG, periaqueductal gray; PB, parabrachial nucleus; PL, prelimbic division
of mPFC; PVH, paraventricular nucleus of the hypothalamus; PVT, paraventricular
thalamus; SI, substantia innominata; Thal, thalamus; v, ventral nucleus of BNST;
vHPC, ventral hippocampus; VTA, ventral tegmental area. Adapted from Calhoon &
Tye (2015).
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et al. 1995, 1997a,b). The �ring-rate models allowed researchers to focus on the

connections between the studied areas, leading to models of these types being

named “connectionist” (Armony et al. 1995, 1997a, Li et al. 2009, Nair et al. 2016).

Action potential and spiking neuron models

Neurons are electro-chemically polarised excitable cells. Their de�ning fea-

ture is the ability to conduct a wave of depolarisation, or an action potential, along

an axon leading to neurotransmitter release into a synapse. Hodgkin and Huxley

in their landmark experiments investigating the action potential generation in a

giant squid axon revealed contributions of sodium and potassium ionic currents

conducted across the neuronal cell membrane (Hodgkin & Huxley 1952a,b,c,d).

Together with Eccles they received a Nobel Prize in Physiology or Medicine in 1963

for this work.

These discoveries lead to a formalism de�ning a neuron as a compart-

ment covered with a membrane that conducts ionic currents (Hodgkin & Hux-

ley 1952a,b,c,d). The initial Hodgkin-Huxley (HH) formalism focused only on

two main ionic currents, but it can be extended to ten or more types of currents

seen in various neurons within the brain, whether they are thalamic relay cells,

motoroneurons or hippocampal pyramidal cells (Hodgkin & Huxley 1952d, Mc-

Cormick & Huguenard 1992, Purvis & Butera 2005, Golomb et al. 2006).

The strength of the formalism is that electrophysiological aspects of any neu-

ron can be accounted for in the formalism recreating it in detail computationally.

The main trade-off for its richness in detail is its computational cost, relying on

the computations of multiple currents and gating variables for each current. An

example of this expense can be seen in the computational experiment by Bezaire

et al. (2016), which modelled a full scale biophysical CA1 of the rat hippocampus. It

consisted of approximately 340000 pyramidal HH neurons, 28000 HH interneurons

and just under 5.2 billion synapses. It took a 4 hour computation time on a super-

computer with 3000 microprocessors and 4 TB of RAM to simulate the network

activity for just 4 seconds (Bezaire et al. 2016).



1.4 C O M P U TAT I O N A L A P P R O AC H T O I N V E S T I G AT I N G F E A R N E T W O R K S 30

It is questionable if the electrophysiological detail provided by the Hodgkin-

Huxley formalism is a good justi�cation to use a computationally expensive model

of a neuron when modelling large-scale networks. Precisely this type of argu-

ment is made by the proponents of integrate-and-�re or other phenomenological

neuronal models (Izhikevich 2004). They represent the other extreme of spiking

neuron models compared to the HH formalism, since they are the simplest possible

representation of a spiking neuron.

IAF models focus on the action potential as opposed to the various currents

that participate in its generation. Their underlying simplicity makes IAF models

an excellent choice for large-scale neuronal networks, where the focus is on the

general activity of neuronal populations. While there are several different models

of IAF neurons, they are all de�ned by two features: a variable describing the

membrane potential with a stable resting potential and incoming synaptic current

integration leading to the �ring of the neuron. An IAF model created by Izhikevich

(2003) describes the spike generation dynamics of the membrane potential V and

an adaptation variable, u , evolving for V Ç Vpeak:

c
dV

dt
Æk(V ¡ Vr )(V ¡ Vt ) ¡ u Å I syn(t ), (1)

du

d t
Æa[b(V ¡ vr ) ¡ u ], (2)

where a is the inverse of the time constant of the u dynamics, b measures how

strongly the variable u is coupled to voltage, vr is the membrane resting potential,

and Vt is the instantaneous threshold potential and Vpeak is the maximal potential.

Once the spike is emitted (i.e. V ÆVpeak) the variables are reset to

V Ã c, (3)

u Ã u Å d . (4)
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(a) Tonic Spiking (b) Tonic Bursting (c) Phasic Bursting

(d) Mixed Mode (e) Spike Frequency
Adaptation

(f) Subthreshold Oscil-
lations

Figure 5 – Examples of biological properties of spiking neurons recreated with the
Izhikevich IAF spiking neuron model. These dynamics depend on the values of a,b,c
and d . Each horizontal bar re�ects a 20-ms interval. Adapted from Izhikevich (2004).

.

The unit �ring dynamics are governed by the recovery time constant a as

well as its sensitivity to subthreshold oscillations, b, which also determines if

the adaptation variable governs amplifying (i.e. b Ç 0) or resonant (i.e. b È 0))

dynamics (for details see Izhikevich (2007) p. 273 – 319). The addition of an

adaptation variable u provides the neuron with ability to generate subthreshold

oscillations, �ring adaptation and bursting dynamics.

Figure 5 shows several examples of �ring patterns recreated by the model. When

compared to other IAF models or HH, Izhikevich model is able to reproduce various

neuronal dynamics, lacking electrophysiological detail that is outweighed by a

nearly two orders of magnitude lower computational cost (13 FLOPS vs 1200 FLOPS

per ms, Izhikevich (2004); see Figure 6).
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Figure 6 – Comparison of computational cost and model features of various types of
spiking neuron models. Izhikevich model and HH formalism are marked with red dots.
Adapted from Izhikevich (2004).

1.4.2 Synaptic conductance and plasticity

Synaptic models

Interneuronal communication relies on the synaptic conductance. The presy-

naptic neuron releases neurotransmitters into the synaptic cleft, which open the

ligand-gated ion channels on the post-synaptic neuron and depolarise or hyperpo-

larise it.

There are various ways of modelling the synaptic conductance dynamics,

and one of the most detailed methods uses the currents arising from excitatory

glutamatergic AMPA and NMDA neurotransmition relying on their ligand-gated

cation channels as well as the inhibitory GABAergic neurotransmission reliant

on GABAA-ligand gated anion channels on the post-synaptic neuron. These neu-

rotransmitter receptors display nearly linear current-voltage relationships and

can be modelled using ohmic conductance gsyn (Roth & van Rossum 2009). Such

conductance can be modelled with a system of two coupled differential equations

describing fast binding, ¿rise, and slow dissociation, ¿decay of the ligand-receptor

complex:

gsyn(t ) Æḡ f g(t ), (5)

where f is the normalization factor so that ḡ is the peak amplitude of the current

f Æ
1

¡ e(tpeak¡ t0)/ ¿rise Å e(tpeak¡ t0)/ ¿decay
. (6)
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The dynamics of g is determined from:

dg

dt
Æ ¡

g

¿decay
Å h, (7)

dh

d t
Æ ¡

h

¿rise
Å h0±(t0 ¡ t ), (8)

where h0 is the scaling factor.

This conductance, gsyn, when multiplied with a difference between the post-

synaptic neuron membrane voltage and reversal potential, V ¡ Eligand gives the

synaptic current:

I syn Ægsyn(t )[V (t ) ¡ Eligand ] (9)

This type of model allows for accurate description of synaptic conduction

temporal aspects.

Models of Hebbian plasticity

Models of fear memory undergo learning. One of the most biophysical

models of learning is de�ned by the changes in synaptic weights or synaptic plas-

ticity. According to Hebb (1949), synaptic plasticity depends on the persistent or

repetitive presynaptic neuron's stimulation of the postsynaptic neuron. This was

recorded experimentally by Bliss & Lømo (1973) showing that transient increases

in presynaptic and postsynaptic neuron activity causes a long-term potentiation

of the synapse (LTP). A low level of activity, or lack of synchrony between the presy-

naptic and postsynaptic neuron, results in an opposite process, LTD, resulting

in decreases of synaptic strength, sometimes called 'anti-Hebb' process (Lisman

1989).

This bidirectional modulation of synaptic weights relies on the in�ux of

calcium and its interaction with Ca 2+/calmodulin-dependent protein kinase II

within the neuron (Lisman 1989, Lisman et al. 2002). The synaptic neuron activity-

dependent calcium in�ux has become the basis for spike timing-dependent plas-
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ticity (STDP) models (Shouval et al. 2002a). This is expressed as a synaptic weight

governing rule:

�w Æ´
¡
[Ca2Å ]

¢¡
¸ rise­

¡
[Ca2Å ]

¢
¡ ¸ decayw

¢
(10)

where ¸ rise and ¸ decay are scaling and decay factors with the term ¸ decayw pre-

venting the saturation of the synaptic weight w . ´ and ­ are calcium-dependent

learning rate and plasticity direction governing functions, respectively:

­ Æ

8
>>>>>><

>>>>>>:

0 if [Ca2Å ] É µd ,

®
³
[Ca2Å ] ¡

µp Åµd

2

´4
¡ 0.1 if µd Ç [Ca2Å ] Ç µp ,

1.2
1Åexp(¡ 35(¡ µp ¡ 0.045))¡ 0.2 if [Ca2Å ] Ê µp ,

(11)

´ Æ

8
>><

>>:

1
1Åexp13(¡ [Ca2Å ])Å5.5 if [Ca2Å ] Ç 0.389,

1
1.25Åexp(9.2(¡ [Ca2Å ])Å4)¡ 0.2 if [Ca2Å ] Ê 0.389.

(12)

The thresholds µd and µp de�ne the boundaries of medium and large in�ux of

calcium, leading to reduction or increase of synaptic weight, respectively.

Such model of synaptic plasticity is one of the most biophysically detailed models

available and used in a number of fear memory network models (Vlachos et al.

2011, Pendyam et al. 2013, Fenton 2015).

1.4.3 Computational models of fear memory

Connectionist and �ring-rate models of the fear memory network

A number of abstract models of fear memory that ignore the concepts of

spiking neurons have been created focusing on speci�c nuclei of the amygdala and

inputs arriving to it to study fear memory processing.

Armony et al. (1997b) studied the processes of conditioned stimulus or tone

arrival to the amygdala and tone discrimination dependence on the auditory cortex

and the auditory thalamus. The model predicted that the thalamo-amygdala

pathway is suf�cient for the discrimination of different conditioning stimuli since
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the auditory cortex was not necessary. Vlachos et al. (2011) used a �ring rate

model to study the basal amygdala activity during fear conditioning and extinction.

The model received inputs of CS, US and were split to receive one of the two

different contexts re�ecting stages of fear memory and extinction. It resulted in

different activation of two neuronal populations, resembling fear and extinction

memory trace neuronal populations described by Herry et al. (2008). Ball et al.

(2012) created a �ring-rate neuron model of the lateral amygdala receiving tone

and shock inputs seen in classical fear conditioning. The model made predictions

on tone and shock input densities, how the cells without direct sensory inputs

might produce conditioned responses and the means to prevent fear learning

stimulus generalization, where a non-conditioned CS is similar to a conditioned

CS and elicits a conditioned response, through the balance between excitatory

and inhibitory activity potentiation (Ball et al. 2012). Models like these re�ect

the computational counterparts of the amygdalo-centric view in fear memory

processing that dominated the �eld of neuroscience for decades (Nair et al. 2016).

A few of these “connectionist” models extended beyond the amydala and included

cortical as well as limbic structures that play important roles in fear memory

processing. Krasne et al. (2011) designed a �ring rate model of the amygdala with

inputs from the cortex, the hippocampus and the thalamus. Fear and extinction

learning in the model relied on synaptic plasticity arising due to neuromodulation

of the lateral and basal amygdala by the cortical, hippocampal and thalamic inputs.

The model was capable of mimicking various stages of classical fear conditioning,

including renewal, and made predictions about the role and temporal speci�city of

the hippocampus and the amygdala nuclei involvement in fear memory. However,

due to the �ring rate abstractions of neuronal activity, such results do not describe

neuronal interactions within populations and are, therefore, limited in their scope.

Navarro-Guerrero et al. (2012) built a model of auditory fear conditioning involving

the amygdala, mPFC, the auditory cortex, the auditory thalamus and the ventral

tegmental area. The model, intended to be used for robotics, was able to learn

both aversive and rewarding stimuli as well as temporal relationships between the

stimuli and predicting cues.
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In a similar vein a model by Moustafa et al. (2013) designed an analogue

neuron network of BLA, ITC and CeA of the amygdala as well as vmPFC (IL) and the

hippocampus. The hippocampus served as the context processing area, delivering

inputs to both vmPFC and BLA. These three areas received CS and US. BLA was

delivering inputs to CeA, whereas vmPFC projected to ITC cells that inhibited CeA.

The model, relying on the temporal difference learning, was suf�cient to reproduce

conditioning, extinction and contextual-regulation. It also showed that lesioning

vmPFC impaired extinction, while the hippocampus damage affected extinction in

a safe context.

In general, these models focusing on the generalised �ring rate representa-

tions lack biological realism of spiking neurons and their interaction. Speci�cally,

these types of approximations lack biological realism. Such limitation is being

addressed by spiking neuron network models.

Biophysical models of fear memory network

Similarly to the connectionist models described in the section 1.4.3, bio-

physical modelling studies of fear memory can subdivided into two groups: those

focused on the amygdala and its role in fear memory, and those that also include

cortical areas involved in fear memory processing.

Li et al. (2009) created a HH model of the LA consisting of 8 pyramidal cells

and 2 interneurons. This small network was able to learn CS-US associations and

highlighted the sites of plasticity important for fear memory processing as well as

the role of NMDA receptors in extinction learning (Li et al. 2009). Another model by

Li et al. (2011) modelled the intercalated cells of the amygdala, composed mostly of

GABAergic interneurons. These cells receive an input from the infralimbic cortex

which leads to inhibition of CeA output and, consequently, blocks fear expression.

However, there is a robust autoinhibition circuit within ITC. The model showed

that a transient IL input is capable of overcoming this inhibition level within ITC

and cause increased �ring rates in the area capable of inhibiting CeA (Li et al. 2011).

A series of studies investigated the lateral amygdala and the principles of LA

pyramidal cell recruitment into fear memory trace (Kim et al. 2013a,b, 2016, Feng
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et al. 2016). Kim et al. (2013a) showed that the recruitment consisted of two condi-

tions, a high intrinsic excitability of pyramidal interneurons and the involvement

of competitive synaptic interactions within LA so that highly excitable neurons

strengthen their interconnections with each other due to plasticity and recruit

interneurons that inhibit the plasticity of other pyramidal cells. Another study by

the group dismissed fear memory dependence on plasticity of the thalamic and

cortical inputs as well as that of LA synapses, showing that, in fact, fear memories

rely on conditioning-induced activity changes of thalamic and cortical inputs to LA

(Kim et al. 2013b). Kim et al. (2016) investigated how the competitive interactions

within LA govern the fear conditioning stimulus speci�city. They showed that

principal-to-principal potentiation increases, whereas interneuron-to-principal

synapses decrease stimulus generalization. Similarly, a study by Feng et al. (2016)

created a biophysical model of the lateral amygdala and studied the recruitment of

its neurons into the explicit-cue fear memory trace. The study revealed that only

the principal cells receiving direct tone input were competing for involvement into

the fear memory trace regardless of the intrinsic excitability and that the number of

recruited prinicipal cells relies on the level of inhibition within the network (Feng

et al. 2016). While these studies provide insights into the neurocircuitry of the

amygdala and the initial fear formation, they neglect the contributions of other

brain areas involved in fear memory and extinction processing.

Li et al. (2009) model of auditory fear conditioning and extinction in the

lateral amygdala became the basis for a couple of models involving cortical struc-

tures. Pendyam et al. (2013) created a detailed biophysical model of the amygdala

including the lateral, basal and central amygdala as well as prelimbic cortex of the

medial prefrontal cortex seen in Figure 7. This model accounted for the effects

of monoaminergic neurotransmitters. The model predicted that sustained PL �r-

ing relies on lateral division of the basal amygdala-induced release of dopamine

and noradrenaline, which was veri�ed physiologically with inactivation of BA by

muscimol and blockade of noradrenergic neurotransmission with propranolol.

Moreover, the model predicted that variation in PL-BA microcircuits can affect fear
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Figure 7 – Model of LA, the lateral division of BA, CeA and PL created by Pendyam et al.
(2013). PL was composed of the super�cial layer 2 and the deep layer 5. Both layers
of PL received inputs from the lateral division of BA, but only layer 2 connection was
reciprocal. Shock arrived to LA and tone input arrived to both LA and CeA. Adapted
from Pendyam et al. (2013).
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Figure 8 – Model of BLA, PL and IL with super�cial layers 2 and deep layers 5, respec-
tively, made by Fenton (2015). The model covers both mPFC areas involved in fear
memory processing. Adapted from Fenton (2015).

expression, suggesting that PL's human homologue, dACC, might be a target for

the treatment of anxiety disorders.

This model was extended by Fenton (2015) who built both IL and PL of mPFC

into the biophysical fear memory network. This model relied on BLA, which upon

associating CS and US had segregated inputs to PL and IL, with PL receiving fear

and IL receiving extinction inputs (Figure 8). The model was validated by clamping

the NMDA-dependent currents which inactivated NMDA neurotransmission. This

inactivation reduced neuronal �ring during extinction memory retrieval stage,

consistent with animal experiment data. Inactivation of PL-IL reciprocal connec-

tivity in the model led to PL �ring rates not returing to basal �ring rate level during

extinction and its recall stages, whereas IL displayed increased activity throughout

extinction stages (Fenton 2015). However, the inactivation of PL-IL reciprocal

connectivity has not been compared to intact network activity.

Phenomenological models of fear memory network

There is a very limited number of fear memory models using IAF neurons. A

model by Vlachos et al. (2011) used leaky IAF neurons to simulate two populations
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within the basal amygdala receiving different contextual inputs as well as CS and

US. The modelling study proposed that the differently recruited subpopulations of

the basal amygdala were involved in encoding of the contextual speci�city of fear

and extinction memory traces (Vlachos et al. 2011).

Fenton (2015) also used a hybrid model with HH BLA and Izhikevich mPFC

neurons and compared the �ndings with purely biophysical (i.e. HH only) model

discussed in section 1.4.3. The hybrid model was broadly able to capture the

dynamics of the biophysical fear memory network, but could not reproduce some

of the current-related phenomena seen in the biophysical version, namely NMDA

inactivation effects in the network. Nevertheless, the model was able to capture

the importance of interconnectivity of PL-IL in the medial prefrontal cortex as was

seen in the biophysical model. It was also highlighted that the model computation

time took a few hours as opposed to 70 hours needed for the biophysical model.

1.4.4 Summary

Connectionist models of fear and extinction networks have shown that com-

putational approaches are bene�cial in understanding the complex interactions

taking place during the paradigm. In addition, these models have addressed several

areas beyond the amygdala and the cortex involved in fear memory and extinction

processing. However, connectionist models use neuronal approximations. These

approximations cannot, for example, represent the individual neuron interactions

underpinning synaptic learning. Such model shortcomings are being addressed by

spiking neuron networks of fear memory and extinction. These models present a

biophysical view of fear memory networks that include synaptic plasticity. How-

ever, none of them extended beyond the amygdala and the cortex, unlike some of

the earlier connectionist models. Speci�cally, there has not been a spiking neuron

model network addressing the role of the ventral hippocampus in a fear memory

processing.
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1.5 N E U R O C H E M I C A L M A N AG E M E N T O F F E A R M E M O RY P RO C E S S I N G

There is a lack of interest from Big Pharma to repurpose the existing drugs

or study naturally occuring pharmacologically active (ethnopharmacology) com-

pounds since these options are not commercially-viable, with Big Pharma favour-

ing de novo drug development (Oprea et al. 2011). Therefore, even if these types of

drugs have promising pharmacological activity, not-for-pro�t, academic research

is usually relied upon to bring these promising compounds to the attention of

clinicians.

This is the case for cannabis. Its usage can be traced back over 4000 years

and is well-tolerated in humans (Li 1973, Bostwick 2012, Devinsky et al. 2014). It

contains in excess of a 100 naturally occuring pharmacologically active compounds,

phytocannabinoids, one of which, called cannabidiol, is showing promise in the

treatment of anxiety disorders (Mehmedic et al. 2010, Campos et al. 2012).

1.5.1 The case for cannabidiol

Cannabidiol (CBD) is widely regarded as a major constituent of cannabis

sativa that counteracts the psychosis produced by THC in some individuals and has

a large anxiolytic potential (Russo & Guy 2006, Campos et al. 2012). Blessing et al.

(2015) conducted a metastudy of CBD role in anxiety, concluding that although

limited in number, clinical studies support the anxiolytic bene�t of cannabidiol.

Considering such effects it might not be surprising to see strong evidence of corre-

lation between PTSD, its symptom severity and cannabis use (Bonn-Miller et al.

2011, Cougle et al. 2011, Bonn-Miller et al. 2013). However, as mentioned earlier

the clinical data on cannabis and its constituent, cannabidiol, in anxiety and stress

disorder patients is very sparse.

Greer et al. (2014) retrospectively applied the PTSD symptom scale on the

psychiatric data of the New Mexico Cannabis Program applicants. The scientists re-

vealed a suf�cient correlation between cannabis use and PTSD symptom reduction
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to warrant a further clinical investigation into cannabis in PTSD treatment (Greer

et al. 2014). The authors suggested that the bene�cial effects might be attributed

to the anxiolytic effect of cannabidiol (Greer et al. 2014).

This lack of clinical studies of CBD in anxiety and stress-related disorders

indicates that translationally relevant preclinical data is extremely important. In

fact, there are number of studies investigating CBD effects in animal models of fear

memory.

1.5.2 Cannabidiol in fear memory

Most of the research that tested CBD ef�cacy was done in contextual fear

memory paradigms. CBD administered prior to training reduces fear expression

and impairs the formation of contextual fear memory (Levin et al. 2012). A study

by Stern et al. (2017) showed that CBD administered immediately after contextual

fear acquisition disrupted fear memory consolidation via a DH CB1- and CB2-

dependent mechanism. This consolidation disrupting effect is temporally limited

by a 6-hour window following acquisition. In fact, CBD administration 24 hours

after acquisition, but prior to retrieval only affects fear expression (Resstel et al.

2006). Interestingly, CBD administration on its own or in combination with THC,

a partial CB1 agonist, following fear retrieval impairs contextual fear memory re-

consolidation and the effect relies on CB1 receptors (Stern et al. 2012, 2014, 2015,

Gazarini et al. 2015). These effects seem to rely on how strong the fear conditioning

process is as CBD impairs the extinction of weak fear conditioning and facilitates

the extinction of strong fear conditioning (Song et al. 2016).

Localised CBD injections in the prelimbic and infralimbic medial prefrontal

cortex support functional segregation as intra-IL CBD is associated with increased

and intra-PL CBD – with decreased fear expression when administered before fear

memory retrieval via 5-HT1A-dependent mechanism (Lemos et al. 2010, Fogaça

et al. 2014, Marinho et al. 2015). Conversely, however, Do Monte et al. (2013)

showed that a much lower dose of CBD administered to IL prior to extinction

facilitated contextual fear extinction via CB1-dependent process. Chronic CBD
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administration for 14 days, with CBD administered prior to acquisition and prior

to retrieval resulted in increased US-anticipating response and reduced BDNF

expression in both the hippocampus and the frontal cortex (ElBatsh et al. 2012).

Since BDNF in IL is essential for extinction of fear memory and extinction training

increases BDNF in VH it would be interesting to test the pharmacological mech-

anism underlying this reduction in BDNF expression revealed by ElBatsh et al.

(2012).

Considering this literature, CBD ef�cacy in blocking contextual fear (re)con-

solidation likely relies on the dorsal hippocampal cannabinoid receptors and has

a temporally-restrictive window. Outside of this window CBD effects appear to

be limited to modulating conditioned fear expression and facilitating extinction,

which seem to have at least partial reliance on IL and PL of mPFC and depend on

5-HT1A receptors in contextual fear memory paradigms.

However, there is very little evidence on CBD ef�cacy in fear memory related

to explicit cues. Das et al. (2013) showed that visually cued fear memory extinction

consolidation was facilitated with cannabidiol administration following, but not

before, extinction training. A study by Norris et al. (2016) showed that nucleus

accumbens shell injections with CBD before training impaired the acquisition of

olfactory fear memory via a 5-HT1A-dependent process. This lack of evidence

does not indicate the absence of therapeutic potential of cannabidiol, since its

bene�t is supported by the endocannabinoid system's involvement in explicit cue

fear memory with CB1 knockouts and/or CB1 receptor blockade impairing explicit

cue fear extinction in animals and with comparable pharmacological effects in

humans (Marsicano et al. 2002, Chhatwal et al. 2005, Kamprath et al. 2006, Rabinak

et al. 2013).

When it comes to animal fear paradigms the bene�cial effects present them-

selves as an inverted-U shaped dose-response curve (Silveira Filho & Tu�k 1981

and Onaivi et al. 1990 cited in de Mello Schier et al. 2012). These effects arise due

to the fact that cannabidiol has a low selectivity and, thus, targets many different

receptors and other effectors. However, when it comes to innate fear, contextual
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and explicit-cue fear memory, a lot of CBD effects can be explained by its actions

on the endocannabinoid system and the CB1, 5-HT1A and TRPV1 receptors.

1.5.3 Endocannabinoids

Following the identi�cation of cannabinoid receptors, their natural ligands,

known as endogenous cannabinoids, or endocannabinoids, were discovered

(De Petrocellis et al. 2011). They are highly lipophilic molecules that are syn-

thesised from membrane proteins following post-synaptic depolarisations or the

activation of metabotropic glutamate receptors (Fisar 2009).

The two most popular endocannabinoids are the well-studied anan-

damide (AEA) and the most prevalent 2-Arachidonoylethanol (2-AG) (Fisar 2009).

Both of these endocannabinoids have different synthesis pathways, with N-

acylphosphatidylethanolamine-speci�c phospholipase D being responsible for

AEA and diacylglycerol lipase ® (DAGL®) for 2-AG synthesis (De Petrocellis et al.

2011). These endocannabinoids are broken down by FAAH and monoacyl glycerol

lipase (De Petrocelis et al, 2010). Together the receptors, the endocannabinoids

and the enzymes form the “endocannabinoid system” (De Petrocellis et al. 2011).

This system is important as it functions like any other neurotransmitter system

with prominent, albeit short-lived, pharmacological effects at the cannabinoid

receptors that mimic some of the effects of exogenous ligands, such as THC (Fisar

2009).

Interestingly, the endocannbinoid effects become behaviourally relevant

when endocannabinoid hydrolysis or the cellular uptake is inhibited, as is seen

with the administration of CBD (De Petrocellis et al. 2011). This was the case in

a study by Morena et al. (2017) who showed that trauma-exposed rats displayed

reduced hippocampal anandamide levels and that 2-AG inhibitor, URB597, fa-

cilitated extinction consolidation and restored social interaction de�cits, which

was not seen with extinction training alone. This makes CB1 receptors an inter-

esting target as the majority of the endocannabinoid system pharmacological

manipulation effects manifest via these receptors.
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1.5.4 CB1 receptors

CB1 receptors are seven transmembrane-domain spanning G i/o -protein cou-

pled receptors that inhibit adenylate cyclase (Hosking & Zajicek 2008). The areas

of CB1 expression in the brain include the hippocampus, the amygdala and the

neocortex (Pagotto et al. 2006).

This receptor is important in contextual fear memory as SR141716A, an an-

tagonist at CB1 receptors, attenuated the reduction in freezing, a passive fear

expression measure, and facilitation of extinction seen with intracerebrovascular

CBD infusion (Bitencourt et al. 2008). Similar effect was seen with a low dose CBD

infusion into IL, which facilitated fear extinction (Do Monte et al. 2013). This effect

was abolished with pharmacological CB1 blockade, suggesting indirect CB1 activa-

tion via the endocannabinoid reuptake inhibition being responsible for extinction

facilitation (Do Monte et al. 2013). However, it seems that SR141716A itself could

have anxiogenic activity not seen with AM251, suggesting a non-orthodox cannabi-

noid pharmacology being the possible culprit behind the anxiogenesis (Thiemann

et al. 2009). Nevertheless, CB1 receptor's function is key to the facilitation of extinc-

tion learning as pharmacological blockade or knockouts show inhibited extinction

(Marsicano et al. 2002). Interestingly, these effects are DH CB1 receptor-dependent

since antagonism of these receptors in the dorsal hippocampus blocked fear extinc-

tion and facilitation of extinction was achieved with anandamide infusion into the

same area (de Oliveira Alvares et al. 2008). Therefore, the contextual fear memory

extinction process relies at least in part on the dorsal hippocampal CB1 receptors,

with CB1 agonism facilitating extinction and antagonism at the receptor impairing

it.

However, CB1 involvement is not limited to extinction facilitation. Two exper-

iments by Stern et al. (2012, 2014) where systemic CBD was administered following

fear retrieval disrupted fear memory reconsolidation. This effect was blocked by a

systemic CB1 receptor antagonist, AM251 (Stern et al. 2012). Direct infusion of CB1

antagonist into PL prevented this CBD effect as well (Stern et al. 2014). This effect

seems to depend on the DH CA1 receptors, as infusion of AM251 facilitates fear
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memory reconsolidation and infusion of endocannabinoid anandamide blocks it

(de Oliveira Alvares et al. 2008). Therefore, fear memory reconsolidation is mod-

ulated in DH CB1-dependent manner with its agonism impairing fear memory

reconsolidation and antagonism facilitating it.

1.5.5 5-HT1A receptors

5-HT1A receptors are G i/o -protein coupled seven transmembrane domain

spanning receptors that are found in the cortex, the hippocampus, the septum,

the amygdala and the dorsal raphe nuclei (Rojas & Fiedler 2016, Burnet et al. 1995,

Pompeiano et al. 1992). They are usually called “somatodendritic autoreceptors” as

they are found extrasynaptically on serotonergic neurons and their activation leads

to the inhibition of �ring and reduced synthesis and release of serotonin (Blier

et al. 1998). These receptors are also found post-synaptically on non-serotonergic

neurons to mediate signalling in response to the neurotransmitter (Albert et al.

2014). Considering their abundance in fear memory circuitry and presence on

functionally antagonistic pyramidal cells and interneurons, their pre- and post-

synaptic expression phenotype could in�uence the development of anxiety-prone

behaviour (Albert et al. 2014).

As mentioned before, CBD facilitates 5-HT1A receptor activity even at low

concentrations, thus inhibiting serotonergic neurons from conducting signals

through synaptic terminals. The behavioural manifestations of this effect were

tested in innate fear paradigms where CBD produced anxiolytic effects in one

study, which was con�rmed with an experiment by another group using restraint

as a method of anxiogenesis (Campos & Guimarães 2008, Resstel et al. 2009). Inter-

estingly, the �rst group also showed that injection of WAY-100635, an antagonist

at 5-HT1A receptors, in the dorsolateral periaqueductal grey (dlPAG), a midbrain

area involved in the mediation of anxiety-related behaviour, blocked the anxiolytic

property of CBD (Campos & Guimarães 2008). It seems that these receptors are

dependent on intact CB1 signalling as it was shown that CB1 KO mice have im-

paired 5-HT1A function in the hippocampus and the fronto-parietal cortex, which
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is likely due to an impairment of the latter receptors coupling to their G-protein

(Mato et al. 2007). This suggests, that 5-HT1A receptors could be affected by CBD

in a multi-layered fashion.

5-HT1A involvement in fear memory depends on the nature of the paradigm.

In contextual fear memory, intra-PL CBD-induced reduction in fear expression

and the opposing effect of intra-IL CBD-induced facilitation of fear expression

in contextual fear trained animals both rely on 5-HT1A receptor activation as 5-

HT1A-speci�c antagonism abolished these effects (Fogaça et al. 2014, Marinho

et al. 2015). Similar 5-HT1A dependence was observed with CBD infusions into

BNST, which reduced contextual fear expression and 5-HT1A antagonist blocked

this effect (Gomes et al. 2012). On the other hand, when it comes to explicit cue fear

memory, CBD infused into the nucleus accumbens shell blocked consolidation of

olfactory fear memory and this effect was not CB1, but 5-HT1A dependent (Norris

et al. 2016). Consolidation in contextual fear memory is governed by CB1 receptors

suggesting pharmacological differences underpining the contextual and explicit-

cue fear paradigms with potentially larger involvement of 5-HT1A in explicit cue

fear paradigms (see Section 1.5.4).

1.5.6 TRPV1 receptors

The TRPV1 channel is a six transmembrane-domain protein that assembles

into tetramers forming a non-selective pore that conducts depolarising Na + and

Ca2+ cation currents (Gunthorpe & Chizh 2009). This channel is gated by ambient

temperatures above 43 ±C and perhaps the best known agonist of this channel is

the chilli pepper constituent capsaicin. Among the other agonists of the channel

are the endocannabinoid anandamide and CBD (Vriens et al. 2009, Bisogno et al.

2001).

TRPV1 is responsible for the release of glutamate in dlPAG, which in turn

results in anxiogenesis (de Mello Schier et al. 2012). It was shown that whilst low

doses of CBD activate 5-HT1A (see above) and produce anxiolysis, increased doses

activate TRPV1 receptors, causing anxiogenesis, and result in an inverted-U shaped
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dose-response curve for CBD anxiolytic effect (de Mello Schier et al. 2012). This

was con�rmed with the injection of capsazepine, a TRPV1 antagonist, into dlPAG

prior to the administration of a high dose of CBD. The antagonism made high doses

of CBD anxiolytic, suggesting that TRPV1 acts as the anxiogenic counterpart to the

anxiolytic 5-HT1A activation by the CBD (Campos & Guimarães 2009). In summary,

an increase in CBD dose above the anxiolytic level could potentially be inducing

innate anxiety via subcortical regions, such as dlPAG through TRPV1-dependent

mechanism.

When it comes to contextual fear memory, TRPV1 receptor activation was

found to positively modulate the contextual fear expression at the ventromedial

prefrontal cortex and antagonism of TRPV1 at the area had the opposite effect

(Terzian et al. 2014). Mice that underwent an explicit-cue fear memory training

exhibited reduced explicit-cue fear expression with AM404, an endocannabinoid

reuptake and breakdown inhibitor and TRPV1 agonist (Llorente-Berzal et al. 2015).

This effect was reversed by both CB1 antagonism and TRPV1 antagonism (Llorente-

Berzal et al. 2015). These �ndings suggest a potentially opposing activity of TRPV1

in contextual and auditory fear paradigms, with TRPV1 agonism being responsible

for anxiogenesis in the former and anxioysis in the latter.

1.5.7 Summary

To sum up, cannabidiol shows anxiolytic effects in innate fear paradigms.

CBD also reduces contextual fear expression and facilitates contextual fear extinc-

tion. This effect depends on the CB1, 5-HT1A and TRPV1 receptors, speci�cally

CB1 is responsible for extinction facilitation, 5-HT1A governs the anxiolytic effect

and TRPV1 agonism by CBD causes anxiogenesis at higher doses. However, there

is little to no data on cannabidiol in explicit-cue fear memory.
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1.6 A I M S A N D H Y P OT H E S E S

The aim for the experimental and computational modelling parts of my

PhD is to investigate the role of systemic CBD in auditory fear memory paradigm,

the mPFC-VH interaction during fear and extinction recall stages as well as to

design a computational model of simpli�ed amygdala-mPFC-VH and test the

effect of VH inactivation in the network. The project will address each question

with behavioural pharmacology, electrophysiology and computational modelling

experiments, respectively.

1.6.1 Behavioural Pharmacology

There is a plethora of data to suggest that CBD can be bene�cial in contextual

fear memory by promoting fear extinction and reducing fear expression as well as

innate fear where it is anxiolytic (see Section 1.5). However, no studies so far have

looked at systemic CBD effects in auditory fear memory paradigm. To address this

we tested the effects of CBD in auditory fear conditioning and extinction. CBD was

expected to facilitate extinction learning process in a dose-dependent manner with

an inverted-U shaped dose-response curve as seen in contextual fear conditioning

experiments. The experiment is discussed in Chapter 2.

1.6.2 Computational Modelling

Previous biophysical modelling studies of fear memory and extinction mostly

focused on the amygdala, with a few studies including cortical areas (see Section

1.4). The model in this thesis extended the previous modelling studies by Pendyam

et al. (2013) and Fenton (2015) with an addition of ventral hippocampus, to probe

its role in the network. PL-IL inactivation results would be compared to VH in-

activation. We predicted that VH inactivation would disrupt the activity of the

cortical areas in a pro-anxiolytic manner, whereas PL-IL connectivity inactivation
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would decrease the differences between PL and IL activity. The modelling study is

described in detail in Chapter 3.

1.6.3 Electrophysiology

It is established that PL is involved in fear retrieval and IL in fear extinction,

whereas the ventral hippocampus appears to play a role in both processes (see

Section 1.3). Determining the interaction between these areas during fear recall

and extinction recall stages would address the lack of understanding when it

comes to the interaction of these areas at different fear and extinction stages

present currently. We used intra-PL/IL and intra-VH LFP recordings during learned

fear retrieval and extinction retrieval. VH-PL was expected to show high theta

coherence, re�ecting high fear state during fear retrieval, which would be replaced

by high VH-IL coherence during low fear, extinction recall stage. The details of the

experiment can be found in Chapter 4.



2
E F F E C T O F C A N N A B I D I O L O N A U D I T O R Y F E A R

E X P R E S S I O N A N D E X T I N C T I O N

2.1 I N T RO D U C T I O N

Anxiety and stress-related disorders, such as phobias and post-traumatic

stress disorder (PTSD) are highly prevalent, reportedly endured by up to 1 in 10

or 15 people, for social and speci�c phobias, and PTSD, respectively (Kessler et al.

2005). They are characterized by an expression of defensive, avoidant behaviours

when facing the situation associated with the phobia or trauma, or endurance of

them in distress (Baldwin et al. 2014).

The recommended treatment options are SSRIs or exposure therapy, both having

similar ef�cacy, problems with a signi�cant portion of patients not responding to

treatment and issues sustaining the therapeutic bene�t over longer term (Baldwin

et al. 2014). Moreover, SSRIs take several weeks before reaching a full therapeutic

effect and this loading period can coincide with a worsening of the symptoms

(Baldwin et al. 2014).

An alternative approach is combining the pharmacological interventions

with exposure therapy to treat these disorders. Norberg et al. (2018) demonstrated

that patients who endured more intense exposure sessions had increased fear

reduction and ability to tolerate the fear upon renewal with a change of context.

Helping patients endure intense fear exposure sessions would be bene�cial, how-

ever not all anxiolytic drugs are compatible with exposure therapy. In fact, benzodi-
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azepines, while reducing symptoms of anxiety impair fear extinction, the process

underlying exposure therapy (Pereira et al. 1989, Hart et al. 2014). On the other

hand, d-cycloserine is a drug which does not have an anxiolytic effect targeting

fear expression, but facilitates fear extinction learning in animal models and shows

clinical potential in several speci�c phobias and PTSD (Richardson et al. 2004,

Ressler et al. 2004, Lee et al. 2006, de Kleine et al. 2012, Nave et al. 2012). However,

it has considerable limitations, including lack of ef�cacy when co-administered

with tricyclic antidepressants and the potential for fear memory reconsolidation

(Werner-Seidler & Richardson 2007, Lee et al. 2006). In other words, d-cycloserine

cannot be used for anxiety patients with depression, two highly co-morbid condi-

tions, as well as having a risk of reactivating an old fear memory and transitioning

it from a short-term memory into long-term memory.

A drug that could be compatible with psychological interventions is cannabid-

iol (CBD), a phytocannabinoid anxiolytic. Early studies indicated that systemic

administration of cannabidiol can produce anxiolysis in innate fear paradigms

(Guimarães et al. 1990, Onaivi et al. 1990, Moreira et al. 2006). Similar anxiolytic

effect was noted in restraint stress prior to several innate fear paradigms, including

exposure to a natural predator (Resstel et al. 2009, Casarotto et al. 2010, Uribe-

Marino et al. 2012).

A pro-anxiolytic effect of CBD is also seen in a contextual fear memory

paradigm. CBD administered prior to conditioning impairs fear expression and

contextual fear memory formation (Levin et al. 2012). Administration of it immedi-

ately after fear training impairs contextual fear memory consolidation (Stern et al.

2017). If CBD is administered following contextual fear conditioning, it results in a

reduced fear expression (Resstel et al. 2006). CBD was also shown to block contex-

tual fear memory reconsolidation after its retrieval (Stern et al. 2012, 2014, 2015,

Gazarini et al. 2015). Finally, CBD facilitates contextual fear memory extinction

learning (Bitencourt et al. 2008). Taken together, CBD has been shown to have both

anxiolytic and extinction-facilitating effects in contextual fear memory paradigm.

There is little data on CBD effects in fear memory related to explicit cues. A

study of visual fear memory in humans revealed that CBD enhances extinction
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when given immediately after, but not before fear extinction (Das et al. 2013).

Another study by Norris et al. (2016) showed that CBD infusions into the shell of

the nucleus accumbens impaired fear memory encoding. Since CBD has both an

anxioytic and extinction-facilitating effect in contextual fear memory paradigm,

we hypothesized that this dual effect could be present in auditory fear memory

paradigm as well. To test this hypothesis and address the lack of data on CBD in

fear memory related to explicit cues we tested the effects of systemic cannabidiol

admistration prior to auditory fear extinction on extinction learning and recall,

and compared these data to CBD effect on contextual fear at both stages.

2.2 M AT E R I A L S A N D M E T H O D S

2.2.1 Animals

Adult male Lister-Hooded rats (Charles River, UK; 280-400 g) were housed

in groups of 4 with unrestricted access to food and water. All of the experiments

were conducted during the light phase of the cycle. All of the procedures strictly

adhered to the guidelines set out by the ethical review of by the Animal Welfare and

Ethical Review Board at the University of Nottingham and the Animals (Scienti�c

Procedures) Act, 1986.

2.2.2 Drugs

Cannabidiol (STI Pharmaceuticals, UK) was suspended in 0.9% sterile saline

(Vetivex TM; Dechra Pharmaceuticals PLC, UK) with 2% Tween 80 ® (Aldrich Chem-

ical Company Ltd., UK) on the day of use and administered at 1 mL/kg injection

volume 30 minutes prior to the start of the auditory fear extinction stage (see

below). The said combination of solvents was used as a vehicle solution. The

doses of CBD (5, 10 or 20 mg/kg) were selected based on the �nding that 10 mg/kg

should be the optimal dose to see the anxiolytic fear modulating effect of CBD in
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learned contextual fear (Lemos et al. 2010). CBD and its vehicle were administered

intraperitoneally. All of the drug doses were calculated as a freebase.

Figure 9 – The arena used for the behavioural testing. It is comprised of a 30 £ 24£ 30
cm box with electro-conductive metal �oor bars connected to an external electric
scrambler responsible for delivering alternating current shock of a set amplitude. Two
walls of the boxes are covered by a `spots' or `stripes' pattern (Box 1 and 2, respectively).
There is a secondary Perspex �oor used to cover the metal bars in Context B-employing
stages of the experiment (see below).

2.2.3 Testing arena and contexts

The fear conditioning kit containing the testing arena (Figure 9; Med As-

sociates Inc., USA) and a camera kit (Tracksys Ltd., UK) was used to record the

behaviour during the experiments. All of the arena parameters were set and the

recordings were done using a computer with the relevant manufacturers' software

in Windows XP operating system.
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2.2.4 Auditory fear memory experiments

Auditory fear conditioning experiments employed two contexts to environ-

mentally differentiate conditioning (Context A) and extinction sessions (Context

B), and to allow for the testing of extinction recall outside of the fear conditioning

context, respectively (Table 1).

On the �rst day animals were habituated to both contexts for 10 minutes

each. Next day the rats were placed in their respective fear contexts (Context A)

and presented with 5 auditory tones (CS; 4 kHz, 30 second, 80 dB) followed by 5

CS that co-terminated with a foot-shock (US; 0.5 sec, 0.5 mA) with 2 minute inter-

trial interval (ITI) between the presentation of CS. On the third day animals were

injected with CBD or vehicle and after 30 minutes underwent extinction training

(Context B) where 15 CS (1 min ITI) were presented. This is a weaker, or partial,

extinction training paradigm compared to other studies, like Fenton et al. (2014a),

and was purposely intended to be shorter in order to investigate CBD effects on

extinction learning facilitation. On the fourth and �nal day of the experiment the

animals underwent a brief extinction recall (Context B, 2 CS, 1 min ITI).

On all of the days the animals were in the testing chambers for 2 minutes

before the tone presentations started. Contextual fear was assessed during these

two minutes for both extinction and extinction recall stages. After the experiments

were completed, the animals were culled using a chamber with an increasing level

of CO2 (2 l/min) and the culling was con�rmed with cervical dislocation.

2.2.5 Behavioural data collection and scoring

Behavioural data were recorded using overhead cameras. The videos were

scored on a mixed-blind basis by two scientists, with one scientist being aware

of the administered treatments (i.e. single-blind) and another scientist not being

aware of the administered treatments (i.e. double-blind). During scoring, each

tone was subdivided into ten blocks of 3 seconds. This was then transformed into
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Context A Context B

Light On Off

Arena (visual cue) Either 'spots' or 'stripes' Opposite to Context A

Floor Metal bars Perspex �oor

Cleaning solution 40% ethanol

Olfactory cue 1% acetic acid 40% ethanol

Table 1 – The comparison of the differences between the contexts A and B used in
auditory fear conditioning experiments. The contexts differ in visual cues by having
each of the arenas for the same animal associated with the each of the contexts, tactile
cues by changes in the �oor, the presence or absence of arti�cial light inside the arena
and differences in odour.

the percentage of time spent freezing per each tone (Stevenson et al. 2009). The

score sets by the two scientists were compared to ensure a lack of bias before the

analysis was done.

The behaviour of the fear conditioning session was scored and animals were

separated into groups of matching mean freezing levels. This was done to en-

sure there were no biases in animal behaviour across the groups prior to drug

administration.

The contextual fear was scored in twenty 3 second blocks to generate the

percentage of time spent freezing per minute for the two minutes, as opposed to

30 second tone blocks used for scoring fear during tone presentations.

2.2.6 Statistical analysis

The data was analysed using GraphPad Prism v6 and v7 statistical analysis

software. Two-factor mixed-measures ANOVA with one between subjects factor

(CBD dose) and another within-subjects factor (Stage of Extinction) and One-way

ordinary ANOVA with Tukey's post hoc test for multiple comparisons were used

where appropriate. The sign�cance level was set as 0.05. From extinction onwards
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the outliers were determined and excluded if they were more than 2 x SD away

from their respective group's mean, leaving n=10-11 animals per group.

2.3 R E S U LT S

2.3.1 Conditioning

Fear conditioning resulted in increased freezing behaviour. Mean freezing

behaviour during fear conditioning was signi�cantly affected by the stage of fear

conditioning, represented as tone-shock pairings (F (4,176)= 16.28, p<0.0001; Two-

way mixed-measures ANOVA). There was no signi�cant difference in mean freezing

behaviour due to CBD dose or its interaction with tone-shock pairing stage during

conditioning (F (3, 44) = 0.2209, p=0.88, and F(12, 176) = 0.4204, p=0.95, respectively).

The subject matching was effective (F (44, 176) = 2.604, p<0.0001). Taken together this

suggests that auditory fear training affected the observed freezing level and there

was a lack of bias between the tested drug groups prior to drug administration (see

Figure 10A).

2.3.2 Extinction

Mean freezing behaviour during extinction was signi�cantly affected by the

stage of extinction (F (2, 78) = 119.4, p<0.0001) and its interaction with CBD dose

(F(6, 78) = 3.983, p=0.0016) as determined by the Two-way mixed-measures ANOVA.

The CBD dose factor accounted for only 1.8% variation in mean freezing level

and was not deemed signi�cant (F (3, 39) = 0.8674, p=0.47). Interestingly, however,

post hoc analysis revealed that 20 mg/kg CBD signi�cantly reduced mean freezing

behaviour compared to the vehicle group (p=0.049) and 5 mg/kg CBD at the �rst

block of �ve tones during extinction (p=0.0025, Tukey's post hoc, see Figure 10B).

The effect was not sustained during later blocks of extinction. It appears that only
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Figure 10 – The results of the auditory fear conditioning experiment using three
different, systemically administered, doses of CBD. (A) Fear conditioning resulted in
fear response in response to CS and there was no bias between the different groups
(n=10-11 per group) prior to drug administration. (B) Only the 20 mg/kg reduced fear
expression during the initial stage of extinction training (p=0.049 v Vehicle; p=0.0025
v 5 mg/kg CBD; Two-way mixed-measures ANOVA with Tukey's post hoc). (C) The
freezing behaviour during auditory extinction recall did not differ between the drug
groups. (D) All doses of CBD reduced contextual fear expression 2 minutes prior to
auditory fear extinction training (p<0.01). (E) The contextual fear expression 2 minutes
before auditory extinction recall did not differ among drug groups. Asterisks indicate
the signi�cance level, where * represents p < 0.05 and ** represents p < 0.01. All graphs
are presented as mean § SEM.
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the highest dose of CBD is able to reduce the initial fear, but does not affect the

extinction process.

2.3.3 Extinction Recall

There was no signi�cant difference in mean freezing behaviour due to CBD

dose (One-way ANOVA: F(3, 39) = 0.5468, p=0.65). This means that CBD did not have

a detectable effect during extinction recall.

2.3.4 Contextual Fear before Extinction and Extinction Recall

Animal freezing was recorded for two minutes prior to the presentation of

the �rst auditory tone indicating the beginning of auditory fear extinction training,

or its recall next day, respectively. Two-way mixed-measures ANOVA revealed that

the day, CBD dose and day £ CBD dose interaction signi�cantly affected the mean

freezing level (F (1,44) = 27.53, p<0.0001; F(3,44) = 4.101, p=0.012 and F(3,44) = 2.894,

p=0.046, respectively). Tukey's post hoc test revealed that all of the CBD doses

had lower mean freezing level than vehicle prior to the �rst tone presentation of

auditory extinction training (p=0.0017, p=0.0036 and p=0.0012; Fig 2D). No such

effect was seen in mean freezing behaviour prior to auditory extinction recall

(Fig 10E). Interestingly, the matching of subjects was not effective in this analysis

(F(44, 44) = 1.243, p=0.24). Taking the lack of CBD dose effect on mean freezing levels

prior to auditory extinction recall and matching not being effective, it could be a

result of low freezing levels of contextual fear prior to extinction recall (Fig 10E)

that are masking the effect.

The CBD dose effect on mean freezing prior to extinction training is different

to the effects seen during auditory fear extinction, where only the highest dose

affected the freezing level. On the other hand, it is in agreement with the published

data on CBD effects on contextual fear memory extinction.
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2.4 D I S C U S S I O N

2.4.1 CBD is an anxiolytic that spares extinction of auditory fear memory

In this experiment we tried to investigate CBD effects in fear memory paradigm

relying on explicit cues. The animals successfully learned explicit-cue association

with a foot shock. For the �rst time we have shown that only the highest dose

of CBD reduced initial fear to the CS during extinction training, with extinction

learning and memory left unaffected. This anxiolytic effect that spares extinction

process is a very interesting observation that warrants further investigation. Anx-

iolytic drugs, such as benzodiazepines are known to impair extinction process

while reducing the symptoms of anxiety (Rothbaum et al. 2014). D-cycloserine,

on the other hand, has an opposite effect to CBD reported here since it does not

have an anxiolytic effect but facilitates learned fear extinction (Graham et al. 2011).

Moreover, the current �rst line treatment of anxiety disorders, SSRIs, have a load-

ing period associated with transient anxiogenesis (Baldwin et al. 2014). Therefore,

CBD should be investigated further to gather more robust evidence, since it could

potentially be used in combination with exposure therapy.

2.4.2 Contextual and auditory fear memory pharmacology

Another interesting facet is the discrepancy in the effective doses between

contextual and auditory fear memory. Considering the lack of published studies

available it was natural to assume 10 mg/kg dose being most effective in auditory

paradigms as highlighted by contextual fear memory studies in rodents, indicating

an inverted-U shaped dose-response curve (Lemos et al. 2010). However, this was

not the case as only the maximal dose used in our experiment elicited an anxiolytic

effect. It would be interesting to see if increasing the doses of CBD in auditory

fear memory paradigm could reveal this parabolic phenomena. However, it must

be noted that alternative methods of preparing CBD injection solution might
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have to be considered, since it is rather troublesome to get high concentrations

of the drug into 2% Tween 80/Sterile saline vehicle preparation. In addition to

increasing doses of CBD, further experiments involving the blockade of CB1 and

5-HT1A receptors using SR141716 and WAY100,635, respectively, could reveal

pharmacological differences that could potentially underlie the dose differences

seen in contextual and auditory fear memory anxiolysis.

2.4.3 Potential brain areas responsible for the CBD effect

The observed effect of CBD was anxiolytic and not extinction-memory fa-

cilitating, leading to question the potential brain areas responsible for this action.

Innate fear studies indicate the dorsal part of the periaqueductal grey (DPAG) as

injections of CBD into it are anxiolytic and depend on 5-HT1A receptors (Campos

& Guimarães 2008, de Paula Soares et al. 2010). Innate and contextual fear memory

studies using CBD injections into the bed nucleus of the stria terminalis showed

anxiolytic effect dependent on 5-HT1A receptors as well (Gomes et al. 2011, 2012).

Similarly, administration of CBD into the central nucleus of the amygdala produces

an anxiolytic effect (Hsiao et al. 2012). Lastly, injection of CBD into the prelimbic

cortex of the medial prefrontal cortex reduced fear expression and depends on

5-HT1A receptors (Lemos et al. 2010, Fogaça et al. 2014). A summary of potential

areas involved can be seen in Figure 11. In order to �nd the area or areas respon-

sible for CBD anxiolytic action in auditory fear memory paradigm, the �rst step

would be to �nd the main receptor responsible for anxiolytic action. This could

be the serotonin 5-HT1A receptor, but other receptors should be investigated with

systemic antagonist administrations. Once the receptors are found, the antago-

nists for them can be used in conjuction with localised CBD infusions into the

brain areas to determine the locus of the anxiolytic activity of CBD in fear memory

associated with explicit cues.
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Figure 11 – The brain sites and receptors responsible for the anxiolytic effect of CBD.
The vast majority of the anxiolytic effect can be attributed to the 5-HT1A receptor, with
BNST, DPAG and PL being the areas responsible for the anxioytic action. BNST, the bed
nucleus of the stria terminalis; CER, conditioned emotional response; DPAG, dorsal
area of the periaqueductal grey. Adapted from Campos et al. (2012) with additional
information from Do Monte et al. (2013) and Marinho et al. (2015).
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S P I K I N G M O D E L N E T W O R K O F F E A R M E M O R Y A N D I T S

E X T I N C T I O N

3.1 I N T RO D U C T I O N

Fear learning and extinction has been studied experimentally for decades

with a plethora of disciplines covering its processing by the brain at various differ-

ent levels. These range from molecular approaches studying synaptic plasticity

and histological approaches investigating neuronal projections to electrophyshio-

logical recordings in awake behaving animals and neuroimaging in patients (Blair

2001, Hoover & Vertes 2007, Tovote et al. 2015, Sehlmeyer et al. 2009). However,

integrating these multidisciplinary �ndings into cohesive domains of knowledge is

dif�cult to do intuitively or experimentally due to the complexity of the nervous

system and the vast amount of data collected (Nair et al. 2016). This is where

computational neuroscience techniques can help.

Spiking neuron fear network models

Fear memory and extinction networks are modelled using various approaches.

One of these approaches uses spiking neurons as the basis for the network. These

models can be subdivided into highly biophysical spiking neuron models employ-

ing a Hodgkin-Huxley (HH) formalism that accounts for various current contri-

butions towards action potential, and phenomenological integrate-and-�re (IAF)

models.

63
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Li et al. (2009) created a highly biophysical model of the amygdala consisting

of 8 pyramidal cells and 2 interneurons that could learn CS-US associations, high-

light key plasticity sites as well as the importance of NMDA receptors in extinction

learning. Pendyam et al. (2013) built on this model, creating a large biophysical

neuron network of the basal, lateral and central amygdala as well as the prelimbic

cortex of the medial prefrontal cortex. The model predicted neurotransmitter

involvement in the prelimbic cortex neuronal activity that has been veri�ed biolog-

ically. Fenton (2015) extended this model further by incorporating the infralimbic

cortex and simplifying the amygdala structure into BLA. The network was de-

signed to investigate the interactions between PL and IL, which are interconnected

amongst each other and with BLA. This network had two versions, with one being

fully biophysical, and the other mixed with biophysical BLA and phenomenological

mPFC, composed of excitatory and inhibitory Izhikevich neurons (Izhikevich 2003).

The model used NMDA inactivation as well as PL-IL connectivity inactivation to

investigate the validity of the network. While NMDA inactivation experiment gener-

ated results consistent with biological experiments in the fully biophysical version,

PL-IL inactivation aspects were captured by both biophysical and hybrid model

versions. In fact, Fenton (2015) highlighted that the hybrid model was much more

computationally ef�cient, with simulation taking hours as opposed to days.

These spiking neuron models created predictions that can be veri�ed with

in vivo research �ndings. However, none of the spiking neuron network models

accounted for brain areas beyond the amygdala and the medial prefrontal cortex. In

fact, spiking neuron models are yet to address the role of the ventral hippocampus

in fear memory and extinction.

The two areas of the medial prefrontal cortex have opposing roles in fear

memory and extinction. PL is involved in fear expression, whereas IL is involved

in extinction learning and retention (Vidal-Gonzalez et al. 2006, Sierra-Mercado

et al. 2011). VH is involved in both of these processes (Sierra-Mercado et al. 2011).

Therefore, modelling the ventral hippocampus beside the medial prefrontal cortex

and the amygdala might provide a better insight into the neurocircuitry underlying

fear learning and extinction.
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3.1.1 Modelling amygdala function

Several computational models of fear memory and extinction rely on the

amygdala undergoing a CS-US association before its neurons can be classi�ed

according to their activity and connected to the rest of the network. This is done

since inputs to the amygdala create neurons representing fear and extinction

traces that have area-speci�c projections, respectively. Such approaches were

used by Pendyam et al. (2013) and Fenton (2015). In contrast, Herry et al. (2008)

captured and de�ned the presence of three populations of neurons within the

basolateral amygdala that are recruited during fear conditioning and extinction

to represent fear, extinction and extinction resistant memory traces. Vlachos et al.

(2011) used a mean-�re rate as well as the integrate-and-�re neuron amygdala

models to verify that the recruitment of basolateral amygdala neurons into fear

and extinction subpopulations result from CS and US inputs and have a role in

encoding contextual speci�city of memory traces.

Interestingly, no fear conditioning and extinction network model has made

use of this �nding to bypass the CS-US association and neuronal classi�cation stage

before the amygdala could be connected to the rest of the network and drive its

activity. Modelling memory trace populations would not require simulation before

they are connected and could drive the rest of fear conditioning and extinction

network.

3.1.2 Aims and hypotheses

The model considered herein was based on the studies by Pendyam et al.

(2013) and Fenton (2015). It extends these works by an addition of the CA1 of the

ventral hippocampus to the network of the amygdala and the prelimbic as well

as infralimbic cortices of the medial prefrontal cortex. We used integrate-and-

�re Izhikevich units to represent the neurons at 1:200 scale interconnected with

glutamatergic NMDA and AMPA or inhibitory GABAergic synapses with calcium
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concentration-based synaptic learning. We investigated the role of the ventral

hippocampus (CA1) on fear learning and extinction by inactivating the area and

impeding its inputs on the prelimbic and infralimbic cortices. In addition, this

model tests the replacement of the canonical CS-US associating amygdala with

three subpopulations of the basolateral amygdala neurons representing fear, ex-

tinction and extinction-resistant memory traces.

Speci�cally, this fear memory neural network model addresses the following

3 aims:

1. Model the full network exclusively using Izhikevich IAF units to test if it can

broadly recreate biophysical network activity at a lower computational cost

(Fenton 2015).

2. Replace CS-US association learning in the basolateral amygdala by simulat-

ing the competitively recruited basal amygdala neuronal populations re�ect-

ing all three functionally distinct populations of BA neurons discovered by

Herry et al. (2008).

3. Extend the Fenton (2015) model framework, based on Pendyam et al. (2013)

and Li et al. (2009) work by adding VH (CA1) and test the impact of its inacti-

vation on the function of the prelimbic and infralimbic activity.

Our VH inactivation approach is compared against intact network as well as inacti-

vation of PL-IL connectivity seen in Fenton (2015). The activity of the prelimbic

and infralimbic cortices is monitored and serves as the indicator of the inactivation

effects. VH inactivation should be anxiolytic in nature. Therefore, the outcome of

VH inactivation is going to verify if the network model is suf�cient to reproduce

the effect seen in biology.

A secondary objective is to verify if modelling neuronal populations rep-

resenting fear, extinction and extinction-resistant memort traces is suf�cient to

reproduce the amygdala functionality seen in other models.
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3.2 M E T H O D S

3.2.1 Overview

The fear memory and extinction network model, shown in Figure 12, followed

the Fenton (2015) BLA-PL-IL model and extended it with the ventral hippocam-

pal (VH) CA1 area due to the increasing focus on its involvement in fear memory

processing. The BLA population in Fenton (2015) was replaced with three func-

tionally distinct subpopulations of BA neurons, representing fear, extinction and

extinction-resistant memory traces observed biologically by Herry et al. (2008).

Lastly, the model relied exclusively on Izhikevich neurons, as opposed to HH and

HH/Izhikevich hybrid model networks used by Fenton (2015), since this approach

has a very low computational cost.

VH was included to test the effect of its inactivation on the PL and IL activity,

and determine its anxiogenic or anxiolytic nature. Since PL activity is correlated

with fear expression and IL is involved in fear extinction learning, changes in their

activity following VH inactivation would predict anxiogenic and anxiolytic effect.

In addition to this, the Fenton (2015) PL-IL disconnection experiment was

conducted to compare the effects of VH inactivation against PL-IL disconnection

as well as to validate this model against previous models of fear memory and

extinction networks.

3.2.2 Basic components

Units

Izhikevich integrate-and-�re spiking unit models were used to model the

dynamics in the simulated network (Izhikevich 2003). The notation �x describes

differentiation with respect to time (i.e. dx
dt ). The two coupled differential equations,

governing the membrane potential, �V and the recovery, or adaptation, current �u ,
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Figure 12 – The framework of the full network. The model was composed of the
prelimbic, infralimbic cortices of the medial prefrontal cortex, the ventral hippocampal
CA1 area and the populations of basolateral amygdala neurons recruited into fear,
extinction and extinction-resistant traces.
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respectively, that describe the two dimensional dynamics of Izhikevich neuron at

v Ç vpeak are as follows:

C �V Æk(V ¡ Vr )(V ¡ Vt ) ¡ u Å I , (13)

�u Æa[b(V ¡ Vr ) ¡ u ], (14)

with reset conditions at v Ævpeak:

V Ã c when V È Vpeak, (15)

u Ã u Å d when V È Vpeak. (16)

In Eq 13, C is the membrane capacitance, k is the scaling factor, Vr and Vt

are resting and threshold potentials, respectively, u is the adaptation variable and

I is the input current. In Eq 14, u is the adaptation variable, a is the recovery time

constant, b is a constant describing the sensitivity to subthreshold oscillations

and determines if u is an amplifying ( b Ç 0) or a resonant ( b È 0) variable. When

the neuron �res it is reset according to Eqs 15 and 16, in which c is the reset

membrane potential and, d is the �nal outward current after spike value (for

details see Izhikevich (2007) p.273-319).

We used Izhikevich units to describe the spiking activity of the different popu-

lations of units within our framework that are involved in fear memory processing.

In general these were modelled to be a biologically plausible representation of the

neuronal dynamics seen within these areas during in vivo and ex vivo experiments.

The intrinsically bursting excitatory cell model is the main pyramidal cell in

the Pendyam et al. (2013) prelimbic area as well as Fenton (2015) prelimbic and

infralimbic areas. This is the most common pyramidal cell in the deep layers (V-VI)

of the rat prefrontal cortex (Yang et al. 1996, Durstewitz et al. 2000). In contrast, the

regular spiking cell is present in most of the layers of rat neocortex (II - VI) and is

the most common cell type encountered during in vivo intracellular recordings

(Connors & Gutnick 1990). Therefore, the regular spiking neuron model was chosen
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as the main pyramidal cell in the prelimbic and infralimbic areas, activity of which

can be seen in Figure 14a.

When it comes to inhibitory units, Kawaguchi & Kubota (1997) suggest that

the most common inhibitory neuron in the rat medial prefrontal cortex is the fast

spiking (FS) neuron. This type of inhibitory unit was used by both Pendyam et al.

(2013) and Fenton (2015) in their Hodgkin-Huxley unit models as the only type

of interneuron. However, FS dynamics switch between spiking and subthresh-

old oscillations when stimulated just above the threshold current and achieves

non-frequency adapting fast spiking with stronger inputs (Izhikevich 2007). As

seen in Figure 13, this irregular �ring at the lower frequency range cannot reliably

reproduce the �ring rates recorded during fear and working memory experiments,

respectively, by Sotres-Bayon et al. (2012) (15-35 Hz) or Fujisawa et al. (2008) (7-8

§ 8 Hz). This is an important drawback of FS interneurons, since our network is

(a) 8.5 Hz mean �re rate of FS interneuron
with 25 Hz Poisson input

(b) 26 Hz mean �re rate of FS interneuron
with 25 Hz Poisson input

Figure 13 – FS interneurons have no frequency adaptation. A 25 Hz Poisson input used
here cannot produce consistent low �ring rates. FS model used 20 �V Æ(V Å 55)(V Å
40)¡ u Å I , �u Æ0.2{U (V ) ¡ u}, if V Ê 25, then V Ã ¡ 45. U (V ) Æ0, when V Ç ¡ 55, and
U (V ) Æ0.0025(V Å 55)3, when V Ê ¡ 55. Parameters taken from Izhikevich (2007) p
299.

driven by fear, extinction and extinction-resistant memory trace sub-populations

of BLA, as opposed to CS-US association learning in BLA, which in turn produces

the said memory trace populations. The former approach provides us with the

ability to condense the fear memory paradigm into its main features by determin-

istically altering the activity of the three memory trace sub-populations, achieving
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the activity in the area seen at different stages of the fear memory paradigm in a

shorter time that with the latter method. This, in turn, allows us reduce the simula-

tion time provided we can reliably reproduce the basal neuronal activity reported

within the different areas of the network. Therefore, a more frequency adaptive

interneuron type should be considered. An alternative to FS interneuron is the

low-threshold spiking (LTS) interneuron, which electrophysiologically is similar

to FS, but lacks a fast potassium current, leading to frequency adaptation that is

not present in FS (Izhikevich 2007). In fact, the LTS neuron is a common type of

interneuron found in layer 5 of the mPFC besides FS (Bacci et al. 2005). The LTS

unit can reliably reproduce the reported inhibitory unit �ring rates in vivo within

the prelimbic and infralimbic cortices. Lastly, the LTS interneuron is similar to

the oriens-lacunosum moleculare (O-LM) interneuron found in the hippocampus

that is responsible for the generation of theta oscillations, a frequency band highly

implicated in fear memory circuitry and, in the ventral hippocampus, an accurate

predictor of an anxiogenic state (Vierling-Claassen et al. 2010, Gloveli et al. 2005,

Adhikari et al. 2010, Padilla-Coreano et al. 2016, Yeung et al. 2012). Thus, the LTS

neuron, shown in Figure 14b, was used exclusively as the inhibitory unit in our

model network Izhikevich (2007).

In order to re�ect the neuronal dynamics seen outside of neocortex, the

model made use of CA1 units (see Figures 15a and 15b). Izhikevich model parame-

ters for the hippocampal CA1 were constrained by Ferguson et al. (2014) from the

cellular properties of CA1 neurons obeserved during ex vivo studies of the rodent

hippocampal slicies, revealing two types of pyramidal cells – strongly and weakly

adapting. To elicit this property the cells required the replacement of the k scaling

constant used in regular pyramidal and LTS inhibitory units with two cases, k low

and khigh , to scale CA1 membrane potential below and at or beyond membrane

potential threshold, respectively:

k Æ

8
>><

>>:

k low if V Ç Vt ,

khigh if V Ê Vt .
(17)
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(a) Typical regular Izhikevich neuron (b) Typical LTS Izhikevich neuron

Figure 14 – Example of regular and LTS neuron activity. Top �gure shows voltage and
bottom �gure shows adaption variable evolution over 10 second simulation. Regular
unit simulation 150 �V Æ1.2(V Å 75)(V Å 42) ¡ u Å I , �u Æ0.015(V Å 75)¡ u , if V Ê 50,
then v Ã ¡ 56 and u Ã u Å 130. LTS neuron simulation 100 �V Æ(V Å 56)(V Å 42)¡ u Å I ,
�u Æ0.038(V Å 56)¡ u , if V Ê 40, then V Ã ¡ 53 and u Ã u Å 20. Regular unit received
¸ Æ525 Hz Poisson process input, whereas LTS unit received ¸ Æ120 Hz Poisson
process input via conductance-based synapses (described below).

The parameters for all of the units used in the model can be found in Table 2.

3.2.3 Synapses

The units in this model were interconnected with excitatory and inhibitory

synapses. Excitatory synapses were governed by NMDA and AMPA glutamatergic

ligand-gated ion channels, since glutamate is the main excitatory neurotransmitter

in the brain. Inhibitory synapses relied on GABA ligand-gated ion channels as

GABA is the most prominent inhibitory neurotransmitter. Since our model used

conductance-based synapses, the postsynaptic unit input current was a sum of

NMDA and AMPA cation currents, and GABA anion currents:

I ÆINMDA Å IAMPA Å IGABA, (18)

where INMDA was governed by:

INMDA Æ
X

GNMDA (t )s(V ) (V ¡ ENMDA ) , (19)
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(a) Typical CA1 Strongly-adapting Izhikevich
neuron

(b) Typical CA1 Weakly-adapting Izhikevich
neuron

Figure 15 – Example of strongly- and weakly- adapting CA1 Izhikevich neuron activity.
Top �gure shows voltage and bottom �gure shows adaption variable evolution over 10
second simulation. Strongly-adapting CA1 simulation 115 �V Æ(0.1(V Ç ¡ 57)Å (3.3(V Ê
¡ 57))(V Å 61.8)(V Å 57)¡ u Å I , �u Æ0.00123(V Å 61.8)¡ u , if V Ê 22.6, then V Ã ¡ 65.8
and u Ã u Å 10. Weakly-adapting CA1 simulation 300 �V Æ(0.5(V Ç ¡ 57)Å (3.3(V Ê
¡ 57))(V Å 61.8)(V Å 57)¡ u Å I , �u Æ0.0013(V Å 61.8)¡ u , if V Ê 22.6, then V Ã ¡ 65.8
and u Ã u Å 5. Both strongly- and weakly-adapting CA1 neurons received ¸ Æ20 Hz
Poisson process input via conductance-based synapses (descibed below).

Parameter Regular LTS CA1 strong CA1 weak

C (pF) 150 100 115 300

a (kHz) 0.01 0.03 0.0012 0.001

b (pA/mV) 5 8 3

c (mV) -56 -53 -65.8

d (pA) 130 20 10 5

k (nS/mV) 1.2 1 – –

k low (nS/mV) – – 0.1 0.5

khigh (nS/mV) – – 3.3 3.3

Vreset (mV) -75 -56 -61.8

Vthreshold (mV) -45 -42 -57

Vpeak (mV) 50 40 22.6

Reference Izhikevich (2007) Ferguson et al. (2014)

Table 2 – Parameters for four types of units used in the model.



3.2 M E T H O D S 74

and underwent a voltage-dependent magnesium block, s(V ):

s(V ) Æ
1.50265

1Å 0.33exp
¡ V

16mV

¢. (20)

In Eq 19,
P

gNMDA is the sum of NMDA conductances to the target unit, V is the

post-synaptic neuron membrane potential and ENMDA is the revesal potential of

the NMDA current. IAMPA and IGABA currents in Eq 18, were governed by:

IAMPA Æ
X

GAMPA(t ) (V ¡ EAMPA) , (21)

IGABA Æ
X

GGABA(t ) (V ¡ EGABA) . (22)

AMPA-dependent currents in Eq 21 and GABA-dependent currents in Eq 22 were a

sum of their respective conductances,
P

GAMPA and
P

GGABA, due to presynaptic

neuron activity, with their currents and direction regulated only by the postsynaptic

neuron membrane potential difference from the respective reversal potential for

each current (i.e. EAMPA and EGABA) as seen in V ¡ EAMPA and V ¡ EGABA terms in

Eqs 21 and 22, respectively.

Conductance

Conductance by the 3 neurotransmitters was governed by the following

equations:

�G Æ
Áh ¡ G

¿decay
, (23)

Á Æ
µ

¿rise

¿decay

¶ ¿decay
¿rise¡ ¿decay

, (24)

�h Æ ¡
h

¿rise
Å ŵGmax±(t0 Å ¿syn ¡ t ). (25)

Where ±(t0 Å ¿syn ¡ t ) is a delta function, i.e.:

±(t0 Å ¿syn ¡ t ) Æ

8
>><

>>:

0 if t0 Å ¿syn ¡ t 6Æ0,

1 if t0 Å ¿syn ¡ t Æ0.
(26)
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This is equivalent to dual exponential conductance dynamics used by Durstewitz

et al. (2000), Li et al. (2009), Pendyam et al. (2013) and Fenton (2015). For detailed

overview see Roth & van Rossum (2009).

In Eqs 23 – 26 the �ring of the presynaptic neuron at time t0 results in a neu-

rotransmitter release, that after a synapse-speci�c delay, ¿syn, causes the conduc-

tance to rise exponentially over a time scale, ¿rise, resulting in a peak conductance

that is a product of synaptic weight, ŵ , and the maximal conductance for that

neurotransmitter, Gmax, which in turn decays exponentially over the time scale set

by ¿decay.

Parameters and constants describing the conductance of each neurotrans-

mitter were used by Pendyam et al. (2013) and have been derived from electrophys-

iological experiments. The values for them can be found in Table 3. An example

simulation of conductance dynamics for each neurotransmitter after a single spike

of a pre-synaptic neuron can be seen in Figure 16.

Parameter NMDA AMPA GABA

E (V) 0 0 -75

ŵ w0 w(t) w(t)

¿rise (ms) 12.7 0.55 0.25

¿decay (ms) 126 2.2 3.75

Gmax (nS) 0.5 1 0.6

Table 3 – Synaptic conductance parameters. Taken from Pendyam et al. (2013). The
synaptic weight governing peak conductance is constant for NMDA and equivalent to
the initial synaptic weight for speci�c synapse (i.e. w0), whereas it is plastic for both
AMPA and GABA (i.e. w t ).
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(a) AMPA (b) NMDA (c) GABA

Figure 16 – Biexponential conductance of excitatory glutamatergic AMPA- and NMDA-gated ion channels, as well as inhibitory GABA-gated ion

channel. The conductance was modelled with biexponential conductance dynamics �G ÆÁh¡ G
¿decay

, Á Æ
³

¿rise
¿decay

´ ¿decay
¿rise¡ ¿decay and �h Æ ¡ h

¿rise
Å ŵGmax±(t0 Å

¿syn ¡ t ). AMPA parameters were ¿rise Æ0.55 ms, ¿decay Æ2.2 ms and Gmax Æ1 nS. NMDA parameters were ¿rise Æ12.7 ms, ¿decay Æ126 ms and
Gmax Æ0.5 nS. GABAA parameters were ¿rise Æ0.25 ms, ¿decay Æ3.75 ms and Gmax Æ0.6 nS.ŵ was �xed at 1, and ¿syn Æ0 for this example.
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Plasticity

The bidirectional plasticity of synaptic weights in the model followed Heb-

bian learning and the calcium-control hypothesis (Bear et al. 1987, Lisman 1989,

Shouval et al. 2002a,b). The calcium-control hypothesis states that concentration

of calcium in the post-synaptic neuron determines the directionality of plasticity.

Speci�cally, when resting intracellular concentration of calcium is very low, a large

in�ux of Ca 2+ triggers a signalling cascade leading to a long-term potentiation (LTP)

of synapse, or an increase in synaptic weight. Conversely, a moderate in�ux of

calcium leads to long-term depression (LTD), reducing the weight of the synapse.

Intracellular calcium concentration was governed by the following differential

equation:

�[Ca2Å ] Æ ¡ f
ICa2Å

zFVspine
Å

[Ca2Å ]rest ¡ [Ca2Å ]

¿Ca2Å
, (27)

where f is the scaling factor for Ca 2+ in�ux, ICa2Å is the inward Ca 2+ current, z is

the valence of the Ca 2+ ion, F is the Faraday constant, Vspine is the volume of spinal

dendrite, [Ca2Å ]rest is the resting concentration of Ca 2+ and ¿Ca2Å is the calcium

removal constant.

The intracellular calcium concentration governed by Eq 27 changed the weight of

a synapse following a biophysical Hebbian plasticity rule in the following way:

�w Æ´
¡
[Ca2Å ]

¢¡
¸ rise­

¡
[Ca2Å ]

¢
¡ ¸ decayw

¢
, (28)

where, ´ ([Ca2Å ] is the calcium-dependent learning rate, ¸ rise is the scaling constant,

­ ([Ca2Å ] is the two-threshold function underpinning calcium-control hypothesis

and ¸ decay is a decay constant.

The ´ ([Ca2Å ] and ­ ([Ca2Å ] functions were governed by the following equations:

´ Æ

8
>><

>>:

1
1Åexp13(¡ [Ca2Å ])Å5.5 if [Ca2Å ] Ç 0.389,

1
1.25Åexp(9.2(¡ [Ca2Å ])Å4)¡ 0.2 if [Ca2Å ] Ê 0.389.

(29)
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­ Æ

8
>>>>>><

>>>>>>:

0 if [Ca2Å ] É µd ,

®
³
[Ca2Å ] ¡

µp Åµd

2

´4
¡ 0.1 if µd Ç [Ca2Å ] Ç µp ,

1.2
1Åexp(¡ 35(¡ µp ¡ 0.045))¡ 0.2 if [Ca2Å ] Ê µp .

(30)

The two threshold function in Eq 30 uses potentiation, µp , and depression, µd

thresholds that are synapse-speci�c (Shouval et al. 2002a,b, Li et al. 2009, Vlachos

et al. 2011). The ® scaling parameter in Eq 30 ensures that µp and µd represent

potentiation and depression boundaries, respectively. The parameter values can

be found in Table 4 and simulation of weight-governing functions is shown in

Figure 17.

(a) ´ – Ca2Å-dependent learning rate (b) ­ – two-threshold function

Figure 17 – ´ and ­ function example. ´ is governed by Equation 29, whereas ­ is
governed by Equation 30. In this example the µd and µp are 0.35 and 0.45, respectively.

The in�ux of calcium in Eq 27 is dependent on the synapse type. This is

highlighted by the difference of neurotransmitter-gated channel contribution to

ICa2Å . Since both AMPA and NMDA are non-selective cation channels, they can

directly conduct calcium. Excitatory projections onto excitatory units relied only

on NMDA channels for ICa2Å current generation, i.e:

ICa2Å ÆI NMDA
Ca2Å , (31)

I NMDA
Ca2Å ÆP0wGNMDA s(V )

¡
V ¡ ECa2Å

¢
, (32)

where P0 is the fraction of the total current that is calcium current, w is the ini-

tial weight of the synapse, GNMDA is the NMDA conductance, s(V ) is the voltage-
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dependent magnesium block seen in Eq 20, V is the post-synaptic neuron mem-

brane potential and ECa2Å is the calcium current reversal potential.

Excitatory projections onto inhibitory units had both NMDA, described in

Eq 32, and AMPA contributions to the ICa2Å current generation:

ICa2Å ÆI NMDA
Ca2Å Å I AMPA

Ca2Å , (33)

I AMPA
Ca2Å ÆP0w0GAMPA

¡
V ¡ ECa2Å

¢
. (34)

Inhibitory projections onto excitatory units, on the other hand, relied solely on

GABA input for ICa2Å current:

ICa2Å ÆI GABA
Ca2Å , (35)

I GABA
Ca2Å ÆP0w (t )GGABA

¡
V ¡ ECa2Å

¢
. (36)

In Eqs 34 and 36, the P0 parameter represents the fraction of the total current

of a neurotransmitter that is calcium current. In Eq 34, w0 is the intial weight

for that synapse, GAMPA is the AMPA conductance, V is the post-synaptic neuron

membrane potential and ECa2Å is the calcium current reversal potential. In Eq 36,

unlike Eqs 32 or 34, calcium in�ux is frequency (i.e. w (t )) dependent, since GABA

channel is anion-speci�c and does not conduct calcium cations. GGABA is the GABA

conductance, V is the post-synaptic neuron membrane potential and ECa2Å is the

calcium current reversal potential. All of these modelling choices are following

Pendyam et al. (2013) and Fenton (2015) work. Parameters for these equations can

be found in Table 4.

3.2.4 Populations

PL and IL populations

PL and IL are key areas of fear memory processing involved in its expression,

or extinction, respectively. These were recreated following Pendyam et al. (2013)

and Fenton (2015). The two adjacent areas of the rodent mPFC were constructed
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Parameter Value

f 20

z 2

F1 (As) 96485.332

Vspine
1 (m3) 4.1876¤ 10¡ 18

[Ca2Å ]rest
1 (¹ M) 0.05

¿syn
1 (ms) 50

ECa2Å (mV) 120

P0 (NMDA) 0.015

P0 (AMPA) 0.001

P0 (GABA) 0.15

Table 4 – Universal plasticity constants. Parameters taken from Pendyam et al. (2013),
with the exception of Vspine , f and P0 for GABA. We assumed that a dendritic spine is a
sphere with a diameter of 2 ¹ m, which required to adjust the f parameter to generate
plasticity within our network, whereas, P0 for GABA was scaled up to account for the
lack of ICa dynamics seen in Pendyam et al. (2013) HH model.

in a similar manner, with both IL and PL subdivided into layer 2 and layer 5 pop-

ulations (Gabbott et al. 2005). Regular spiking cells represented excitatory units,

whereas LTS represented the inhibitory units. The populations were modelled

at a 1:200 scale, with PL2, PL5 and IL5 having approximately 1-to-4 excitatory to

inhibitory ratio, whereas IL2 had a 1-to-10 excitatory to inhibitory ratio, based on

the reported levels of neurons histologically (Gabbott et al. 2005, see Table 5).

Each of the PL and IL population layers had their excitatory units interconnected

with each unit projecting to four other excitatory units (Fujisawa et al. 2008, see

Table 7). Within each layer of PL and IL populations a random 20% of excitatory

units projected onto inhibitory units, with one presynaptic neuron projecting to

four post-synaptic neurons (Durstewitz & Gabriel 2007, see Table 7). Since the

focus was on the excitatory population dynamics in the network, it was important

to retain biologically plausible inhibitory input similar to the full scale network.

Therefore, it was assumed that all of the inhibitory units project to four random

1 These parameters were used without their respective units in the present model (i.e. dimensionless).
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excitatory units (see Table 7). To further ensure the preservation of the inhibitory

tone in the network excitatory to inhibitory (E-to-I) and inhibitory to excitatory

(I-to-E) synapses had larger weights compared to the excitatory to excitatory (E-to-

E) synapses (see Table 6). There were no inhibitory to inhibitory synapses in the

network. Figures 18 – 25 show individual simulations of each population activity

under basal conditions to visualise the neuronal and synaptic dynamics within

PL2, PL5, IL2 and IL5, respectively.
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(a) Excitatory raster (b) Inhibitory raster

(c) Excitatory synchrony (d) Inhibitory synchrony

(e) Excitatory population rate (f) Inhibitory population rate

Figure 18 – PL2 population neuronal dynamics. The population was modelled at
1:200 ratio with 320 regular excitatory and 80 inhibitory LTS neurons (Gabbott et al.
2005). All excitatory neurons projected to each other with a fanout of 4. A random
20% of excitatory neurons projected to inhibitory neurons with a fanout of 4. All of the
inhibitory neurons projected to excitatory neurons with a fanout of 4. Excitatory units
were driven by 480 Hz Poisson input and inhibitory units received 60 Hz Poisson input
to recreate the excitatory unit �ring rate seen biologically. The synchrony measure
was calculated using the method outlined in Golomb (2007). The synchrony was
inversely proportional to the population size, where the larger excitatory population
had an extremely low synchrony, compared to the very low synchrony of the smaller,
inhibitory population. The mean population �ring rates are presented as mean § SD.
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(a) E-to-E weight (b) E-to-I weight (c) I-to-E weight

(d) E-to-E Ca2Å evolution (e) E-to-I Ca 2Å evolution (f) I-to-E Ca 2Å evolution

Figure 19 – PL2 population synaptic dynamics. The population was modelled at 1:200 ratio with 320 regular excitatory and 80 inhibitory LTS
neurons (Gabbott et al. 2005). All excitatory neurons projected to each other with a fanout of 4. A random 20% of excitatory neurons projected to
inhibitory neurons with a fanout of 4. All of the inhibitory neurons projected to excitatory neurons with a fanout of 4. Excitatory units were driven
by 480 Hz Poisson input and inhibitory units received 60 Hz Poisson input to recreate the excitatory unit �ring rate seen biologically.
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(a) Excitatory raster (b) Inhibitory raster

(c) Excitatory synchrony (d) Inhibitory synchrony

(e) Excitatory population rate (f) Inhibitory population rate

Figure 20 – PL5 population neuronal dynamics. The population was modelled at
1:200 ratio with 160 regular excitatory and 40 inhibitory LTS neurons (Gabbott et al.
2005). All excitatory neurons projected to each other with a fanout of 4. A random
20% of excitatory neurons projected to inhibitory neurons with a fanout of 4. All of the
inhibitory neurons projected to excitatory neurons with a fanout of 4. Excitatory units
were driven by 480 Hz Poisson input and inhibitory units received 60 Hz Poisson input
to recreate the excitatory unit �ring rate seen biologically. The synchrony measure was
calculated using the method outlined in Golomb (2007). The synchrony was inversely
proportional to the population size, where the larger excitatory population had an
extremely low synchrony, compared to the low synchrony of the smaller, inhibitory
population. The mean population �ring rates are presented as mean § SD.
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(a) E-to-E weight (b) E-to-I weight (c) I-to-E weight

(d) E-to-E Ca2Å evolution (e) E-to-I Ca 2Å evolution (f) I-to-E Ca 2Å evolution

Figure 21 – PL5 population synaptic dynamics. The population was modelled at 1:200 ratio with 160 regular excitatory and 40 inhibitory LTS
neurons (Gabbott et al. 2005). All excitatory neurons projected to each other with a fanout of 4. A random 20% of excitatory neurons projected to
inhibitory neurons with a fanout of 4. All of the inhibitory neurons projected to excitatory neurons with a fanout of 4. Excitatory units were driven
by 480 Hz Poisson input and inhibitory units received 60 Hz Poisson input to recreate the excitatory unit �ring rate seen biologically.
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