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Abstract

Dense ocean currents play a role in controlling the global climate through the ocean

conveyor belt. These currents are found to be heavily impacted by the tidal motion, as

the sources of these currents are often located at geographical areas of high tidal activities

around the Earth. A streamtube model is used to describe these currents by studying the

properties of these flows in both space and time domains, as the currents propagate down-

stream. The study found that in the presence of a background stratification the steady

state streamtube experiences oscillatory behaviour which is modulated by the Coriolis

parameter, the buoyancy frequency of the ambient, as well as the drag and entrainment

coefficients of the current.

The results also show that the behaviour of unsteady dense currents can not be predicted

using the same approaches used to model steady state dense currents and that a new

unsteady system is required. The new model shows the presence of unsteady waves in

time dependent dense currents. The unsteady waves are found to depend on the frequency

and the amplitude of the temporal changes at the source of the current, with higher

frequencies and amplitudes giving stronger waves. The waves are found to be modulated

by the state variables and parameters, as well as the strength of the background ambient

stratification.
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Chapter 1

Introduction

1.1 Overview

The global ocean waters are in continuous circulation around the Earth in a combination

of individual currents, operating in a similar fashion to a conveyor belt. These currents

have a direct effect on the Earth’s climate, making them an important factor to consider

when analysing climate change [Broecker et al., 1991]. At high latitudes, waters are cooled

down due to the low atmospheric temperatures and/or sea ice formation. This process

increases the waters’ density. Furthermore, in the case of ice formation, the rejection

of brine from the ice adds to the increase of the cold water density, as salinity is the

dominant driver of the density increase (Cenedese and Adduce [2008]; Holland [2011]).

This density increase causes the newly formed cold waters to travel in currents sinking

down due to gravity; these currents are called dense currents. The cold water is replaced

with less dense warmer waters arriving from warmer climates in the form of shallower

currents [Foster and Carmack, 1976].

Figure 1.1 shows a schematic of the ocean conveyor belt. This was first introduced by

1



Broecker et al. [1991], whose work essentially cemented the role of the conveyor belt as

an agent of climate change. This circulation is also known as the ocean’s Thermohaline

circulation, due to the fact that it is driven primarily by density differences arising from

different salt and heat content of the currents in comparison to the ambient surround-

ings that these currents travel through [Lozier, 2010]. The four yellow circles shown in

Figure 1.1, in the North Atlantic, the Ross Sea and the Weddell Sea off Antarctica, are

examples of areas in the ocean that act as cooling regions for the conveyor belt. The

warm surface currents, shown in red, transport waters poleward towards these regions,

before the waters recirculate at depth and head back equatorward [Shepard et al., 1939].

The purple currents represent waters that travel across an ocean/sea bottom and are

known as “bottom currents”, whereas blue currents represent waters that do not descend

to the ocean bottom, but interleave at their level of neutral buoyancy and are know as

“intermediate currents” [Ollitrault et al., 2006].

Ross Sea
Weddell Sea

Figure 1.1: Schematic of the ocean conveyor belt as shown in Rahmstorf [2002]. The orange represents warm shallow
currents, whereas the the cold, deep currents are represented in blue, with the arrows indicating the direction of flow.

Focusing on the Southern Hemisphere, Figure 1.2 shows a three-dimensional inter-basin

flow schematic for the ocean water circulation, displaying the main active currents in the
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three oceans in the Southern Hemisphere.

The figure contains a qualitative summary of the currents present in the indicated oceans

and the key horizontal connections between these oceans, while illustrating the driving

force behind these currents being the presence of the cold dense currents off Antarc-

tica [Schmitz, 1996]. It can be seen that the currents descending down the oceans are

concentrated at two main points, the first of which is off Antarctica, where we find the

Circumpolar Deep Water current (CDW), which feeds into the Antarctic Intermediate

Water (AAIW) and the Antarctic Bottom Water (AABW). The second region is found

north of the equator, indicated here with the North Atlantic Deep Water (NADW) in

green, and the Labrador Sea Water (LSW) in red.

Figure 1.2: A three-dimensional schematic showing the major currents present in the southern hemisphere ocean
circulations [Schmitz, 1996].

The fundamental dynamics of dense gravity currents have been studied for decades, with
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researchers providing both experimental and mathematical models in order to help un-

derstand the complexity of such systems [Holland, 2011]. Recent observations have shown

that tides play an important role in the behaviour and physics of these ocean currents

(Whitworth and Orsi [2006]; Muench et al. [2009]; Padman et al. [2009]; Wang et al.

[2010]).

Holland [2011] showed that the tidal impact on these currents that drive the polar water

flows can be divided into three categories:

1. Redirecting the flow of the dense water as the tide affects the current’s path;

2. Affecting the dynamics of the flow as the tidal excursion produces a ‘pulsed source’

of dense water;

3. Adding variable mixing to the plume, due to the oscillating tidal shear at the

interface between the dense plume water and the ambient water surrounding it

and/or at the seabed.

Holland [2011] investigated a current with a fixed path, and studied the other two cat-

egories. He concluded that the pulsed source case which affects the supply of dense

water to the current is responsible for the hydrographic variability of the downstream

behaviour, rather than variation in the current mixing. This study will look into currents

that experience path oscillations as well as pulsed sources.

All four yellow circles in Figure 1.1, which represent the main sources of the dense currents

in the ocean conveyor belt, are located in very active tidal regions, as can be seen in

Figure 1.3. Looking at the two regions in the Southern Hemisphere in Figure 1.1, which

are the Ross Sea and the Weddell Sea off the coast of Antarctica, we find out that the

dense currents there are created due to ice formation. The tides affect the currents’

sources and make them act in a pulsing manner [Holland, 2011].
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As the positioning of the Moon and Sun changes with respect to the Earth, the grav-

itational attraction on the sea water of the rotating Earth changes. Hence, the tidal

behaviour of the sea differs at different phases of the Moon. During the full and new

Moons, where the Sun acts in conjunction with the Moon, the tides are at their maxi-

mum oscillation amplitude and are know as ‘spring’ tides. On the other hand, when the

Moon goes through the first and third quarters, acting in opposition to the Sun, the tides

in action are known as ‘neap’ tides [Visser, 1980].

In the neap tides phases, the dense currents behave in a relatively steady manner, as the

tidal velocity is very small in comparison with the dense current velocity (Gordon et al.

[2004]; Whitworth and Orsi [2006]; Gordon et al. [2009]; Muench et al. [2009]; Padman

et al. [2009]; Wang et al. [2010]). They can be modelled mathematically using models such

as that of Smith [1975], which the unsteady system in this study will be based on and will

be explained in detail in section 2.3. More importantly, during the spring tides, the tides

cause the currents’ paths to be considerably changed, making the steady-state models

insufficient in predicting the behaviour of the downstream path (Smith [1975], Erofeeva

et al. [2005]; Padman et al. [2009]; Holland [2011]). Taking the Ross Sea as an example,

spring tides can reach velocities of up to 1 m s−1, displacing the current source back and

forth by about 20 km (Whitworth and Orsi [2006]; Padman et al. [2009]; Wang et al.

[2010]). This process causes the the source of the current to behave in a pulsing manner,

making the downstream current behaviour both time- and space-dependent [Holland,

2011].

5



Figure 1.3: Schematic of global maximum tidal speed. The units on the right are in m s−1, (Holland [2010]; COAS)

Figure 1.3 shows a large distribution in tidal activity across the global ocean water bodies.

In regions of high tidal activities, tide speeds can reach up to 2 m s−1, whereas in other

regions, tides can be nearly non-existent, with tide speeds of 0.01 m s−1. This further

illustrates the importance of including the effects of these tidal activities on the dense

ocean currents under investigation. As new discoveries are made regarding the dynamics

of these currents, such as the effects of tidal motion on them, existing models are adapted

accordingly. However, a full model for all global ocean currents is yet to be established.

Figure 1.4 gives a more detailed account of the maximum tidal current speed at the Ross

Sea outflow off Antarctica, focusing on the area where the bottom left yellow circle is in

Figure 1.1. Here the tide speeds can be as high as 1 m s−1. With such complexity present,

this study will focus on the dense currents driving these ocean currents, hence, the ocean

conveyor belt, and what effects source time-dependency have on them. It is important

to examine what generates these dense currents, and how they initially interact with the
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ambient fluids in the oceans surrounding them.

Figure 1.4: Maximum tidal current speed at the Ross Sea outflow [Padman et al., 2009].

1.2 The formation of dense currents

All global water bodies, including oceans, estuaries, and nearly all lakes and reservoirs

that receive water from a river, have dense deep or bottom currents [Bo Pedersen, 1980].

As well as rivers, global oceans are filled with dense deep and bottom currents formed at

the poles [Holland et al., 2014].

For oceans specifically, there are at least 61 known examples of dense currents around

the world, with most of them resulting from the formation of dense water on a shelf

(Ivanov et al. [2004]; Vilibić and Supić [2005]). The formation process and the descent

of these dense water currents can happen for a number of reasons. Baines and Condie

[1998] explained the stages of the formation of cold saline dense waters in the presence
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of sea ice. The formation of these waters starts with the creation of dense water through

convective processes due to surface cooling and rejection of brine from ice formation. The

second stage involves the newly formed water mass spreading across the continental shelf

(Figure 1.5) producing a boundary front at or near the shelf-break [Kuo, 1998]. The

second stage is followed by a final third stage involving the geostrophic flow being steered

down the slope by topographic features, or by gravity and friction, while experiencing the

effect of Coriolis directing it across the slope. Figures 1.5 and 1.6 give a simple overview

of the process that cold saline dense waters go through.

Sea ice

Continental shelf

Ocean surface

Cold dense water

Continental slope

Cold deep/bottom current

Warm surface current

AntarcticaShelf break

Brine rejection

Figure 1.5: Schematic of ocean outflow near the Ross sea, showing the formation of the cold water, travelling down
the continental slope, and being replaced with warmer less dense surface water.

In warm climates, conversely, Baringer and Price [1997] investigated the momentum and

energy balance of the Mediterranean outflow, where the formation of dense waters was

found to be caused by the intense evaporation of sea water.

The latter of the two formation mechanisms of dense currents occurs under warm con-

ditions, whereas the first mechanism takes place under cold conditions. However, both

mechanisms lead to a dense current travelling down towards the ocean bottom through

a less dense ambient surrounding.

This study will focus on the behaviour of dense currents, without paying specific attention
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to how the dense mass of water was generated. The model developed herein can be applied

to any flow of a time-dependent bottom dense current in a rotating system.

Figure 1.6: Physical processes that act upon dense currents as they travel down the continental slope through the
ambient surroundings [Legg et al., 2009].

Once the dense waters are formed, they fill the sea above the continental shelf, generating

a density front at the shelf break that forms the source of the dense down-slope flow

(Shapiro and Hill [1997, 2003]; Jacobs [1991]; Borenäs et al. [2002]; Heggelund et al.

[2004]; Wåhlin [2002, 2004]; Vilibić and Supić [2005]; Holland [2011]). The currents flow

down the continental slope through the ambient surrounding and go through geostrophic

adjustment as the buoyancy force driven by the density difference between the current

and the ambient, is balanced by Coriolis due to the Earth’s rotation, and the current is

diverted to flow along the continental slope.

While the current is travelling through the ambient, it experiences a number of physical

processes. The model developed herein will be ideal for a flat continental slope with no

geographical narrow channels directing the current and affecting its transport and mixing
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with the ambient. In the presence of a narrow channel, the transport and mixing of the

dense fluid is affected by the physical boundary of the channel, and mathematical models

need to be adjusted to account for this [Girton et al., 2006]. As the dense water current

descends down the continental slope, it experiences an adjustment in the velocity profile

that is dependent on the density anomaly between the current and the ambient, and is also

affected by the current’s initial velocity leaving the shelf break [Gordon et al., 2004]. In

addition to the friction processes at the ocean bed, the differences in velocities between

the dense current and the ambient leads to shear instability (Figure 1.6), resulting in

mixing between the two fluid bodies and entrainment from the ambient into the dense

current [Ellison and Turner, 1959].

The amount of entrained fluid from the ambient into the current is a function of the cur-

rent’s mean velocity and density anomalies between the current and the ambient [Morton

et al., 1956]. The current will continue to entrain fluid from the ambient, decreasing its

mean density, and in the absence of a background density stratification the current will

flow all the way to the sea bed where it will form a bottom current. In the case where

a background stratification is present, and the current entrains enough ambient fluid to

decrease its density to match that of the ambient, the current will level off at its neu-

tral buoyancy level and spread into the ocean interior [Legg et al., 2006]. During these

processes, the current will experience the effect of the Coriolis force and will be directed

across the continental slope [Smith, 1975]. The final location of the current path will be

highly influenced by the density of the ambient fluid surrounding the current. Hence, the

final position of the current will depend on the strength of the ambient stratification, as

well as on the strength of the Coriolis parameter acting upon the current. This study will

look at these two forces and how they affect the current with both steady and unsteady

source conditions.

These bottom currents play a crucial role for ecological life by being a source of oxygen,
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affecting the piscatorial life in the oceans [Bo Pedersen, 1980]. Deep currents do not only

play a role in the composition of the bottom waters, but the global ocean circulation

pattern is driven by these currents, which in turn is responsible for the global climate

[Cooper, 1955]. In addition, the transportation of sediments and formation of the sea

bed topography in the oceans is affected by the behaviour of the dense bottom ocean

currents, further affecting ecological life [Biscaye, 1965]. This cements the importance of

correctly modelling these currents, and finding the extent of the effects that tidal motion

has on them. In order to achieve this, a mathematical model will be developed, building

on previously established models and adapting them to account for tidal affects on the

dense currents.

1.3 Using a top-hat streamtube model as a coherent

structure to describe dense currents

Streamtube concepts have been used extensively in modelling flow patterns in two-

dimensional domains [Bear, 2013]. Using a streamtube model to describe a current

flow enables us to determine the important scales of motion, and to demonstrate the

gross interaction between turbulent entrainment, bottom friction, and stratification of

the ambient density field [Smith, 1975]. The currents under investigation are of tur-

bulent behaviour. However, by using ensemble averaging, turbulent structures form a

coherent structure, where a streamtube approximation could be used in order to obtain a

theoretical model [Holmes et al., 1998]. One of the main assumptions adopted by Smith

[1975] is that the current has a top-hat profile, where the fluid is assumed to have the

same characteristics in the cross-sectional (normal to the mean flow) direction. This is a

widely used approach when modelling water currents and other fluid flows (Morton et al.
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[1956],Davidson [1986], Scase and Hewitt [2012]). This means that as the current entrains

fluid with a different density from the ambient surroundings, the full cross-sectional area

is affected instantaneously. In addition, the top-hat approach assumes that the current

is symmetric about a centre axis or plane.

1.4 Gravity and inertial waves

Due to planetary rotation and density stratification in global ocean bodies, highly anisotropic

flow structures with quasi-horizontal velocity fields tend to be produced. The turbulence

dynamics under these two effects is still not fully understood [Praud et al., 2006].

In the case of a stratified fluid, without rotation, a finite column will experience a force

tangential to the stratification if it was to be moved from its position, in a direction

that is not normal to the stratification. The cause of this forcing is buoyancy; hence,

if the column of fluid is moved down into a denser ambient surrounding, the fluid will

experience a negative buoyancy force with an upward directional component. Regardless

of the initial displacement, the column will try to return to its original location, but due

to inertia it will overshoot, causing the buoyancy force to change direction. The column

will keep oscillating about its neutral density position (assuming there is no mixing) at

the buoyancy frequency of the fluid, also known as the Brunt-Väisälä frequency [Lighthill,

2001]. In the presence of drag and friction, the column oscillation will be dampened down

eventually [Pedlosky, 2013]. Waves that are generated due to this mechanism are known

as gravity waves [Lighthill, 2001].

The buoyancy frequency N is dependent on gravitational acceleration g, the displaced

fluid density ρ, local vertical displacement dz, and the density anomaly (the density
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difference between the displaced fluid and the ambient) dρ. It is defined as:

(N) =

√
−g
ρ

dρ

dz
(1.1)

noting that dρ
dz

is the stratification rate of the fluid.

In a rotating fluid body, a small disturbance to the uniformly rotating fluid can propagate

through the fluid as wave motions, as the presence of the Coriolis force bends the fluid

particles’ trajectory. These waves are known as inertial waves (Bjerknes et al. [1934],

Phillips [1963]). Inertial waves are ever present in global oceans, where they are respon-

sible for a substantial part of the dynamics and mixing in the interior of the supporting

medium (Ogilvie and Lin [2004]); Wunsch and Ferrari [2004]; and Rabitti and Maas

[2013]).

In the case of a stratified fluid, where the stratification is built by means of vertical density

changes, the waves are referred to as ‘internal (gravity)’ waves, and despite immense

interest in internal waves, their nature in confined domains is still largely unknown due

to a variety of difficulties that undermine the study of their oscillations [Rabitti and

Maas, 2013].

Rotating flows are characterised by a number of parameters, the most important of which

are the Rossby number Ro= u′/(2Ωl) and the Reynolds number Re= u′l/v, where u’ is

a velocity scale associated with an integral length scale of turbulence l, and v is the

kinematic viscosity of the fluid.

Depending on the values of both the Rossby and Reynolds numbers, different regimes

would exist in the flow. Figure 1.7, originally (Fig.1) in Godeferd and Moisy [2015],

illustrates these regimes in terms of the two parameters. Inertial waves are found to

dominate flows that have a low Reynolds number with a vanishing Rossby number.
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Figure 1.7: Schematic showing different regimes of rotating turbulence in Rossby-Reynolds parametric plane [Godeferd
and Moisy, 2015].

Inertial ‘internal’ waves have also been observed in cases of internal tides, where the tidal

motion causes the waves to propagate along the ocean’s internal stratification [Alford,

2003]. The breaking of such waves contributes significantly to ocean mixing, affecting

marine productivity and global climate. The energy released during the breaking of

these waves is thought to fuel the turbulence required to upwell the warm waters in the

oceans’ Thermohaline circulation [Alford, 2003]. Holland et al. [2014] showed that the

breaking of internal waves in a dense current that is generated from a pulsed source can

happen at a geophysically relevant distance down-stream. It was shown that the distance

at which the waves break is closer to the source for higher amplitude and shorter period

perturbations. The nature of these waves in rotating flows remains unclear.

With the presence of a background ambient density stratification, the rotating dense

current experiences internal waves that appear on the interface between the current and

the ambient. The nature of these waves has been of immense research interest due to the

effects the waves have on enhancing the mixing between the current and the ambient,

hence, affecting the current’s propagation (Sutherland et al. [2004]; Ezer [2006]; Wåhlin

and Cenedese [2006]; Wells [2007]; Cenedese and Adduce [2008]). The mixing dynamics

of the dense currents have been studied both numerically using ocean models (Jiang and

Garwood Jr [1996]; Jungclaus et al. [2001]; Käse et al. [2003]; Ezer [2005]; Özgökmen et al.
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[2006]; Legg et al. [2006]; Xu et al. [2006]), and experimentally (Cenedese et al. [2004];

Cenedese and Adduce [2008]). Both the numerical and experimental approaches focused

on the mixing features of the current, where the three dimensional structure of the current

propagation were of interest. Jiang and Garwood Jr [1996], and Jungclaus et al. [2001],

found that the dense current becomes unstable dynamically, and breaks into smaller

sub-currents due to the baroclinic instability and bottom friction deforming the current.

However, under the assumption of a ‘top-hat’ profile across the current cross-sectional

area, density differences in the cross-sectional direction of the current are neglected,

and the density is assumed constant. The ‘top-hat’ assumption only considers density

differences between the current (as one structure) and the ambient. These assumptions

do not allow for baroclinic instability to arise.

In the absence of tidal motion, and in the case of a steady state buoyancy driven current

through a homogeneous ambient, the buoyancy and Coriolis forces reach a balance, and

the current flow approaches a state of geostrophic equilibrium [Griffiths, 1986].

1.5 Laboratory experiments for rotating gravity cur-

rents

This section presents some of the examples that used an experimental approach in an

attempt to model rotating dense currents.

A newly formed current from a steady state source would settle after some time into a

steady state current that is statistically independent of time. During the initial stages

of the flow, the current can be divided into two sections, the nose and the main body

of the current [Cenedese et al., 2004]. The characteristics of the nose are of interest

only when studying the initial stages of the current. This study will be focusing on the

15



characteristics of the current’s body, as it will deal with existing currents and the effects

a change of source conditions has on them.

According to Cenedese et al. [2004], the rotating dense current can be one of three types:

laminar regime, wave regime, and wave regime with the formation of eddies. In the

laminar regime, the dense current has a constant thickness behind the head, whereas

the wave regime has wave-like disturbances appearing at the interface between the dense

current and the ambient fluid. In the eddy regime, periodic formation of cyclonic eddies

appear in the overlying ambient fluid. From experimental analysis and comparison with

oceanographic data, it was found that ocean gravity driven currents lie within the second

type of flow, (wave regime). This flow was found to form for values of Froude number

higher than 1, defined as Fr= U/
√
g′H cos θ, where U and H are the velocity and height

of the dense current respectively, g′ = g∆ρ
ρ0

is the reduced gravity, g is acceleration due

to gravity, ∆ρ is the density anomaly between the current and the ambient, ρ0 is the

reference density, and θ is the angle of the slope which the current is travelling down.

This is consistent with the Froude number values for deep and bottom ocean currents

(Simpson [1982]; Armi [1978]).

Experiments carried out in laboratories in order to study the behaviour of gravity cur-

rents moving down slopes in rotating systems have provided valuable information on the

characteristics of these currents. The results obtained from the experimental analysis of

gravity currents have been an impetus for the theoretical studies. Previous experiments

have focused on the frontal waves of the current, covering the initial stages of the current

descending the slope [Griffiths, 1986]. The purpose of this study is to develop a time-

dependent model that will study the effect of variation of properties at the source for

pre-existing currents, and how the steady state solutions compare with the new unsteady

findings. Most experimental studies that have covered the behaviour of gravity currents

in rotating systems have given a description of the current’s body [Griffiths, 1986]. No
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study to date describes a full mathematical model for an unsteady dense current in a

rotating system.

Under the condition that the current source experiences a step change in the properties,

the current would be split into three qualitatively different regions of behaviour [Scase

et al., 2006]. The furthest region from the source remains unaffected by the change at the

source. The region closest to the source is effectively a new steady current based on the

final properties of the current source. The third region is the transitional region, in which

the current adjusts between the state of the first two regions. If the change of source

properties is continuous, there will only be one region, which is the transitional region as

the current body is continuously adjusting to the change in the source conditions. This

study will look at the latter case, where the source properties are continuously changing.

Since both time-dependent models developed by Scase et al. [2006] and Holland [2011]

had no rotation, it will have to be determined if the rate of change of properties causes

the introduction of a new current nose/head in the case of the rotating system. This

is due to the impact it will have on the direction of the investigation to include some

modified properties for a certain time scale. For the purposes of the current study, it is

assumed that no nose is present. This study will focus on the response of an established

current to temporal variations of the upstream source conditions.

1.6 Aims and objectives

This study is a response to the current need to identify and develop a mathematical model

that builds on previous work, in an attempt to understand the effects that time-dependent

source conditions of dense gravity currents have on the properties of the down-stream

propagation of those currents in rotating systems.
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The aim of this thesis is to study and understand the effect that time varying source con-

ditions have on deep ocean dense currents, and how the current down-stream behaviour is

affected by the changes at the source, from both temporal and space domain perspectives.

In order to the achieve the aims of this study, a good understanding of the mathematical

models used in the past to describe steady state currents in rotating systems is necessary.

Carrying on from this understanding will be a proposed technique and approach in order

to solve the problem.

1.7 Outline of thesis

This thesis is divided into six chapters, including the Introduction. Chapter 2 gives an

overview of the research carried out prior to the new model. Focusing on numerical

modelling approaches, it mainly highlights the work done by Smith [1975], who produced

the steady state streamtube model that this research project is based on. The extensive

work done by Scase et al. [2006] in order to change the classical Morton et al. [1956]

rising plume to the unsteady version is briefly summarised, as it will form the basis of

extending the work of Smith [1975] to reach the full unsteady model. Chapter 2 also

covers the derivation of the new model, starting from the Euler and incompressibility

equations, leading to the derivation of the full integral dynamical system of equations.

In Chapter 3, firstly the numerical methods used to produce the results are explained be-

fore the newly-derived system is used to reproduce the results from the Mediterranean out-

flow covered in Smith [1975]. The effects of changing the current’s initial cross-sectional

area, velocity, density, and direction (pitch angle), on the current’s propagation through a

homogeneous ambient are then studied. The four variables of the current (cross-sectional

area, velocity, density, and direction) are referred to in this thesis as the current’s state
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variables. In addition to the state variables, the effects of changing the rotational rate

(Coriolis parameter), the drag and entrainment coefficients, and the slope angle, on a

dense current in a homogeneous ambient, are also investigated in Chapter 3. The four

parameters of the of the system, excluding the ambient stratification are referred to as

‘state parameters’.

Chapter 4 starts by looking at the effects that introducing a background density strat-

ification to the ambient have on a steady state streamtube dense current, covering the

new findings of the oscillations of the steady state currents, and looks into what controls

these oscillations. Each of the rotational rate, and drag and entrainment coefficients

effects are investigated. The frequencies of these waves are then related to the ambient

stratification buoyancy frequencies, before a final study illustrates the limiting cases of

when these oscillations appear.

The unsteady system is then used to present the new findings in Chapter 5. In line with

recent research, the stability of the model is tested numerically to start with. After that

the Mediterranean outflow from Smith [1975] is used as the base case, and the current

source is oscillated by changing the initial state variables. The current down-stream

response is measured, and full space-time envelopes of the current’s propagation as well

as the envelopes of the current’s state variables are shown. The time-dependent results

are then compared with the steady state results which are produced using the limits

between which the source was oscillated.

Chapter 6 concludes the thesis by presenting the novel findings of the present study, and

drawing the path for the future work suggested.
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Chapter 2

Theory

2.1 Derivation outline

This chapter will cover the derivation of the time-dependent (unsteady) system of dense

current evolution equations. The derivation follows on from the work carried out by Smith

[1975], and by implementing a full mathematical derivation similar to that employed by

Scase et al. [2006] the full unsteady streamtube model for bottom dense currents will be

derived.

2.2 Introduction

Most work preceding that of Smith [1975], such as studies carried out by Cooper [1961],

Lee and Ellett [1965], and Worthington [1969], followed an experimental approach. Smith

[1975] provided the first full system for explaining the dynamics behind these currents.

However, this system falls short when temporal fluctuations arise. With observations

showing that these currents are affected on a temporal level by tidal motion (Middleton
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et al. [1982]; Middleton et al. [1987]; Cutchin and Smith [1973]; Whitworth and Orsi

[2006]; Muench et al. [2009]; Padman et al. [2009]; Wang et al. [2010]), this has made it

even more critical to understand how these currents are affected by the temporal change

of their source conditions.

Before presenting the derivation of the model, we overview the models of Smith [1975]

and Scase et al. [2006] to give a better background of the current knowledge of modelling

deep bottom currents, and how to take this into the time-dependent domain.

2.3 Background studies

Morton et al. [1956] gave one of the first descriptions for the properties and characteristics

of a turbulent plume. The dynamics of dense bottom currents have since been modelled

using both theoretical and experimental methods. Attempts started with Ellison and

Turner [1959], where the motion of a layer of fluid lighter than its surroundings flowing

up a sloping roof (or a heavier fluid than the ambient flowing down a sloping floor) was

modelled both experimentally and theoretically. A number of studies followed, all based

on the entrainment law of Morton et al. [1956], that the motion of fluid through an

ambient of a different density is governed by the rate at which that current entrains fluid

from that ambient, and the entrainment is taken to be proportional to the mean velocity

of the current. The Ellison and Turner [1959] theory states that the entrainment rate into

a current is a function of the current’s mean velocity multiplied by an empirical function of

the Richardson number of the current. All of these studies only included modelling of the

spatial domain of the flow, while temporal changes of the source were never considered.

However, the model by Morton et al. [1956] was later developed by Scase et al. [2006]

in order to allow for time dependency, enabling the modelling of unsteady flow cases. In

addition, Holland [2011] provided a time-dependent model based on the steady model of
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Ellison and Turner [1959]. The approach taken by Scase et al. [2006] was used here in

order to adapt the streamtube model by Smith [1975] to produce an unsteady system for

deep dense ocean currents.

(l, d)

(−l, d)

η
α

Ω

(ρ(ξ),A(ξ),µ(ξ),ν(ξ, η))

(ρ0,A0,µ0,β0)
x

β(ξ)

y

ρe(y, z)

ξ

g

z

Figure 2.1: A schematic showing the streamtube model geometry

The study by Smith [1975] was one of the first studies to account for the effect of rotation

on dense currents. Smith [1975] used a streamtube model to study the characteristics and

properties of a steady, well-mixed deep boundary current in a rotating, stratified ocean.

The schematic shown in Figure 2.1 shows the geometrical aspects of the model used in

Smith [1975]. The continental slope is represented here by the (x,y) plane, and is inclined

to the horizontal at an angle α, with z normal to the inclined (x,y) plane. The current

is modelled using a second coordinate system which is a set of streamwise coordinates

(ξ,η). The rotational and gravity vectors, Ω and g respectively, are aligned vertically to

the horizontal plane.

Smith [1975] used empirical relations for parameterising the entrainment and frictional

effects. The dynamical streamtube model was used to describe the integral flow properties

of steady dense currents, to determine the important scales of motion, and to demonstrate
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the gross interaction among turbulent entrainment E0, bottom friction K and stratifica-

tion of the ambient density field T . This approach led to the associated proportionality

constants (E0,K) being evaluated and determined for the Norwegian outflow through the

Denmark Strait and for the Mediterranean outflow. This evaluation was achieved by

comparing the model solution to hydrographic and current metre data collected from the

flows under study, and varying the parameters in order to fit the model to the collected

data. The entrainment law used in the model by Smith was based on Ellison and Turner

[1959], and the bottom friction effects were represented by a quadratic drag law. Smith

[1975] found that both the Norwegian and Mediterranean Outflows are characterised by

the effects of turbulent friction and entrainment. The properties and local dynamics of

the current near the source are dominated by strong turbulent friction and entrainment.

The current is modelled under the assumption that it has a rectangular cross-sectional

area, and that the ratio of the height to the width of the current does not vary with the

current’s downstream distance. In addition to this assumption, a “top hat” approach was

used. The top-hat approach assumes that the characteristics of the current in the cross-

sectional direction are the same. Hence, as the current entrains fluid from the ambient,

the entrained fluid will mix with the current fluid, changing the characteristics of the

whole cross-section instantaneously.

It is useful here to cover the assumptions made by Smith [1975], upon which the stream-

tube model was based:

• The bottom slope is assumed to be small (s = tanα� 1).

• The fields of excess density and turbulence are concentrated near the bottom in a thin

layer.

• Within the stress and pressure fields, variations normal to the bottom exceed those

in the tangential directions: ( ∂
∂z
� ∂

∂x
, ∂
∂y

).
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• Vertical velocities and stresses are small. Hence, the reduced pressure field is nearly

hydrostatic.

• A strong axial velocity dominates the component in the cross-stream direction, and the

Reynolds stresses are related to the intensity of the mean current in the axial direction.

• The velocity and excess density fields are confined to the current region adjacent to

the slope bottom. Within this region, variations in the density and velocity are negligi-

ble. From this assumption, the structure of the turbulence and specifically the frictional

stresses and rate of entrainment may be related solely to the mean velocity and density

contrast. For convenience, these properties were assumed to be uniform over a cross-

section (top-hat).

• The aspect ratio of the cross-section is small, meaning that the pressure gradient

terms are negligible with respect to the gravitational acceleration.

• The current is narrow (the cross-stream scale is much less than the local radius of the

curvature of the stream axis).

The dynamical equations for the Smith [1975] model, are given in terms of the current

downstream distance (ξ), the mean velocity of the current V (ξ) , the density contrast

between the current and the ambient fluid ∆ρ(ξ), the current’s cross-sectional area A(ξ),

and the mean direction of the current given by the angle β which it makes with the

positive x direction. The parameters appearing in the equations are the entrainment and

frictional coefficients (E0,K), the bottom slope s (s = tanα) where α is the angle of the

slope, the normal components of the Coriolis parameter f̂ = 2|Ω| cosα, and gravity ĝ

(ĝ = |g| cosα). T̂ is the stratification rate normal to the plane in the ambient region,

and ρe is the ambient density. The entrainment and frictional coefficients (E0,K) have

dimensions of length because of the integration performed in the cross-stream direction.

The streamtube model in the integral form is:
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d

dξ
(AV ) = E0V, (2.1)

d

dξ
(ρAV ) = ρeE0V, (2.2)

ρV (f̂ + V
dβ

dξ
) = sĝ∆ρ cos β, (2.3)

d

dξ
(ρAV 2) = sĝ∆ρA sin β − ρKV 2. (2.4)

Where:

∆ρ = ρ(ξ)− ρe(ξ), (2.5)

ρe(ξ) = ρ0[1 + sT̂Y (ξ)]. (2.6)

The steady results obtained by Smith [1975] for the Mediterranean outflow were repro-

duced using the new unsteady streamtube code. A numerical finite difference method

was used to solve the equations with the given source conditions.

There is no existing simple model that allows for time-dependency for dense currents in

rotating systems. This study will use the same approach used by Scase et al. [2006] and

apply it to Smith’s steady streamtube model in order to establish an unsteady streamtube

model. Before this is carried out, it is useful to predict what the finished model will be

like, or what the solutions from the limiting steady conditions are. This can be achieved

using Smith’s steady streamtube, and by solving a number of steady state currents using

numerical methods while varying the steady source conditions. This enables the under-

standing of the physics of the currents, and gives an indication of how the current path

and downstream properties would react to changing certain properties at the source.

Smith [1975] evaluated the entrainment and friction coefficients by matching the steady
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streamtube model to hydro-graphic data from the Norwegian Overflow through the Den-

mark Strait and the Mediterranean Outflow. The latter was chosen here to study the

effects of varying the characteristics of the current at the source on the downstream prop-

erties. This was achieved by changing the initial state variables at the current source.

For consistency, the rest of the conditions and parameters of the dense currents of results

presented in this thesis will use the Mediterranean outflow initial conditions presented

by Smith [1975].

2.4 The unsteady model

2.4.1 Formulation

First of all, the incompressibility equation ∇ · u = 0 is considered, and the assumptions

made by Scase et al. [2006] are followed: that this stands for both the current and ambient

fluids when described together. However, if the current fluid is to be expressed on its

own, then it is observed that it expands with the rate of entrainment, whilst the ambient

fluid is decreasing at the same rate. Therefore, for the current fluid at a certain time and

distance, ∇ · u = the amount of fluid entrained per unit length. By integrating over the

cross-sectional area of the current, the amount of fluid entrained is found to be equal to

the constant of entrainment multiplied by the mean velocity of the current, where the

constant of entrainment here has units of length due to the integration performed in the

cross-stream direction [Smith, 1975]. For a current with a rectangular cross-sectional area

D = [−l, l]×[0, d], where (η, z)
∫

[−l, l]×[0, d], a velocity µ in the streamwise direction, an

entrainment coefficient E0, and a density ρ, travelling through an ambient with a density
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ρe, the divergence of the velocity field vector u is given by:

∫
D

∇ · u dA = E0µ, (2.7)

and the mass conservation equation is given by:

∫
D

(
Dρ

Dt

)
dA = E0µ(ρe − ρ). (2.8)

Equation 2.8 states that as we follow the density of the current downstream while it

entrains ambient fluid, the current density will change as a function of the amount of

fluid entrained as well as the density anomaly between the current and the ambient (if

ρe = ρ the density does not change).

These two assumptions will be revisited in subsection 2.4.6.

The derivation is started by defining the coordinate system (xs, ys, zs), with a rotational

rate Ω acting about the zs axis, and gravitational acceleration g acting in the negative

zs direction. The coordinate system is then rotated about the xs axis with an angle α, to

the ‘slope coordinate’ system (x, y, z) (SC hereafter), noting that xs is the same as x, and

the continental slope is in the (x, y) plane. A second transformation of coordinates is then

applied, where the motion is described in terms of the ‘path-relative’ axes system (ξ, η, z)

(PC hereafter), where ξ is the streamwise direction, and η is in the spanwise direction,

and is locally perpendicular to ξ in the (x, y) plane, and µ, ν, and w are defined as

the velocities in the streamwise (ξ-direction), spanwise (η-direction), and perpendicular

to the slope (z-direction) respectively. z remains the same, perpendicular to the (x, y)

plane, as well as the path relative axes (ξ, η). Making use of Reynolds [1895], Reynolds

averaging is then applied, in order to account for small-scale fluctuations that can be
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ensemble averaged over time to describe the average (mean) state of motion in the current

(Germano [1992];Randall [2015]). The equations are then non-dimensionalised in order

to quantify the order of magnitude of the individual terms, allowing the conclusion of

which terms dominate the flow of the current.

2.4.2 Rotating into the continental slope coordinate system

Taking the incompressibility and Euler equations in the coordinates (xs, ys, zs, t) with

gravity aligned in the negative zs-direction, and rotational vector f = 2Ω:

∇ · us = 0, (2.9)

Dus
Dt

= −1

ρ
∇p+ g −Ω× (Ω× xs)− 2Ω× us, (2.10)

where the velocity field us = (us, vs, ws), ρ is the density, g = (0, 0,−g) = −gezs is the

acceleration due to gravity, and ezs is the unit vector in the zs direction.

The density can be decomposed such that the current outflow density ρ(xs, t) = ρe(xs)+

∆ρ(xs, t), where ρe(xs) is the background ambient density. Smith [1975] makes a Boussi-

nesq approximation [Boussinesq, 1903], such that for some constant background ambient

density ρ0, ρ0 = ρe = ρ unless the term is multiplied by gravity. Hence, Equation 2.10

can be written as:

Dus
Dt
≈ − 1

ρ0

∇p+
[ρe(xs) +4ρ(xs, t)]

ρ0

g −Ω× (Ω× xs)− 2Ω× us. (2.11)

Taking the background ambient density, ρe, to be vertically stratified such that, ρe(xs) =
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ρe(zs), and using a dummy variable ζ, then the ‘modified pressure’, p′(xs, t), may be

defined as:

p′(xs, t) = p(xs, t) +

∫ z

ρe(ζ)g dζ. (2.12)

Substituting into the Euler equation in a rotating frame (Equation 2.11), under the

Boussinesq approximation applied by Smith [1975], and dropping the approximation sign:

Dus
Dt

= − 1

ρ0

∇p′ + 4ρ(xs, t)

ρ0

g −Ω× (Ω× xs)− 2Ω× us. (2.13)

Noting that for general rotation pseudo-vector Ω, that

∇
{1

2

[
(Ω · xs)2 − |Ω|2|xs|2

]}
= (Ω · xs)Ω− |Ω|2xs = Ω× (Ω× xs), (2.14)

and writing a rotating modified pressure:

P = p+

∫ z

ρe(ζ)g dζ +
ρ0

2

[
(Ω · xs)2 − |Ω|2|xs|2

]
, (2.15)

rearranging Equation 2.15 gives:

1

2

[
(Ω · xs)2 − |Ω|2|xs|2

]
=
P

ρ0

− p

ρ0

+
1

ρ0

∫ z

ρe(ζ)g dζ. (2.16)

Substituting Equation 2.15 into the rhs of Equation 2.14, gives:

Ω× (Ω× xs) = ∇
[P
ρ0

− p

ρ0

+
1

ρ0

∫ z

ρe(ζ)g dζ
]
. (2.17)
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Using Equation 2.12, and Equation 2.17 to substitute the first and third terms on the lhs

of Equation 2.13 respectively, then the Euler equation can be written as:

Dus
Dt

= − 1

ρ0

∇P +
4ρ
ρ0

g − 2Ω× us. (2.18)

We now rotationally transform the equations into the SC system (x, y, z), by rotating

about the xs-axis through an angle of α, where the rotational matrix Rs is given by:

Rs = −g


1 0 0

0 cosα − sinα

0 sinα cosα

 . (2.19)

This transformation only causes the direction of gravity to be changed, as Ω was kept

general as shown in Equation 2.14. Thus:

g = −gezs 7→ −g


1 0 0

0 cosα − sinα

0 sinα cosα




0

0

1

 = −g


0

− sinα

cosα

 := gα. (2.20)

Defining the rotation pseudo-vector in the original non-rotated coordinates by Ω =
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Ω(sin θ cosφ, sin θ sinφ, cos θ), where φ is the azimuth and θ is the inclination, then

Ω 7→Ω


1 0 0

0 cosα − sinα

0 sinα cosα




sin θ cosφ

sin θ sinφ

cos θ



=Ω


sin θ cosφ

cosα sin θ sinφ− sinα cos θ

cosα cos θ + sinα sin θ sinφ

 := Ωα.

(2.21)

Note: |gα| = g, and |Ωα| = Ω. This thesis will primarily focus on the case where: Ω ∝ g,

i.e., θ = 0.

Hence, the governing equations in the SC system, for a velocity field u = (u, v, w), in the

axes system (x, y, z), are given by:

∇ · u = 0, (2.22)

Du

Dt
= −1

ρ
∇P +

4ρ
ρ0

gα − 2Ωα × u, (2.23)

where P , gα, and Ωα are defined as above. x is along the slope, perpendicular to the

right as we look directly down the slope. y is down the slope, perpendicular to x, and

z is normal to the slope. Note that this is the same coordinate system used by Smith

[1975] and shown in Figure 2.1.

The third term on the rhs of Equation 2.23 can be decomposed into a magnitude and
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direction using : Ωα = ΩΩ̂α, such as:

2Ωα × u = 2Ω

∣∣∣∣∣∣∣∣∣∣
ex ey ez

Ω̂α1 Ω̂α2 Ω̂α3

u v w

∣∣∣∣∣∣∣∣∣∣
= f

(
Ω̂α2w − Ω̂α3v, Ω̂α3u− Ω̂α1w, Ω̂α1v − Ω̂α2u

)
.

(2.24)

where f = 2Ω, Ω̂α1 = sin θ cosφ, Ω̂α2 = cosα sin θ sinφ+sinα cos θ, and Ω̂α3 = cosα cos θ−

sinα sin θ sinφ.

2.4.3 Reynolds averaging

Denoting the ensemble average of a quantity with 〈·〉, each quantity may be decomposed

into a ‘mean part’ and a ‘fluctuating part’, e.g., u = 〈u〉 + u′, where u′ is chosen such

that 〈u′〉 = 0. The incompressibility condition is therefore:

∇ · u = 0⇒ ∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0

⇒ ∂

∂x
(〈u〉+ u′) +

∂

∂y
(〈v〉+ v′) +

∂

∂z
(〈w〉+ w′) = 0.

(2.25)

Therefore ensemble averaging over Equation 2.25, and making use of 〈〈·〉〉 = 〈·〉, gives:

∂〈u〉
∂x

+
∂〈v〉
∂y

+
∂〈w〉
∂z

= 0, (2.26)
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and therefore,

∂u′

∂x
+
∂v′

∂y
+
∂w′

∂z
= 0. (2.27)

Taking the first component (the x direction) of the momentum equation (Equation 2.23),

and making use of Equation 2.24, gives:

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
+ f(Ω̂α2w − Ω̂α3v) = − 1

ρ0

∂P

∂x
, (2.28)

decomposing Equation 2.28 to ‘mean’ and ‘fluctuating’ parts:

∂u

∂t
(〈u〉+ u′) + (〈u〉+ u′)

∂

∂x
(〈u〉+ u′) + (〈v〉+ v′)

∂

∂y
(〈u〉+ u′)

+ (〈w〉+ w′)
∂

∂z
(〈u〉+ u′) + f

(
Ω̂α2(〈w〉+ w′)− Ω̂α3(〈v〉+ v′)

)
= − 1

ρ0

∂

∂x
(〈P 〉+ P ′).

(2.29)

Expanding, and rearranging Equation 2.29, gives:

∂〈u〉
∂t

+

[
〈u〉 ∂

∂x
+ 〈v〉 ∂

∂y
+ 〈w〉 ∂

∂z

]
〈u〉+

∂u′

∂t
+

[
〈u〉 ∂

∂x
+ 〈v〉 ∂

∂y
+ 〈w〉 ∂

∂z

]
u′

+

[
u′
∂

∂x
+ v′

∂

∂y
+ w′

∂

∂z

]
〈u〉+

[
u′
∂

∂x
+ v′

∂

∂y
+ w′

∂

∂z

]
u′

+ f

(
Ω̂α2(〈w〉+ w′)− Ω̂α3(〈v〉+ v′)

)
= − 1

ρ0

∂〈P 〉
∂x
− 1

1

ρ0

∂P ′

∂x
.

(2.30)
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Taking the 6th term in Equation 2.30, from the product rule we note that:

[
u′
∂

∂x
+ v′

∂

∂y
+ w′

∂

∂z

]
u′ =

∂u′u′

∂x
+
∂u′v′

∂y
+
∂u′w′

∂z
− u′

[
∂u′

∂x
+
∂v′

∂y
+
∂w′

∂z

]
,

(2.31)

where the 2nd term on the rhs is equal to zero from Equation 2.27.

Substituting Equation 2.31 into Equation 2.30 gives:

∂〈u〉
∂t

+

[
〈u〉 ∂

∂x
+ 〈v〉 ∂

∂y
+ 〈w〉 ∂

∂z

]
〈u〉+

∂u′

∂t

+

[
〈u〉 ∂

∂x
+ 〈v〉 ∂

∂y
+ 〈w〉 ∂

∂z

]
u′

+

[
u′
∂

∂x
+ v′

∂

∂y
+ w′

∂

∂z

]
〈u〉+

∂u′u′

∂x
+
∂u′v′

∂y
+
∂u′w′

∂z

+ f

(
Ω̂α2(〈w〉+ w′)− Ω̂α3(〈v〉+ v′)

)
= − 1

ρ0

∂〈P 〉
∂x
− 1

1

ρ0

∂P ′

∂x
.

(2.32)

When Equation 2.32 is ensemble-averaged, and making use of 〈〈·〉〉 = 〈·〉, the 3rd, 4th

and 5th terms are found to equal zero due to the fluctuating terms in them. Thus,

∂〈u〉
∂t

+

[
〈u〉 ∂

∂x
+ 〈v〉 ∂

∂y
+ 〈w〉 ∂

∂z

]
〈u〉

+ f

(
Ω̂α2〈w〉 − Ω̂α3〈v〉

)
= − 1

ρ0

∂〈P 〉
∂x
−
{
∂〈u′u′〉
∂x

+
∂〈u′v′〉
∂y

+
∂〈u′w′〉
∂z

}
.

(2.33)

The Reynolds stress tensor is defined as,
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τxx = −ρ0〈u′u′〉, τxy = −ρ0〈u′v′〉, τxz = −ρ0〈u′w′〉,

τyx = −ρ0〈v′u′〉, τyy = −ρ0〈v′v′〉, τyz = −ρ0〈v′w′〉, and

τzx = −ρ0〈w′u′〉, τzy = −ρ0〈w′v′〉, τzz = −ρ0〈w′w′〉.

Using the x component stress tensors, substituting into Equation 2.33, and dropping the

brace notation, gives the 1st component of the momentum equation in the x axis direction

to be:

Du

Dt
+ f

(
Ω̂α2w − Ω̂α3v

)
= − 1

ρ0

∂P

∂x
+

1

ρ0

(
∂τxx
∂x

+
∂τxy
∂y

+
∂τxz
∂z

)
. (2.34)

The 2nd and 3rd components of the momentum equation (Equation 2.24) in the y and z

directions respectively are given by:

Dv

Dt
+ f

(
Ω̂α3u− Ω̂α1w

)
= − 1

ρ0

∂P

∂y
+
4ρ
ρ0

gα2 +
1

ρ0

(
∂τyx
∂x

+
∂τyy
∂y

+
∂τyz
∂z

)
, (2.35)

and

Dw

Dt
+ f

(
Ω̂α1v − Ω̂α2u

)
= − 1

ρ0

∂P

∂z
+
4ρ
ρ0

gα3 +
1

ρ0

(
∂τzx
∂x

+
∂τzy
∂y

+
∂τzz
∂z

)
, (2.36)

noting the additional terms associated with the gravitational acceleration in the y and z

directions, due to Equation 2.20.
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The expression for P in the SC system is given by:

P = p+

∫ y sinα+z cosα

ρe(ζ)g dζ +
ρ0

2

[
(Ω · x)2 − |Ω|2|x|2

]
, (2.37)

where x = (x, y, z) are in the SC system.

2.4.4 Transformation into path-relative coordinates

After being rotated about the x-axis by angle α to find the equations in the SC system,

the equations are then transformed into the PC system (taking X(ξ, t) and Y (ξ, t) as the

(x, y) coordinates for the centre line of the current), where:

x = X(ξ, t)− η sin(β(ξ, t)), (2.38)

and

y = Y (ξ, t) + η cos(β(ξ, t)), (2.39)

using the rotational matrix, Rp, such that:

Rp =


cos β sin β 0

− sin β cos β 0

0 0 1

 , (2.40)

where z and t remain unchanged compared to the SC system.
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The velocity field µ = (µ, η, w) is therefore given by:

µ =


µ

η

w

 = Rpu =


cos β sin β 0

− sin β cos β 0

0 0 1



u

v

w

 =


u cos β + v sin β

−u sin β + v cos β

w

 , (2.41)

and

u = µ cos(β)− ν sin(β), (2.42)

v = µ sin(β) + ν cos(β), (2.43)

where: Rp = Rp(β) = Rp(ξ, t).

The PC system has the following axes: ξ is the streamwise coordinate along the current,

and η is the spanwise coordinate and is locally perpendicular to ξ. Noting that the local

angle between the path and the x-axis in the SC system is chosen to be β(ξ, t), such that:

∂X

∂ξ

∣∣∣∣
t

= cos β,
∂Y

∂ξ

∣∣∣∣
t

= sin β. (2.44)

To find the partial derivatives ∂
∂x

, ∂
∂y

, ∂
∂z

, ∂
∂t

in terms of the PC system, the Jacobian matrix
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J is introduced:

J =



xξ yξ zξ tξ

xη yη zη tη

xz yz zz tz

xt yt zt tt


=



Xξ − ηβξ cos β Yξ − ηβξ sin β 0 0

− sin β cos β 0 0

0 0 1 0

Xt − ηβt cos β Yt − ηβt sin β 0 1


. (2.45)

Making the following substitutions: Xξ = cos β, Yξ = sin β and defining h = 1 − ηβξ, J

can be written as:

J =



h cos β h sin β 0 0

− sin β cos β 0 0

0 0 1 0

Xt − ηβt cos β Yt − ηβt sin β 0 1


. (2.46)
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Hence, the inverse matrix J−1 is given as:

J−1 =



ξx ηx zx tx

ξy ηy zy ty

ξz ηz zz tz

ξt ηt zt tt



=



1
h

cos β − sin β 0 0

1
h

sin β cos β 0 0

0 0 1 0

1
h
[ηβt − (Xt cos β + Yt sin β)] (Xt sin β − Yt cos β) 0 1



=



1
h

cos β − sin β 0 0

1
h

sin β cos β 0 0

0 0 1 0

1
h
[ηβt − µ0] −ν0 0 1


,

(2.47)

where the following definitions were made: µ0(ξ, t) = Xt cos β + Yt sin β, and ν0(ξ, t) =

Yt sin β −Xt cos β. Therefore, using the chain rule:

∂

∂x

∣∣∣∣
y,z,t

=
1

h
cos β

∂

∂ξ

∣∣∣∣
η,z,t

− sin β
∂

∂η

∣∣∣∣
ξ,z,t

, (2.48)

∂

∂y

∣∣∣∣
x,z,t

=
1

h
sin β

∂

∂ξ

∣∣∣∣
η,z,t

+ cos β
∂

∂η

∣∣∣∣
ξ,z,t

, (2.49)

∂

∂z

∣∣∣∣
x,z,t

=
∂

∂z

∣∣∣∣
ξ,η,t

, (2.50)

∂

∂t

∣∣∣∣
x,y,z

=
∂

∂t

∣∣∣∣
ξ,η,z

+
1

h
(ηβt − µ0)

∂

∂ξ

∣∣∣∣
η,z,t

− ν0
∂

∂η

∣∣∣∣
ξ,z,t

. (2.51)

Using Equation 2.48, Equation 2.49, and Equation 2.50, and writing partial derivatives
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as subscripts (e.g. ∂β
∂ξ

= βξ), the divergence of the velocity field u in the PC system is:

∇ · u =
∂u

∂x

∣∣∣∣
y,z,t

+
∂v

∂y

∣∣∣∣
x,z,t

+
∂w

∂z

∣∣∣∣
x,y,t

=

{
1

h
cos β

∂u

∂ξ

∣∣∣∣
η,z,t

− sin β
∂u

∂η

∣∣∣∣
ξ,z,t

}
+

{
1

h
sin β

∂v

∂ξ

∣∣∣∣
η,z,t

+ cos β
∂v

∂η

∣∣∣∣
ξ,z,t

}
+
∂w

∂z

∣∣∣∣
ξ,η,t

.

(2.52)

By making use of Equation 2.42 and Equation 2.43, while noting that βη = 0, gives:

∇ · u =
1

h

∂

∂ξ
[u cos β + v sin β]− βξ

h
[−u sin β + v cos β]

+
∂

∂η
[−u sin β + v cos β] +

∂w

∂z

=
1

h

∂µ

∂ξ
− βξν

h
+
∂ν

∂η
+
∂w

∂z
.

(2.53)

Substituting in µ and ν from Equation 2.40, the divergence of the velocity field u in the

PC system can be written as:

∇ · u = h−1(µξ − βξν) + νη + wz. (2.54)

Interpreting the definitions of µ0 and ν0 given above, the position of the path in the SC

system is given by (X(ξ, t), Y (ξ, t)). So, the velocity of the point of the path parametrised

by ξ is given by:

u0(ξ, t) =
∂X

∂t

∣∣∣∣
ξ

, v0(ξ, t) =
∂Y

∂t

∣∣∣∣
ξ

. (2.55)
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Hence, in the PC path itself has a local velocity in the streamwise and spanwise directions

and given by:

µ0

ν0

 =

 cos β sin β

− sin β cos β


u0

v0

 =

 Xt cos β + Yt sin β

−Xt sin β + Yt cos β

 . (2.56)

Next, the momentum equation, whose components are given in Equations (2.34) to (2.36),

is transformed into the PC system. This is done a term at a time.

Taking the convective derivative Du
Dt

first, where:

Du

Dt
=
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
, (2.57)

and transforming ∂u
∂t

into the PC, by using Rp, gives:

Rp
∂u

∂t

∣∣∣∣
x,y,z

= Rp
∂

∂t

∣∣∣∣
x,y,z

(Rp
−1µ) = RpRp

−1∂µ

∂t

∣∣∣∣
x,y,z

+Rp
∂Rp

−1

∂t

∣∣∣∣
x,y,z

µ

=
∂µ

∂t

∣∣∣∣
x,y,z

+
∂β

∂t

∣∣∣∣
x,y,z


0 −1 0

1 0 0

0 0 0

µ
=
∂µ

∂t

∣∣∣∣
ξ,η,z

+
1

h
(ηβt − µ0)

∂µ

∂t

∣∣∣∣
η,z,t

− ν0
∂µ

∂t

∣∣∣∣
ξ,z,t

+

{
βt +

βξ
h

(ηβt − µ0)

}
0 −1 0

1 0 0

0 0 0

µ.

(2.58)
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The rest of the convective derivative in Equation 2.57 is now considered:

u · ∇ = u
∂

∂x

∣∣∣∣
y,z,t

+ v
∂

∂y

∣∣∣∣
x,z,t

+ w
∂

∂z

∣∣∣∣
x,y,t

= u

{
1

h
cos β

∂

∂ξ

∣∣∣∣
η,z,t

− sin β
∂

∂η

∣∣∣∣
ξ,z,t

}
+ v

{
1

h
sin β

∂

∂ξ

∣∣∣∣
η,z,t

+ cos β
∂

∂η

∣∣∣∣
ξ,z,t

}
+ w

∂

∂z

∣∣∣∣
ξ,η,t

=
1

h
[u cos β + v sin β]

∂

∂ξ

∣∣∣∣
η,z,t

+ [−u sin β + v cos β]
∂

∂η

∣∣∣∣
ξ,z,t

+ w
∂

∂z

∣∣∣∣
ξ,z,t

=
µ

h

∂

∂ξ
+ ν

∂

∂η
+ w

∂

∂z
,

(2.59)

leading to the definition: ∇̂ = (h−1∂ξ, ∂η, ∂z)in PC, such that u · ∇ = µ · ∇̂. Then:

Rp(u · ∇)u = Rp

[
(µ · ∇̂)(Rp

−1µ)

]
= (µ · ∇̂)(RpRp

−1µ)−
[
(µ · ∇̂)Rp

]
(Rp

−1µ)

= (µ · ∇̂)µ−
[
(µ · ∇̂)Rp

]
(Rp

−1µ).

(2.60)

Noting that, Rp = Rp(β) = Rp(ξ, t), therefore ∂ηRp = ∂zRp = 0, so (µ∇̂)Rp =

µh−1∂ξRp, and using Rp from Equation 2.40, giving Rp
−1 to be:

Rp
−1 =


cos β − sin β 0

sin β cos β 0

0 0 1

 . (2.61)
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Then,

[
(µ · ∇̂)Rp

]
Rp
−1 =

µβξ
h


− sin β cos β 0

− cos β − sin β 0

0 0 1




cos β − sin β 0

sin β cos β 0

0 0 1



= −µβξ
h


0 −1 0

1 0 0

0 0 0

 .

(2.62)

Substituting into Equation 2.60 gives:

Rp(u · ∇)u = (µ · ∇̂)µ+
µβξ
h


0 −1 0

1 0 0

0 0 0

µ. (2.63)

Combining Equations (2.58) and (2.63) gives the rotated convective derivative in PC as:

Rp
Dµ

Dt
=
∂µ

∂t
+ (µ · ∇̂)µ+

1

h
(ηβt − µ0)

∂µ

∂ξ
− ν0

∂µ

∂η

+

[
βt +

βξ
h

(ηβt − µ0 + µ)

]
0 −1 0

1 0 0

0 0 0

µ.
(2.64)

Next, the Coriolis term of the momentum equation fΩα, given in the component format
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in Equations (2.34), (2.35) and (2.45) in the SC system, written here as:

f


Ω̂α2w − Ω̂α3v

Ω̂α3u− Ω̂α1w

Ω̂α1v − Ω̂α2u

 = f


0 −Ω̂α3 Ω̂α2

Ω̂α3 0 −Ω̂α1

−Ω̂α2 Ω̂α1 0

u, (2.65)

is rotated into the PC system, such that:

Rpf


Ω̂α2w − Ω̂α3v

Ω̂α3u− Ω̂α1w

Ω̂α1v − Ω̂α2u

 = fRp


0 −Ω̂α3 Ω̂α2

Ω̂α3 0 −Ω̂α1

−Ω̂α2 Ω̂α1 0

Rp
−1µ

= f


0 −Ω̂α3 Ω̂α2 cos β − Ω̂α1 sin β

Ω̂α3 0 −Ω̂α1 cos β − Ω̂α2 sin β

−Ω̂α2 cos β + Ω̂α1 sin β Ω̂α1 cos β + Ω̂α2 sin β 0

µ

= f


−Ω̂α3ν + [Ω̂α2 cos β − Ω̂α1 sin β]w

Ω̂α3µ− [Ω̂α1 cos β + Ω̂α2 sin β]w

[−Ω̂α2 cos β + Ω̂α1 sin β]µ+ Ω̂α1 cos β + Ω̂α2 sin β]ν

 .

(2.66)

Next, the pressure gradient term 1
ρ0
∇P , is rotated from the SC system to the PC system.
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Rotating the gradient operator first gives:

Rp∇CS =


cos β sin β 0

− sin β cos β 0

0 0 1



∂x

∂y

∂z



=


cos β∂x + sin β∂y

− sin β∂x + cos β∂y

∂z



=


cos β

[
1
h

cos β∂ξ − sin β∂η
]

+ sin β
[

1
h

sin β∂ξ + cos β∂η
]

− sin β
[

1
h

cos β∂ξ − sin β∂η
]

+ cos β
[

1
h

sin β∂ξ + cos β∂η
]

∂z


PC

= ∇̂,

(2.67)

where ∇̂ is defined previously as ∇̂ = (h−1∂ξ, ∂η, ∂z). So the pressure gradient term is

given by 1
ρ0
∇̂P in the PC system.
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The ρ−1
0 ∆ρgα term is rotated into the PC system as:

Rp
4ρ
ρ0

gα =
4ρ
ρ0


cos β sin β 0

− sin β cos β 0

0 0 1




0

gα2

gα3



=
4ρ
ρ0


gα2 sin β

gα2 cos β

gα3



= −g4ρ
ρ0


sinα sin β

sinα cos β

cosα

 .

(2.68)

The remaining terms to be dealt with are the Reynolds stresses, and dealing with them

can be done using two approaches. The first will be to define a suitable stress tensor in

the PC system by re-rewriting the existing Reynolds stresses in terms of the PC system.

The second approach will be to substitute in an eddy viscosity model and examine the

consequences by using a turbulence closure.

Approach 1:

Having the stress tensor as:

τ1 =


τxx τxy τxz

τyx τyy τyz

τzx τzy τzz

 ,

and defining, σ = Rpτ1Rp
−1, the Reynolds stresses can be transformed from the SC
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system to the PC system as:

Rp∇ · τ =


1
h

+
∂σξξ
∂ξ

+
∂σξη
∂η

+
∂σξz
∂z
− βξ

h
(σξη + σηξ)

1
h

+
∂σηξ
∂ξ

+ ∂σηη
∂η

+ ∂σηz
∂z
− βξ

h
(σξξ − σηη)

1
h

+
∂σzξ
∂ξ

+ ∂σzη
∂η

+ ∂σzz
∂z
− βξ

h
σzη

 . (2.69)

Thus, to summaries, the incompressibility condition in the PC system is given by:

1

h

(
∂µ

∂ξ
− ν ∂β

∂ξ

)
+
∂ν

∂η
+
∂w

∂z
= 0, (2.70)

and the momentum equation in components format in the PC system in the streamwise,

spanwise and slope-normal directions respectively, is given by:

∂µ

∂t
+
µ

h

∂µ

∂ξ
+ ν

∂µ

∂η
+ w

∂µ

∂z
+
ηβt − µ0

h

∂µ

∂ξ
− ν0

∂µ

∂η

−
[
βt +

βξ
h

(ηβt − µ0 + µ)

]
ν + f

[
− Ω̂α3ν + (Ω̂α2 cos β − Ω̂α1 sin β)w

]
= − 1

ρ0h

∂P

∂ξ
+
g sinα∆ρ

ρ0

sin β +
1

ρ0

[
1

h

∂σξξ
∂ξ

+
∂σξη
∂η

+
∂σξz
∂z
− βξ

h
(σξη + σηξ)

]
,

(2.71)

∂ν

∂t
+
µ

h

∂ν

∂ξ
+ ν

∂ν

∂η
+ w

∂ν

∂z
+
ηβt − µ0

h

∂ν

∂ξ
− ν0

∂µ

∂η

+

[
βt +

βξ
h

(ηβt − µ0 + µ)

]
µ+ f

[
Ω̂α3µ− (Ω̂α1 cos β + Ω̂α2 sin β)w

]
= − 1

ρ0

∂P

∂η
+
g sinα∆ρ

ρ0

cos β +
1

ρ0

[
1

h

∂σηξ
∂ξ

+
∂σηη
∂η

+
∂σηz
∂z
− βξ

h
(σξξ − σηη)

]
,

(2.72)
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and

∂w

∂t
+
µ

h

∂w

∂ξ
+ ν

∂w

∂η
+ w

∂w

∂z
+
ηβt − µ0

h

∂w

∂ξ
− ν0

∂w

∂η

+ f

[
(−Ω̂α2 cos β + Ω̂α1 sin β)µ+ (Ω̂α1 cos β + Ω̂α2 sin β)ν

]
= − 1

ρ0

∂P

∂z
+
g cosα∆ρ

ρ0

+
1

ρ0

[
1

h

∂σzξ
∂ξ

+
∂σzη
∂η

+
∂σzz
∂z
− βξ

h
σzη

]
.

(2.73)

Approach 2:

An eddy viscosity model is defined, such that the Reynolds stresses are defined by:

τ2 =


2AHux AH(vx + uy) AV uz + AHwx

AH(vx + uy) 2AHvx AV vz + AHwy

AV uz + AHwx AV vz + AHwy 2AVwz

 , (2.74)

for a horizontal eddy viscosity, AH and a vertical eddy viscosity AV .

Then, the Reynolds stresses in the PC system are given by:

σ = ρ0


2
h
AH(µξ − νβξ) AH(µη + 1

h
[νξ + µβξ]) AV µz + AH

1
h
wξ

AH(µη + 1
h
[νξ + µβξ]) 2AHνη AV vz + AHwy

AV µz + AH
1
h
wξ AV vz + AHwy 2AVwz

 , (2.75)

where the same AH and AV appear in each expression. This facilitates a more rigorous

non-dimensionalisation in terms of the Reynolds stresses in the PC system.
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2.4.5 Non-dimensionalisation of the equations

A length scale L and a velocity scale U are introduced in each of the streamwise, spanwise,

and plane normal directions, such that:

ξ = Lξξ
′, η = Lηη

′, z = Lzz
′,

µ = Uξµ
′, ν = Uην

′, w = Uzw
′.

(2.76)

A pressure scale Γ and a time-scale T are also introduced, such that:

P = ΓP ′, t = Tt′, (2.77)

where dashed quantities are non-dimensional, and assumed to be of order one.

Non-dimensionalisation of the continuity equation, (Equation 2.70):

1

1− Lη
Lξ
η′β′ξ

(
Uξ
Lξ

∂µ′

∂ξ′
− Uη
Lξ
ν ′
∂β

∂ξ′

)
+
Uη
Lη

∂ν ′

∂η′
+
Uz
Lz

∂w′

∂z′
= 0. (2.78)

Smith [1975] observes that h ≈ 1 in these flows, which is true provided Lη � Lξ, giving:

Lη
Lξ

= δ, (2.79)

where δ � 1, which implies that the current is much narrower in the spanwise direction

than it is long in the streamwise direction; an assumption that agrees with physical

observations.
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Hence,

(1 +O(δ))

(
Uξ
Lξ

∂µ′

∂ξ′
− Uη
Lξ
ν ′
∂β

∂ξ′

)
+
Uη
Lη

∂ν ′

∂η′
+
Uz
Lz

∂w′

∂z′
= 0⇒ Uξ

Lξ
∼ Uη
Lη
∼ Uz
Lz
. (2.80)

Smith [1975] makes the assumption that w � µ, which gives: Uz = εUξ, (where ε � 1),

and this forces Lz = εLξ. No assumption has yet been made about the relative magnitudes

of δ and ε, .

Summarising the above:

Lη = δLξ, Lz = εLξ, Uη = δUξ, Uz = εUξ. (2.81)

The stress tensor, σ given in Equation 2.75, and taking advantage of the symmetry and

defining AH = UξLzA
′
H , AV = UξLzA

′
V , where A′H and A′V are of order 1:

σ = ρ0


2
h
AH(µξ − νβξ) AH(µη + 1

h
[νξ + µβξ]) AV µz + AH

1
h
wξ

AH(µη + 1
h
[νξ + µβξ]) 2AHνη AV vz + AHwy

AV µz + AH
1
h
wξ AV vz + AHwy 2AVwz



= ρ0U
2
ξ ε


2A′H
h

(
∂µ′

∂ξ′
− δν ′ ∂β

∂ξ′

)
A′H
δ

(
∂µ′

∂η′
+ δ

h

[
δ ∂ν

′

∂ξ′
+ µ′ ∂β

∂ξ′

])
A′V

1
ε
∂µ′

∂z′
+

A′H
h
ε∂w

′

∂ξ′

A′H
δ

(
∂µ′

∂η′
+ δ

h

[
δ ∂ν

′

∂ξ′
+ µ′ ∂β

∂ξ′

])
2A′H

∂ν′

∂η′
A′V

δ
ε
∂ν′

∂z′
+ A′H

ε
δ
∂w′

∂η′

A′V
1
ε
∂µ′

∂z′
+

A′H
h
ε∂w

′

∂ξ′
A′V

δ
ε
∂ν′

∂z′
+ A′H

ε
δ
∂w′

∂η′
2A′V

∂w′

∂z′

 ,
(2.82)
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σ is written as σ = ρ0U
2
ξ εσ

′.

The steady state momentum equations in the component format in the PC system di-

mensionally are given by:

µ

h

∂µ

∂ξ
+ ν

∂µ

∂η
+ w

∂µ

∂z
− βξ

h
µν + f

[
− Ω̂α3ν + (Ω̂α2 cos β − Ω̂α1 sin β)w

]
= − 1

ρ0h

∂P

∂ξ
+
g sinα∆ρ

ρ0

sin β +
1

ρ0

[
1

h

∂σξξ
∂ξ

+
∂σξη
∂η

+
∂σξz
∂z
− βξ

h
(σξη + σηξ)

]
,

(2.83)

µ

h

∂ν

∂ξ
+ ν

∂ν

∂η
+ w

∂ν

∂z

βξ
h
µ2 + f

[
Ω̂α3µ− (Ω̂α1 cos β + Ω̂α2 sin β)w

]
= − 1

ρ0

∂P

∂η
+
g sinα∆ρ

ρ0

cos β +
1

ρ0

[
1

h

∂σηξ
∂ξ

+
∂σηη
∂η

+
∂σηz
∂z
− βξ

h
(σξξ + σηη)

]
,

(2.84)

and

µ

h

∂w

∂ξ
+ ν

∂w

∂η
+ w

∂w

∂z
+ f

[
(−Ω̂α2 cos β + Ω̂α1 sin β)µ+ (Ω̂α1 cos β + Ω̂α2 sin β)ν

]
= − 1

ρ0

∂P

∂z
+
g cosα∆ρ

ρ0

+
1

ρ0

[
1

h

∂σzξ
∂ξ

+
∂σzη
∂η

+
∂σzz
∂z
− βξ

h
σzη

]
.

(2.85)

Non-dimensionalising the three momentum equations above, using the same method car-
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ried out for the continuity equation (Equation 2.80), gives:

U2
ξ

Lξ

µ′

h

∂µ′

∂ξ′
+ ν ′

UηUξ
Lη

∂µ′

∂η′
+ w′

UzUξ
Lz

∂µ′

∂z′
− µ′ν ′UξUη

Lξ

βξ
h

+ f

[
− Ω̂α3Uην

′ + (Ω̂α2 cos β − Ω̂α1 sin β)Uzw
′
]

= − Γ

Lξ

1

ρ0h

∂P ′

∂ξ′
+
g sinα∆ρ

ρ0

sin β

+ U2
ξ ε

[
1

Lξh

∂σ′ξξ
∂ξ′

+
1

Lη

∂σ′ξη
∂η′

+
1

Lz

∂σ′ξz
∂z′
− 1

Lξ

β′ξ
h

(σ′ξη + σ′ηξ)

]
,

(2.86)

UξUη
Lξ

µ′

h

∂ν ′

∂ξ′
+ ν ′

U2
η

Lη

∂ν ′

∂η′
+ w′

UzUη
Lz

∂ν ′

∂z′
+ µ′2

U2
ξ

Lξ

βξ
h

+ f

[
Ω̂α3Uξµ

′ − (Ω̂α1 cos β + Ω̂α2 sin β)Uzw
′
]

= − Γ

Lη

1

ρ0

∂P ′

∂η′
+
g sinα∆ρ

ρ0

cos β

+ U2
ξ ε

[
1

Lξh

∂σ′ηξ
∂ξ′

+
1

Lη

∂σ′ηη
∂η′

+
1

Lz

∂σ′ηz
∂z′

+
1

Lξ

β′ξ
h

(σξξ + σηη)

]
,

(2.87)

and

UξUz
Lξ

µ′

h

∂w′

∂ξ′
+ ν ′

UηUz
Lη

∂w′

∂η′
+ w′

U2
z

Lz

∂w′

∂z′

+ f

[
(−Ω̂α2 cos β + Ω̂α1 sin β)Uξµ

′ + (Ω̂α1 cos β + Ω̂α2 sin β)Uην
′
]

= − Γ

Lz

1

ρ0

∂P ′

∂z′
+
g cosα∆ρ

ρ0

+ U2
ξ ε

[
1

Lξh

∂σ′zξ
∂ξ′

+
1

Lη

∂σ′zη
∂η′

+
1

Lz

∂σ′zz
∂z′
− 1

Lξ

β′ξ
h
σ′zη

]
.

(2.88)
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Rearranging Equation 2.88 gives the following:

µ′

h

∂µ′

∂ξ′
+ ν ′

Lξ
Lη

Uη
Uξ

∂µ′

∂η′
+ w′

Uz
Uξ

Lξ
Lz

∂µ′

∂z′
− µ′ν ′Uη

Uξ

βξ
h

+

[
−
(
fLξ
Uξ

)
Uη
Uξ

Ω̂α3ν
′ +

(
fLξ
Uξ

)
Uz
Uξ

(Ω̂α2 cos β − Ω̂α1 sin β)w′
]

= −

(
Γ

ρ0U2
ξ

)
1

ρ0h

∂P ′

∂ξ′
+
gLξ sinα∆ρ

U2
ξ ρ0

sin β

+ ε

[
1

h

∂σ′ξξ
∂ξ′

+
Lξ
Lη

∂σ′ξη
∂η′

+
Lξ
Lz

∂σ′ξz
∂z′
−
β′ξ
h

(σ′ξη + σ′ηξ)

]
,

(2.89)

µ′

h

∂ν ′

∂ξ′
+ ν ′

Lξ
Lη

Uη
Uξ

∂ν ′

∂η′
+ w′

Uz
Uξ

Lξ
Lz

∂ν ′

∂z′
+ µ′2

Uξ
Uη

βξ
h

+

[(
fLξ
Uη

)
Ω̂α3µ

′ −
(
fLξUz
UξUη

)
(Ω̂α1 cos β + Ω̂α2 sin β)w′

]
= − ΓLξ

Lηρ0UηUξ

∂P ′

∂η′
+
gLξ sinα∆ρ

UξUηρ0

cos β

+
Uξ
Uη
ε

[
1

h

∂σ′ηξ
∂ξ′

+
Lξ
Lη

∂σ′ηη
∂η′

+
Lξ
Lz

∂σ′ηz
∂z′

+
β′ξ
h

(σξξ + σηη)

]
,

(2.90)

and

µ′

h

∂w′

∂ξ′
+ ν ′

Lξ
Lη

Uη
Uξ

∂w′

∂η′
+ w′

Uz
Uξ

Lξ
Lz

∂w′

∂z′

+

[(
fLξ
Uη

)
(−Ω̂α2 cos β + Ω̂α1 sin β)µ′ +

(
fLξUη
UξUz

)
(Ω̂α1 cos β + Ω̂α2 sin β)ν ′

]
= −

(
ΓLξ

Lηρ0UηUξ

)
∂P ′

∂z′
+
gLξ cosα∆ρ

UzUξρ0

+
Uξ
Uz
ε

[
1

h

∂σ′zξ
∂ξ′

+
Lξ
Lη

∂σ′zη
∂η′

+
Lξ
Lz

∂σ′zz
∂z′
−
β′ξ
h
σzη

]
.

(2.91)
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Defining Roξ = Uξ/fLξ, and substituting in the definitions of δ and ε from Equation 2.81,

where δ = Lη/Lξ = Uη/Uξ, and ε = Lz/Lξ = Uz/Uξ, gives:

µ′

h

∂µ′

∂ξ′
+ ν ′

∂µ′

∂η′
+ w′

∂µ′

∂z′
− δµ′ν ′βξ

h

+
1

Roξ

[
− δΩ̂α3ν

′ + ε(Ω̂α2 cos β − Ω̂α1 sin β)w′
]

= −

(
Γ

ρ0U2
ξ

)
1

h

∂P ′

∂ξ′
+
gLξ sinα∆ρ

U2
ξ ρ0

sin β

+

[
ε
1

h

∂σ′ξξ
∂ξ′

+
ε

δ

∂σ′ξη
∂η′

+
∂σ′ξz
∂z′
− ε

β′ξ
h

(σ′ξη + σ′ηξ)

]
,

(2.92)

µ′

h

∂ν ′

∂ξ′
+ ν ′

∂ν ′

∂η′
+ w′

∂ν ′

∂z′
+ µ′2

1

δ

βξ
h

+
1

Roξ

[
1

δ
Ω̂α3µ

′ − ε

δ
(Ω̂α1 cos β + Ω̂α2 sin β)w′

]
= −

(
Γ

ρ0U2
ξ

)
1

δ2

∂P ′

∂η′
+
gLξ sinα∆ρ

U2
ξ δρ0

cos β

+
1

δ

[
ε

h

∂σ′ηξ
∂ξ′

+
ε

δ

∂σ′ηη
∂η′

+
∂σ′ηz
∂z′

+ ε
β′ξ
h

(σξξ + σηη)

]
,

(2.93)

and

µ′

h

∂w′

∂ξ′
+ ν ′

∂w′

∂η′
+ w′

∂w′

∂z′

+
1

Roξ

[
1

ε
(−Ω̂α2 cos β + Ω̂α1 sin β)µ′ +

δ

ε
(Ω̂α1 cos β + Ω̂α2 sin β)ν ′

]
= −

(
Γ

ρ0U2
ξ

)
1

ε2
∂P ′

∂z′
+
gLξ cosα∆ρ

U2
ξ ερ0

+

[
1

h

∂σ′zξ
∂ξ′

+
1

δ

∂σ′zη
∂η′

+
1

ε

∂σ′zz
∂z′
−
β′ξ
h
σzη

]
.

(2.94)
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So the slope-normal equation (Equation 2.94) indicates that the largest pressure gradients

are driven by the gravitational term, the Coriolis terms, and the ∂σ′zz/∂z
′ term, which is

in line with Smith [1975]. In order to balance this, the pressure scale Γ = ρ0U
2
ξ ε is chosen,

which has the same order of magnitude as the stress tensor. Therefore the slope-normal

equation is an equation for the evolution of the rotating modified pressure, P , which does

not appear at leading order in the streamwise and spanwise momentum equations.

Moving on to the unsteady terms, the natural time scale that keeps the time derivatives

in the convective derivative is T = Lξ/Uξ.

The current’s path is parametrised by ξ, such that:

X(ξ, t) =

∫ ξ

0

dX(ζ) =

∫ ξ

0

cos β(ζ, t)dζ, (2.95)

and

Y (ξ, t) =

∫ ξ

0

dY (ζ) =

∫ ξ

0

sin β(ζ, t)dζ, (2.96)

where ζ, is a dummy parameter. Hence,

∂X

∂t

∣∣∣∣
ξ

= −
∫ ξ

0

sin β(ζ, t)
∂

∂t
β(ζ, t)dζ, (2.97)

and

∂Y

∂t

∣∣∣∣
ξ

=

∫ ξ

0

cos β(ζ, t)
∂

∂t
β(ζ, t)dζ. (2.98)
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Thus:

µ0 =
∂X

∂t

∣∣∣∣
ξ

cos β +
∂Y

∂t

∣∣∣∣
ξ

sin β =

∫ ξ

0

sin[β(ξ, t)− β(ζ, t)]
∂

∂t
β(ζ, t)dζ, (2.99)

and

ν0 = −∂X
∂t

∣∣∣∣
ξ

sin β +
∂Y

∂t

∣∣∣∣
ξ

cos β =

∫ ξ

0

cos[β(ξ, t)− β(ζ, t)]
∂

∂t
β(ζ, t)dζ. (2.100)

Mass conservation

The mass conservation equation states that:

Dρ

Dt
= 0 ⇒ ∂ρ

∂t
+ (u · ∇)ρ = 0. (2.101)

This can be rotated into the SC system using Rs, such that:

∂ρ

∂t
+ (u · ∇)ρ = 0, (2.102)

and by using rotation matrix Rp, along with the results from Equation 2.47, gives:

∂ρ

∂t
+

1

h

∂

∂ξ
(ρµ) +

∂

∂η
(ρν) +

∂

∂z
(ρw) +

ηβt − µ0

h

∂ρ

∂ξ
− ν0

∂ρ

∂η
− ρν

h

∂β

∂ξ
= 0. (2.103)

The above equation (Equation 2.103) can be non-dimensionalised as:

∂ρ′

∂t′
+

1

h

∂

∂ξ′
(ρ′µ′)+

∂

∂η′
(ρ′ν ′)+

∂

∂z′
(ρ′w′)+

δη′β′t − εµ′0
h

∂ρ′

∂ξ′
−εν ′0

∂ρ′

∂η′
− δρ

′ν ′

h

∂β

∂ξ′
= 0. (2.104)
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Equations (2.78), (2.92) to (2.94) and (2.104), give, the non-dimensionalised, volume,

momentum, and mass conservation equations respectively.

2.4.6 Cross-sectional averaging to find bulk quantity equations

Assuming a top-hat profile for the current under the assumption of a rectangular cross-

section (η, z) ∈ [−l, l]× [0, d] = D , where l = l(ξ, t), and d = d(ξ, t), as stated previously,

while taking h = 1 (Smith [1975]) gives: ε� δ � 1, and taking the following kinematic

boundary conditions that require the boundary of the plume cross-section to move with

the local plume velocity, such that velocities at the boundary are:

ν =
dl

dt
=
∂l

∂t
+ µ

∂l

∂ξ
, (2.105)

and,

w =
dd

dt
=
∂d

∂t
+ µ

∂d

∂ξ
, (2.106)

integrating over the right half of D , and using symmetry, Equation 2.7 gives:

E0µ

2
=

∫
DR

[
∂µ

∂ξ
+
∂ν

∂ξ
+
∂w

∂ξ

]
dA

=

∫ d

0

∫ l

0

∂µ

∂ξ
dηdz +

∫ d

0

∫ l

0

∂ν

∂ξ
dηdz +

∫ d

0

∫ l

0

∂w

∂ξ
dηdz

=

{∫ d

0

∂

∂ξ

[ ∫ l

0

µdη

]
dz −

∫ d

0

[
∂l

∂ξ
µ

∣∣∣∣
η=l

]
dz

}∫ d

0

ν

∣∣∣∣
η=l

dz +

∫ l

0

w

∣∣∣∣
z=d

dη,

(2.107)

where use has been made of ν(η = 0) = 0 by symmetry and w(z = 0) = 0, a no
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penetration condition at the base of the current.

Hence,

E0µ

2
=

∫ d

0

∂

∂ξ

[ ∫ l

0

µdη

]
dz +

∫ d

0

[
ν

∣∣∣∣
η=l

− ∂l

∂ξ
µ

∣∣∣∣
η=l

]
dz +

∫ l

0

w

∣∣∣∣
z=d

dη

=

{
∂

∂ξ

∫ d

0

∫ l

0

µdηdz − ∂d

∂ξ

[ ∫ l

0

µdη

]
z=d

}
+

∫ d

0

[
ν

∣∣∣∣
η=l

− ∂l

∂ξ
µ

∣∣∣∣
η=l

]
dz +

∫ l

0

w

∣∣∣∣
z=d

dη.

(2.108)

As d is independent of η, it is given that:

E0µ

2
=

1

2

∂

∂ξ
(µA) +

∫ d

0

[
ν

∣∣∣∣
η=l

− ∂l

∂ξ
µ

∣∣∣∣
η=l

]
dz +

∫ l

0

[
w

∣∣∣∣
z=d

− ∂d

∂ξ

∣∣∣∣
z=d

]
dη. (2.109)

Since both l and d are independent of η and z, Equation 2.109 can be written as:

E0µ

2
=

1

2

∂

∂ξ
(µA) + d

∂l

∂t
+ l

∂d

∂t
. (2.110)

So, in terms of the current cross-sectional area A (making use of symmetry), the continuity

equation implies that:

∂A

∂t
+

∂

∂ξ
(µA) = E0µ. (2.111)

For the mass conservation equation (Equation 2.8), taking h = 1, while assuming a top-

hat profile for the current density ρ, and applying the kinematic boundary conditions
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given in Equation 2.105 and Equation 2.106, having integrated the lhs over the current

cross sectional area, gives:

∂

∂t
(ρA) +

∂

∂ξ
(ρµA) = ρeE0µ. (2.112)

Taking the streamwise momentum equation (Equation 2.92), and removing terms of order

δ (this removes the Coriolis term), gives::

∂µ

∂t
+ µ

∂µ

∂ξ
+ ν

∂µ

∂η
+ w

∂µ

∂z
=
g sinα∆ρ

ρ0

sin β +
1

ρ0

∂σξz
∂z

. (2.113)

This can be written in conservative form as:

∂

∂t
(ρµ) +

∂

∂ξ
(ρµ2) +

∂

∂η
(ρµν) +

∂

∂z
(ρµw)− µ

[
Dρ

Dt
+ ρ∇ · u

]
= gA sinα∆ρ sin β +

∂σξz
∂z

.

(2.114)

The term in the square brackets cancels with the drag due to entrainment when integrated

over the area, A. Hence,

∂

∂t
(ρAµ) +

∂

∂ξ
(ρAµ2) = gA sinα∆ρ sin β +

∫
D

∂σξz
∂z

dA. (2.115)

The stress term, as it is in Smith [1975], is expressed as −ρKµ2. Therefore, the momen-

tum equation in the streamwise direction is given by:

∂

∂t
(ρAµ) +

∂

∂ξ
(ρAµ2) = gA sinα∆ρ sin β − ρKµ2. (2.116)

The spanwise momentum equation (Equation 2.93) has leading order terms at δ−1 which
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yields:

βξµ
2 + βtµ+ f̂µ =

g sinα∆ρ

ρ0

cos β +
1

ρ0

∂σηz
∂z

. (2.117)

Removal of the stress tensor term by consideration of the stress tensor components in

‘Method 2’, noting that σ′ηz ∼ O(δσ′ξz), and so is an order of magnitude smaller than the

remaining terms of the equation. Physically, this implies that there is a greater stress on

the current due to the downstream drag against the ‘slope’ as opposed to spanwise drag.

Full cross-section integrated unsteady stream boundary system

At + (µA)ξ = E0µ. (2.118)

(ρA)t + (ρµA)ξ = E0µρe. (2.119)

(ρAµ)t + (ρAµ2)ξ = gA sinα∆ρ sin β − ρKµ2. (2.120)

βt + µβξ =
g sinα∆ρ

ρµ
cos β − f̂ , (2.121)

where:

∆ρ = ρ(ξ)− ρe(ξ), (2.122)

ρe(ξ) = ρ0[1 + sT̂Y (ξ)]. (2.123)

Above are the unsteady version of (5)-(8) in Smith [1975]. This system is for the four
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unknowns (µ,A, ρ, β). The current path can be calculated at any time t using:

X(ξ, t) =

∫ ξ

0

cos β(ζ, t)dζ, (2.124)

and

Y (ξ, t) =

∫ ξ

0

sin β(ζ, t)dζ. (2.125)

This is the full comprehensive, non-linear set of equations which can model time-dependent

boundary currents in rotating systems.
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Chapter 3

Methodology, and steady state

current’s flow in a homogeneous

ambient

This chapter will look into results from a steady state perspective, specifically into an

extension of the work carried out by Smith [1975]. Next, the study presents an investi-

gation into the effects of varying the initial state variables of a steady state streamtube

dense current on the propagation of the current. Finally the consequences of changing

the rotational rate of the system, the drag and entrainment coefficients of the flow and

the slope angle are presented and analysed. To start, before presenting any of the results,

the numerical methods used in the computational analysis to reach both the steady and

unsteady results in this study are covered.
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3.1 Methodology

The numerical method used to produce the results throughout the thesis was a marching

finite difference first order explicit method. The scheme was one dimensional, in space

only, for the steady state currents, and two dimensional, in both space and time, for

the unsteady currents. The main controlling factor for such schemes is the numerical

discretisation applied when producing the results. Here a convergence, studied based on

a total Euclidean distance, is presented to show how the results tend to a solution as the

numerical accuracy is increased.

The Euclidean distance for two sets of data withN points each, where: a = (a1, a2, a3, ...., an)

and b = (b1, b2, b3, ...., bn), is: DEd =
√∑N

i=1(bi − ai)2.

First, in the steady state case, working only on a spatial discretisation, a current of

100 km in length was used, the numerical step size was varied, and the total Euclidean

distance between the current with the smallest step size and every other current was

measured.

To start off with, a solution using a step size of 0.25 m was generated and saved as

a comparison tool for the rest of the solutions with the different step sizes. In order

to compare the results, the function “interp” was used in Matlab, this function returns

interpolated values at specific query points using linear interpolation, which in turn allows

for the comparison of two different currents to be carried out.

Each current was used to generate 400, 000 data points along the current’s path (this

number comes from using a step size of 0.25 m over a 100 km total length), and the

corresponding points across each current were compared. The comparison was a simple

measure of the physical distance between the two predicted locations of each current at

those downstream locations. After each pair of the 400, 000 points was compared, a total
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Euclidean distance between the two currents would be generated by summing up all the

individual distances. Later a plot was generated which compares the step size used for

each current with the total Euclidean distance of that current with the current generated

using the 0.25 m step size. Figure 3.1 shows the overall result of this method, a total of

10, 000 step sizes were used starting from 0.25 m to 3900 m.
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Figure 3.1: A convergence study for the numerical discretisation of the step size for the steady state current solutions
using a total Euclidean distance approach.

It can be seen that the results, which are a tool to represent the position or location

of the current path under investigation, depend on the numerical discretisation of the

scheme used. The results are within line of the expected outcomes for a finite difference

first order explicit scheme, as the spatial step is decreased a better accuracy for the final

solution is achieved. Moving forward, due to the computation power available for this

specific study, and looking at moving to the unsteady case, the results obtained here were

used as a justification for choosing a step size which would allow a faster generation of

results with an acceptable numerical error.

In order to do this, a more rigorous method was used to see how exactly the first order
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system converges. A log-log graph, shown here in Figure 3.2, was generated using the

data from Figure 3.1. The system was found to have two different regions of convergence.

The total Euclidean distance was found to decrease by an order of 1.9 for spatial step

sizes of 500m and less. For spatial step size larger than that, the total Euclidean distance

was found to increase at magnitude with a high order.

To further quantify this, a step size of 500 m for a 100 km current, has a total Euclidean

distance of under 6000 m when compared to a step size of 0.25 for the same current

length using 400, 000 data points along both currents. A total Euclidean distance of 6000

m over 400, 000 data points translates to an average of 15 mm error for each data point.

The maximum Euclidean distance measured when comparing all 400, 000 data points

for the two currents using the 0.25 and 500 m step sizes, was found to be just over 10

m which occurred in the first step of the current generated using the 500 m step size,

with the minimum Euclidean distance coming being 0.01 mm at the end of the current.

This increase reduces the computational time by a factor of nearly 1/100 which is very

significant especially when moving onto the unsteady case where both time and space

will be varied. These results were found to be good and justify using a spatial step size

of 500 m moving forward.

This approach was repeated for twenty five different total current lengths, varying from

100 m to 50 km, and a convergence study was carried out for each current using the

same method above. However, due to the lower total amounts of the Euclidean distances

generated, especially for the shorter currents, a visual representation on the same graph

was found to be unhelpful.
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Figure 3.2: A Log-Log plot for the convergence study in Figure 3.1. Here the natural logarithms of both the spatial
step size, and the total Euclidean distance are plotted against each other. A linear fit is plotted over the range from
ln(δξ) = 3.4 to 6.3 which is where the convergence was found to be linear.

After establishing the required spatial step for the steady state numerical solutions. The

stability of the unsteady case was considered. When working with a finite difference

method, in a two dimensional system, using an explicit numerical marching scheme, it

is found that the Courant-Fredrick-Levy (CFL) condition limits the time step of the

computation depending on the spatial step used, as well as the current’s speed (Jameson

[1983]; Jameson [1991]; Hamrick [1992]; Chang and Wang [2002]). CFL = u × ∆t/∆ξ,

where u is the current velocity, ∆ξ is the spatial step, and ∆t is the temporal step of the

computation.

In order to identify a time step that offers both stability and accuracy for the system.

The spatial step was fixed and the time step was varied till the stability limit was found,

the convergence of the system under the different time steps was also considered. This

was repeated for 100 different spatial steps. It was found that the model was stable
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for CFL values that are less than one, therefore the limit of the Courant-Fredrick-Levy

number was set to be one, and all the results in the thesis were produced to allow for this

limitation.

Figure 3.3 gives a visualisation of the convergence of the model when the spatial step

size is set to 500 m. Here 1000 time steps were used starting from 1s to 500s. The

current’s final position after 12 days across all time steps was then compared with that

of the position generated by the 1s step. The total Euclidean distance between each two

current was then measured. It is important to note that using the Euclidean distance

to generate a convergence study for a time step of a non linear model was not found to

be the best approach. However, it was a very good indicator of when the current was

stable. The problems faced were due to the current’s position oscillating about the same

physical location.
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Figure 3.3: A convergence study for the numerical discretisation of the time step size for the unsteady state current
solutions using a total Euclidean distance approach. The initial current’s velocity was oscillated between 0.92 and 1m.s−1

using a period of 24 hours. The current was modelled over a total time of 12 days.
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3.2 Comparison with Smith (1975)

The newly developed system detailed in Chapter 2 is based on the steady state streamtube

model used by Smith [1975] for modelling the Mediterranean and Norwegian outflows.

The results obtained by Smith [1975] for the Mediterranean outflow are reproduced here

using the new system. The source conditions chosen are taken from Smith [1975] ( Table

2) and are presented here in Table 3.1.

Mediterranean outflow

Quantity Symbol Value±error

Bottom slope s = tanα (1.43± 0.4)× 10−2

Coriolis parameter f̂ = 2Ω cosα (0.854± 0.060)× 10−4 s−1

Ambient stratification rate T̂ = T cosα (1.00± 0.15)× 10−6 m−1

Characteristic density ρ0 1000 kg m−3

Gravitational acceleration g 9.81 m s−2

Initial density contrast ∆ρ0 1.25 kg m−3

Initial cross-sectional area A0 2.1× 106 m2

Initial pitch angle β0 0.7185 rad

Initial velocity µ0 0.96 m s−1

Drag coefficient K 500 m

Entrainment coefficient E0 50 m

Table 3.1: Physical constants and initial conditions for the Mediterranean outflow

In this case, the source conditions are kept constant, giving time derivatives equal to zero.

It can be seen from Figure 3.4 that the red dots’ plot matches that of the Mediterranean

outflow of Smith [1975]. In the case of Smith, the entrainment and drag coefficients were
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varied to try and match observations.
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Figure 3.4: The results from Smith [1975] (Figure 12) are matched against the newly derived unsteady stream tube
system of equations in chapter 2. The initial conditions are shown in Table 3.1 and the axes are fitted over a figure from
Smith [1975]. The new result of the path is plotted in red dots.

Looking at Figure 3.4, it can be seen that for the dashed line plot labelled with the drag

coefficient K =0.1 km, the current experiences an oscillating (wave) behaviour as it starts

travelling across the slope. As the current is travelling through a stratified ambient, it is

expected to experience ‘internal’ waves [Cenedese and Adduce, 2008]. These waves have

been studied both numerically (using ocean models) and experimentally as mentioned

previously. However, this thesis will look into these waves using the streamtube approach,

where the current is modelled as one coherent structure. Before this is carried out, the

background stratification is removed and the effects of the state variables, and state

parameters are investigated. This is done in order to isolate the effects of each of the

variables and constants, and is carried out by changing the initial value of each of the

variables, and investigating the effects this has on the propagation of the current.
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3.3 The effects of different initial state variables

Taking the Mediterranean outflow conditions used in Smith [1975] and presented here in

Table 3.1, each one of the four state variables is varied (i.e. three different steady state

solutions are presented for each variable), and the current path for each set of initial

conditions is plotted. In addition to the path the current propagates down, the down-

stream profiles of each of the state variables are plotted in order to study the effects that

the change of each of the state variables has on the current down-stream physics and

dynamics.

The current velocity at the source is given a value of 0.96 m s−1 [Smith, 1975], which is

used for the first run when investigating the effects that the initial velocity has on the

propagation of the current. The value of the initial velocity is then set to 0.48 m s−1

for the second run, before increasing it to 1.44 m s−1 for the third and final run. These

values are chosen to equate to a 50% reduction and a 50% increase from the base case

value which is 0.96 m s−1. These values are not based on any physical observations; they

are chosen to give an indication of how the current would behave under the condition

of increasing/decreasing the specific state variable or parameter. The currents’ paths

generated from changing the initial velocity value are presented in the top left panel of

Figure 3.5, whereas the down-stream profiles of the state variables associated with these

three tests are plotted in Figure 3.6. The cross-sectional area for the Mediterranean

outflow, as presented by Smith [1975], has an initial value of 2.1×106 m2. This is reduced

to 1.05 × 106 m2 (50% of the original value) for the second run, and then increased to

3.15 × 106 m2, which represents a 50% increase in the original value, for the third run.

The top right panel of Figure 3.5 gives the three paths that the current would follow in

the case of the three different intial cross-sectional areas, and Figure 3.7 shows the down-

stream profiles of the four state variables for these currents. Smith [1975] set the initial
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current density to a value of 1001.25 kg m−3, with an ambient density at the source of

1000 kg m−3, and this gave a density anomaly of 1.25 kg m−3. The initial density is then

set to 1000.624 kg m−3, with the ambient density kept at 1000 kg m−3, giving a density

anomaly of 0.624 kg m−3 for the second run. For the third density run, the initial current

density is increased to 1001.876 kg m−3, again keeping the ambient density constant at

1000 kg m−3, which gives a density anomaly of 1.876 kg m−3. The paths of the currents

with different initial densities are plotted in the bottom left panel of Figure 3.5, with

the state variables’ down-stream profiles in Figure 3.8. Finally, the current’s initial pitch

angle or inclination (β) is changed. The initial value for the Mediterranean outflow is

found to be just under π/4, at 0.7185. This is first set to zero, and then to π/2, which

means that the current is first directed across the slope in the positive x direction, then

directly down the slope, along the positive y direction. The current’s three paths are

plotted on the bottom right panel of Figure 3.5, whereas the down-stream profiles of the

four state variables are shown in Figure 3.9.
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Figure 3.5: Four plots for the paths that the 12 different currents follow as they move in a stratified rotating ambient.
The top left panel has three different currents with a varying initial cross-sectional area, whereas in the top right panel
the parameter that is varied is the initial velocity. In the bottom left panel, the density anomaly is varied by varying the
current’s source density, and finally the initial angle between the current and the x axis is varied to obtain the bottom
right panel. The dots represent 25 km intervals along the current path.

Figure 3.5 gives the paths for all 12 currents described above. Each panel has the Mediter-

ranean outflow case plotted in red, with the lower value of the state variable associated

with the panel in light blue, and the higher value in black. First of all, looking at both

the initial cross-sectional area and velocity variations, it can be seen that the currents’

paths experience a similar affect. Decreasing either the initial velocity or the initial cross-

sectional area causes the dense current to have a trajectory that makes the current travel

further down the slope initially before turning across the slope as can be seen in Fig-

ure 3.5. Killworth [1977] showed that dense currents can experience acceleration down

the slope, but his results stem from the difference in temperature between the current

and the ambient acting as a source of internal energy. However, the streamtube used

here, based on Smith [1975], does not account for such variability. This motion of the
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current can be explained by looking into the non-linear set of equations that govern this

phenomena (Equations (2.118) and (2.121)). Looking at the two momentum equations in

the streamwise (Equation 2.120) and spanwise (Equation 2.121) directions, and setting

the time derivatives to zero, it can be seen that the smaller the velocity term (µ) is, the

higher the buoyancy force would be in comparison with Coriolis, causing the current to

be directed down the slope. In the case of the smaller initial cross-sectional area, the cur-

rent slows down initially as it has less momentum. This deceleration affects the balance

between buoyancy and Coriolis, causing the current to be directed down the slope first

as explained above.

The change of the initial current density has the biggest effect on the current path, as

can be seen in the bottom left panel of Figure 3.5. This outcome is expected, as the

only driving force causing the current to travel down the slope is buoyancy. The smaller

the density anomaly, the smaller the driving force is, hence, Coriolis dominates the flow.

Finally, changing the current’s initial inclination had the least effect on the current path.

It was found that if the other three state variables are kept constant, then the current

would follow the same profile, with a small adjustment near the source to account for the

initial trajectory. The down-stream profiles of the state variables are investigated next.
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Figure 3.6: Four plots for the state variables’ profiles, as a function of the down-stream distance. The initial velocity
of the current at the source is the difference between each of the three currents.

Starting with the down-stream profiles for the different initial current velocities, it can

be seen that the current first experiences a rapid change in the velocity profile depending

on the initial velocity. For the lower initial velocity of 0.48 m s−1, the current accelerates

first before decelerating, and this is coupled with a reduction in the cross-sectional area

of the current. As the cross-sectional area decreases while the current is entraining fluid

from the ambient, the density of the current decreases faster than the other two currents,

and this is due to the smaller cross-sectional area. The higher initial velocity of 1.44 m

s−1 causes the current to decelerate first, which in effect increases the cross-sectional area

to account for conservation of volume. With a higher initial velocity, the current initially

travels across the slope further than a lower velocity current would. The plot for the

current inclination shows that all three currents experience an initial change of direction

causing them to move further down the slope before being redirected across it. For a

static observer, the fact that the lower velocity current is directed closer to π/2 than the
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faster moving currents gives the suggestion that the higher velocity currents do not get

directed down the slope, which is not the case.
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Figure 3.7: Four plots for the state variables’ profiles as a function of the down-stream distance. The initial current
cross-sectional area at the source is the difference between each of the three currents.

The down-stream profiles for the currents with different initial cross-sectional areas,

shown above in Figure 3.7, give similar profiles for down-stream current inclination as

do currents with different initial velocities. The currents plotted using the light blue

color, corresponding to the lower cross-sectional area and velocity, get diverted further

down the slope. However, the difference observed here is that all three currents experi-

ence a deceleration coupled with an increase in the cross-sectional area, with the lowest

cross-sectional area experiencing more deceleration as it adjusts onto the slope. The

down-stream density profiles show the expected. The smaller the cross-sectional area,

the steeper the density falls as a function of the down-stream distance, as there is less

mass for the ambient to mix with.
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Figure 3.8: Four plots for the state variables’ profiles, as a function of the down-stream distance. The initial source
density is the difference between each of the three currents.

Looking at the currents with different initial densities, it can be seen from the down-

stream profiles of the state variables in Figure 3.8, in comparison with the currents having

different initial velocities and cross-sectional areas, that the density anomaly change has

the biggest impact on the down-stream evolution of the current. Equation 2.121 indicates

that a smaller density anomaly means that Coriolis would dominate the current path,

as illustrated in Figure 3.5, where currents with the smaller density anomaly turn across

earlier than the currents with the higher density anomalies. However, by looking into the

inclination profile plot, shown bottom right in Figure 3.8, it can be seen that the current

with the smallest density anomaly (light blue) starts by turning across the slope first

then down the slope, before being redirected across the slope again. This is explained

by the fact that the current is dominated by Coriolis to start with, causing a rapid

deceleration and an increase in the cross-sectional area, affecting the momentum balance,

and redirecting the current briefly down the slope before Coriolis dominates again.
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Figure 3.9: Four plots for the state variables’ profiles, as a function of the down-stream distance. The initial pitch
angle for the current is the difference between each of the three currents.

Figure 3.9 displays the down-stream profiles of the four state variables for three currents

with different initial pitch angles (β). These results show that the current down-stream

evolution has very little dependency on the initial angle. After a short period of adjusting,

which is due to the initial angle, the current will follow one solution for all the four state

variable profiles that is dependant on the initial cross-sectional area, velocity, and density

anomaly.

The above results show that the down-stream evolution of a dense steady state current,

travelling through a homogeneous ambient, can be affected by the change of the initial

state variables. For any set of initial conditions, the current has one state that it wants

to follow, causing the current to readjust closer to the source to reach that state; this

was observed in the rapid acceleration and deceleration of the currents, coupled with the

change in the cross-sectional areas.
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3.4 The effects of different state parameters

Having tested the effects that the changes in the initial values of the state variables have

on the current’s path and down-stream profiles, the state parameters’ effects are now

investigated in the same manner.

To start with, three values of each of the four state parameters are chosen, and the same

approach taken to produce the results of section 3.3 is followed.
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Figure 3.10: Four plots for the paths 12 different currents follow as they move in a homogeneous rotating ambient.
The top left panel has three different currents with a varying Coriolis parameter, the top right panel the parameter that
is varied is the drag coefficient. In the bottom left panel, the entrainment coefficient is varied. Finally the slope angle is
varied to obtain the bottom right panel. The dots represent 50 km intervals along the current path.

Looking at the paths the twelve currents follow in Figure 3.10, it can be seen that a lower

Coriolis and entrainment cause the current to travel further down the slope, whereas

drag and slope angle act in the opposite manner, as the current would travel further

down the slope in the case of increasing the drag or the slope angle. The main difference

between changing the state variables in Figure 3.5, and the state parameters here, is that
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the currents do not overlap, which indicates the two sets (state parameters and state

variables) have different effects on the propagation of the dense currents. The results

show that a dense current has one solution for each set of state parameters, and when a

state variable is varied, the current tries to readjust to reach that one solution which is

controlled by the state parameters.

In order to investigate the physics of changing each of the state parameters, the down-

stream profiles of the state variables are studied for each case.
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Figure 3.11: Four plots for the state variables’ profiles, as a function of the down-stream distance. The Coriolis
parameter is the difference between each of the three currents.

Showing the effects that the change of the Coriolis parameter value has on the dynamics

of the dense current’s down-stream evolution, Figure 3.11 indicates that, for a higher

Coriolis parameter, the current would slow down faster. These results can be explained

using the balance between the buoyancy and the rotation forces driving the current. As

the Coriolis parameter gets larger, rotational forces dominate the current, deflecting it
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across the slope. So as the current readjusts near the source, a lower Coriolis value would

allow for more acceleration down the slope as can be seen in the top left, and bottom right

panels. It follows that a readjustment to a higher velocity causes a smaller cross-sectional

area, hence, a lower density anomaly.

Figures 3.12 and 3.13 display results obtained from varying the drag and entrainment

coefficients respectively. The results agree with the model equations (Equations (2.118)

and (2.121)). As the drag increases, the current velocity would decrease faster, causing

the deceleration shown in the top left panel of Figure 3.12 for the black line plot. The

decrease in the drag also affects the trajectory of the current, the smoother bottom

boundary allows rotational forces to dominate the flow, leading to the current being

directed across the slope sooner, as shown in the bottom right panel.
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Figure 3.12: Four plots for the state variables’ profiles, as a function of the down-stream distance. The drag coefficient
is the difference between each of the three currents.

The coefficient of entrainment has the opposite effect to that of the drag coefficient. A
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higher entrainment coefficient gives the current a higher cross-sectional area, hence a

lower buoyancy force, leading to the current being directed across the slope sooner. It

follows that a higher entrainment rate across the interface causes the density anomaly to

drop faster as can be seen in the bottom left panel of Figure 3.13.
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Figure 3.13: Four plots for the state variables’ profiles, as a function of the down-stream distance. The entrainment
coefficient is the difference between each of the three currents.

The fourth and final state parameter ‘slope angle’ is varied, and the down-stream state

profiles are plotted in Figure 3.14. The base case plotted in red is for the Mediterranean

outflow with an angle of 0.8◦. This is halved to 0.4◦ for the current plotted in light blue,

and increased to 1.2◦ for the black plot.
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Figure 3.14: Four plots for the state variables’ profiles, as a function of the down-stream distance. The slope angle is
the difference between each of the three currents.

It can be seen that as the slope angle decreases, the current slows down faster, causing

a fast increase in the cross-sectional area near the source. As the currents move down-

stream, the cross-sectional area increases in a linear fashion across all three slope angle

values. Due to the increase of the cross-sectional area, the current density profile decreases

less for a smaller slope angle, whereas the inclination profile illustrates that a shallower

slope angle would cause the current to travel across the plane sooner than for a steeper

slope. This is as Equation 2.121 indicates that as the slope (s) gets smaller, Coriolis

would dominate the flow.

Cenedese et al. [2004], and Cenedese and Adduce [2008] both showed experimentally that

for slope angles (s < 0.3, i.e. 16.7◦), the current behaved as a laminar density current

and very little mixing was observed. However, the mixing dependency was found to

be consistent across all slope angle values below 0.3. It was also shown that for slope
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angle values (0.3 < s < 0.5), the current had a wave region after a laminar region near

the source, which increased the mixing. For values of (0.5 < s < 1), the waves grew

in amplitude and broke in a three-dimensional fashion, further increasing the mixing

between the current and the ambient. As the current model does not support wave

breaking, it would not be possible to investigate slope angles that would cause the wave

breaking regime, whereas for shallower slopes the model is in agreement with the findings

of previous studies.

Having tested the four state parameters and their effects on dense steady state currents,

it was found that the current behaviour is affected by the Coriolis parameter value, the

drag and entrainment coefficients, and the slope angle. For any set of these parameters,

the current would readjust near the source to one solution.
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Chapter 4

Steady state currents and their

oscillatory behaviour

Introducing a background density stratification to the ambient fluid can cause dense cur-

rents travelling through that ambient to experience oscillatory behaviour. This behaviour

comes in form of the current being directed up the slope rather than across it only. The

current would then travel back down the slope and so on. The current’s path finally lev-

els off and travels across the slope. The effects of the strength of the stratification rate,

the value of the Coriolis parameter, and values of the drag and entrainment coefficients

effecting these oscillations are now investigated.

4.1 The effect of the background ambient stratifica-

tion

In order to investigate the effect that the change of the ambient background stratification

rate strength has on oscillatory behaviour of a steady state current, a set of initial state
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variables and state parameters were chosen, and the strength of the stratification rate

was varied. The dense current path, along with the state variables’ down-stream profiles

were investigated for each stratification rate. The ambient density is a function of the

distance down the slope. At the source it is always the same and is fixed at 1000 kg

m−3, whereas the stratification rate is changed for each of the runs (i.e. the deep water

gets denser). For consistency, the source conditions of the Mediterranean outflow were

chosen to be as shown in Table 3.1, with only the initial pitch angle changed so that the

current is directed down the slope. This was done to help eliminate any oscillations in

the current path near the source where the current is adjusting to the slope.

It is important here to state the method used by Smith [1975] to define the stratification

rate. Smith gave the density anomaly as a function of the down-stream distance to be,

∆ρ = ρ(ξ)− ρe(ξ), where ρe is the ambient density and is a function of the down-stream

distance ξ. It is defined as: ρe(ξ) = ρ0[1 + sTY (ξ)], where: s = tanα is a function of the

slope angle α, T is the stratification rate normal to the slope in the ambient region, and

ρ0 is the ambient density at the source. T has dimensions of length−1. As T approaches

0, or in one of the two cases, if the seabed is flat, (i.e. s = 0), or at the source where

Y = 0, then the second term inside the square brackets will approach zero; this gives

ρe = ρ0. For example, the Mediterranean stratification rate given by Smith [1975] is

T = 1× 10−6 m−1. For a slope angle α = 0.8◦ that equates to an increase of 1.43× 10−5

kg m−3 every 1m in the down slope Y direction. This study will use ∆ρ
∆y

to define the

density stratification. This will help in relating the density stratification to the buoyancy

frequency when analysing the oscillatory behaviour of the currents.

Starting with a stratification rate of 1.43 × 10−5 kg m−4 to match the rate used by

Smith [1975] for the Mediterranean outflow for the 1st run, the stratification rate is then

decreased to 0.715× 10−5 kg m−4 (which represents a 50% decrease from the base case),

before being increased to 2.15 × 10−5 kg m−4 for the 3rd run, which equates to a 50%
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increase from the Mediterranean outflow value.
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Figure 4.1: Three different stratification rates are used with the source conditions from the Mediterranean outflow for
a steady state dense current in a rotating system. The source conditions are: cross-sectional area (A0 = 2.1 × 106m2),
velocity (µ0 = 0.96 m s−1), and density (ρ0 = 1001.25 kg m−3) , giving a density anomaly of δρ0 = 1.25 kg m−3. In
addition to that, the currents’ initial pitch angle is π/2 rad measured to the positive x axis, meaning that the current starts
being directed down the slope along the y axis. The three stratification rates as shown in the legend are: 0.715× 10−5 kg
m−4 for the light blue line, 1.43× 10−5 kg m−4 for the red line, and 2.15× 10−5 kg m−4 for the black plot. The dots on
each of the plots indicate intervals of a 50 km distance along each of the currents’ paths.

Figure 4.1 shows the effects that the change of the stratification rate has on the path of

a steady dense current in a rotating system. From the results it can be seen that the

current path is affected by the rate of ambient stratification. As the stratification rate

decreases, the currents are found to travel further down the slope before turning across

the slope. In addition to that, the increase of the stratification rate is found to increase

the oscillatory behaviour of the current. In order to understand these behaviours, each

of the currents’ individual state variables are looked at, as a function of the down-stream

distance.
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Figure 4.2: Three currents’ state variables profiles, plotted against the down-stream distance. The currents are the
same in Figure 4.1. The bottom left panel has three additional dotted lines, which represent the ambient density for each
of the three currents.

Figure 4.2 shows the state variables as functions of the down-stream distance for the

three currents in Figure 4.1. It can be seen that as the stratification rate increases, the

current velocity decreases faster; this is due to the decrease in the buoyancy force in the

current, which is caused by the current entraining denser fluid from the ambient due to

the increase in the stratification rate. The current cross-sectional area is also found to

increase more for a higher stratification rate. As the current decelerates, it takes longer to

cover the full 500 km distance it is modelled over. It is found that the current travelling

through the ambient with the highest stratification rate, plotted in black, takes 1590 hrs

to cover the full 500 km distance, in comparison with 706 hrs for the current plotted in

light blue, which represents the current in the ambient with the lowest stratification rate.

This time difference makes the slower current able to entrain more fluid, even though a

higher velocity current would entrain more if the comparison took a Lagrangian approach.
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The density plot, in the bottom left panel of Figure 4.2, indicates that the current would

approach its neutral density faster as the stratification rate is increased, hence, turning

across the slope sooner which can be concluded from the current inclination (β) plot in

the bottom right panel. The important point here is that the currents turn across the

slope before reaching their neutral density, meaning that a current will always be in a

region of the ambient that has less density than that of the current.

It can also be seen that, as the background ambient stratification rate increases, the dense

current experiences more noticeable oscillatory motion, not only in the path the current

would follow, but also in the down-stream profiles of the current’s state variables. To

highlight these oscillations and be able to visualise them more, the first derivatives of

the state variables are taken. This is carried out and plotted in Figure 4.3. It can be

observed that as the currents travel down-stream, their oscillatory motion experiences an

increase of frequency with a decrease in the amplitude.
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Figure 4.3: The first derivatives, as a function of the down-stream distance, of the state variables in Figure 4.2, plotted
against the down-stream distance.
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In order to investigate this oscillatory behaviour, the individual terms of the model equa-

tions (shown here in the steady state format, with all the terms on the lhs) are plotted.

(µA)ξ − E0µ = 0. (4.1)

(ρµA)ξ − E0µρe = 0. (4.2)

(ρAµ2)ξ − gA sinα∆ρ sin β + ρKµ2 = 0. (4.3)

βξ −
g sinα∆ρ

ρµ2
cos β +

f̂

µ
= 0. (4.4)
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Figure 4.4: Plots for the terms in the 1st and 2nd equations from the steady state system from Smith [1975]. The
three colours represent the currents presented in Figure 4.1. The individual terms are plotted against each of the currents’
down-stream distances.
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Figure 4.5: Plots for the terms in the 3rd and 4th equations from the steady state system from Smith [1975]. The
three colours represent the currents presented in Figure 4.1. The individual terms are plotted against each of the currents’
down-stream distances.

Looking at the plots of the individual terms of the equations above, it can be seen that all

the terms experience some oscillatory behaviour. It was found that the oscillation starts

with the Equation 4.4, specifically with the balance between Coriolis and buoyancy. When

the term (f̂/µ) becomes smaller than (g sinα∆ρ cos β/(ρµ2)), at this point the spatial

derivative (βξ) becomes positive, which in turn directs the current back down the slope,

affecting the momentum balance through Equation 4.3. As the current readjusts through

a balance between the velocity and cross-sectional area, the inclination derivative changes

again as β tends to zero again. This continues with a diminishing amplitude and an

increasing frequency. The homogeneous case (T = 0 m−1) was tested, and it was found

out that the term (f̂/µ) always remains bigger than (g sinα∆ρ cos β/(ρµ2)) as β tends

to zero. It is also noted that all the terms tend to zero, except the buoyancy and Coriolis

terms in the 4th equation as they are divided by the velocity which is tending to zero.
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Taking the term C(ξ) as a representation of the buoyancy term, to be C = g sinα∆ρ cos β/(ρµ),

Figure 4.6 shows the relationship between C and f, which represents the Coriolis term.

It can be seen from the left panel that in the case of the homogeneous ambient, C(ξ) is

asymptotic to f, whereas this does not stand for a stratified fluid, as demonstrated in the

right panel. This oscillation seen in the buoyancy term is the reason that a steady state

dense current travelling through a stratified ambient starts experiencing the oscillation

behaviour. An in depth investigation is carried out in 4.3 in order to establish where the

oscillations come from and if there is a threshold beyond which the oscillations occur.
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Figure 4.6: Two plots for the the variable C, plotted against the Coriolis parameter f. The left panel is for a
homogeneous ambient, whereas the right panel is for a stratified fluid, with a density stratification of 2.15× 10−5 kg m−4.

The behaviour of the current oscillation is next examined by changing from a Eulerian

representation to a Lagragian, and then applying a fast Fourier transformation in order

to observe the frequencies that the currents oscillate at. The outcome of the Fourier

transformations is plotted on the graphs below. The vertical lines labelled with (N )

represent the natural buoyancy frequency of each of the three stratification rates, whereas
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the vertical line labelled with (f ) shows the rotational frequency of the system.
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Figure 4.7: A fast Fourier transformation for the oscillations of the currents’ velocities and cross-sectional areas.

From Figure 4.7, it is found that the current travelling through the ambient with the

weakest stratification rate of 0.715× 10−5 kg m−4 has an oscillatory peak in the velocity

profiles at 1.03× 10−5 Hz, and 9.92× 10−6 Hz for the cross-sectional area. The ambient

with the stratification rate that matches the Mediterranean of 1.43×10−5 kg m−4 caused

the current to oscillate at a mode of 1.30×10−5 Hz in the velocity profiles, and 1.32×10−5

Hz for the cross-sectional area. The currents travelling through the strongest ambient

stratification rate of 2.15 × 10−5 kg m−4 oscillated at modes of higher frequencies, with

the velocity profiles peaking at a frequency of 1.55× 10−5 Hz in the velocity profiles, and

1.61× 10−5 Hz in the cross-sectional area profiles. It can also be noticed that the current

travelling through the ambient with the strongest stratification rate had a more defined

mode that it peaked at. No peak oscillations were experienced at either the ambients’

buoyancy frequencies, or the rotational frequencies of the system.
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Figure 4.8: A fast Fourier transformation for the oscillations of the currents’ densities and inclinations.

Figure 4.8 gives the results of the Fourier transformation for the profiles of the currents’

densities and inclinations. The densities’ profiles are found not to experience any oscil-

latory behaviour, as the densities of all three currents are always decreasing with the

down-stream distance. The currents’ paths do oscillate, and this reflects in the trans-

formation applied to the inclination profiles of the currents. Starting with the current

travelling through the ambient with the weakest stratification rate plotted in light blue,

it was found to peak at a mode of 1.14× 10−5 Hz, whereas the current travelling through

the Mediterranean system, peaked at a mode of 1.45× 10−5 Hz, and the strongest strati-

fication rate caused the current’s oscillation to peak at a mode of 1.61× 10−5 Hz. Again,

there was no oscillatory behaviour near the buoyancy frequencies of the ambients, nor

the rotational frequencies.

From the results, it can be seen that dense currents experience an oscillatory behaviour,

in the presence of a background stratification. The oscillation is caused by a balance
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between Coriolis and buoyancy as the current turns across the slope, with a decaying

amplitude down-stream and an increase in the frequency of the oscillations.

4.2 The effects of changing the state parameters

Having investigated the effects that the strength of the background ambient stratification

has on the dense current’s oscillation, now the effects of changing the state variables on

these oscillations are studied. From the four state variables, the slope angle will not be

presented; this is because a change in the effect of changing the slope angle is in effect

a change in the stratification rate, as the stratification rate is taken along the slope. It

was found that an increase in the slope angle affected the current oscillations exactly in

the same manner as the increase of the stratification rate.

4.2.1 Coriolis

In reality, a rotational rate for a fixed point on the planet is always constant. However,

understanding the effects of the different magnitudes of the Coriolis parameter is impor-

tant in rationalizing the behaviour of these oscillations. In order to do so, three different

values for the Coriolis parameter were chosen, the 1st of which was taken from the condi-

tions set by Smith [1975] for the Mediterranean outflow, and had a value of 0.854× 10−4

Hz. The rotational frequency was then reduced for the 2nd run to a rate of 0.598× 10−4

Hz, equating to a reduction of 30% from that of the Mediterranean value. For the 3rd

run, a value of 1.708× 10−4 Hz was given; this is double that of the rate used for the 1st

run.

In addition to changing the Coriolis parameter, the background ambient stratification

rate was set to 2.15× 10−5 kg m−4, which is the highest of the three stratification rates
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used in section 4.1. This was done in order to maximise the effect of the stratification

rate and increase the internal wave amplitudes.

The same approach used in section 4.1 is applied for the rest of this chapter, where

the data is presented as a function of the down-stream distance (Eulerian) in the same

way it was presented by Smith [1975]. The data was then changed to a time domain

(Lagrangian), before applying the fast Fourier transformation to look into the dominant

frequencies in each of the state variables’ oscillations.

Figure 4.10 shows the different paths the current would follow from the Mediterranean

outflow in the three different cases of the Coriolis parameter values chosen above. A higher

Coriolis parameter means that that the current would experience a higher rotational rate,

hence, from Equation 2.121, would turn across the slope sooner under the condition that

the rest of the parameters and variables remain the same, which is evident in Figure 4.10.

What is also clear here is that the oscillations under study have a higher amplitude in

the current travelling through the system with the lower Coriolis parameter.
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Figure 4.9: Three rotational rates are used with the state variables of the Mediterranean outflow source, in order to
model a steady state dense current. The three Coriolis parameters are: 0.598×10−4 Hz for the light blue line, 0.854×10−4

Hz for the red line, and 1.708 × 10−4 Hz for the black plot. The dots on each of the plots indicate intervals of a 50 km
distance along the current’s path.

The higher Coriolis parameter of 1.708× 10−4 Hz does not only dominate the behaviour

of the current by causing the current to turn across the slope further up the slope, but

also controls the behaviour of the current’s oscillatory motion. From the plot of the path,

it can be seen that there are no oscillatory motions in the black line which represents the

higher Coriolis parameter.

Next the results from applying the fast Fourier transformation to the currents in Fig-

ure 4.9 are presented in Figures 4.10 and 4.11.

In each of the four panels, the vertical line plot labelled N indicates the buoyancy fre-

quency of the ambient fluid, whereas the other three lines indicate the rotational frequen-

cies of the three systems used to test the effects of rotation on the current.
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Figure 4.10: A fast Fourier transformation for the oscillations of the currents’ velocities and cross-sectional areas.

From analysing the results of the lowest Coriolis parameter, 0.598 × 10−4 Hz, it was

found that the current peaks at more than one frequency mode. In the velocity profile

oscillation (top panel of Figure 4.10), the current peaked at 3.82× 10−5 Hz, 2.82× 10−5

Hz, 2.07× 10−5 Hz, and 1.29× 10−5 Hz. Looking at the bottom panel of Figure 4.10, the

oscillation of the cross-sectional area of the current, the dominant frequencies were found

to be 2.58 × 10−5 Hz, and 1.29 × 10−5 Hz. Looking at the two panels in Figure 4.11,

it is found out that first: from the density profile oscillation in the top panel, the same

conclusion was reached as to that of changing the stratification rate, that there are no

oscillations as the density is always decreasing as a function of the down-stream distance;

and the bottom panel shows that for oscillations in the final state variable profile, the

path inclination (β) gave peaks at 3.90× 10−5 Hz, 3.11× 10−5 Hz, 2.58× 10−5 Hz, and

1.29× 10−5 Hz.
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Figure 4.11: A fast Fourier transformation for the oscillations of the currents’ densities and inclinations.

Looking at the results for the other two currents, it can be seen that increasing the Coriolis

parameter was found to decrease the current oscillation. The current experiencing the

highest rotational rate of 1.708 × 10−4 Hz had no oscillations in any of the four state

variable profiles.

For the plots in red, relating to the Coriolis parameter of 0.854 × 10−4 Hz, the current

velocity profile had two peak modes at, 1.54× 10−5 Hz, and 2.38× 10−5 Hz, whereas the

cross-sectional area oscillation peaked at 1.61× 10−5 Hz, which was the same frequency

that the current’s path inclination oscillation was found to peak at.

From the analysis of the results above, it can be concluded that the Coriolis parameter

has an impact on the oscillations that a dense current, travelling through a stratified

ambient, would experience. An increase in the rotational rate of the system causes the

oscillations to decrease in amplitude, but increase in frequency.

98



4.2.2 Drag coefficient

The effects of the drag coefficient on the oscillation of a dense current are examined next.

This is done by changing the the drag coefficient value for three currents, while keeping

the rest of the variables and parameters the same.

The three drag coefficients were: 375 m, 500 m, and 666 m, noting that these are the same

values used for testing the effect of drag on a dense current in a homogeneous ambient in

Section 3.4. Figure 4.12 shows the three different paths that the current follows for three

different drag coefficients. It can also be seen that the current travels further down the

slope as the drag is increased, which matches with the results presented in Smith [1975].

Looking at the three paths in Figure 4.12, it is clear to see the wave behaviour of the

current as it turns across the slope, with the lower drag in the light blue plot experiencing

more oscillations.
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Figure 4.12: Three different drag coefficients are used to test the effects of drag on the oscillations of a dense current.
The three drag coefficients as shown in the legend are: 375 m for the light blue line, 500 m for the red line, and 666 m for
the black plot. The dots on each of the plots indicate intervals of a 50 km distance along the current’s path.
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The fast Fourier transformation of the oscillations of the currents in Figure 4.12 is pre-

sented in Figures 4.13 and 4.14.
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Figure 4.13: A fast Fourier transformation for the oscillations of the currents’ velocities and cross-sectional areas.

Looking into the Fourier transformation results, we find out that the currents peak at

lower frequencies for higher drag coefficients. Taking the velocity profiles in the top panel

of Figure 4.13, it is found that the currents’ oscillations peak at 1.44×10−5 Hz, 1.30×10−5

Hz, and 1.15 × 10−5 Hz for the drag coefficients 375 m, 500 m, and 666 m respectively,

whereas from the cross-sectional area profiles, it is found that the current oscillates the

most at the following frequencies: 1.52×10−5 Hz, 1.42×10−5 Hz, and 1.29×10−5 Hz. For

the β profiles of the currents, the lower drag gives the highest amplitude at 1.52× 10−5

Hz, the red middle panel plot which uses the coefficient for the Mediterranean outflow of

500 m peaks at a frequency of 1.45× 10−5 Hz, and the highest drag peaks at 1.30× 10−5

Hz.
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Figure 4.14: A fast Fourier transformation for the oscillations of the currents’ densities and inclinations.

From the results of analysing the effects of the drag on the oscillations a dense current,

it can be seen that the frequency of these oscillations does not get affected considerably

by the change of the drag coefficient. On the other hand, an increase of the drag causes

the current to oscillate at higher amplitudes. This result is expected from analysing the

moment equation (Equation 2.120).

4.2.3 Entrainment coefficient

Finally the affect of changing the entrainment coefficient is considered. Applying the

same method used for the previous state variables, the path of the current with different

entrainment coefficients is plotted in Figure 4.15. The increase of the entrainment rate

causes the current to travel less down the slope due to the decrease in the buoyancy

force, which drives the current down the slope. It can be seen that currents experience
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oscillation as they turn across the slope and with β tending to zero, as shown in Figure 4.6.

The results obtained from the fast Fourier transformation for the oscillation of the state

variables of the currents are presented in Figures 4.16 and 4.17.
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Figure 4.15: Currents’ paths, for three currents with different entrainment coefficients. The three entrainment coef-
ficients are: 37.5 m for the light blue line, 50 m for the red line, and 66.6 m for the black plot. The dots on each of the
plots indicate intervals of a 500 m distance along the current’s path.

From the results, for the entrainment coefficients of 37.5 m, 50 m, and 66.6 m, it is

found that the currents’ velocity oscillations peak at 1.22 × 10−5 Hz, 1.28 × 10−5 Hz,

and 1.38 × 10−5 Hz, while the cross-sectional area profiles peaked at 1.25 × 10−5 Hz,

1.41× 10−5 Hz, and 1.52× 10−5, with the current inclination giving modes at 1.33× 10−5

Hz, 1.45× 10−5 Hz, and 1.52× 10−5.
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Figure 4.16: A fast Fourier transformation for the oscillations of the currents’ velocities and cross-sectional areas.
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Figure 4.17: A fast Fourier transformation for the oscillations of the currents’ densities and inclinations.
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The results from varying the entrainment coefficients indicate that the amplitude of the

oscillatory behaviour of a dense current flowing through a stratified ambient in a rotating

system is affected by the change of the entrainment coefficient of that flow. It was also

found that the frequency of the oscillations do not vary considerably with the change of

the entrainment.

4.3 The limiting cases of the oscillations in the steady

state currents

Having established that a steady state current would experience an oscillatory behaviour

under certain conditions, and having identified the parameters that effect these oscilla-

tions. This section sets out to establish the limiting states and values beyond which these

oscillations occur.

In order to reach the required results, a rigorous numerical analysis was adopted in order

to extract data that would aid in predicting this phenomena. To help with this as a first

step, a hypothesis was assumed based on the results so far and leading from 4.6. This

hypothesis states that “there is a dimensionless quantity that would have a critical value

above which a steady state current would experience oscillation while travelling through

a rotating ambient fluid”. Based on the results presented obtained from the analysis

so far, it was known that the oscillations were effected by the four parameters: Drag,

Entrainment, Coriolis and Stratification (buoyancy frequency). It was also found that

the oscillations increase in amplitude with the increase of both the stratification of the

ambient and the entrainment coefficient of the current. The other finding was that the

oscillations diminish as the drag and the Coriolis were increased.

This lead to the following assumption:
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Me = N∗E
f∗K ,

where: N is the ambient fluid’s buoyancy frequency, E is the current’s entrainment coef-

ficient, f is the Coriolis parameter, and K is the system’s drag coefficient. Me was a new

constant that was introduced, where a critical value, Mec, is to be found.

The critical value, Mec, is when a steady state current with entrainment coefficient E,

travelling through an ambient with a background stratification that has a buoyancy fre-

quency of value N rotating due to a Coriolis parameter f , while exerting a drag of K

starts experiencing oscillations.

Leading from the findings that oscillatory behaviour exists when a background strati-

fication is introduced, the numerical system was set up to discover at what values of

buoyancy frequency and Coriolis do the oscillations in the steady state current appear.

This was repeated for 100 currents with different state parameters and variables. For each

current, the stratification rate was increased starting from zero and the required Coriolis

parameter to suppress the oscillations was determined numerically. This was continued

until the highest Coriolis parameter for a real life situation, a value of 1.454× 10−4 was

reached. For each current fifty pairs of Buoyancy frequency and Coriolis parameter at the

boundary between oscillatory behaviour and none oscillatory behaviour were determined.

The boundary is shown in Figure 4.18. The orange line and the equation in Figure 4.18

are the approximation of the boundary from the data collected. The approximation is

linear as this provided the closest result. The region below the orange line showed no os-

cillatory behaviour, whereas currents that had a pair of Coriolis parameter and buoyancy

frequency values that lie in the upper region above the orange line experienced oscillatory

behaviour downstream.
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Figure 4.18: A phase diagram for steady state oscillations. The data (in blue) with the
linear fitted line (in orange) represent the boundary between oscillations/no oscillations.
This graph is an accumulation of 100 tested currents all of length 100 km. A numerical
first order explicit marching scheme was used to solve each current with a step size used
was 100 m. Random source conditions, drag and entrainment coefficients were chosen
for each current, and the values of the Coriolis parameter and ambient buoyancy values
of when the steady state current starts to oscillate were recorded.

Moving on from here, 10, 000 currents were tested with random ranges of both currents’

state variables and state parameters along with the stratification rate of the ambient fluid

ensuring that the relationship between the stratification rate and the Coriolis parameter

behaviour adhered with the previous finding. The tests were carried out to determine at

which values of the individual variables would the specific current experience oscillations.

The aim of the numerical method was to test a wide range of current entrainment against

system drag. For this to be carried out, the rest of the parameters and variables would

be fixed, the entrainment coefficient would be changed till oscillations are detected, at

this point the system drag would be increased till the oscillations are suppressed. The

numerical values of each where taken to two significant figures, and for each set of current

state variables and state parameters, 100 pairs of drag and entrainment coefficients that

lie on the boundary of oscillatory behaviour were determined.
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Analysis of the results yields a dimensionless quantity of:

C1 = E
K

,

and a critical value of 0.2 was found to control the appearance oscillations as the current

travelled down the slope. Currents with C1 values of above 0.2 would have a current

path that would get redirected up the slope downstream before being directed down it

again, currents with values of C1 below the critical limit of 0.2 would turn along the slope

approaching a right angel with the downstream direction as an asymptote. Physically,

this dimensionless quantity is a measure between how much fluid is being entrained into

the current and how much resistance is the current experiencing while moving through

the ambient. This is in line with the plots from Smith [1975] where the current with low

drag of value 0.1 was found to experience oscillations as it travelled down the slope. This

is due to the current having a C1 = 0.5. These results also establish that in the absence

of the background stratification, a current with a value for C1 below the threshold would

still oscillated as it travelled down the slope.
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Figure 4.19: A phase diagram for steady state oscillations. The data (in blue) with the
linear fitted line (in orange) represent the boundary between oscillations/no oscillations.
This graph is an accumulation of 100 tested currents all of length 100 km. A numerical
first order explicit marching scheme was used to solve each current with a step size used
was 100 m. Here the source conditions were fixed and a random generator was used
to vary the Coriolis parameter and the ambient fluid stratification. The entrainment
coefficient was then varied from 10 m to 200 m in steps of 2 m, at each step of the
entrainment changing, the drag coefficient was varied in order to find the limit at which
the current starts to oscillate.

It is important to note that both tests that were carried out in order to determine the

threshold where the oscillatory behaviour occurs were implemented on shallow slopes

varying from one to ten degrees.
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Chapter 5

The unsteady model

This chapter covers the results from the newly derived unsteady system in Chapter 2.

Having matched the results from the steady case, time dependent perturbations to the

source conditions were introduced.

As recent research shows that tidal movements affect the source conditions for the rotating

dense currents under investigation [Holland, 2011] through a ‘pulsed source’ effect, or a

change in the current’s initial path, the two effects were examined. To begin with, the

current’s initial cross-sectional area, velocity, and density were varied, in order to give

the pulsed source effect. After that, the current’s initial angle was varied to investigate

the effect of changing the current’s path. This will all be carried out for homogeneous

ambients initially. The next step examined the effect of changing the background ambient

stratification rate on the time-dependent dense current. In addition to that, the effects

of changing the rotational rate, drag and entrainment coefficients, along with changes to

the amplitude and frequencies of the source oscillations were also investigated.

However, before any results are to be obtained from the new unsteady system, the stability

of the new model is addressed. The ill-posedness of the unsteady model developed by
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Scase et al. [2006] based on the steady system by Morton et al. [1956], was showen

by Scase and Hewitt [2012]. This ill-posedness arises from the rapid growth of linear

high-frequency/small-wavelength perturbations, leading to any time-marching numerical

method being fundamentally flawed [Holland et al., 2014].

5.1 Stability of the unsteady model

Holland et al. [2014] showed that using a theoretical approach, it was possible to prove

the well-posedness of the [Holland, 2011]. For this model, theoretical approach was taken

similar to that implemented by [Holland et al., 2014]. However, this was unsuccessful

due to a dimensional steady solution to being obtained from the Smith [1975] model.

The decision was to move to a numerical approach and try to establish a stability of the

model. After applying the CFL limitation to the numerical explicit method, the current

was oscillated at arbitrary high frequencies and low amplitude. The model was found

to be stable and no rapid downstream growth was detected. This approach was carried

out on all state variables, and the outcome results show that the model is stable for low

amplitude high frequency oscillations.

Here we present three cases for unsteady currents with oscillating source velocity, cross

sectional area, and density:

5.1.1 Velocity

First to test against the stability of the model is the varying of the source velocity at an

arbitrary and low amplitude.

Here the velocity is varied between 0.96022 and 0.95978 m.s−1 at a frequency of 6 oscil-
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lations per day, or 6.9444× 10−5 Hz. The rest of the state parameters are kept constant

and the current’s downstream trajectory and the state parameters values as a function

of the downstream distance are plotted against the steady state solutions obtained from

the limits the velocity was varied between.

The results show a perfect match between the the profiles obtained from the steady state

model and the unsteady model.
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Figure 5.1: The four figures here shows the source conditions used to model a current with the initial velocity
experiencing a change over time. The velocity is varied between 0.96022 and 0.95978 m.s−1 at a frequency of 6.9444×10−5

Hz while the rest of the source conditions are kept constant.
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Figure 5.2: This plot shows the downstream propagation of the unsteady current with the varying source velocity. The
downstream envelopes are plotted every 2 hours. The result is achieved using an explicit numerical method with a spatial
step of 400 m and a temporal step of 200 s giving a CFL number of 0.48 as the initial velocity was taken as 0.96 m.s−1.

Figure 5.3: Four graphs representing the envelopes of the state variables as a function of the downstream distance.
Plotted in red are the two solutions obtained using the two limits which the velocity is varied between. Plotted in black
are the downstream envelopes every two hours. The unsteady results were obtained using an explicit numerical method
with a spatial step of 400 m and a temporal step of 200 s giving a CFL number of 0.48 as the initial velocity was taken as
0.96 m.s−1. The two steady state results in red were obtained using a spatial step size of 400 m.
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5.1.2 Cross sectional area

Having tested the stability of the model using a high frequency oscillation at the source

velocity, the cross sectional area effect is now tested. The frequency is set to 12 oscillations

per day, 1.3889 × 10−4 Hz, with the limits of the cross sectional area at the source set

between 2.0995 and 2.1005 m2. The rest of the state variables as source conditions

remain constant. The figure below represents the source conditions. From the three

figures showing the results below, it can be seen that The current does not experience

any “odd” behaviour and that the unsteady results obtained from the new model are

within the range predicted by the steady Smith’s (1975) model solved here numerically.

The results for the steady state cases were solved using a marching explicit finite difference

numerical method with a step size in the spatial domain of 300 m. The unsteady results

were obtained using a temporal step of 200 s while the spatial step remained the same as

that from the steady state results. This gave a CFL of 0.64 which is below the critical

value of one.
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Figure 5.4: The four figures here show the source conditions used to model a current with the initial cross sectional
area at the source experiencing a change over time. The cross sectional area is varied between 2.0995 and 2.1005 m2 at a
frequency of 1.3889× 10−4 Hz while the rest of the source conditions are kept constant.
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Figure 5.5: This plot shows the downstream propagation of the unsteady current with the varying source cross sectional
area. The downstream envelopes are plotted every 2 hours. The result is achieved using an explicit numerical method as
explained above.

Figure 5.6: Four graphs representing the envelopes of the state variables as a function of the downstream distance.
Plotted in red are the two solutions obtained using the two limits which the cross sectional are is varied between. Plotted in
black are the downstream envelopes every 2 hours. The unsteady results were obtained using an explicit numerical method
with a spatial step of 300 m and a temporal step of 200 s giving a CFL number of 0.64 as the initial velocity was taken as
0.96 m.s−1. The two steady state results in red were obtained using a spatial step size of 300 m.
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5.1.3 Density

Having tested the unsteady model stability against initial source conditions for both

velocity and cross sectional area, the density difference at the source is now used as the

final step for the measurement of the model stability. In order to carry out this test, the

current density at the source is varied between 1001.2495 kg.m−3 and 1001.2505 kg.m−3,

while the ambient fluid density is kept constant at 1000 kg.m3. The variation is carried

out over a time that allows for 10 cycles per day, giving a frequency of 1.1574× 10−4.

Here the envelope of the current path is plotted in the figure below. The current down-

stream propagation is plotted every 2 hours over a total time of 280 hours.

Figure 5.7: A figure showing the downstream propagation of the unsteady current with the varying density. The
downstream envelopes are plotted every 2 hours. The result is achieved using an explicit numerical method. The temporal
step step is taken to be 200 s where the spatial step for the computation is taken at 300 m, which gives a CFL of 0.64.

The results from the stability check using the variation of the initial source density show

that the results from the unsteady model are in line with the results that are obtained

from the steady state model.
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5.2 The effect of a pulsing source

In order to create the pulsed source effect, the initial conditions of the current’s velocity,

cross-sectional area, and density are varied over time. Each test run will have one of the

three variables varied only.

For all three tests the following conditions were used: the initial state variables were

µ0 = 0.96 m s−1, A0 = 2.1× 106 m2, ρ0 = 1001.25 kg m−3, and β0 = π/4, the rotational

rate was set to f = 0.854 × 10−4 Hz, the slope angle was α = 0.8◦, the ambient was

homogeneous with a density of ρe = 1000 kg m−3, gravitational acceleration was g = 9.81

m s−2, and the drag and entrainment coefficients were K = 500 m, and E = 50 m

respectively.

Each of the three variables’ (velocity, cross-sectional area, and density) initial values

were oscillated individually then. For example, Figure 5.8 gives the source conditions

for a current experiencing a variation in the value of the initial velocity. Here the initial

velocity is 0.96 m s−1, and is then varied between 0.88 m s−1, and 1.04 m s−1, over a

period of 24 hrs. It can be seen that the rest of the source conditions do not change over

time.
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Figure 5.8: An example for the source conditions that a time-dependent dense current could experience. Here the
current’s initial velocity is oscillated between 0.88 m s−1 and 1.04 m s−1, and the rest of the state variables remain the
same with a cross-sectional area A0 = 2.1× 106 m2, a density ρ0 = 1001.25 kg m−3, and an inclination β0 = π/4.

The same method was used for the oscillation of the initial cross-sectional area and

density.

Here the results could be presented in two different manners. The first option would be

to plot the graphs as functions of the current’s state variables and compare those to the

steady state results produced using the limitations of the oscillations. The second option

would be to plot the downstream evolution of the linearised harmonic perturbations. As

the focus of this research is to compare the effect of the unsteadiness of the source on

the downstream current’s state variables, the first option is used here to present the find-

ings. However, Figure 5.9 shows an example of a downstream evolution of the linearised

harmonic perturbations system for the source conditions presented in Equation 5.1.
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Figure 5.9: An example for the downstream evolution of the linearised harmonic perturbations of the current for the
source conditions shown in Equation 5.1.

5.2.1 Varying the initial velocity

The first variable to be oscillated is the velocity. Here the source conditions shown in

Figure 5.8 are applied, and the down-stream profiles of the current’s state variables are

presented in Figure 5.10. The black lines show the solution from the time-dependent

model, where profiles are plotted every 4 hours. The red lines are steady state solutions

for three source velocities. Here those values are 0.88 m s−1 1.04 m s−1, which represent

the the two values that the initial velocity is oscillated between, and 0.96 m s−1, the base

value which the current source started at.
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Figure 5.10: Down-stream envelopes of the four state variables for a time-dependent dense current in a rotating
system. The initial velocity is oscillated between 0.88 m s−1 and 1.04 m s−1 over a period of 24 hours. The black lines
represent the down-stream profiles and are plotted every four hours. The red lines are the steady state solutions using
initial velocity values of 0.88 m s−1, 0.96 m s−1, and 1.04 m s−1.

Figure 5.10 shows that the current down-stream profiles change over time, with the cur-

rent velocity and density remaining within the ‘limiting’ steady state solutions. However,

the current cross-sectional area and inclination are not bound by the solutions from the

steady state sources, and an increasing ‘overshooting’ in the cross-sectional area with the

down-stream distance can also be noticed.

5.2.2 Varying initial cross-sectional area

The same oscillation period of 24 hours is used for testing the effects of the oscillation of

the cross-sectional area, as well as the density. Here in the cross-sectional area test, the

initial value of 2.1× 106 m2 is decreased to 1.925× 106 m2 and then further increased to

2.275 × 106 m2 over the oscillation period of 24 hours. The down-stream profiles of the
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state variables are plotted every 4 hours, in addition to the steady state results produced

using the three values of the cross-sectional area mentioned above, and the results are

plotted in Figure 5.11. It can be seen from the results that the current’s cross-sectional

area profiles are not bound by the results obtained from the steady state results from the

limits of the oscillations. The response of the current to the oscillation in the initial cross

sectional-area at the source is similar to that of the oscillation in the initial velocity at

the source.

Figure 5.11: Down-stream envelopes of the four state variables for a time-dependent dense current in a rotating
system. The initial cross-sectional area is oscillated between 1.925 m2 and 2.275 m2 over a period of 24 hours. The black
lines represent the down-stream profiles and are plotted at four hour intervals. The red lines are the steady state solutions
using initial cross-sectional area values of 1.925 m2, 2.1 m2, and 2.275 m2.

5.2.3 Varying the initial density

For the case of the pulsed source, the change of the current’s initial density (i.e. the

change of the initial density anomaly) is the last variable to be tested. The initial current

density anomaly is oscillated between 1.094 kg m−3 and 1.407 kg m−3 over the period of
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24 hours. In the same manner as the previous two sections, the results obtained from the

oscillation of the initial current density are shown in Figure 5.12. The current behaviour

here is similar to the behaviour obtained from the oscillation of the initial velocity and

cross-sectional area. However, the overshooting of the current’s cross-sectional area is

found to be bigger when the initial density anomaly is being oscillated. It is found that

the cross-sectional area overshooting is directly proportional to the size of the downstream

velocity envelope created by the steady state results, which are obtained from the limits

of the oscillations.

The overshooting of the current’s cross-sectional area is analysed against the change of the

oscillation behaviour, as well as the change of the systems’ state parameters. Following

that, the individual terms of the equations are plotted and the results are analysed to

study what causes the overshooting and what elements of the flow control it.

Figure 5.12: Down-stream envelopes of the four state variables for a time-dependent dense current in a rotating
system. The initial density anomaly is oscillated between 1.094 kg m−3 and 1.407 kg m−3 over a period of 24 hours. The
black lines represent the down-stream profiles and are plotted at four hour intervals. The red lines are the steady state
solutions using initial density anomaly values of 1.094 kg m−3, 1.25 kg m−3, and 1.407 kg m−3.
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5.3 The effect of changing the initial current path

Having studied the effects of a pulsed source on the descent of a dense current in a

rotating homogeneous ambient, the effect of changing the current’s initial pitch angle is

now investigated. The current’s initial velocity, cross-sectional area, and density anomaly

are kept constant, and the initial angle is oscillated between π/2 and zero over a 24 hour

period. This translates to the current being directed directly down the slope along the

positive y axis, and directly across the slope along the positive x axis. The current’s state

variables down-stream profiles are plotted every four hours and the results are presented

in Figure 5.13.
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Figure 5.13: Down-stream envelopes of the four state variables for a time-dependent dense current in a rotating
system. The initial current path is oscillated between an angle of π/2 and zero (measured to the positive x direction). The
period of oscillation is 24 hours

Looking at the results from the dense current with the varying initial path shown in

Figure 5.13, it can be seen that the unsteady envelopes do not follow the predicted results
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estimated by the steady state solutions plotted in red. In the steady state case, the current

readjusts to find the single solution which matches the initial set of state variables and

state parameters as illustrated in Chapter 4. However, when the variation of the current

path is continuous, the current adjustment is also found to be continuous, which causes

the current to not follow the steady state solutions. The amount of overshooting is found

to be affected by both the oscillation properties, as well as the system set up of the

current, especially the ambient fluid stratification rate.

5.4 The effects of the amplitude and frequency of the

oscillations

Having presented the effects of both the pulsed source and the change of the initial current

path, the effects of changing the oscillations frequency and amplitude are next studied.

In order to carry that out, the change of the initial current velocity is chosen to be the

state variable being oscillated.

5.4.1 Change of the oscillation amplitude

First, keeping the period of oscillation fixed at 24 hours, the same as subsection 5.2.1, the

initial velocity is oscillated between 0.66 m s−1 and 1.28 m s−1, giving an amplitude of 0.62

m s−1, in comparison to an amplitude of 0.16 m s−1 in subsection 5.2.1. The results are

presented in the same manner, by giving down-stream profiles of the four state variables

every four hours. These are plotted in Figure 5.14. From the results and in comparison

with Figure 5.10, it can be seen that the overshooting observed in the cross-sectional

area of the current increases with the increase of the oscillation amplitude. In addition to

that, the transition and propagation of the wave-like behaviour, observed in the profiles
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of the state variables, is found to become steeper as the amplitude is increased, as well as

getting steeper with the down-stream distance. Alongside these two results, the current

experiences a “pinch off” down-stream, which can be seen in the envelopes of both the

cross-sectional area and velocity.

Figure 5.14: The four state variables’ envelopes plotted against the down stream distance with a varying initial source
velocity for an unsteady dense current. The initial velocity is oscillated between 0.66 m s−1 and 1.28 m s−1, with a period
of 24 hrs.

5.4.2 Change of the oscillation frequency

The effects of changing the oscillation frequency is presented in this section. The oscil-

lation amplitude of 0.62 m s−1 is carried on from the previous section, while the period

of oscillation is first increased to 48 hours, then further to 96 hours, and the results are

presented in Figures 5.15 and 5.16 respectively.

Figure 5.15 shows the down-stream profiles of the four state variables for a dense current

under a pulsed source effect. With a period of oscillation of 48 hours, the profiles are
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plotted every 8 hours. It can be seen that the current experiences an overshooting in

the cross-sectional area envelope in comparison with the steady state solutions that are

plotted using the limits of the oscillations of the initial velocity. The waves propagating

through the current are found to become steeper as a function of the down-stream dis-

tance. Further increasing the period of oscillation to 96 hours, the results presented in

Figure 5.16 also show a slight overshooting in the cross-sectional area. However, from

comparing the three frequencies of oscillations, it can be seen that the current overshoot-

ing and wave behaviour decreases with the increase of the period of oscillation. It was

also found that decreasing the frequency even further makes the current behave in a

Quasi-steady way where a series of steady state solutions could be used to predict the

down-stream behaviour of the current.

Figure 5.15: The four state variables’ envelopes plotted against the down stream distance with a varying initial source
velocity for an unsteady dense current. The initial velocity is oscillated between 0.66 m s−1 and 1.28 m s−1, with a period
of 48 hrs.
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Figure 5.16: The four state variables’ envelopes plotted against the down stream distance with a varying initial source
velocity for an unsteady dense current. The initial velocity is oscillated between 0.66 m s−1 and 1.28 m s−1, with a period
of 96 hrs.

5.5 The effect of changing the stratification

The next parameter to be tested is the stratification rate of the ambient fluid. From

the results presented in Chapter 4, it was found that the introduction of a background

stratification rate causes the appearance of standing inertial waves. These waves were

found to depend on the strength of the stratification as well as the Coriolis parameter

and the drag coefficient of the system. Here the effects of the stratification rate strength

on the unsteady currents are studied.

Starting with oscillating the initial current velocity, the amplitude (0.62 m s−1) and

oscillation period (96 hrs) from Figure 5.16 is carried forward. In the previous sections,

the background ambient was kept homogeneous with a constant density of 1000 kg m−3.

Here the stratification rate is increased by T = 0.5× 10−6 m−1 three times.
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Figure 5.17: The four state variables’ envelopes plotted against the down stream distance with a varying initial source
velocity for an unsteady dense current. The initial velocity is oscillated between 0.66 m s−1 and 1.28 m s−1, with a period
of 96 hrs. The ambient stratification rate is set to ∆ρ/∆y = 7.15 × 10−6 kg m−4, which corresponds to T = 0.5 × 10−6

m−1 in the definition used by Smith [1975].

The first change in the stratification rate strength gives an ambient background with a

stratification rate of ∆ρ/∆y = 7.15×10−6 kg m−4. The results from this are presented in

Figure 5.17. The introduction of the background stratification rate, while keeping the rest

of the system’s parameters and variables the same, causes the introduction of the standing

waves in the steady state case as was shown in Chapter 4. Moving onto the unsteady

case, the overshooting in cross-sectional area of the dense current is found to be affected

by the change in the stratification rate. From the top right panel of Figure 5.17, it can be

seen that the down-stream cross-sectional area of the dense current under investigation

overshoots the steady state solutions plotted in red more than the case when the ambient

stratification was homogeneous (Figure 5.16). The current down-stream density and

velocity profiles are found to remain within the “bounding” steady state solutions even

with the introduction of the background ambient density stratification.
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Figure 5.18: The four state variables’ envelopes plotted against the down stream distance with a varying initial source
velocity for an unsteady dense current. The initial velocity is oscillated between 0.66 m s−1 and 1.28 m s−1, with a period
of 96 hrs. The ambient stratification rate is set to ∆ρ/∆y = 1.43× 10−5 kg m−4, which corresponds to T = 1× 10−6 m−1

in the definition used by Smith [1975].

Further increasing the stratification rate gives rise to more overshooting in the cross-

sectional area of the dense current. This is demonstrated in Figure 5.18.

Figure 5.18 gives the results for a dense current travelling through an ambient with a

background stratification rate of ∆ρ/∆y = 1.43×10−5 kg m−4. Here the inertial waves in

the steady state solutions plotted in red have higher spatial gradients than those shown in

Figure 5.17, and as demonstrated in Chapter 4. The bigger standing waves in the steady

state solutions indicate that the unsteady current has a changing background gradient

that it needs to adapt to. This causes the overshooting of the waves in the unsteady

current case to be directly proportionate to the background stratification rate of the

ambient fluid. However, the second stratification rate causes the current to be beyond

the threshold of the steady state oscillations. It can be seen that once this threshold

is crossed, the current overshooting increases. In addition to the increase found in the
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overshooting of the cross-sectional area of the dense current’s downstream envelope, the

current is found to experience a wave motion through its body as it moves down-stream.

This wave is found to depend on the background stratification rate of the ambient fluid.

From the results presented, the higher the stratification rate, the steeper the wave is

found to be.

Before moving onto analysing the the results found here, and drawing conclusions as to

why the overshooting takes place, the unsteady current behaviour is investigated under

different state parameters to study the contribution these have on the overshooting that

occurs here.

5.6 The effect of changing the state parameters

Having studied the effects of changing the initial source conditions of the state variables on

the dense currents, attention is now turned to understanding how the state parameters

affect the dense current down-stream behaviour. In order to do this, a base case of a

dense current with a varying initial density is chosen. The source conditions are shown

in Figure 5.19.

As can be seen from the figure, the initial current density at the source is varied between

1000.62 kg m−3and 1001.88 kg m−3 while the ambient density at the source is kept

constant at 1000 kg m−3. This gives a variation in the density anomaly at the source

between 0.62 kg m−3and 1.88 kg m−3.
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Figure 5.19: Dense current source conditions, showing the oscillations in the initial source density over time. The
oscillation is between 1001.88 kg m−3 and 1000.62 kg m−3, for an oscillation period of 96 hours. The ambient density is
kept constant at 1000 kg m−3, which means the density anomaly oscillates between 0.62 kg m−3 and 1.88 kg m−3. The
rest of the state variables are kept constant at the source.

The rest of the state variables’ initial values at the dense current source are kept constant

over time. These values are taken from the initial conditions from the Smith [1975]

Mediterranean outflow.

In order to illustrate the effects of changing the state parameters, the ambient fluid is

made to be homogeneous with no density stratification. This was chosen to eliminate any

standing inertial waves which will arise in the presence of a background stratification as

was shown in Chapter 4.
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Figure 5.20: Down-stream envelopes of the four state variables for a time-dependent current in a rotating system. The
source conditions are shown in Figure 5.19, where the initial current density at the source is oscillated over time. The red
lines represent the steady state solutions obtained using the limits of the oscillations applied here. The state parameters
are those of the Mediterranean outflow used in Smith [1975], with the ambient fluid being of a homogeneous structure.

Figure 5.20 gives the down-stream envelopes of the base case chosen to test the effects of

changing the state variables. Here the Coriolis parameter has a value of 0.854×10−4 s−1,

and the entrainment coefficient is set to 50 m, with 500 m for the drag coefficient. Using

the source conditions shown in Figure 5.19, and plotting the down-stream envelopes every

8 hours, it can be seen that the current overshoots the cross sectional area envelopes (in

red) predicted by the steady state solutions, with a maximum cross sectional area of over

3× 107 m2 100 km down-stream.

5.6.1 Coriolis

First the Coriolis parameter is varied. This is done by choosing a higher and a lower value

than that of the base case, while the rest of the dense current set up is kept the same.

131



Initially the Coriolis parameter is reduced to 0.598× 10−4 s−1, and the results are shown

in Figure 5.21. It can be seen that the behaviour of the current is much smoother than

that of a higher Coriolis parameter, and this causes the cross sectional area to over shoot

less, as well as softens the steepness of the waves travelling down-stream. This is further

investigated by increasing the Coriolis parameter to 0.598 × 10−4 s−1, and the results

are plotted in Figure 5.22. The increase in the rotational frequency of the system causes

the current to over shoot more from the predicted cross sectional area envelope using

the steady state solutions. In addition to that, the transition throughout the current of

the waves is much steeper. This is due to the higher rotational rate of the system which

causes the current to travel across the slope much sooner and at higher velocities as shown

in Chapter 4. This is combined with the oscillation of the current initial density at the

source, giving rise to more fluid being introduced to the system which is accelerating

towards fluid moving at a slower velocity, causing more overshooting to occur.

Figure 5.21: Down-stream envelopes of the four state variables for a time-dependent current in a rotating system. The
source conditions are shown in Figure 5.19, where the initial current density at the source is oscillated over time. The red
lines represent the steady state solutions obtained using the limits of the oscillations applied here. The state parameters
are those of the Mediterranean outflow used in Smith [1975], with the ambient fluid being of a homogeneous structure, and
the Coriolis parameter decreased to 0.598× 10−4 s−1.
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Figure 5.22: Down-stream envelopes of the four state variables for a time-dependent current in a rotating system. The
source conditions are shown in Figure 5.19, where the initial current density at the source is oscillated over time. The red
lines represent the steady state solutions obtained using the limits of the oscillations applied here. The state parameters
are those of the Mediterranean outflow used in Smith [1975], with the ambient fluid being of a homogeneous structure, and
the Coriolis parameter increased to 1.708× 10−4 s−1.

Similar to the change in the stratification rate, the third Coriolis parameter used to

obtain the results in Figure 5.22 is beyond the threshold of the steady state oscillatory

behaviour. Here the current would experience oscillations due to two different physical

phenomena.

5.6.2 Drag coefficient

Having looked into the effects of changing the Coriolis parameter on an unsteady dense

current, the second state parameter to be investigated is the drag coefficient. The ap-

proach to do this is exactly the same as that carried out for the Coriolis parameter,

where the initial base case variables and parameters are kept constant and only the drag

coefficient is changed from one case to another.
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The drag coefficient for the case plotted in Figure 5.20 is set to 500 m, which is the same

value used by Smith [1975]. This value is first reduced to 375 m, and then increased to

666 m, and the current behaviour under each situation is studied.

Figure 5.23 gives the current down-stream envelopes over time for the dense current

travelling under a drag coefficient of 375 m. The decrease in the drag coefficient causes

the current to experience a higher cross sectional area overshooting. This is coupled with

an increase in the steepness of the waves travelling through the system. The decrease

in the drag gives less resistance to the fluid motion giving higher velocities, which in

turn affects the current’s cross sectional areas. In turn, increasing the drag coefficient, as

shown here in Figure 5.24 where the drag is set to 666 m, causes the current to have a

slower velocity profile. This affects the overshooting of the current cross sectional area,

and the overshooting is found to decrease with the increase of the drag coefficient.
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Figure 5.23: Down-stream envelopes of the four state variables for a time-dependent current in a rotating system. The
source conditions are shown in Figure 5.19, where the initial current density at the source is oscillated over time. The red
lines represent the steady state solutions obtained using the limits of the oscillations applied here. The state parameters
are those of the Mediterranean outflow used in Smith [1975], with the ambient fluid being of a homogeneous structure, and
the drag coefficient decreased to 375 m.
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Figure 5.24: Down-stream envelopes of the four state variables for a time-dependent current in a rotating system. The
source conditions are shown in Figure 5.19, where the initial current density at the source is oscillated over time. The red
lines represent the steady state solutions obtained using the limits of the oscillations applied here. The state parameters
are those of the Mediterranean outflow used in Smith [1975], with the ambient fluid being of a homogeneous structure, and
the drag coefficient increased to 666 m.

5.6.3 Entrainment coefficient

The last state variable to be investigated is the entrainment coefficient. The case for the

current shown in Figure 5.20 is produced using an entrainment coefficient of 50 m. This

value is initially reduced to 37.5 m and the results from this are shown in Figure 5.25,

and then increased to 666 m where the results are shown in Figure 5.26.

From the results it can be seen that the increase of the entrainment coefficient causes the

dense current cross sectional to overshoot more. This is expected as the amount of fluid

entrained into the dense current is directly proportionate to the entrainment coefficient.

The result are consistent with the results from Section 3.4, where it is found that the

lower entrainment coefficient gives a higher overall velocity profile, which is the case here
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as well. The interesting result found is that the entrainment coefficient change does not

have an effect on the steepness of the wave behaviour throughout the current.

Having looked into the effects of both the prime variables and state parameters on the

evolution of the dense currents in the unsteady systems, the actual cause of the over-

shooting is now analysed.

Figure 5.25: Down-stream envelopes of the four state variables for a time-dependent current in a rotating system. The
source conditions are shown in Figure 5.19, where the initial current density at the source is oscillated over time. The red
lines represent the steady state solutions obtained using the limits of the oscillations applied here. The state parameters
are those of the Mediterranean outflow used in Smith [1975], with the ambient fluid being of a homogeneous structure, and
the entrainment coefficient decreased to 37.5 m.
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Figure 5.26: Down-stream envelopes of the four state variables for a time-dependent current in a rotating system. The
source conditions are shown in Figure 5.19, where the initial current density at the source is oscillated over time. The red
lines represent the steady state solutions obtained using the limits of the oscillations applied here. The state parameters
are those of the Mediterranean outflow used in Smith [1975], with the ambient fluid being of a homogeneous structure, and
the entrainment coefficient increased to 666 m.

5.7 Analysis of the overshooting

In order to analyse the overshooting of the cross sectional area of the dense current in

the unsteady cases, the individual terms of the equations are investigated.

The system used to solve the unsteady cases introduces four perturbed quantities related

to the state variables and to the equations that are both time and space dependent. This

gives the following equations:

∂AÃ

∂t
+
∂µµ̃AÃ

∂ξ
= E0µµ̃, (5.1)
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∂ρρ̃AÃ

∂t
+
∂ρρ̃µµ̃AÃ

∂ξ
= E0µµ̃ρe, (5.2)

∂ρρ̃µµ̃AÃ

∂t
+
∂ρρ̃µ2µ̃2AÃ

∂ξ
= gAÃ sinα∆ρ sin(ββ̃)− ρρ̃Kµ2µ̃2, (5.3)

and

∂ββ̃

∂t
+
∂µµ̃ββ̃

∂ξ
=
g sinα∆ρρ̃

ρρ̃µµ̃
cos(ββ̃)− f̂ . (5.4)

The product rule is then applied in order to calculate the terms denoted with (̃). These

terms are set to “one” at the source for the case of the steady state current, and are varied

accordingly as required for the unsteady cases. Here the case plotted in Figure 5.18 is used

to illustrate the approach taken, and then gives an indication of how the overshooting of

the cross-sectional area occurs in the unsteady dense currents.
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Figure 5.27: The down-stream envelopes of the perturbed quantities for the state variables
arising from varying the initial current velocity at the source between 0.7 and 1.3 of the
original base case. The variations in the other three state variables are in response to the
varying initial source velocity.

Figure 5.27 gives the down-stream envelopes of the perturbed quantities for the case

shown in Figure 5.18. It can be seen that the envelopes of each of the state variables

match those of the perturbed variables. Figure 5.27 also illustrates the overshooting that

occurs in the cross-sectional area of the current.

For further investigation of the overshooting, the spatial and temporal derivatives of each

of the state variables is taken into account to see what happens through the current as

the initial source conditions are perturbed.
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Figure 5.28: The down-stream temporal derivatives of the state variables for an unsteady
dense current with an oscillation in the source velocity. The full state variables envelopes
are shown in Figure 5.18.

Both the temporal derivatives of the state variables shown in Figure 5.28 and the spatial

derivatives of the state variables shown in Figure 5.29 show that the derivatives increase

with the down-stream distance. This is consistent with the envelopes of the state variables

shown previously in Figure 5.18. In addition to that, the results here express how steep

the transition of current properties can be throughout the current body, but without any

wave breaking taking place.
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Figure 5.29: The down-stream spatial derivatives of the state variables for an unsteady
dense current with an oscillation in the source velocity. The full state variables envelopes
are shown in Figure 5.18.

In order to investigate which terms are leading in the equations, the equation used to

calculate the temporal derivatives of the perturbed cross-sectional area is plotted as

individual terms. The equation states that:

∂Ã

∂t
= µÃ

∂µ̃

∂ξ
+ µµ̃

∂Ã

∂ξ
+
E0µµ̃Ã

A
. (5.5)

Figure 5.30 gives the terms of Equation 5.5 plotted for an unsteady dense current with

a varying source velocity. The conditions of the current and the oscillation of the source

are shown in the case plotted in Figure 5.18. The left hand side term is plotted in black,

the first term on the right hand side is plotted in light blue, and the second term on the

right hand side is plotted in red. The final term was found to not be a leading term, and

141



in order to help with visualizing the other three terms, it was taken out of the plot.
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Figure 5.30: The terms of the equation used to calculate the temporal derivatives of the
perturbed cross-sectional area of the dense current are plotted against the down stream
distance. The equation is shown in Equation 5.5, however only the first two terms on the
right hand side in addition to the left hand side term are plotted here as they are found
to be the leading terms of the equation.

As was the case with other tests that were run, Figure 5.30 shows that the terms with the

spatial derivative of the cross sectional area are the terms that act as the leading terms

on the right hand side of the equations used to calculate the temporal derivatives of the

state variables. The derivatives are found to increase with the down-stream distance,

while increasing with both the oscillation amplitude and frequency. This increase was

found to represent how much fluid was introduced to the system at the source, and how

the current dealt with this. As new fluid was released from the source, it adapted to the

system, and in the case of a continuous increase the fluid would catch up with the fluid

released before it, causing the cross-sectional spatial derivative to increase. In the same
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manner, when there was a decrease in the amount of fluid emitted from the source, the

newly released fluid was found to move slower than that released earlier which caused

a decrease in the cross-sectional area prediction. As the amplitude and frequency of

the source oscillations increased, the current was experiencing higher cross-sectional area

overshooting, and that was found to be solely due to the current adapting to the high

amount of fluid that was released over time. This gave rise to waves travelling through

the current which represent faster moving fluid “catching up” with slower moving fluid

ahead of it which was released earlier from the source. The two parts of the fluid (ahead

of the wave and behind it) had different densities as well as velocities, and the current’s

cross sectional area was expanding due to the continuous motion of the fluid “catching

up”. As the system does not handle any wave breaking, the cross-sectional area was

found to keep increasing, which would not be the case in reality. It is suggested that this

system is to be taken as the base case for modelling unsteady dense currents in rotating

systems, with the assumption that it will over predict the values of the cross-sectional

area after the down-stream distance of wave breaking. Holland et al. [2014] showed that

an unsteady line plume would experience wave breaking, this wave breaking would occur

closer to the source for higher amplitudes and frequencies. Further investigation is now

required to determine the downstream distance where the wave breaking takes place for

the newly developed unsteady model.

143



Chapter 6

Conclusion

6.1 Summary of thesis

The thesis covers the research carried out in order to address the effects of tidal activity

on dense ocean currents. The tidal activity makes the sources of these currents behave

in a time dependent manner, giving rise to unsteady currents. The effect of having a

background stratification rate in the ambient fluid which the current travels through was

also studied, as well as the strength of this stratification rate. Numerical simulations of

the current behaviours were carried out, and the effect of changing different parameters

and state variables on the current behaviour were analysed.

6.2 General conclusions

Through applying the same mathematical derivation approach used by Scase et al. [2006],

the steady streamtube model established by Smith [1975] was developed to account for

temporal changes at the sources of dense ocean currents, and study the effect these
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changes would have on the down-stream behaviour of the currents.

Gordon et al. [2004] suggested that a steady state dense current experiences an adjustment

in the velocity profile that is dependent on the density anomaly between the current and

the ambient, and is also affected by the initial current velocity. This study showed that

this adjustment is not only dependent on that, but for a set of state parameters, a

dense steady state current would readjust to one profile for each of the state variables.

This adjustment takes place near the source creating rapid changes in the current’s state

variable profiles. This adjustment was also found to affect the current’s final position

and properties. When looking at the four state variables of the current, the study found

that the change in the density anomaly between the current and the surrounding ambient

carried the most significant effect on the dense current’s down-stream behaviour. This was

due to the fact that the current was driven by two main forces, buoyancy and Coriolis,

and the change of the density anomaly was affecting the buoyancy force directly. In

addition, the changes of the current’s initial cross sectional area and velocity were found

to have less of an impact on the current final positioning and down-stream state variable

profiles. Moreover, the change of the initial current’s inclination had the least impact on

the current. This was because the change did not affect any of the physics surrounding

the current, and the study showed that the down-stream profiles of the state variables

for a dense current in a homogeneous ambient with different initial pitch angles collapsed

onto one solution.

In the presence of a background ambient stratification rate, steady state currents were

found to experience an oscillatory behaviour. These oscillations were found to be affected

by the strength of the density stratification, the entrainment and drag coefficients, as well

as the rotational rate of the system. Previous research indicated that these oscillatory

behaviours cause the dense currents to split up into sub-currents with different trajectories

[Jiang and Garwood Jr, 1996], but since the streamtube model handles the current as
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one coherent structure, this was not observed. The steady state oscillations were found

to increase in amplitude with the increase of the state variables as well as the drag and

entrainment coefficients of the dense current. A newly developed threshold showed that

these oscillations exist even in the absence of a background ambient stratification. The

study was able to identify two relationships, when adhered, a steady state current would

not oscillate downstream.

The newly developed system revealed that when a dense current experiences continuous

changes in the initial state variables’ values at the source it experiences waves that travel

down the current. These unsteady waves were found to be affected by the source oscilla-

tions as well as the state parameters of the system. The steepness of the unsteady waves

was found to increase with the increase of the source oscillations’ frequency and ampli-

tude. As the model does not support wave breaking, the current down-stream solutions,

namely the state variables’ profiles, were found not to follow the limits set by the steady

state solutions for the values of which the source conditions are oscillated between. The

study also found that the unsteady waves increased in both frequency and magnitude

with the introduction of a background stratification rate.

The physical process that was found to govern the unsteady dynamics was the rotational

rate of the system, whereas the drag experienced by the current, due to the flow through

the system, and the amount of ambient fluid entrained into the current, were found to

have less of an impact on the behaviour of the unsteady currents as long as they satisfied

the threshold of the steady state oscillations. The higher the Coriolis parameter, the

stronger the waves introduced due to the unsteadiness of the source are, which causes

the current to overshoot the predicted steady state solutions more. It is expected that

systems with higher rotational rates will have higher turbulent behaviour and more wave

breaking.
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6.3 Future work

The threshold of the steady state current oscillatory behaviour was found here using a

numerical analysis. As this study looked into developing a new unsteady model, the

behaviour of the oscillations beyond the threshold where not quantified, however the

general effect of each parameter was studied. This work could carry on using the same

numerical analysis implemented to establish the threshold of where the oscillations occur.

For the newly developed unsteady model, and having established that the unsteady dy-

namics are governed by the oscillations of the current source. in addition to the depen-

dency on which the state variables is being oscillated, as well as the rotational rate of the

system, and the ambient stratification. The next step would be to examine in detail, the

probability of wave breaking, which would be given as a function of the distance away

from the source, and dependent on the physical settings mentioned above. This would

establish the downstream threshold of where the current system could be implemented

to.

The numerical system used throughout this thesis is of a low order. Having established

the well-posedness of the new model, a higher order numerical method would be desired.

This would help with the computational power required to model the currents.

In addition to establishing wave breaking dependency, the situation of varying more than

one source condition should be considered. This study tried to distinguish between the

effects of each individual parameter. However, when compared to the real physical world,

oscillatory behaviour can occur across a number of parameters at the same time.
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