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ABSTRACT 

The ionosphere has the largest contribution to the Global Navigation Satellite System 

(GNSS) error budget. Its background effect can be mostly modelled, but sharp gradients 

in its Total Electron Content (TEC) adversely affect differential GNSS due to error 

decorrelation. Furthermore, irregularities in the ionosphere cause signal fluctuations 

known as scintillation, which may lead to cycle slips, accuracy degradation and even 

loss of receiver lock on satellite. In the last few decades, specialized GNSS Ionospheric 

Scintillation Monitor Receivers (ISMRs) have been developed with a view to support 

continuous ionospheric monitoring and modelling by estimating TEC and different 

scintillation parameters, and to help develop future receivers with robust tracking under 

extreme ionospheric conditions. However, it is not a straight forward task to derive 

accurate TEC information from these specialized receivers because the recorded 

pseudorange measurements are contaminated by instrumental biases, the so-called 

Differential Code Biases (DCBs). 

The Nottingham Geospatial Institute (NGI) – former Institute of Engineering Surveying 

and Space Geodesy (IESSG) – pioneered and currently undertakes scintillation and TEC 

monitoring in Northern Europe using dual frequency GPS receivers, the NovAtel/AJ 

Systems GSV4004, and in the last decade the relatively new multi-frequency multi-

constellation Septentrio PolaRxS Pro receivers. Considering the hardware delays 

existing within these scintillation monitors to be stable for reasonable periods of time, 

the recorded TEC measurements have been used quite successfully on a relative basis 

in a number of experiments. Yet, to enable the calculation of absolute TEC, either for 

ionospheric monitoring or to facilitate non-differential positioning techniques such as 

Precise Point Positioning (PPP), these (and indeed any other conventional multi-

frequency) receivers must be calibrated to account for their respective DCBs. 
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The research work presented in this thesis has been carried out in two main phases. The 

first phase involves estimating the DCB of a multi frequency, multi constellation GNSS 

receiver (such as the Septentrio PolaRxS Pro) using a hardware signal simulator, 

whereby the state of the ionosphere and other variables can be controlled. It has been 

shown that a hardware signal simulator such as the Spirent GSS8000 can be used 

effectively to estimate a consistent and more realistic set of DCBs between different 

signal pairs for any multi frequency, multi constellation receiver. 

The second phase replicates the procedure carried out by the International GNSS 

Service (IGS) or the Multi GNSS EXperiment (MGEX) to determine receiver and 

satellite DCBs in a global ionospheric analysis using the IGS/MGEX network. By 

including the calibrated receiver from the first phase in this network, it has been proved 

that for all practical purposes of ionospheric modelling, using the ‘known’ receiver DCB 

of that receiver as an external constraint, is a valid approach to resolving the rank 

deficiency problem that arises in DCB estimation for receiver/satellite networks. 

One final aspect that this research aims to address was the possible benefit of estimated 

DCBs in PPP processing. From initial investigations, no plausible benefit was observed 

and hence it was decided not to proceed further because of time constraints. The 

indications are that the effect of the estimated DCBs cannot be observed in PPP while 

working with the Ionospheric Free (IF) combination, whereas in the case of PPP based 

on uncombined raw observations, the estimated DCBs derived from relatively noisy 

pseudoranges in comparison to the carrier phase observations, are not of sufficient 

accuracy to be used for correcting the ionospheric delay. This needs to be further 

investigated in future. 
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CONSTANTS AND PARAMETERS 
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⃗⃗⃗⃗ :  Geomagnetic field vector, B ≈ 3.12 x 10 -5 T (i.e. magnitude of 

  B0
⃗⃗⃗⃗  on the surface of the Earth at the geomagnetic equator)  

  [Tesla, T = kg / (C.s) where C: Coulomb] 

c =  299792458 m/s, speed of light 

 

e =  1.60218 x 10-19 C 

 

∈𝑜=  8.85418782 × 10-12 C2 N-1m-2 (C: Coulomb, N: Newton) 

 

f =  c / λ, Carrier frequency of GNSS signals (λ: signal   

  wavelength) 

f L1 =  1575.42 MHz (GPS and Galileo share this frequency)  

f L2 =  1227.6 MHz (GPS only) 

f L5 =  1176.45 MHz (GPS and Galileo share this frequency) 

 κ =      𝑒2 8𝜋2 ∈𝑜 𝑚𝑒⁄ = 40.3 m3s-2 (Constant Term) 

 me =  9.10939 x 10-31 kg 

 𝜇𝑜=  4π x 10-7 WbA-1m-1 (Wb: Webers, A: Ampere) 

 Ne :  Electron number density (at a point in the ionosphere) 
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CHAPTER 1 

INTRODUCTION 

The ionosphere has the largest contribution to the Global Navigation Satellite 

System (GNSS) error budget. Its background effect can be mostly modelled, but 

sharp gradients in its Total Electron Content (TEC) adversely affect differential 

GNSS due to error decorrelation. Furthermore, irregularities in the ionosphere 

cause signal fluctuations known as scintillation, which may lead to cycle slips, 

accuracy degradation and even loss of receiver lock on satellite. In the last few 

decades, specialized GNSS Ionospheric Scintillation Monitor Receivers 

(ISMRs) have been developed with a view to support continuous ionospheric 

monitoring and modelling by estimating TEC and different scintillation 

parameters, and to help develop future receivers with robust tracking under 

extreme ionospheric conditions. However, it is not a straight forward task to 

derive accurate TEC information from these specialized receivers because, just 

like conventional GNSS receivers, the recorded pseudorange and carrier phase 

measurements are contaminated by instrumental biases or hardware delays. 

These are frequency dependent delays which the GNSS signals experience while 

passing through the radio frequency (RF) circuitry and the different components 

of the satellite and the receiver hardware. The situation becomes more 

complicated as these code and phase delays are not only frequency dependent 

but also not measurable in an absolute sense. Keeping that in consideration, if 

accurate TEC values are required, these hardware delays for every possible 

GNSS signal need to be estimated and removed. To get around the problem of 

inaccessible absolute delays, in the case of code pseudoranges, one must rely on 



Page | 2  
 
 

the difference of two individual code delays existing between two codes on the 

same signal (i.e. intra frequency bias) as in the case of C1 and P1, or between 

two codes on two different carrier signals (i.e. inter frequency bias) as in the case 

of P1 and P2. These inter and intra frequency biases are frequently referred to as 

the Differential Code Biases (DCBs). Depending upon whether they refer to 

either satellite or receiver, these can be further categorised into satellite and 

receiver DCBs (Wilson and Mannucci, 1993). Working with the legacy GPS 

signals, ignoring the satellite and receiver DCBs when computing TEC may 

result in an error of up to 20 TECU (or 7 ns) for satellites and 40 TECU (or 14 

ns) for receivers, and their cumulative effect can reach as much as 100 TECU 

(or 35 ns) in many cases (Sardón et al., 1994). If not accounted for, these can 

also sometimes lead to physically meaningless negative TEC values (Ma and 

Maruyama, 2003; Mylnikova et al., 2015). This could become even worse for 

the more recent GNSS signals such as in the case of Galileo, where receiver DCB 

values in the order of 263 TECU (or 100 ns) had been found to exist between E1 

and E5b signals (Montenbruck et al., 2014; Wang et al., 2015). So, for precise 

and accurate ionospheric modelling, these cannot be ignored and must be 

properly estimated and applied. On the other hand, in the case of carrier phase 

observations, the situation is more complex because of the presence of 

ambiguities. The inter frequency phase biases are not studied herein, as they are 

considered to be beyond the scope of this research. 

1.1. Motivation of the Research 

The Nottingham Geospatial Institute (NGI) – former Institute of Engineering 

Surveying and Space Geodesy (IESSG) – pioneered and currently undertakes 
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scintillation and TEC monitoring in Northern Europe using dual frequency GPS 

receivers such as the NovAtel/AJ Systems GSV4004, and the relatively new 

multi-frequency multi-constellation Septentrio PolaRxS Pro receivers. 

Considering the hardware delays existing within these scintillation monitors to 

be stable for reasonable periods of time, the recorded TEC measurements have 

been used quite successfully on a relative basis in a number of experiments. Yet, 

to enable the calculation of absolute TEC for ionospheric monitoring, these 

receivers must be calibrated to account for their respective DCBs. In terms of 

multi-frequency multi-constellation conventional receivers, this will also 

facilitate precise GNSS applications such as high-precision GNSS satellite clock 

estimation, time transfer among GNSS observing stations and code-based 

resolution of carrier phase ambiguities (Dach et al., 2007).  

With the advent of modernized GPS, GLONASS and the new Galileo and 

Beidou signals in addition to the legacy GPS and GLONASS signals, a variety 

of signal pairs is available to the users to compute TEC. However, the associated 

DCBs and different available tracking modes such as pilot only and combined, 

make the accurate TEC computation even more challenging. 

In positioning, the receiver DCBs are frequently ignored as these are absorbed 

in the estimated receiver clock offset but the same cannot be done with the 

satellites DCB. This is because of the fact that both the broadcast and precise 

satellite clocks are derived from a linear ionospheric free combination of the 

satellite code biases. Hence while estimating position, the satellite DCBs must 

be properly applied by deriving them from either the broadcast ephemeris 

(Estimated Group Delay Differential or ‘TGD’ parameter in GPS / Broadcast 
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Group Delay or ‘BGD’ parameter in Galileo) or retrieved from the International 

GNSS Service (IGS) published DCB products. What is important here is to 

maintain consistency between the broadcast or precise clock products and the 

respective satellite DCBs from which these are derived. To facilitate the GNSS 

users, the DCB products are routinely estimated and published online free of 

charge by different Analysis Centres (ACs) of the IGS as a by-product of their 

local or global ionospheric analyses for all the available satellites in different 

constellations and a selected number of IGS or MGEX (Multi GNSS 

Experiment) stations. These are reported as part of Global Ionosphere Maps 

(GIMs) in Ionosphere map Exchange format – IONEX (Schaer et al., 1998) or 

as independent DCB products. A linear geometric combination of code based 

pseudoranges is employed by the ACs to derive the DCBs on a daily basis along 

with a set of ionospheric coefficients. However, the solution of this system by 

Least Squares has a rank defect and an external constraint must be employed to 

break this rank deficiency and enable to separate the satellite DCBs from the 

receiver DCBs. This is achieved by the various ACs of the IGS by constraining 

the mean of the satellites DCBs to zero, in a so-called ‘zero mean (ZM)’ 

constraint. Consequently, with the routine changes carried out in the satellite 

constellations, frequent jumps can be observed in the estimated DCBs because 

of the fluctuation in this arbitrary ZM reference (Zhong et al., 2015). In contrast 

to this, rather than assuming the artificial ZM constraint, the problem of rank 

deficiency can also be resolved by constraining the solution to a known receiver 

DCB in the network instead. The advantage of using this approach is that a more 

realistic and stable set of satellite and receiver DCBs is estimated. Apart from 
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receiver calibration, this research also aims at investigating the electronics/signal 

processing taking place within the satellite and the receiver hardware. 

For global TEC monitoring and other related applications, it would be quite 

convenient to select a receiver in the IGS or MGEX network which would result 

in the regular estimation of its DCB. However, as in a general situation this 

receiver will not be part of the network, its DCB must be obtained from the 

manufacturer or otherwise carefully estimated through a technique that can 

ensure consistency with the available published set of satellite DCBs. So, the 

primary motivation of this research is to estimate the DCB of a single receiver 

for all available GNSS signal pairs using a hardware signal simulator while 

considering the impact of all variables involved and then to include this receiver, 

whose DCB is now known, in a global network of stations to estimate the DCBs 

of all the satellites and stations involved.  

Based on the discussion presented above, the research work has been carried out 

in two different phases. The first phase involved establishing a standard 

procedure to determine the DCB of a Septentrio PolaRxS Pro scintillation 

receiver available at the NGI, with a view to pave the way for estimating these 

biases for any multi frequency, multi constellation GNSS receiver. The approach 

that was pursued in DCB estimation is through simulation, where the state of the 

ionosphere and other variables can be controlled using a hardware signal 

simulator such as the Spirent GSS8000 or the Spirent GSS9000. This allowed 

the receiver bias to be isolated (for different signal pairs), but brought in 

additional problems such as biases existing within the simulator or biases 

coming from the associated equipment, such as antenna, cable, connectors, etc. 
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(Ammar, 2011). Once the calibration procedure was established, it can be 

applicable for calibrating any conventional multi-frequency, multi-constellation 

GNSS receiver. In the second phase, the procedure as followed by the IGS or the 

MGEX to estimate the satellite and receiver DCBs in a global ionospheric 

analysis, was replicated. This was done by collecting open sky data with the 

calibrated receiver and then processing it along with other IGS or MGEX 

stations to estimate the satellite and receiver DCBs of the entire network. Two 

additional multi-frequency and multi-constellation receivers were also brought 

into the research to validate the DCB estimates from the first stage. One last 

aspect of the research was to try to assess the possible impact of the estimated 

DCBs in PPP processing. 

1.2. Aims and Objectives 

The main aims and objectives of this research are as follows: 

1) Working with GPS legacy signals, establish a standard procedure for 

determining the calibration parameters in terms of DCBs of any multi-

frequency, multi constellation GNSS receiver by: 

o Investigating the internal biases existing between the different 

channels of the hardware signal generator, their influence on the 

receiver DCB and estimating necessary correction parameters.  

o Exploring the effect of the connecting cable and other 

miscellaneous hardware on the receiver DCB and estimating 

necessary correction parameters. 

2) Repeat 1) by working with modernised GPS and new Galileo signals. 
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3) Working with GPS (both legacy and modernised) signals and new 

Galileo signals, devise a strategy to estimate the satellite and the 

receiver DCBs in a global network of stations by incorporating the 

calibrated receiver from 1) and 2). 

4) Working with GPS (both legacy and modernised) signals and new 

Galileo signals, draw a comparison between the DCBs as estimated in 

3) using different external constraints. 

5) Provide initial insight on the possible impact of the estimated DCBs in 

PPP processing. 

1.3 Literature Overview 

1.3.1 Previous work at NGI 

The NGI has been monitoring TEC and ionospheric scintillation in Northern 

Europe since June 2001 using GPS dual frequency NovAtel/AJ Systems 

GSV4004 receivers (Aquino, 2005). For accurate TEC computation, these TEC 

and scintillation monitors must be calibrated and supplied with a parameter 

‘TECCAL’ i.e. the user defined TEC offset to account for L1/L2 differential delay 

(GPS Silicon Valley, 2004). Dodson et al. (2001) demonstrated an empirical way 

of determining TECCAL based on comparing the TEC given by the monitor with 

TEC given by the Bernese software as extracted from a co-located dual 

frequency receiver. 

In 2010, NGI in collaboration with Universidade Estadual Paulista (UNESP), 

Brazil, carried out an investigation to study the influence of different cable 
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lengths on receiver DCB estimation using a hardware signal simulator. However, 

this research did not result in any publication. 

The current PhD research follows on from the work of Ammar (2011), in which 

an attempt was made to establish the calibration parameters in terms of DCBs 

for both the GSV4004 and PolaRxS Pro ISMRs using the Spirent GSS8000 

hardware signal simulator. The important conclusions drawn from that research 

were as follows: 

• The hardware signal simulator such as Spirent GSS8000 can be 

effectively used to remove the ionospheric delay experienced by the 

different signals and their respective modulations. 

• The estimation of the receiver DCB is corrupted by the hardware delays 

originating within the simulator and the connecting cable. 

• If accurate results are to be achieved while working with a hardware 

signal simulator, it is important to account for the systematic errors 

coming from the simulator channels and associated equipment such as 

antenna cable, splitter, etc. 

• The TEC measurements made by the PolaRxS Pro receiver are too noisy 

if unsmoothed pseudoranges are used. So, a note of caution is made to 

use it with appropriate care. 

• As opposed to the PolaRxS Pro, TEC measurements made by the 

GSV4004 receivers are relatively smooth but once the Code/Carrier 

divergence plots on different carrier signals are drawn, they show large 

divergence even when the ionosphere is correctly set to zero. So, the 
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GSV4004 monitor must be used with caution in any future calibration 

research. 

1.3.2 Previous work elsewhere 

Van Dierendonck (1999) and Van Dierendonck and Hua (2001) defined a 

calibration procedure for GSV4004 monitors, by comparing their estimated TEC 

data with a ‘reference’ TEC, such as that generated by the IGS or a Satellite 

Based Augmentation System (SBAS), an approach attempted in Dodson et al. 

(2001). 

Calibration of receivers is directly related with the estimation of the satellite and 

receiver DCBs which is a time-consuming process that depends on the following 

assumptions (Ma and Maruyama, 2003):  

• The electron distribution lies in a thin shell at a fixed height above the Earth; 

• The TEC is time-dependent in a reference frame fixed with reference to the 

Earth-Sun axis; 

• The satellite and receiver biases are constant over several hours. 

In the early days, the ionosphere was observed with a single GPS receiver, the 

instrumental biases and the TEC were assessed by modelling TEC as a 

polynomial of latitude and longitude based on the assumption of a smooth 

ionospheric behaviour (Lanyi and Roth, 1988; Coco et al., 1991). Later with both 

day time and night time data from several GPS receivers, the TEC and the biases 

were simulated with a random walk stochastic process and solved by using a 

Kalman filter approach (Sardon et al., 1994; Sunehra et al., 2010). Based on a 

spherical surface harmonic expansion of the TEC in latitude and longitude, the 
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instrumental biases were removed, and the Northern hemisphere map of TEC 

was obtained with an early sparse global GPS network of just 30 stations (Wilson 

et al., 1995). With the global network of over 100 GPS receivers, the Jet 

Propulsion Laboratory (JPL) models the vertical TEC in a solar-geomagnetic 

reference frame using bi-cubic splines on a spherical surface of 2.5° by 5.0° 

latitude and longitude. Then a Kalman filter is applied to solve simultaneously 

for TEC and instrumental biases (Mannucci et al., 1998; Iijima et al., 1999). 

Using around 300 GPS receivers selected homogeneously from the GPS Earth 

Observation Network (GEONET) in Japan, and assuming that the TEC is 

identical at any point within a 2° by 2° grid block, the TEC over Japan and 

instrumental biases were determined with a least squares (LSQ) fitting technique 

(Ma and Maruyama, 2003). A similar approach has been used by Ma et al. (2014) 

to determine DCBs of all the GPS satellites and 4 GPS receivers located in the 

equatorial anomaly region in southeast China. So, based on the distribution of 

GPS stations included in the estimation process, the different methods presented 

above can be classified into methods focusing on global, regional or single GPS 

station (Zhang et al., 2014).  

To conclude, different algorithms have been proposed in the past for estimating 

the DCBs and for single station receiver DCB estimation, these can be roughly 

categorized in two groups (Arikan et al., 2008; Komjathy et al., 2005; Li et al., 

2014, Li et al., 2017). The first group models Vertical TEC (VTEC) as a 

polynomial that is a function of ionospheric pierce point coordinates in a 

coordinate system referenced to the earth-sun axis. Both the satellite and receiver 

DCBs are considered as unknowns along with other coefficients and are solved 



Page | 11  
 
 

for in a LSQ solution (Lanyi and Roth, 1988; Sardón et al., 1994; Jakowski et 

al., 1996; Lin, 2001; Otsuka et al., 2002, Rao, 2007; Yuan et al., 2007; Mayer et 

al., 2011; Durmaz and Karslioglu, 2015). The second group uses the method of 

minimization of the standard deviation of VTEC using different receiver trial 

biases and the one that minimizes the standard deviation of computed VTEC is 

chosen as the receiver bias for that particular station (Ma and Maruyama, 2003; 

Zhang et al., 2003; Komjathy et al., 2005; Arikan et al., 2008, Montenbruck et 

al., 2014). Because of the underlying assumptions, all these estimation 

techniques have their own limitations. The ionosphere exhibits both spatial and 

temporal variations under the impact of space weather and this in turn can 

seriously degrade the precision of the estimated DCB from the GNSS data. 

Zhang et al. (2009) statistically studied the differences of the instrumental biases 

estimated from the GPS data between active and quiet geomagnetic days and 

found that the RMS of receiver DCBs estimated on active days is larger than that 

on quiet days. Zhang et al. (2010) also statistically studied the precision of 

instrumental biases estimated from GPS data observed in middle and low 

latitude regions and found that the receiver DCBs estimated in low latitude were 

more variable than those in middle latitude, which was attributed to the 

difference of the ionospheric morphology between low and middle latitudes. 

As per Hernandez-Pajares et al. (2009), the IGS analysis centres, namely, the 

Centre for Orbit Determination in Europe (CODE), University of Berne, 

Switzerland; JPL, Pasadena, CA, USA; European Space Operations Centre 

(ESOC) of European Space Agency (ESA), Darmstadt, Germany; and research 

group of Astronomy and GEomatics (gAGE) of Technical University of 
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Catalonia (UPC), are actively involved in producing VTEC maps along with the 

DCBs for all the satellites and a few of the IGS stations using different 

approaches (Schaer, 1999; Feltens, 1998, 2007; Mannucci et al., 1998, 

Hernandez-Pajares et al., 1997) and these are made available to IGS in an agreed 

IONEX format with a resolution of 2 hour, 5° and 2.5° in time, longitude and 

latitude respectively. Most of the IGS receiver DCBs provided in the IONEX 

files are monthly averages of daily values and do not represent the daily 

variations (Arikan et al., 2008). Also, the DCB values provided by these IGS 

analysis centres in IONEX files are not always in accordance with each other 

(Brunini et al., 2005). In terms of accuracy, the GIMs have a quoted accuracy of 

2-9 TECU, whereas, the DCBs have a not so well-defined accuracy of few tenths 

of a nanosecond (Dyrud et al., 2008). In the global ionospheric analysis, the 

satellite and receiver specific DCBs are separated based on the assumption of 

additive biases and zero-mean condition for the satellite biases within a 

constellation (Montenbruck et al., 2014). As per Schaer (1999), this is because 

only the relative DCBs (e.g. relative to a reference satellite) affect ionospheric 

mapping and single-point positioning and hence the zero mean represents a very 

stable but virtual bias. Also, in this way, the satellite DCBs are in fact more 

accurately determined than the receiver DCBs, provided a network of many 

receivers is processed. It is because a receiver DCB is only observed by the 

corresponding receiver itself, whereas, a satellite DCB is theoretically observed 

by all the involved receivers at least on a 24 hours basis. 

TEC mismodeling is another factor that can lead to less accurate receiver DCB 

(especially for equatorial stations attributed to the marked dynamics of the 
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equatorial ionosphere or the bad receiver performance in that region) than a 

satellite DCB because the entire TEC above each receiver is relevant (Schaer, 

1999). On the whole, it is envisaged that both the short-term and long-term 

variations in IGS computed DCBs are influenced by the ionospheric variability 

(Zhang et al., 2014) in addition to a shift produced in the common DCB reference 

because of the changes carried out in satellite constellations (Zhong et al., 2015). 

Similar to the CODE strategy, a MATLAB based tool was developed by Jin et 

al. (2012) to estimate global or regional GNSS satellite and receiver DCBs. This 

open access tool has been modified in this research to include the newer GNSS 

signals and to work with the ‘known’ receiver DCB constraint in addition to the 

ZM constraint in the estimation of network DCBs. The detailed description of 

this tool is presented in Section 3.5. 

Absolute satellite and receiver DCBs cannot be measured directly by any 

existing practical method and therefore it has been common practice to estimate 

these biases from a variety of techniques as presented earlier. These biases are 

however crucial for accurate TEC estimation and for non-differential GNSS 

techniques such as PPP. Therefore, this research is relevant because it introduces 

a technique for satellite and receiver DCB estimation by first estimating the DCB 

of a reference receiver through simulation and subsequently ‘inserting’ this 

receiver in a global network for processing. For this, a Septentrio PolaRxS Pro 

ISMR, referred to hereafter as ‘SEPT’, was used in conjunction with the Spirent 

GSS8000 hardware simulator, in a simulation where the state of the ionosphere, 

troposphere and the other group delays could be controlled, as demonstrated in 

Ammar (2011). Once the DCB of this receiver has been estimated, it is then used 
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to constrain the solution in a global network of stations following the strategy 

implemented by the CODE, to ultimately estimate the DCBs of all the satellites 

and the receivers involved in the network. The final results should produce a 

consistent set of stable DCBs, which are closer to their physical values and 

therefore more realistic use in TEC monitoring applications. For validation 

purposes, another Septentrio PolaRxS Pro ISMR and a Javad Triumph–I receiver 

were also exploited. These are referred to hereafter as ‘SEP2’ and ‘JAVD’, 

respectively. Moreover, the idea of working with an ISMR as a primary receiver 

was originally conceived because of the specific feature of this receiver to 

estimate TEC for ionospheric monitoring purposes, where the estimation of 

DCBs is desirable so that absolute and calibrated TEC i.e. the one corrected for 

DCBs, can be obtained. It is also believed that the performance of the ISMRs in 

terms of hardware configuration is better than the geodetic receivers, based on 

the following key points: 

• The ISMR is equipped with a better and more stable oven-controlled clock 

i.e. Oven Controlled Crystal Oscillator (OCXO) as opposed to geodetic 

receiver which has a temperature-controlled clock i.e. Temperature 

Controlled Crystal Oscillator (TCXO). A better clock will make the receiver 

more robust against variations of the satellite signals. Under ideal 

circumstances, assuming a text-book receiver design, it is agreed that the 

receiver clock noise would cancel entirely. However, receivers may not be 

designed as such, e.g. it is generally assumed that the signals are converted 

from analog to digital domain by a single Analog/Digital Converter (ADC), 

which may not be the case. In the case of more than one ADC (e.g. one for 
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L1, one for L2), then this means that the receiver ‘clock’ is no longer exactly 

the same for each frequency in the receiver, therefore affecting inter-

frequency biases. In this case, a receiver that has a more stable, less jittery 

clock will have a more stable ‘clock’ throughout the receiver’s conversion 

and processing system. Figure 1.1, as presented by Sleewaegen (2012), 

consolidates the above statement and the effectiveness of using an OCXO 

over TCXO during scintillation monitoring (see Section 2.2 for detailed 

explanation about scintillation).  

   

Fig. 1.1 Comparison of TCXO and OCXO jitters during a scintillation event 

(Sleewaegen, 2012) 

• According to Andreotti (2016), if the GNSS signal propagation is affected by 

ionospheric effects, an ISMR (with a more stable clock) has a better chance 

to estimate the ionospheric errors than a geodetic one (see Figure 1.2). 



Page | 16  
 
 

 
Fig. 1.2 Noise Spectrum Comparison (Andreotti, 2016) 

• The tracking loop parameters do influence the DCB estimation. However, in 

an ISMR, because it has a ‘quieter’ clock, the PLL bandwidth can be reduced 

considerably, therefore leading to a better DCB estimation. Lower clock noise 

also leads to a simplified tracking loop design, which in turn reduces the time 

bias of the tracking loop (due to a reduced order of the tracking loop 

implementation). Septentrio design uses a 0.25Hz bandwidth and 2nd order 

tracking loop, whereas for a geodetic receiver these would be respectively 

around 0.4Hz (therefore noisier) and 3rd order (therefore ‘slow’). 

Nevertheless, the proposed technique can be applied to any conventional multi-

frequency, multi-constellation receiver, as long as its capabilities can be 

reflected in the GNSS simulator.  

With reference to the use of simulators in DCB estimation, it is important to 

remember that the DCB estimates can vary between simulators, based on their 

ability to generate high quality signals and on their intrinsic hardware delays. 

Further complications can arise from the fact that there may exist differences 
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between live and simulated signals depending on correlator spacing and 

multipath mitigation techniques (Hauschild and Montenbruck, 2016). This 

would not be a problem in TEC monitoring due to relative time independence of 

the satellite and receiver DCBs but for other precise operations such as time 

transfer, this must be given due consideration. 

Figure 1.3 shows the DCBs that are part of the reception chain of a GNSS 

receiver (Sleewaegen, 2015): 

 

Fig. 1.3 DCBs in the reception chain (Sleewaegen, 2015). 

It is to be noted that the receiver DCB itself comprises of a DCB originating 

because of the delays experienced by the signals within the frontend of the 

receiver and a DCB that arises because of the delays occurring within the Digital 

Signal Processing (DSP) unit of the receiver. The good thing is that the DSP 

DCBs for Septentrio receivers are usually well known by the manufacturer and 

are compensated for in the firmware. The frontend DCBs in Septentrio receivers 

are also compensated for the nominal DCB but there may still remain residual 

DCBs at the level of few nanoseconds (Sleewaegen, 2015). Another key point 

to remember here is that this compensation process is all vendor specific and the 
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DCBs (frontend and DSP) are not necessarily compensated all the time 

(Sleewaegen, 2017). So, pertinent to this research, the residual DCB still exists 

in the Septentrio receivers and needs to be investigated and analyzed. The 

antenna and cable DCBs are discussed later in Section 3.6.  

1.4 Outline of the Thesis 

This thesis is composed of eight chapters as shown in Figure 1.4. 

Chapter 1 
o Introduction (Motivation and 

Literature Review) 

Chapter 2 
o The Ionosphere and its effects on 

GNSS 

Chapter 3 
o Differential Code Biases in the 

context of TEC Estimation and 

PPP Processing 

Chapter 4 o Instrumentation 

Chapter 5 o Methodology 

Chapter 6 
o Results and Discussions – 

Estimated Receiver DCBs using 

Simulator 

Chapter 7 
o Results and Discussions – 

Estimated Satellite and Receiver 

DCBs using Real Data 

Chapter 8 
o Conclusions and 

Recommendations for Future 

Work 
 

Fig. 1.4 Schematic for the thesis outline. 

Chapter 1 gives the introduction to the research carried out, specifically covering 

the two important aspects of motivation and the literature review, that has led to 

this research.  

Chapter 2 gives a short background of the ionosphere and its effects on GNSS 

signals. It also presents the evolution of ionospheric scintillation and TEC 

monitor receivers. 
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Chapter 3 covers the available legacy and modernised GPS and Galileo signals. 

It also presents the basics of differential code biases from scratch. The possible 

impact of DCBs in PPP processing is also discussed at the end of this chapter. 

Chapters 4 and 5 present the instrumentation and methodology that has been 

adopted in this research. 

A detailed discussion on the estimated receivers DCBs using simulator along 

with the presentation of results has been carried out in Chapter 6. 

A detailed discussion on the estimated satellite and receiver DCBs using real 

data (based on CODE strategy) along with the presentation of results has been 

carried out in Chapter 7. 

The conclusions drawn and the recommendations for future work are presented 

in Chapter 8.  

Finally, the references and the appendices are presented towards the end of this 

thesis. 
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CHAPTER 2 

The Ionosphere and its effects on GNSS 

2.1 The Ionosphere 

The Earth’s ionosphere is a partially ionized region that envelops the Earth and extends 

from ~50 km above its surface to ~1000 km. The ionosphere is characterized by the 

presence of negatively charged free electrons and positively charged atoms and 

molecules called ions. Collectively, this ionized gaseous medium is referred to as 

plasma. It is formed by photoionization which occurs due to the interaction of solar X-

rays and extreme ultraviolet (EUV) radiation with the neutral atmospheric constituents. 

Under the influence of Earth’s gravity field, the presence of free electrons and ions in 

the ionosphere affect the propagation of the electromagnetic (EM) waves like the GNSS 

signals passing through the ionosphere (Ratcliffe, 1972). 

2.1.1 Vertical Profile of the Ionosphere 

The behaviour of electron density versus altitude is an important parameter for 

describing different regions/layers of the ionosphere. Figure 2.1 shows the typical 

daytime structure of the ionosphere.  

 

Fig. 2.1 Typical daytime structure of the ionosphere (Davies, 1990) 
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In order of increasing altitude and increasing electron concentration, the 

ionosphere can be primarily divided into three regions: D, E and F. Under certain solar-

terrestrial conditions, distinct layers may be observed within these regions, such as F1 

and F2 within the F region, which are also shown in Figure 2.1. According to Tascione 

(1988), these regions develop because: 

• The solar spectrum deposits its energy at various heights depending on the 

absorption characteristics of the atmosphere 

• The physics of recombination depends on the atmospheric density which 

changes with height, and 

• The composition of the atmosphere changes with height 

For general GNSS users, it is important to know that (Klobuchar, 1996): 

• The D region (50 - 90 km approximately) has no measurable effect on GNSS 

frequencies. 

• The normal E region (90 – 140 km approximately) also has a negligible effect on 

GNSS frequencies. 

• The normal F1 layer (140 – 210 km approximately) combined with the E region can 

contribute up to 10% of the effect of the ionosphere on the propagation of GNSS 

signals. 

• The 24-hour present F2 layer (210 – 1000 km approximately) and some part of the 

F1 layer cause most of the problems for radio wave propagation at GNSS 

frequencies. 

2.1.2 Total Electron Content  

The ionospheric Total Electron Content or simply TEC is described as the integrated 

number of free electrons along the path of a trans-ionospheric signal and is perhaps the 

most important parameter representing the level of ionization in the ionosphere. It is a 
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function of time of day, season, geographic location, solar and geomagnetic activity. It 

varies mainly with the solar radiation such that it increases as the number of sunspots 

increases and on a daily average, it starts to increase at sunrise, reaches a maximum 

around mid-day and decreases at sunset (Leick, 2004). TEC is usually expressed in TEC 

Units (TECU), where one TECU corresponds to 1016 electrons contained in a vertical 

column of 1-square-metre cross-section and extending along the line of sight of the 

receiver to the end of the effective ionosphere (see Figure 2.2). 

 

Fig. 2.2 Pictorial representation of STEC or simply TEC (Carrano, 2012) 

The line of sight or slant TEC (STEC) is given as: 

    STEC = ∫𝑁𝑒𝑑𝑙                                                     (2.1) 

where 𝑁𝑒 denotes the electron density along the signal path and 𝑑𝑙 is the length element 

along the signal path. 

2.1.3 Solar Activity 

Since ionization is primarily driven by X-rays and EUV radiation from the sun, it can 

be referred to as a function of solar activity. Sunspots are among the most notable 

phenomena on the solar surface (photosphere) characterizing the solar activity (Schaer, 
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1999).  These are small magnetic regions of varying dimensions that appear as dark 

areas in the solar disk with magnetic field strengths thousands of times stronger than the 

Earth’s magnetic field (Leick, 2004). The sunspot number has been routinely estimated 

by Zurich observatory since 1849 (Figure 2.3). According to this, the sunspot activities 

follow a periodic variation, with a main period of 11 years known as ‘Solar Cycle’. This, 

however, is not always 11 years and can vary from 8 to 14 years. 

 

Fig. 2.3 The yearly and monthly sunspot numbers from 1700 up to present (SILSO, 

2017) 

 

2.1.4 Geomagnetic Field 

The geomagnetic field plays an important role in the formation of the ionosphere. The 

initial approximation of the Earth’s magnetic field is that of a uniformly magnetized 

sphere with a centre dipole axis which is slightly offset from the Earth’s rotational axis. 

The dipole axis cuts the Earth’s surface at the north (boreal) and south (austral) poles, 

which are referred to as the geomagnetic poles. The geomagnetic equator is formed by 

the intersection of the plane passing through the Earth’s center perpendicular to the 

dipole axis with the Earth’s surface. At the geomagnetic poles, the geomagnetic field is 
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vertical to the Earth’s surface and at the geomagnetic equator, the geomagnetic field is 

horizontal to the Earth’s surface. The geomagnetic behaviour closer to the surface of 

the Earth can be well approximated by a simple magnetic dipole but in space, under the 

interaction with the charged particles of the solar wind, the geomagnetic field gets 

distorted in such a way that the lines on the side facing the Sun get compressed and the 

lines on the opposite side get extended in a complicated manner, generating something 

resembling the tail of a comet. When the geomagnetic field varies smoothly with time, 

the corresponding days are referred to as geomagnetically quiet days (Q-days) and when 

this is not the case, the corresponding days are referred to as geomagnetically disturbed 

days (D-days). The disturbed days are often associated with increased ionospheric 

activity.  

2.1.5 Ionospheric Disturbances 

The solar events and the disturbances in the geomagnetic field can give rise to 

ionospheric disturbances. Under extreme solar conditions (such as a major solar flare or 

a coronal mass ejection – CME) or intense geomagnetic activity (such as a geomagnetic 

storm), these ionospheric disturbances can take the shape of ionospheric storms. 

According to Zolesi and Cander, (2014), the ionospheric disturbances can be: 

• Direct effects, caused by rapid changes in solar UV radiation and X-ray 

illumination of the Earth’s ionosphere and atmosphere during solar flares, and 

• Indirect effects, caused by complex interactions between the solar wind and 

the coupled magnetosphere-ionosphere-atmosphere system. 

2.1.6 Geomagnetic Indices:  

The daily variation in the Earth’s magnetic field under the solar events can provide a 

good indication about the ionospheric activity. It can also serve as a convenient proxy 
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for geomagnetic storms. Several geomagnetic indices such as K-index, Kp, Ap, etc. 

have been used for a number of years to describe the variations in the geomagnetic field. 

Kp-index: The 3-hour Kp index is the most widely used planetary index. It is computed 

as an arithmetic mean of the K-indices which are computed at selected geomagnetic 

observatories after every 3 hour of the universal time day (UT) by observing the 

irregular variations in the Cartesian components of the Earth’s magnetic field. The 13 

geomagnetic observatories lie between 44 degrees and 60 degrees northern or southern 

geomagnetic latitude. The Kp index is usually expressed in one-third units by adding 

the signs, –, 0, + to the numbers 0 to 9, thereby providing a 28-step scale. It is extremely 

useful in evaluating D-days and Q-days (Zolesi and Cander, 2014). 

Ap Index: The geomagnetic planetary Ap index for a universal day is computed as the 

average of eight 3-hour ap indices. The ap index or equivalent planetary amplitude is a 

linear index which is derived from the Kp index and ranges from 0 to 400 (Zolesi and 

Cander, 2014). 

The DCBs are frequently estimated on a daily basis. That is why, the Ap indices have 

been used in this research to evaluate the DCB estimation in relation to the ionospheric 

variability. 

2.1.7 Geographic regions of the ionosphere 

Based on the ionospheric behaviour, the Earth can be divided into three distinct regions: 

• High latitudes, where the geomagnetic latitude is between 60º to 90º on either 

side of the geomagnetic equator and are characterised by ionospheric 

variability due to the connection between the interplanetary plasma and the 

magnetosphere through the geomagnetic field. The high latitudes region is 

further sub-divided into auroral and polar cap regions. Excitation of particles 
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in the neutral atmosphere by energised plasma under the influence of the 

vertical geomagnetic field produces visible light overhead which is termed as 

aurora. The auroral activity is one of the main characteristics of auroral 

regions. They often appear as relatively narrow rings situated between 

geomagnetic latitudes of about 64º to 70º (Davies, 1990). The geographical 

regions enclosed by the auroral rings are termed as polar caps which are 

largely affected by solar flares and CMEs, causing D layer electron density 

enhancements (Komjathy, 1997). Sometimes, small regions known as polar 

clefts or cusps, are also produced at geomagnetic latitudes from 78º to 80º 

around local noon time under a direct contact between the magnetosphere and 

the interplanetary magnetic field. It is characterised by increased electron 

densities at all altitudes (Davies, 1990). 

• Mid latitudes, where the geomagnetic latitude is between 20º to 60º on either 

side of the geomagnetic equator and are characterized by the least variable 

and undisturbed ionosphere. 

• Low latitudes, where the geomagnetic latitude is between 0º to 20º on either 

side of the geomagnetic equator. These are characterised with the highest 

values of the peak-electron density where strong scintillation effects are 

observed. Scintillation occurrence and its effects on GNSS signals are 

discussed in Section 2.2. The low latitudes region is further sub-divided into 

equatorial and equatorial anomaly regions. At geomagnetic equator, under 

the influence of the sun and the geomagnetic field, the resulting electric fields 

cause electrons to rise in altitude and drift away towards higher latitudes along 

the horizonal lines of the geomagnetic field. This phenomenon is often 

described as a fountain effect. The corresponding electron density is 
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minimum near the geomagnetic equator, whereas, it is maximum at 

geomagnetic latitudes of 15º to 20º on either side of the geomagnetic equator. 

The higher concentration of electrons in comparison to geomagnetic equator 

is frequently referred to as the Appleton anomaly or Equatorial Ionization 

Anomaly - EIA (Zolesi and Cander, 2014). 

The geographic extent of each of these regions during an ionospheric quiet day is shown 

in Figure 2.4.  

 

Fig. 2.4 The major geographic regions of the ionosphere (Zolesi and Cander, 

2014) 

2.1.8 Refractive Index of the Ionosphere 

Due to interaction between the free electrons in the ionosphere and the geomagnetic 

field lines, the ionosphere tends to behave as an anisotropic as opposed to an isotropic 

medium, i.e. it becomes a directionally dependent medium in which the GNSS signals 

get doubly refracted and decompose into two propagation modes as per their 

polarization. Each of these modes has a different velocity and hence, it is not an easy 
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task to trace GNSS signals in an anisotropic ionosphere and some approximation has to 

be made to reduce the computational load. 

Since the refractive index depends on the wave normal of a particular signal, therefore, 

for a given direction of the wave normal, there exist two refractive indices in accordance 

with the two different polarizations of the wave (Ratcliffe, 1972). In such a case, where 

the ionospheric refractive index is no longer unity and it offers two different values for 

the two different modes of propagation, the Appleton-Hartree formula is a good way of 

describing the refractive index of the ionosphere, 𝑛𝑖𝑜𝑛 (Davies, 1990; Langley, 1996; 

Hunsucker, 1991): 

𝑛𝑖𝑜𝑛
2 = 1 −

𝑋

1−𝑖𝑍−
𝑌 𝑇
2

2(1−𝑋−𝑖𝑍)
±[

𝑌𝑇
4

4(1−𝑋−𝑖𝑍)2
+𝑌𝐿

2]

1
2⁄
                                     (2.2) 

with, 

    𝑋 =
𝑒2𝑁𝑒

∈𝑜𝑚𝑒𝜔
2 =

𝑓𝑃
2

𝑓2                                    (2.3) 

 

    𝑌 =
𝑒𝐵𝑜

𝑚𝑒𝜔
=

𝑒𝜇𝑜𝐻𝑜

𝑚𝑒𝜔
=

𝑓𝐻

𝑓
                                (2.4) 

 

         𝑌𝐿 = 𝑌𝑐𝑜𝑠𝜃                                             (2.5) 

 

         𝑌𝑇 = 𝑌𝑠𝑖𝑛𝜃                                             (2.6) 

 

          𝑍 = 𝑣
𝜔⁄                                                  (2.7) 

 

          𝜔 = 2𝜋𝑓                                                (2.8) 

 

 

where, 

𝑓  is the system operating frequency  

𝑁𝑒 is the electron density 

𝑒 is the charge of one electron 

∈𝑜 is the permittivity of free space  
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𝑚𝑒 is the rest mass of an electron 

𝐵𝑜 is the geomagnetic field vector 

𝜇𝑜 is the permeability in the vacuum 

𝐻𝑜 is the magnetic field strength 

𝜃 is the angle of the ray with respect to the Earth’s  magnetic 

 field 

𝑣 is the electron-neutral collision frequency 

𝑓𝐻 is the electron gyro frequency, ≈ 1.5MHz 

𝑓𝑃 is the plasma frequency (i.e. the minimum frequency for the 

 GNSS signals to penetrate an ionospheric layer) and rarely 

 exceeds 20 MHz 

𝑍 is the ratio of the electron neutral frequency 𝑣 and system 

 operating angular frequency 𝜔 

In Equation (2.2), the ‘±’ denotes the two different modes arising from the double 

refraction of the GNSS signals in the ionosphere – the ordinary mode (left hand 

circularly polarized signals denoted by ‘+’ sign) and the extraordinary mode (right hand 

circularly polarized signals, including GNSS signals, denoted by ‘–’ sign). The ordinary 

mode ‘+’ is ignored in this research as only the GNSS signals have been considered.  

Also, it should be kept in mind that with reference to the radio wave propagation at 

GNSS frequencies, the terms 𝑋, 𝑌and 𝑍 are all much less than one.  

2.1.9 The Ionospheric Effects on the GNSS Signals 

As explained in Section 2.1.8, the GNSS signals experience double refraction while 

passing through the anisotropic ionosphere and propagate in two different modes. Each 

of these modes experiences a different ionospheric effect such that the velocity of one 

mode (which travels at group or code velocity) decreases while that of the other mode 
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(which travels at phase velocity) increases. The decrease in the group velocity causes 

the GNSS pseudorange measurements to be greater than the true range, whereas, the 

increase in the phase velocity causes the GNSS phase measurements to be less than the 

true range (Bassiri and Hajj, 1993). These ionospheric effects on the group and phase 

velocity of the GNSS signals are termed as group delay (or absolute range error) and 

phase advance (or relative range error), respectively (Klobuchar 1996). To account for 

the phase advance in the case of carrier phase observations, the ionospheric range 

correction is always negative, whereas to account for group delay in the case of 

pseudorange observations, the ionospheric range correction is always positive. 

Starting from Appleton-Hartree formula as given in Equation (2.2), Brunner and Gu 

(1991) derived a relation for determining the phase refractive index, 𝑛𝜑, at an accuracy 

level of 10-9 and it can be expressed as: 

𝑛𝜑 = 1 − 
𝑋

2
−

𝑋2

8
−

𝑋𝑌𝐿

2
                                                                                       (2.9)           

where, 

𝑋 and 𝑌𝐿 are given in Equations (2.3) and (2.5). By using Equations (2.3), (2.4), (2.5) 

and (2.8), Equation 2.9 can be expanded as: 

𝑛𝜑 = 1 − 
1

2
[

𝑒2𝑁𝑒

4𝜋2 ∈𝑜 𝑚𝑒𝑓2
] −

1

8
[

𝑒2𝑁𝑒

4𝜋2 ∈𝑜 𝑚𝑒𝑓2
]

2

−
1

2
[(

𝑒2𝑁𝑒

4𝜋2 ∈𝑜 𝑚𝑒𝑓2
∙
𝑒𝜇𝑜𝐻𝑜𝑐𝑜𝑠𝜃

2𝜋𝑓𝑚𝑒
)] 

or more compactly as: 

𝑛𝜑 = 1 + 
𝑎1

𝑓2
+

𝑎2

𝑓3
+

𝑎3

𝑓4
                                                                                (2.10) 

where, 

𝑎1 = −
𝑒2𝑁𝑒

8𝜋2 ∈𝑜 𝑚𝑒
= −

1

2
𝑓𝑝

2  
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𝑎2 =
𝑒2𝑁𝑒

8𝜋2 ∈𝑜 𝑚𝑒
∙
𝑒𝜇𝑜𝐻𝑜𝑐𝑜𝑠𝜃

2𝜋𝑚𝑒

= −
1

2
𝑓𝑝

2𝑓𝐻 𝑐𝑜𝑠𝜃 

𝑎3 =
𝑒4𝑁𝑒

2

128𝜋4 ∈𝑜
2 𝑚𝑒

2 = −
1

8
𝑓𝑝

4 

From Equations (2.9) or (2.10), it is to be noted that 𝑛𝜑 < 1 i.e. for the GNSS signals, 

the phase velocity becomes greater than the speed of light while passing through the 

ionosphere and hence referred to as phase advance. A negative ionospheric range 

correction is therefore used to correct for it. 

If 𝑛𝑔  represents the group refractive index, then by using the relation 

𝑛𝑔 = 𝑛𝑝 + 𝑓 ∙ 𝑑𝑛𝑝 𝑑𝑓⁄  (Leick, 2004), the relation for the group refractive index can be 

written as: 

𝑛𝑔 = 1 − 
𝑎1

𝑓2
−

2𝑎2

𝑓3
−

3𝑎3

𝑓4
                                                                                 (2.11) 

From Equations (2.24), it is to be noted that 𝑛𝑔 > 1 i.e. for the GNSS signals, the group 

velocity becomes less than the speed of light while passing through the ionosphere and 

hence will give rise to a group delay. A positive ionospheric range correction is therefore 

used to correct for it. 

The two different refractive indices cause range and phase errors in transmission paths 

of the GNSS signals as they travel through the ionosphere. The range error in the 

pseudorange measurements i.e. (𝐼)𝑔 (see Section 3.2), can be determined by (Bassiri 

and Hajj, 1993): 

(𝐼)𝑔 = ∫(𝑛𝑔 − 1 )𝑑𝑙                                                                                                  (2.12) 

where 𝑑𝑙 is the length element along the signal propagation path and subscript ‘𝑔’ refers 

to pseudorange measurements being used. 
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Substituting Equation (2.11) in (2.12) and then integrating: 

(𝐼)𝑔 = ∫(− 
𝑎1

𝑓2
−

2𝑎2

𝑓3
−

3𝑎3

𝑓4
)𝑑𝑙 

= ∫( 
𝑓𝑝

2

2𝑓2
+

𝑓𝑝
2𝑓𝐻 𝑐𝑜𝑠𝜃

𝑓3
+

3𝑓𝑝
4

8𝑓4)𝑑𝑙 

=  
1

2𝑓2
∫

𝑒2𝑁𝑒

4𝜋2 ∈𝑜 𝑚𝑒
𝑑𝑙 +

1

𝑓3
∫

𝑒2𝑁𝑒

4𝜋2 ∈𝑜 𝑚𝑒
∙
𝑒𝜇𝑜𝐻𝑜𝑐𝑜𝑠𝜃

2𝜋𝑚𝑒
𝑑𝑙 

+
3

8𝑓4
∫

𝑒4𝑁𝑒
2

16𝜋4 ∈𝑜
2 𝑚𝑒

2 𝑑𝑙 

 

=
𝑒2

8𝜋2 ∈𝑜 𝑚𝑒𝑓
2
∫𝑁𝑒𝑑𝑙 +

𝑒3𝐵𝑜𝑐𝑜𝑠𝜃

8𝜋3 ∈𝑜 𝑚𝑒
2𝑓3

∫𝑁𝑒𝑑𝑙  +
3𝑒4

128𝜋4 ∈𝑜
2 𝑚𝑒

2𝑓4
∫𝑁𝑒

2 𝑑𝑙 

(𝐼)𝑔 =
𝜅

𝑓2 ∫𝑁𝑒𝑑𝑙 +
𝜅𝑒𝐵𝑜𝑐𝑜𝑠𝜃

𝜋𝑚𝑒𝑓
3 ∫𝑁𝑒𝑑𝑙  +

3𝜅2

2𝑓4 ∫𝑁𝑒
2 𝑑𝑙                              (2.13) 

where, 

κ = 𝑒2 8𝜋2 ∈𝑜 𝑚𝑒⁄ = 40.3 m3s-2                            (2.14) 

In Equation (2.13), the integral ∫𝑁𝑒𝑑𝑙 in the first and second terms is 𝑆𝑇𝐸𝐶 as defined 

in Section 2.1.2. The integral ∫𝑁𝑒
2𝑑𝑙 in the last term is difficult to handle analytically; 

thus, a shape parameter ‘𝜂’ is suggested by Hartmann and Leitinger (1984) to facilitate 

this integration: 

𝜂 =
∫𝑁𝑒

2 𝑑𝑙

𝑁𝑀𝐴𝑋 ∫𝑁𝑒𝑑𝑙
 

Equation (2.13) can now be written as: 

(𝐼)𝑔 =
𝜅

𝑓2 𝑆𝑇𝐸𝐶 +
𝜅𝑒𝐵𝑜𝑐𝑜𝑠𝜃

𝜋𝑚𝑒𝑓
3 𝑆𝑇𝐸𝐶 +

3𝜅2

2𝑓4 𝜂𝑁𝑀𝐴𝑋𝑆𝑇𝐸𝐶                       (2.15) 
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The first, second and third terms on the RHS of equation 2.15 are the first (Iono1), 

second (Iono2) and third (Iono3) order ionospheric error terms, respectively. Equation 

(2.15) can be written more compactly as follows: 

(𝐼)𝑔 = 𝐼𝑜𝑛𝑜1 + 𝐼𝑜𝑛𝑜2 + 𝐼𝑜𝑛𝑜3                                   (2.16) 

In the derivation of STEC equations, which are employed in ISMRs for STEC 

estimation and which will be presented in Section 3.2, only the first order term of 

Equation (2.16) is used and the higher order terms are neglected. 

Similar to the range error in the pseudorange measurements, the range error in the phase 

measurements can be determined using: 

(𝐼)𝜑 = ∫(𝑛𝜑 − 1 )𝑑𝑙                                                                       (2.17)  

where the subscript ‘𝜑’ refers to the carrier phase measurements being used and putting 

the value of 𝑛𝜑, the final equation takes the form: 

(𝐼)𝜑 = −
𝜅

𝑓2 𝑆𝑇𝐸𝐶 −
𝜅𝑒𝐵𝑜𝑐𝑜𝑠𝜃

2𝜋𝑚𝑒𝑓
3 𝑆𝑇𝐸𝐶 −

𝜅2

2𝑓4 𝜂𝑁𝑀𝐴𝑋𝑆𝑇𝐸𝐶                                (2.18) 

Similar to equation (2.16), equation (2.18) can be written as: 

(𝐼)𝜑 = −𝐼𝑜𝑛𝑜1 −
𝐼𝑜𝑛𝑜2

2
−

𝐼𝑜𝑛𝑜3

3
                                                                      (2.19) 

In ISMRs, after ignoring the higher order terms, the above equation is only used 

to derive the relation for determining the rate of change of TEC. 

Neglecting the higher order terms in Equations (2.16) and (2.19), an ionospheric-free 

observable can also be derived by linearly combining the measurements on two 

frequencies, which eliminates the first order term, therefore accounting for about 99% 

of the total ionospheric delay/advance error (Hofmann-Wellenhof et al., 2013). In the 

case of single frequency GNSS receivers, the users can resort to the ionospheric 
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correction data that is broadcast in the GNSS navigation message or, alternatively, 

benefit from the SBAS as another source of corrections. The correction data broadcast 

in the navigation message is based on ionospheric models such as Klobuchar and 

NeQuick, which are discussed in the next section. For precise GNSS applications 

requiring an accuracy of centimetre level and below, the higher order ionospheric effects 

need to be estimated and mitigated. 

Considering the GPS L1 signal frequency at low elevation and at extremely high 

ionospheric activity, say for instance 250 TECU, first-order ionospheric range errors in 

the phase/code measurements can exceed 100 m. Under similar circumstances, second-

order range errors in the phase measurements should be less than 12 cm for GPS L1 

frequency, 25 cm for GPS L2 frequency and 29 cm for GPS L5 frequency, whereas, 

third-order range errors in the phase measurements are generally less than 6 mm for 

GPS L1 frequency, 16 mm for GPS L2 frequency and 19 mm for GPS L5 frequency 

(Teunissen and Montenbruck, 2017). The corresponding ionospheric range errors in the 

pseudoranges need to be multiplied by a factor of 2 for the second-order and by a factor 

of 3 for the third-order terms. So, for instance, the group delays at GPS L1 should be 

less than 24 cm and 18 mm for the second- and third-order effects (Teunissen and 

Montenbruck, 2017). 

2.1.10 Ionospheric Models 

Ionospheric models can be categorized into two major groups (Komjathy, 1997): 

• Empirical climatological models: These are based on parameterization of a large 

amount of ionospheric data collected over a long period of time. Given the long time 

series of data, it is possible to perform the parameterization in terms of solar activity, 

seasonal variations, geographical latitude, longitude, and local time variation.  
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• Theoretical climatological models: In these models, a representative ionosphere or 

an ionospheric profile is constructed by using a specific set of geophysical 

conditions. The modelled ionospheric features will have locations, dimensions, 

similar to those that might be observed on any given day under the specified 

geophysical conditions 

Klobuchar Model: It is an empirical based ionospheric model developed for single 

frequency GPS users. Eight correction parameters, with an update period of 6 days, are 

broadcast by each of the GPS satellites in the navigation message. These are used to 

compute vertical ionospheric delay which is then converted to slant ionospheric delay 

using an appropriate mapping function. The Klobuchar model is estimated to reduce 

about 50% RMS ionospheric range error worldwide (Klobuchar, 1987). Because of the 

relatively low update rate, it is not that effective to account for rapid changes in 

ionospheric electron content such as in the case of equatorial anomalies. 

NeQuick Model: NeQuick is a three-dimensional and time dependent ionospheric 

electron density model developed for single frequency Galileo users and is based on an 

empirical climatological representation of the ionosphere. It predicts monthly mean 

electron density from analytical profiles, depending on sun spot number or solar flux, 

month, geographic latitude and longitude, height and UT. It approximates the 

ionosphere as a thin shell, unlike the Klobuchar model. Three correction parameters are 

broadcast to the users by the Galileo satellites in the navigation message. The study of 

Memarzadeh (2009) has shown that the NeQuick model can perform better than the 

Klobuchar model under different ionospheric conditions in the mid-latitude region. 

2.2 Ionospheric Scintillation 

Despite being well researched, the ionospheric scintillation is a hard to predict 

phenomenon in which the RF signals including GNSS signals, propagating through the 

ionosphere, experience diffraction which results in rapid fluctuations both in phase and 
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amplitude of the signals (Wanninger, 1993). These fluctuations arise when the signals 

pass through time-varying small-scale irregularities in the electron density, which can 

be found within a disturbed ionosphere. The spatial extents of these irregularities can 

vary from few meters to a few kilometres.  Wave front distortion, angle of arrival 

distortion and scattering are also associated with ionospheric scintillation. 

Fluctuations in amplitude and phase of the received signal are more commonly referred 

to as amplitude and phase scintillation, respectively. 

• Amplitude scintillation, observed as fluctuations and fading on the amplitude i.e. 

intensity of the received signals, primarily affects the signal-to-noise ratio resulting 

in something which is commonly referred to as fading in the signal. The S4 index, 

which is the normalized standard deviation over 1 minute of detrended high 

frequency (50 Hz) signal intensity, is used to monitor amplitude scintillation (Van 

Dierendonck, 1999). 

• Phase scintillation causes rapid changes in the phase of the received signal and this 

may prompt the Doppler shift on the received signal to exceed the bandwidth of the 

phase tracking loop, i.e. phase locked loop (PLL). It is quantified in terms of the 

SigmaPhi (σφ) index, which is the standard deviation over 1 minute of the detrended 

high frequency signal phase (Van Dierendonck, 1999). 

An example of scintillation event is presented in Figure 2.5. 

 

 

 

 

Fig. 2.5 Amplitude 

and Phase scintillation 

experienced by L1 

C/A signal of GPS  

PRN (Pseudo Random 

Noise) 15 as observed 

at Presidente Prudente 

station, Brazil, Sep 25, 

2011 (Sleewaegen, 

2012) 
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2.2.1 Global Morphology of Ionospheric Scintillation: 

The phenomenon of scintillation is one of the most predominant elements arising from 

an active ionosphere. Hence, the scintillation activity can be categorised into the same 

three regions which have already been described in Section 2.1.7 as part of geographic 

regions of the ionosphere. Based on actual ground-based scintillation measurements and 

in situ satellite data, Basu et al. (1988) showed that ionospheric irregularities are 

concentrated: 

• Near the magnetic equator where they are observed in the post sunset period 

• In the auroral zone during the night time period and 

• In the polar cap region where they are observed at all local times 

The global distribution of scintillation fades at L band is shown in Figure 2.6. The 

scintillation activity also appears to mild down in solar minimum period in comparison 

to solar maximum. 

  

Fig. 2.6 Global variation of scintillation fades during solar maximum and solar 

minimum (Original black and white image in Basu et al., 1988; coloured image in 

Wernik et al., 2004) 
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The characteristics of the observed scintillation effects vary significantly between the 

low latitude region and the high latitude region. This relates to the fact that the processes 

which produce scintillation in these two regions are quite different. The auroral and 

polar cap scintillation is influenced by geomagnetic storms, whereas, the equatorial 

scintillation appears because of the different ongoing chemical processes within the 

ionosphere (Davies, 1990). 

2.2.2 Scintillation Effects on GNSS Signals: 

Ionospheric scintillation can result in considerable fading of the GNSS signals. Under 

such scenario, the poor quality of the received signals leads to the poor performance of 

the receiver’s tracking loops, which in turn degrades the positional accuracy by reducing 

the precision of both pseudoranges and carrier phases. In the case of the PLL, severe 

scintillation can result in frequent cycle slips and in worse cases, even the complete loss 

of satellite lock.  

The performance of space geodesy, navigation and communication systems can be 

seriously compromised under scintillation. According to Sleewaegen (2012), 

scintillations affecting multiple satellites at the same time can often lead to meter-level 

PPP errors. Therefore, there is a need to monitor and mitigate scintillation on regular 

basis. The aforementioned scintillation indices, S4 and SigmaPhi (σφ), are frequently 

used to study and analyse the level of scintillation. Specialised receivers, i.e. ISMRs 

with robust tracking have been developed to generate and monitor these indices on a 

regular basis.   

2.3 Evolution of ISMRs 

For the last thirty years or so, the GNSS receivers are in frequent use to measure 

ionospheric scintillation effects on the electromagnetic signals passing through the 

ionosphere. In these receivers, the phase scintillation monitoring is achieved by 
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observing the standard deviation, σ∆φ, of detrended carrier phase from the received 

GNSS signals, whereas, the amplitude scintillation monitoring is done by computing 

the index S4 which is derived from de-trended signal intensity of the received GNSS 

signal (Van Dierendonck et al., 1993). It is important to remember that the TEC given 

by ionospheric scintillation monitors is the STEC and this can be converted to the VTEC 

using an appropriate mapping function. 

According to Sleewaegen (2012), an ISMR is a GNSS receiver that essentially provides 

the following: 

• High-rate unfiltered amplitude measurements  

• High-rate carrier phase measurements with low clock jitter 

• I and Q correlator values 

• Scintillation indices (S4 and σ∆φ) 

• Enhanced tracking robustness to survive deep fades 

So, in terms of manufacturing of ISMRs, the first significant development was made in 

the early 1990s, when under the Small Business Innovative Research (SBIR) contracts, 

a GPS based ISMR was developed by GPS Silicon Valley (GSV) in collaboration with 

NovAtel, Inc. for the US Air Force Research Laboratory (AFRL). It was made by 

carrying out modifications to a standard NovAtel GPS receiver known as the GPStation.  

Fitted with a low phase noise OCXO, it was deployed at diverse locations to collect 

scintillation measurement data from the GPS L1 signal only (Van Dierendonck et al., 

1993). Later, the GSV4000 ISMR was developed by GSV that used a slightly better 

OCXO coupled with a frequency converter card. Around the year 2000, the original 

scintillation monitors evolved to the GSV4004X series (the GSV4004, GSV4004A and 

GSV4004B) with a dual frequency receiver capability in its measurement engine. The 

receiver, the GSV4004, was perhaps the first true commercial GPS based ISMR. It is a 

hardware/firmware enhanced NovAtel OEM4 dual frequency receiver and has been 
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developed with the same form factor as the original AFRL SBIR version. The GSV4004 

entered development during the year 2000 with first deliveries early 2001. In addition 

to phase and amplitude scintillation monitoring, the TEC in TECU was computed from 

differences of smoothed GPS L1 and L2 pseudoranges and the rate of TEC was 

computed from GPS L1 and L2 carrier phases (Van Dierendonck and Hua, 2001). The 

capability to measure scintillation effects on SBAS signals was added to it in the year 

2004 (Van Dierendonck and Arbesser-Rastburg, 2004). 

By the end of year 2000, the Space Physics group at Cornell University, Ithace, 

NewYork, also developed a modified specialized receiver from the commercial GPS 

development system, the Plessey GPS Builder-2, termed as the Cornell scintillation 

monitor – SCINTMON (https://gps.ece.cornell.edu/realtime.php). Unlike the GSV 

series of ISMRs which was primarily designed with a commercial interest, the 

SCINTMON was designed as an academic tool. As per Beach and Kintner (2000), the 

main difference between the GPStation and the Cornell scintillation monitor was that 

the GPStation was normally intended to operate as part of a remote, self-contained 

scintillation alert system with raw data optionally available for a limited number of 

channels, whereas, the Cornell scintillation monitor makes detailed recordings of all 

available data (up to 12 channels) for high time resolution studies of amplitude 

scintillations only. Also, the GPStation was more expensive because of the higher 

quality oscillator than the Cornell scintillation monitor. 

In the year 2010 and 2011, the more sophisticated ultra-low noise multi-frequency 

multi-constellation receivers, the Septentrio PolaRxS Pro and the NovAtel GPStation-

6, respectively, hit the commercial market as the top of the line ISMRs. 

The Septentrio PolaRxS Pro was developed and validated as a modern ISMR, capable 

of measuring scintillation indices on all civilian signals, in the framework of the 

CIGALA (Concept for Ionospheric-Scintillation Mitigation for Professional GNSS in 

https://gps.ece.cornell.edu/realtime.php
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Latin America) project. The CIGALA project, co-funded by the European Commission 

7th Framework Program, was coordinated by Septentrio within a consortium of 

recognised ionosphere physicists and GNSS experts in Europe and Brazil (Bougard et 

al., 2011). An upgraded version of PolaRxS Pro i.e. PolaRx5S has been launched by 

Septentrio in the year 2016 to replace the ageing PolaRxS Pro. 

More recently, the BG2 GNSS ionospheric monitor was developed by the Institute of 

Geology and Geophysics, Chinese Academy of Sciences (IGGCAS), for the use in 

space weather monitoring. It is composed of a NovAtel GPS-703-GGG GNSS receiving 

antenna and a modified all-in-one GNSS unit which integrates the NovAtel OEM628 

receiver board, the interface board, and the embedded industrial computer board inside 

a mini case (Hu et al., 2017). 
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CHAPTER 3 

DIFFERENTIAL CODE BIASES IN TEC ESTIMATION AND PPP 

PROCESSING 

This chapter starts off by discussing the role of GPS/GLONASS legacy signals 

and the impact of modernised GNSS signals in TEC estimation. Based on the 

capability of the NGI’s hardware signal simulator, only GPS and Galileo 

constellations have been considered here. The equation used in ISMRs for TEC 

estimation has been derived in Section 3.2 using the standard pseudorange 

observation equation for a GPS L1 and L2 signal pair. This can then be used to 

obtain modified equations for estimating TEC for any other possible signal pair 

such as GPS L1/L5, Galileo E1/E5a, etc. For clarification, it should be kept in 

mind that the term TEC from here after refers to STEC only and unless and until 

it is clearly stated, it should not be confused with VTEC. Later in the chapter, 

the M_DCB software (Jin et al., 2012), which has been extensively used in this 

research, is described in detail. The chapter also highlights the importance of 

accounting for the antenna and the cable DCBs in the estimation of the DCB of 

the overall receiver system. The chapter concludes by briefly discussing the 

impact of DCBs in PPP processing. 

3.1 Legacy and Modernised Signals in the context of STEC estimation 

For the last two decades or so, the limited number of GPS and GLONASS legacy 

signals has allowed the generation of a relatively small number of DCB products, 

such as the GPS based DCB P1/P2 and DCB P1/C1. These have been established 

as the de-facto standard within the GNSS community for carrying out TEC 
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estimation. However, with the emergence of modernised and newer signals, the 

users of multi-frequency, multi-constellation observations can get improved 

TEC estimation using signal frequencies as distinct as possible. Elmas (2013) 

showed, using the error propagation law, that the GPS L1/L5 combination can 

yield about 36% better precision than the L1/L2 combination. The L5 signal is 

also considered to be less noisy with better multipath performance. This means 

that the current practice of TEC estimation with the L1/L2 pair can well be 

replaced with the L1/L5 pair in near future. The availability of civil signals can 

also eliminate the degradation caused by the semi-codeless (or codeless) tracking 

of the encrypted P2 signal on the L2. 

Another important aspect to consider is that most of the modernised GNSS 

signals offer distinct data-less (or pilot) signal components in parallel to those 

modulated with navigation data. These pilot signals are considered to facilitate 

a robust signal tracking under adverse conditions (Montenbrunck et al., 2014), 

but this can be a nuisance in DCB estimation as these DCBs are not always the 

same for the pilot and the data signals. So, a receiver generating pilot observables 

will not ‘experience’ the same satellite DCB as a receiver tracking the data 

signal.  Receivers tracking a mix of pilot and data signals will experience yet 

another DCB i.e. the combination of pilot and data. The situation becomes even 

more complicated when some receivers (Septentrio, NovAtel, Leica) provide 

observations based on pilot-only tracking technique, whereas others (Javad, 

Trimble) provide observations based on a combined pilot+data tracking 

technique (Montenbrunck et al., 2014). This could be a concern when doing 

global ionospheric analysis as this means that additional DCB terms need to be 
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‘included’ depending on the type of receivers being used in the analysis.   In 

practice, the difference between pilot and data is not significant (maybe one or 

two TECUs), and not all satellites and signals have differences.  For example, 

the Pilot/Data alignment in Galileo satellites seems to be better than on the GPS 

satellites (Sleewaegen, 2017). In this research, a consistent set of receivers with 

a similar tracking technique were used while carrying out the global ionospheric 

analysis while working with the newer GNSS signals. The poor spread of these 

stations was another problem that was faced while estimating the satellite and 

receiver DCBs from real data. 

3.2 Differential Code Biases (DCBs): 

The elementary GNSS observation equations for the code pseudorange 

observable (𝑃 𝑟
𝑠) and the carrier phase observable (𝐿 𝑟

  𝑠) between receiver r and 

satellite s in units of length can be expressed as follows: 

𝑃 𝑟
𝑠 = 𝜌 𝑟

𝑠 +  𝑐(𝛿𝑡𝑟 −  𝛿𝑡𝑠) +  𝑇 +  𝐼 +  𝑐(𝑏𝑠 + 𝑏𝑟) + 𝜀𝑃                                       (3.1)  

where, 

𝜌 𝑟
𝑠  is the true geometric range 

𝛿𝑡𝑟, 𝛿𝑡𝑠 are the receiver and satellite clock offsets, respectively 

𝑐 is the speed of light in vacuum 

𝑇 is the tropospheric range delay 

𝐼  is the ionospheric range delay 
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𝑏𝑠, 𝑏𝑟 are the satellite and receiver hardware group delay biases, 

respectively and 

 𝜀𝑃 indicates non-modelled residual errors such as those due to 

multipath or thermal noise for code-delay observations 

and 

𝐿𝑟
 𝑠 = 𝜌 𝑟

𝑠 +  𝑐(𝛿𝑡𝑟 −  𝛿𝑡𝑠) +  𝑇 −  𝐼 + 𝜆𝑁 𝑟
𝑠 +  𝜆𝐵𝑠  +  𝜆𝐵𝑟 + 𝜀𝐿                           (3.2)  

where, 

𝜆 is the carrier wavelength 

𝑁 𝑟
𝑠  is the carrier phase ambiguity 

𝜆𝐵𝑠, 𝜆𝐵𝑟 are the satellite and receiver hardware phase delay biases, 

respectively and  

𝜀𝐿 indicates non-modelled residuals errors such as those due to 

multipath or thermal noise for carrier phase observations and can 

be considered approximately 100 times smaller than 𝜀𝑃 (Ciraolo et 

al., 2007) 

Equations (3.1) and (3.2) are the fundamental GNSS observation equations. In 

this research, the accurate but ambiguous carrier phase observables are used only 

to smooth out the absolute but noisy pseudorange measurements. Hence, the 

carrier phase observation equation is not discussed any further in this thesis. 
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Taking the example of GPS legacy signals such as L1-C/A (C1), L1-P (P1) and 

L2-P (P2), equation (2.4) can be written as follows: 

𝐶1,𝑟
𝑠 = 𝜌 𝑟

𝑠 +  𝑐(𝜌𝑡𝑟 − 𝜌𝑡𝑠) +  𝑇 + 𝐼1 +  𝑐(𝑏𝐶1
𝑠 + 𝑏𝐶1

𝑟 ) +  𝜀(𝐶1)                                      (3.3) 

𝑃1,𝑟
𝑠 = 𝜌 𝑟

𝑠 +  𝑐(𝛿𝑡𝑟 − 𝛿𝑡𝑠) +  𝑇 + 𝐼1 +  𝑐(𝑏𝑃1
𝑠 + 𝑏𝑃1

𝑟 ) +  𝜀(𝑃1)                                      (3.4) 

𝑃2,𝑟
𝑠 = 𝜌 𝑟

𝑠 +  𝑐(𝛿𝑡𝑟 − 𝛿𝑡𝑠) +  𝑇 + 𝐼2 +  𝑐(𝑏𝑃2
𝑠 + 𝑏𝑃2

𝑟 ) +  𝜀(𝑃2)                                      (3.5) 

where, 

𝐶1,𝑟
𝑠  is the code pseudorange observation equation for C1 on L1 

𝑃1,𝑟
𝑠  is the code observation equation for P1 on L1 

𝑃2,𝑟
𝑠  is the code observation equation for P2 on L2 

𝐼1  is the delay of the L1 signal due to the ionosphere 

𝐼2  is the delay of the L2 signal due to the ionosphere and is related to 𝐼1 as: 

𝐼2 = 
𝑓𝐿1

2

𝑓𝐿2
2
× 𝐼1                                                                            (3.6) 

(𝑓𝐿1 and 𝑓𝐿2 refer to the frequencies of GPS L1 and L2 signals, respectively) 

From equations (3.3), (3.4) and (3.5), (𝑏𝐶1
𝑠 , 𝑏𝐶1

𝑟 ), (𝑏𝑃1
𝑠 , 𝑏𝑃1

𝑟 ) and (𝑏𝑃2
𝑠 , 𝑏𝑃2

𝑟 ) are 

the satellite and receiver hardware group delays on C1, P1 and P2 respectively. 

It is to be noted these biases are not accessible in the absolute sense and the 

following differences of code biases are commonly considered (Dach et al., 

2007): 

• 𝑏𝑃1 − 𝑏𝑃2 = 𝑏𝑃1−𝑃2                                                                     (3.7) 

• 𝑏𝑃1 − 𝑏𝐶1 = 𝑏𝑃1−𝐶1                                                                     (3.8) 
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• 𝑏𝐶1 − 𝑏𝑃2 = 𝑏𝐶1−𝑃2                                                                     (3.9) 

𝑏𝑃1−𝑃2, 𝑏𝑃1−𝐶1 and 𝑏𝐶1−𝑃2 are the so called differential code biases and will be 

referred to as 𝐷𝐶𝐵𝑃1−𝑃2, 𝐷𝐶𝐵𝑃1−𝐶1  and 𝐷𝐶𝐵𝐶1−𝑃2  hereafter. Note that these 

differences of code biases or DCBs for all the other available signals, whether 

from GPS or any other constellation, can be formed in a similar manner. Here, 

just for the sake of simplicity and convenience, those are not presented.  

In IS-GPS-200H (2014), the correction parameter for the satellite 𝐷𝐶𝐵𝑃1−𝑃2
 𝑠  is 

referred to as the estimated group delay differential or TGD and this is provided 

to the GPS users through the broadcast message. Matsakis (2007) has referred to 

this as timing group delay. The relation between the satellite 𝐷𝐶𝐵𝑃1−𝑃2
 𝑠  and TGD 

is given as: 

    𝑇𝐺𝐷 = 
1

1−𝛾
 𝐷𝐶𝐵𝑃1−𝑃2

 𝑠                                   (3.10) 

where, 

     𝛾 =
𝑓𝐿1

2

𝑓𝐿2
2                                                 (3.11) 

 

Using the definition of the ‘Geometry Free or Ionospheric’ linear combination 

and the code observables from equations (3.3), (3.4) and (3.5), the following 

observation equations (ignoring the multipath errors and thermal noise) can be 

formed: 

𝑃1 − 𝑃2 = (𝐼1  − 𝐼2 ) + 𝑐(𝐷𝐶𝐵𝑃1−𝑃2
 𝑠 ) + 𝑐(𝐷𝐶𝐵𝑃1−𝑃2

 𝑟 )                                             (3.12) 

𝑃1 − 𝐶1 = 𝑐(𝐷𝐶𝐵𝑃1−𝐶1
 𝑠 ) + 𝑐(𝐷𝐶𝐵𝑃1−𝐶1

 𝑟 )                                                                   (3.13) 

𝐶1 − 𝑃2 = (𝐼1  − 𝐼2 ) + 𝑐(𝐷𝐶𝐵𝐶1−𝑃2
 𝑠 ) + 𝑐(𝐷𝐶𝐵𝐶1−𝑃2

 𝑟 )                                             (3.14) 
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Here, the superscripts ‘s’ and ‘r’ are used to categorise the DCBs between 

satellite and receiver, respectively. 

So, for a specific GNSS constellation, the difference of two pseudorange 

measurements obtained from two different signals equals the sum of the 

differential ionospheric path delays and the respective satellite and receiver 

DCBs. If both signals share the same frequency (as in the case of C1 and P1, the 

combined satellite and receiver DCB equals the average difference of the 

respective code measurements (Montenbruck et al., 2013). 

Using equations (2.14), (2.15), (3.6), (3.10) and (3.11), equation (3.15) can be 

written as: 

𝑃1 − 𝑃2 = (1 −
𝑓𝐿1

2

𝑓𝐿2
2) (

40.3

𝑓𝐿1
2 𝑆𝑇𝐸𝐶) + 𝑐 (1 −

𝑓𝐿1
2

𝑓𝐿2
2) 𝑇𝐺𝐷 + 𝑐(𝐷𝐶𝐵𝑃1−𝑃2

 𝑟 )                  (3.15) 

As:   1 TECU = 1016 electrons/m2  and 

   (1 −
𝑓𝐿1

2

𝑓𝐿2
2) =  −0.647 

So, 

𝑺𝑻𝑬𝑪 = 𝟗. 𝟓𝟐𝟑𝟖 × [(𝑷𝟐 − 𝑷𝟏) − 𝐜(𝟎. 𝟔𝟒𝟕𝑻𝑮𝑫) + 𝐜(𝑫𝑪𝑩
𝑷𝟏−𝑷𝟐
 𝒓 )]             (3.16) 

Equation (3.16) is the basic equation used in dual frequency receivers (such as 

the Septentrio PolaRxS Pro) generating C1, P1 and P2 to calculate STEC in 

TECU. In these receivers, C1 is normally discarded and only P1 and P2 are used 

in the 𝑆𝑇𝐸𝐶 computation. 

Analogously, for the Galileo E1 and E5a code observables, the STEC equation 

takes the following form: 
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𝑻𝑬𝑪 = 𝟕. 𝟕𝟔𝟒 × [(𝑬𝟓𝒂 − 𝑬𝟏) − 𝐜(𝟎. 𝟕𝟗𝟑𝟑𝑩𝑮𝑫) + 𝐜(𝑫𝑪𝑩
𝑬𝟏−𝑬𝟓𝒂
 𝒓 )]         (3.17) 

where 

𝐷𝐶𝐵𝐸1−𝐸5𝑎
  is the differential code bias between the Galileo E1 and E5a signals 

and 𝐵𝐺𝐷  i.e. the broadcast group delay is the correction parameter for 

𝐷𝐶𝐵𝐸1−𝐸5𝑎
𝑠 .  

Considering equations (3.16) and (3.17), if the terms  𝑇𝐺𝐷 and 𝐵𝐺𝐷 are ‘known’ 

and there are no additional biases, the DCBs alone will be the only contributors 

to the computation of STEC. So, based on this principle, the research involves 

using a hardware signal simulator to set 𝑇𝐺𝐷 and 𝐵𝐺𝐷 to zero and to determine 

the physical receiver DCBs by analysing and eliminating the biases coming from 

the simulator, connecting cable and other miscellaneous hardware. 

3.3 Calibrated STEC 

Considering equations (3.16) and (3.17), if the satellite and receiver DCB terms 

are not accounted for, the resulting STEC will be termed as ‘Uncalibrated’. This 

statement is also valid for all the other STEC equations that can be formulated 

for all those signal pairs that have not been discussed here. Normally, the 

uncalibrated STEC recorded by the receivers are not used in precise work and 

people rely on GIMs to derive absolute STEC. Figure 3.1 shows one such 

instance of uncalibrated STEC for PRN 29 using GPS C1 and P2 signal pair as 

demonstrated by Shanmugam et al. 2012. 
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Fig. 3.1 Measured Uncalibrated STEC for PRN 29 between GPS C1 and P2 

signal pair (Shanmugam et al., 2012) 

If the DCB terms are not ignored and are properly accounted for, then the 

estimated STEC will be referred to as ‘Calibrated’ STEC. This can be further 

categorised on the basis of the external constraint that has been used during the 

global ionospheric analysis to separate the satellite DCBs from the receiver 

DCBs. 

3.4 Code Smoothing 

Although the carrier phase measurements are accurate, yet these are ambiguous 

at the same time and hence, cannot be used for absolute STEC calculations. On 

the other hand, the pseudorange measurements are noisy but are absolute at the 

same time and hence, give better approximation of STEC. This can be improved 

further by adopting the phase smoothed code measurements as suggested by 

Hatch (1982). The code smoothing using carrier phase, also referred to as carrier 

phase smoothing, is defined as a process within a GNSS receiver that combines 

the absolute but noisy code pseudorange measurements with the precise but 

ambiguous carrier phase measurements to obtain an improved solution, without 

the noise inherent to the pseudorange tracking (NovAtel, 1997).  
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A standard definition for smoothed code, known as the Hatch Filter, can take the 

following form (where all the terms are in unit of meter) (Hatch, 1982): 

(𝜌𝑠)𝑖 = 𝑤𝜌𝑖 + (1 − 𝑤)[(𝜌𝑠)𝑖−1 + 𝐿𝑖 − 𝐿𝑖−1]                                             (3.18) 

where, 

(𝜌𝑠)𝑖 is the smoothed pseudorange at time step i 

 𝜌 is the raw pseudorange 

𝐿 is the carrier phase 

𝑤 is the weight factor between ‘0’ and ‘1’ that controls the effective 

length of the smoothing filter in time. Generally, values of 𝑤 are 

much less than 1 (normally 0.01 – 0.001), which involves smoothing 

times ranging from 100 to 1000 seconds. 

It should be noted here that in ISMRs, the weight factor 𝑤 is controlled by using 

an appropriate smoothing interval. Note that the code smoothing has nothing to 

do with the form of the equations (3.16) or (3.17). By applying a suitable 

smoothing interval, the smoothed pseudoranges are used to compute STEC 

instead of raw pseudoranges. A conventional smoothing interval of 100 seconds 

was employed while performing the code smoothing in this research to avoid the 

problem of code carrier divergence.  

3.5 M_DCB Software: 

Jin et al. (2012) developed the open source M_DCB software package in 

MATLAB to estimate the global or regional receivers and GPS satellites DCBs. 

This is based on the CODE’s global ionospheric analysis strategy, in which the 

VTEC is expressed as a Spherical Harmonics (SH) expansion of degree and 

order 15. Differences of less than 0.7 ns and an RMS of less than 0.4 ns were 
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found to exist between the products generated by the M_DCB software and those 

by the IGS ACs (e.g., JPL, CODE and IGS Combined).  

 The GPS Receiver Independent Exchange Format (RINEX) files (containing P1 

and P2 only) and the precise ephemerides (generally the IGS final SP3 products) 

are the input to the M_DCB software, whereas, the DCB estimates of the 

satellites and receivers and the VTEC ionospheric coefficients for the defined 

region are the output. IONEX files are used to compare the estimated DCBs with 

the IGS generated daily DCB estimates. A flow chart of the software is given in 

Figure 3.2. 

 

Fig. 3.2 Flowchart of M_DCB Software (Jin et al., 2012) 
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3.5.1 CODE Global Ionospheric Analysis: 

Taking into account the translation from line-of-sight STEC into VTEC using a 

mapping function (MF), equation (3.16) can be written as follows: 

VTEC × MF =   [9.5238 × {(P2-P1) + DCBP1-P2
s + DCBr,   P1−P2}]             (3.19) 

In CODE’s global ionospheric analysis, a modified single-layer model (MSLM) 

mapping function approximating the JPL extended slab model is adopted 

(CODE, 2015). This MSLM can be written as follows: 

𝑀𝐹 =
1

𝑐𝑜𝑠(𝑎𝑟𝑐𝑠𝑖𝑛(
𝑅

𝑅+𝐻
𝑠𝑖𝑛(𝛼𝑧)))

                                        (3.20) 

where: 

z   is the satellite elevation angle, 

R   is the earth’s radius (= 6,371 km), and 

H   is the altitude of the ionosphere thin shell (= 506.7 km) and 

α   = 0.9782. 

Following on Schaer (1999), the VTEC can be expressed in terms of a SH 

expansion as follows: 

𝑉𝑇𝐸𝐶 =  ∑ ∑ �̃�𝑛𝑚
𝑛
𝑚=0 (sin𝛽)(𝑎𝑛𝑚𝑐𝑜𝑠 𝑚𝑠 + 𝑏𝑛𝑚 sin𝑚𝑠)

𝑛𝑚𝑎𝑥
𝑛=0             (3.21) 

where: 

𝛽   is the geocentric latitude of the ionosphere pierce point (IPP), 

𝑠 = 𝜆 − 𝜆0  is the sun-fixed longitude of the IPP, 
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𝜆, 𝜆0   are the longitude of the IPP and the apparent solar time,  

  respectively, 

�̃�𝑛𝑚 is the normalized Legendre function of degree n and order m and 

is equal to ′𝑁𝑛𝑚𝑃𝑛𝑚′ . Here 𝑁𝑛𝑚  denotes the normalization 

function and 𝑃𝑛𝑚  is the classical unnormalized Legendre 

function, with: 

𝑁𝑛𝑚 = √
(𝑛 − 𝑚)! (2𝑛 + 1) (2 − 𝛿0𝑚)

(𝑛 + 𝑚)!
 

and 𝛿 being the Kronecker delta, 

𝑎𝑛𝑚, 𝑏𝑛𝑚 are the unknown SH coefficients and global or regional  

  ionosphere map parameters, respectively. 

The MF and the VTEC in terms of SH expansion, consistent with the IGS CODE 

analysis centre, have been adopted in the M_DCB software (Jin et al., 2012). 

Based on equations (3.20) and (3.21), equation (3.19) can be re-written to shape 

the observable which forms the basis of the design matrix in the LSQ estimation 

of satellite and receiver DCBs in the M_DCB software: 

∑ ∑ �̃�𝑛𝑚
𝑛
𝑚=0 (𝑠𝑖𝑛 𝛽)(𝑎𝑛𝑚 𝑐𝑜𝑠 𝑚𝑠 + 𝑏𝑛𝑚 𝑠𝑖𝑛𝑚𝑠)

𝑛𝑚𝑎𝑥
𝑛=0

𝑐𝑜𝑠 (𝑎𝑟𝑐𝑠𝑖𝑛 (
𝑅

𝑅+𝐻
𝑠𝑖𝑛(∝ 𝑧)))

= [9.5238 × {(P2-P1) + c(DCBP1-P2
 r ) + c(DCB

P1-P2
s )}] 

OR 

𝑃2 − 𝑃1 = [{
∑ ∑ �̃�𝑛𝑚

𝑛
𝑚=0 (𝑠𝑖𝑛 𝛽)(𝑎𝑛𝑚 𝑐𝑜𝑠𝑚𝑠+𝑏𝑛𝑚 𝑠𝑖𝑛𝑚𝑠)

𝑛𝑚𝑎𝑥
𝑛=0

9.5238 ×𝑐𝑜𝑠(𝑎𝑟𝑐𝑠𝑖𝑛(
𝑅

𝑅+𝐻
𝑠𝑖𝑛(∝𝑧)))

} − c(DCBP1−P2
 r ) −

c(DCBP1−P2
s ) ]               (3.22) 
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The above equation is singular and rank deficient. So, an external constraint is 

needed to separate the satellite DCBs from the receiver DCBs. This can either 

be in the shape of known receiver DCB of one station or the ZM constraint on 

the satellite DCBs. 

Additionally, code smoothing using the carrier phase can also be applied using 

a suitable smoothing interval. 

3.5.2 DCB_FIX and DCB_ZM Softwares: 

The original M_DCB software can only handle GPS L1 and L2 signals and 

works under the external constraint of the zero-mean constraint. As part of this 

research, this software has been modified to not only handle the newer GPS L5 

and Galileo E1 and E5a signals but also to work under either the external 

constraint of a known receiver DCB or the ZM constraint. The revised version 

of the M_DCB software that can work with the ZM constraint on the satellites 

DCBs is referred to as the ‘DCB_ZM’, whereas the version with the external 

constraint of known receiver DCB is referred to as the ‘DCB_FIX’. Both 

versions can work with the newer GPS L5 signal and the Galileo E1 and E5a 

signals. Therefore, in chapter 7, it should be kept in mind that the DCB_ZM 

labelled results are with reference to the zero-mean condition, whereas, the 

DCB_FIX labelled results are with reference to known receiver DCB. 

3.6 DCB of a Receiver System: 

The receiver DCB is often mistaken to be the hardware delays experienced by 

the GNSS signals while propagating through the RF circuitry within the receiver 

itself. This is in fact not true because in an open sky situation, similar sort of 
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delays can be experienced by the propagating signals through the antenna, the 

link cable, the splitter, etc. So, essentially the DCB of the receiver or even 

satellite should be considered as the cumulative delay contributed by individual 

components and not as the DCB of the receiver alone. In this research, this has 

been accounted for by referring to it as the DCB of the entire system. Note that 

the DCBs estimated by the IGS/MGEX are like so, i.e. they represent the DCB 

of the entire receiver system. 

3.6.1 Cable DCB: 

The antenna or link cable is commonly considered a non-dispersive medium 

(Defraigne et al., 2014). However, Dyrud et al. (2008) showed that the variation 

in L2 – L1 between different lengths of the same cable was found to be within 

0.004 meters or approximately 13 ps (picosecond) and this was later validated 

using the same cable lengths with a network analyser. Working on a similar 

strategy with lengths of the RG213 coaxial cables ranging from 1 meter to 30 

meters, Ammar (2011) also showed variations of up to 35 ps in the estimated 

DCB between P1 and P2 pseudoranges using simulated data. These small 

variations in the absolute DCB of the receiver system with varying cable lengths 

can be explained on the basis of the additional noise that the longer cables 

introduce in the pseudorange measurements in comparison to the shorter ones. 

In addition to this, there are several variables in an antenna cable that are 

frequency dependent, including propagation, skin-effect losses, dielectric losses, 

etc. Due to the ‘relative’ proximity between GNSS frequencies, those effects are 

not so visible in the primary cable type i.e. RG213 coaxial cable that has 

been used for data collection in this research. However, this is not true for all 
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possible types of antenna cable, as their dielectric characteristics can vary 

depending upon the frequency. The reflection of signals within a cable is another 

phenomenon that can lead to DCBs up to an order of magnitude of few 

nanoseconds (Sleewaegen, 2015).  Hence, to rule out any possible delay 

occurring within the cable, the cable DCB has been considered at all the stages 

of this research. 

3.6.2 Antenna DCB: 

The antenna DCB (also referred to as the differential group delay) should be 

given due importance in the DCB estimation process because in an open sky 

situation it obviously forms part of the overall DCB of the data recording system 

comprising the antenna, the cable and the receiver itself. Although antenna’s on-

site calibration is possible, it can introduce significant difficulty in site 

deployment. Also, the absolute calibration of the antenna requires a special 

anechoic chamber and calibrated signals to measure the DCB, which is rather 

difficult to achieve on site. In this research, the effect of the antenna DCBs has 

been accounted for by obtaining these from the respective manufacturers. These 

measured values are made by the manufacturers at a certain temperature. An 

assumption has been made that the variations in the antenna DCB is small with 

temperature variations and hence, for the purpose of this research it has been 

ignored. 

3.7 Brief Discussion on the Possible Impact of DCBs on PPP Processing: 

According to Zumberge et al. (1997), PPP is a carrier phase based positioning 

technique which allows achieving centimeter-level accuracy in the static mode 
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to decimeter-level accuracy in the kinematic mode. Unlike Real Time Kinematic 

(RTK) techniques, there is no need for local reference stations. Teunissen and 

Montenbruck (2017) have described it as an improved version of the classic 

pseudorange based positioning, in which broadcast orbits and clocks are 

replaced with precise orbits and clocks as estimated by different ACs of the 

IGS/MGEX in a global or regional network solution. The carrier phase 

ambiguities are also estimated by resolving them to fixed integer values or by 

keeping them as float. The residual propagation delay due to the troposphere is 

also estimated after applying an a-priori model. Further modelling is also 

required to account for other subtle effects such as Earth tides, ocean tide 

loading, satellite and receiver antenna offsets and carrier phase windup. 

Accuracy, precision, convergence time (i.e. the time required for a positioning 

solution to converge below a certain accuracy threshold), availability and 

integrity are some of the key aspects which are frequently used by researchers to 

gauge the performance of PPP (Teunissen and Montenbruck, 2017). One of the 

major drawbacks that limits the applicability of PPP is perhaps the long 

convergence time that ranges from almost 15 to 60 minutes. The applications of 

PPP are continuously on the rise and can be found in crustal deformation 

monitoring, precision agriculture, seafloor mapping, marine construction, 

airborne mapping, precise orbit determination of low flying satellites, tsunami 

detection, precise time transfer, and land surveying/construction, just to name a 

few.   
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As per Schaer (1999), if the precise clocks are to be used, the basic observables 

for pseudoranges P1 and P2 as given in Equations (3.4) and (3.5) need to be 

modified as follows: 

𝑃1,𝑟
𝑠 = 𝜌 𝑟

𝑠 + 𝑐(𝛿𝑡𝑟 − 𝛿𝑡𝑠∗) + 𝑇 + 𝐼1 + 𝑏𝑟,𝑃1 

    −[𝑐 ×
𝑓2

2

𝑓1
2−𝑓2

2 × (𝐷𝐶𝐵𝑃1−𝑃2
 𝑠 )]                        (3.23) 

𝑃2,𝑟
𝑠 = 𝜌 𝑟

𝑠 + 𝑐(𝛿𝑡𝑟 − 𝛿𝑡𝑠∗) + 𝑇 + 𝐼2 + 𝑏𝑟,𝑃2 

−[𝑐 ×
𝑓1

2

𝑓1
2−𝑓2

2 × (𝐷𝐶𝐵𝑃1−𝑃2
 𝑠 )]            (3.24) 

where, 

𝑃1,𝑟
𝑠   is the code observation equation for P1 on L1 

𝑃2,𝑟
𝑠   is the code observation equation for P2 on L2 

𝜌 𝑟
𝑠   is the true geometric range 

𝛿𝑡𝑟  is the receiver clock offsets 

𝛿𝑡𝑠∗  is the iono free precise satellite clock offset 

𝑐  is the speed of light in vacuum 

𝑇  is the tropospheric range delay 

𝐼   is the ionospheric range delay 

𝑏𝑟,𝑃1  is the code delay on P1 

𝑏𝑟,𝑃2  is the code delay on P2 

𝑓1   is the frequency of GPS L1 
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𝑓2   is the frequency of GPS L2 

𝐷𝐶𝐵𝑃1−𝑃2
 𝑠   is the satellite DCB between P1 and P2 signal pair. 

This is because the precise clocks are in fact estimated by using an ionospheric 

free linear combination of satellite DCBs between the P1 and P2 signal pair and 

to account for this, the corresponding DCB terms need to be added to the basic 

pseudorange observation equations (see Appendix B for the full derivation). The 

purpose of presenting equations (3.23) and (3.24) is to highlight the important 

aspect that the DCB corrections can be of two types. In the case of a different 

receiver type (such as C1/P2 receiver), a DCB correction in the form of P1-C1 

is applied to the C1 pseudoranges to make them compatible and consistent with 

the precise clocks that are originally derived from the P1/P2 signal pair only. 

This is referred to as ‘Type I’ DCB correction in this research.  The other DCB 

correction (i.e. ‘Type II’) is needed once uncombined raw GNSS observations 

are to be used in PPP. This is to account for the additional DCB terms appearing 

in equations (3.23) and (3.24). However, an important point to highlight is the 

fact that the IF combination is frequently employed while carrying out the PPP 

processing, in which case, the additional DCB terms cancel out and the second 

type of DCB correction is not needed. This second type of DCB correction is 

analogous to the TGD/BGD correction that the users need to apply while working 

with only single frequency uncombined observables and broadcast clocks. As a 

consequence, until and unless, uncombined raw GNSS observations are used, 

the effect of the above mentioned additional DCB terms won’t appear in the PPP 

solution. These additional DCBs are the ones that have been used to compute the 

precise clocks in the first place and for the sake of compatibility and consistency, 
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they need to originate from the AC whose precise products have been used in 

the PPP solution. 

Basile et al. (2017) demonstrated that the convergence time in PPP would reduce 

if less noisy pseudoranges are used. One of the ways to do this is to avoid using 

the IF combination which despite the fact that it is well accepted to mitigate the 

first order ionospheric effects but at the same time, it limits the potential 

performance of PPP by amplifying the noise in the measurements by up to 3 

times. With regards to the above discussion, only the PPP approach based on 

uncombined raw GNSS observations has been followed in this research. 
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CHAPTER 4 

INSTRUMENTATION 

This chapter presents and describes in detail the instrumentation that has been 

used in this PhD research work. The primary instrumentation comprises of 

hardware signal simulators and multi-frequency, multi-constellation 

geodetic/scintillation receivers. The supporting equipment such as antennas and 

cables used in this research has been tabulated at the end of this chapter. 

4.1 Spirent GSS8000 Multi-GNSS Constellation Simulator: 

A RF Constellation Simulator reproduces the environment of a GNSS receiver 

on a dynamic platform by modelling vehicle and satellite motion, signal 

characteristics, atmospheric and other effects, causing the receiver to actually 

navigate according to the parameters of the test scenario. It allows the users to 

emulate multi GNSS signals with relatively high accuracy, repeatability, 

controllability and reliability. These Multi-GNSS Constellation Simulators have 

been specifically developed to meet the ever-growing demands of all the 

designers, developers, integrators and testers of GNSS receivers or systems 

(Spirent, 2009a). 

The Spirent GSS8000 system consists of two major components, i.e. the RF 

signal generator and the scenario definition and simulation control software 

SimGENTM on the host PC as shown in Figure 4.1. 

At the NGI, the available RF signal generator part further comprises of two 

different signal generator chassis. One is dedicated for GPS signals generation 

and the other is dedicated for Galileo signals generation. The signals from both 
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the GPS and the Galileo generators can be combined into a single RF output by 

using a Spirent Multi-box Combiner Unit (MCU). In this research, the combined 

GPS and Galileo simulated signals through the MCU were not collected to 

eliminate the potential delay coming out from the MCU except the calibration 

case of the Spirent GSS9000 simulator where it was unavoidable.  

 

Fig. 4.1 Spirent GSS8000 Signal Generator with PC Controller 
 

4.1.1 Signal generator: 

The simulated signals are generated within the signal generator and are then 

transferred to a test receiver either through the RF output port provided at the 

front of the individual signal generator or through the one available at the front 

of the MCU. In terms of hardware, the main feature of the Spirent GSS8000 

signal generator (whether GPS or Galileo) is that it consists of 3 banks 

comprising of 4 channel cards each. Each channel card in turn has 4 channels. 

So, each bank has in fact 16 channels in total and is dedicated for emulating one 
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carrier frequency only (Refer to Figure 6.2 for clarification). For a combination 

of three GPS signals i.e. L1, L2 and L5, each simulator bank will generate one 

signal frequency. By default, the simulator automatically allocates the channels 

to different visible satellites in ascending order of the elevation angles. It is 

important to clarify here that once a satellite transmitting GPS L1, L2 and L5 

signals is assigned to one particular ‘Channel’ using the SimGENTM software, 

then this essentially means that a particular channel on each of the three banks 

is used for simulating that satellite’s L1, L2 and L5 signals. So, the signals 

coming from that satellite and associated with one channel, are in fact a 

combination of three hardware outputs (or channels) on three different banks of 

the signal generator. 

4.1.2 SimGENTM: 

SimGENTM is Spirent’s GNSS simulator software suite, which runs on a 

Windows PC and helps the user to specify and develop scenarios to run various 

simulations according to their own specific requirements. A screenshot of the 

SimGENTM scenario definition and simulation control software is shown in 

Figure 4.2. 

4.1.3 Modes of Operation: 

The Spirent GSS8000 hardware simulator can be run in two modes of operation: 

‘Modelled’ signal strength mode and ‘Fixed’ signal strength mode. In the 

‘Modelled’ mode of operation, the satellite signal levels are modified as a 

function of the satellite to receiver antenna distance in proportion to 

1/(distance)2, whereas in the ‘Fixed’ mode of operation, the satellite signal levels 
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are not at all modified as a function of satellite to receiver antenna distance 

(Spirent, 2009b). 

 

 

Fig. 4.2 screenshot of the SimGENTM software Scenario Definition and 

Simulation Control interface 

4.1.4 Cooling Fan: 

The cooling fan is provided to blow air into the signal generator, which vents 

through a side panel. Spirent strongly recommends not to cover or restrict the 

inlet or outlets as overheating may result in severe and permanent damage. They 

also recommend to periodically remove the filter fitted to the inlet and wash it 

in clean water (Spirent, 2009a). 

4.2 Spirent GSS9000 Multi GNSS Constellation Simulator: 
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The Spirent GSS9000, shown in Figure 4.3, is a hardware signal simulator that 

can also be used to emulate multi-frequency multi-constellation GNSS signals. 

It is an upgraded and improved version of the Spirent GSS8000 simulator. It 

consists of a Signal Generator Chassis (SGC) and a dedicated C50r Host Unit 

running Spirent’s SimGENTM software. The SimGENTM has already been 

introduced in Section 4.1.2. 

Unlike multiple signal generators of GSS8000, the SGC consists of one or more 

RF channel banks and each one of them, at any one time, is capable of supporting 

any particular GNSS constellation and frequency. So, in simple words, the same 

generator can be used to generate multi frequency signals from a single 

constellation or multi frequency signals from multi constellations (Spirent, 

2017b). 

 

Fig. 4.3 Spirent GSS9000 System (Spirent, 2017b) 

 

4.2.1 Calibration Procedure:  

The signal delay calibration is an important aspect of any hardware signal 

simulator and as per the manufacturer, a periodic calibration is highly 
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recommended to ensure high quality performance, specified accuracy and 

reliability. 

For all the Spirent simulators, the in-house calibration is done at the 

manufacturing facility before supply to the customers. Before GSS9000, the in-

house calibration involves measuring manually the 1PPS (Pulse Per Second) to 

RF delay of all the available RF channel banks using external hardware such as 

oscilloscope and/or network analyser. Once measured, these are then mitigated 

in the firmware. In recent Spirent simulators such as GSS9000, the 1PPS to RF 

delay is manually measured for only one of the available RF channel banks. The 

Auto Calibration Utility (ACU) is later used to calibrate the delays of all the 

remaining RF channel banks relative to first manual delay measurements to 

within ~100 ps of each other. Thus, the overall alignment of the signals at the 

RF output depends mainly on the accuracy of the initial manual delay 

measurements. The absence of the ACU hardware facility in GSS8000 is another 

key difference between the GSS9000 and GSS8000 simulators and that is the 

reason, this calibration procedure was not described in the previous section. 

Having said that, the rest of the calibration procedure excluding the ACU part is 

equally valid to calibrate the GSS8000 simulator but instead of just one RF 

channel bank, it needs to be done for all the RF channel banks. 

The calibration procedure for the manual delay measurements for the first RF 

channel bank is as follows (Spirent, 2017a): 

• A simple scenario is run, with a single GEO satellite located above the 

receiver producing a single signal, say for instance, GPS L1. 
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• At the same time, the 1PPS is also fed into the oscilloscope which is then 

used to measure the delay between the simulator’s 1PPS output and a code 

transition in the GNSS signal. In Figure 4.4, the yellow trace is the 

simulator’s 1PPS signal and the blue trace is the L1 C/A signal. The two 

cursors ‘a’ and ‘b’ show where the delay measurement is taken. It can be 

difficult to determine exactly where the code transition occurs, so repeat-

and-average will be useful. Additionally, choosing a suitable PRN code can 

help determine the point, where there will be a code transition aligned with 

the 1PPS and it is strongly recommended to choose a PRN that switches 

value at this transition. 

• By repeating the same procedure with other GNSS signals and comparing it 

with the individual delay measurement of other signal, the DCB between all 

the available signal pairs can be estimated. 

• Rather than using the low power front RF port of the simulator, the signals 

from the rear high-power calibration output with additional amplification 

are fed into an oscilloscope. This amplification will have a frequency-

dependent delay of ~1 ns across the frequency band in the setup but this can 

ideally be measured through the Network Analyser and calibrated in the 

final calculations. 

According to Spirent, they calibrate each RF path in the simulator (e.g. L1, L2 

and L5) at the time of manufacturing so that the 1PPS–to–RF difference is better 

than 500 ps.
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Fig. 4.4 Screenshot of an oscilloscope showing the delay measurement which is taken between point ‘a’ of 1 PPS and point ‘b’ of the 

code transition on the L1 C/A signal (Spirent, 2017a).  
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Before going any further, there is a need to revisit some key aspects that 

can still add uncertainties to the calibration procedure. These are as 

follows: 

• The ability to exactly locate the code transition point – From the 

author’s personal experience, it is generally done by trial and error. 

To mitigate its effect, a repeat and measure rule is generally followed 

but this might contribute to some uncertainty in the overall procedure. 

• The use of the rear high-power port of the simulator rather than the 

front low-power port – The front RF ports on the simulator are 

frequently used by the GNSS users for collecting simulated signals. 

According to Spirent, the individual RF delays to the front port are 

measured and minimised through the firmware at the time of 

manufacture. But if these delays are ignored and not minimised while 

the simulator is in use, this can bring in some additional uncertainty 

with reference to hardware delays even if the simulator is calibrated 

using the rear port.   

4.3 Septentrio PolaRxS Pro Receiver: 

The Septentrio PolaRxS Pro receiver, shown in Figure 4.5, is a multi-frequency 

multi-constellation ISMR with a state-of-the-art triple frequency engine and an 

ultra-low noise OCXO. It has been specifically designed to perform ionospheric 

monitoring and can therefore also be used in support of space weather 

applications (Septentrio, 2015a). 
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Fig. 4.5 Septentrio PolaRxS Pro Receiver (Sleewaegen, 2012) 

 

4.3.1. RxControl: 

The RxControl program is an intuitive Graphical User Interface (GUI) which is 

used to control the operations of the PolaRxS Pro receiver, to perform data 

logging and to monitor the navigation solution (Septentrio, 2015b). 

4.3.2. Measurement of STEC: 

In the PolaRxS Pro, the STEC is computed from GPS and Galileo signals using 

equations 3.16 and 3.17, respectively, and these can be directly obtained from 

the ISMR log files (Septentrio, 2015a). In the case of GPS, STEC is based on P1 

and P2 pseudoranges, whereas in the case of Galileo, on E1 and E5a 

pseudoranges. These can also be compensated by default for their respective 

group delay differential, but these can be left as uncompensated through the 

RxControl software (Septentrio, 2015a). Another way of computing STEC 

through this receiver is to use the raw pseudoranges as recorded in the RINEX 

observation files using again equations 3.16 and 3.17. The latter approach is 

useful in that the STEC information can be computed from all the 

available/simulated signal pairs. 
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4.3.3 STEC Calibration: 

In the Septentrio PolaRxS Pro receiver, there is a provision for compensating the 

satellite and receiver DCBs during the data collection. This is done for the 

satellite DCBs by using the broadcast group delays, whereas in the case of the 

receiver DCB, this is done by comparing the measured TEC values (after 

correction for the satellite DCBs) with reference TEC values. The TEC reference 

can either be extracted from the SBAS ionospheric corrections, or estimated 

using the Klobuchar ionospheric model, in line with the research work carried 

out by Van Dierendonck (2001) and Dodson et al. (2001). The bias between the 

measured and the reference TEC values is averaged over several passes for each 

satellite individually, or for a whole constellation in case satellite biases are 

corrected. A fixed elevation mask of 15 degrees is applied (Septentrio, 2015a). 

This approach is however inadequate because of the limited accuracy of the 

ionospheric corrections used.   

4.3.4 Code smoothing filter: 

The standard Hatch Filter, as defined in Section 3.3, is used to smooth code 

measurements using the carrier phase (Ammar, 2011). By default, the PolaRxS 

Pro receiver does not apply any code smoothing. The RxControl is used to apply 

any suitable smoothing interval ranging from 1 to 1000 seconds on any of the 

tracked carrier signals. 

4.4 Javad Triumph–I Receiver: 

The Javad Triumph–I, shown in Figure 4.6, is a multi-frequency, multi-

constellation geodetic grade receiver that has been specifically designed to carry 
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out precise GNSS surveys. It does not output any ionospheric related information 

such as TEC and scintillation parameters as in the case of ISMRs. 

 

Fig. 4.6 Javad Triumph–I Receiver (Geo-matching, 2017) 

4.4.1 NetView: 

NetView is a Windows based GUI, which is used to control the operations of all 

navigation equipment developed and manufactured by Javad. 

4.4.2 Measurement of STEC: 

In the Javad Triumph–I receiver, STEC cannot be computed by default using the 

NetView software. However, this can be done for both GPS and Galileo signals 

using equations 3.16 and 3.17, respectively, from the pseudoranges recorded in 

the RINEX observation files. This is in line with the approach described in 

Section 4.3.2. 

4.4.3 Code smoothing filter: 

There is no information available for Javad receivers on the filter type that is 

used to smooth code measurements using carrier phases. However, by default, 



Page | 74  
 
 

the Javad Triumph–I receiver does apply a smoothing of 100 seconds on all the 

raw observables. 

4.5 Miscellaneous Equipment: 

A variety of equipment such as antennas and cables was used in the estimation 

of the receiver/satellite DCBs using simulated and open sky signals. Different 

lengths of the cables were also involved to assess the impact of varying cable 

lengths on DCB estimation. The details of these antennas and cables are 

presented in Table 4.1 and Table 4.2, respectively. 

Table 4.1 Description of antennas used in DCB estimation 

Antenna Description 

Leica AR10 

 

It is a high performance GNSS reference station 

antenna. It is a multi-frequency, multi 

constellation antenna and can track almost all the 

legacy and modernised signals (Figure 4.7). 

 

Fig. 4.7 Leica AR10 multi-purpose GNSS 

antenna with integrated radome (SCCS, 2018) 

NovAtel GPS 702GG It is an L1/L2 GNSS antenna, offering combined 

GPS + GLONASS signal reception (Figure 4.8). 
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Fig. 4.8 GPS 702 GG Dual Frequency GPS + 

GLONASS Pinwheel® Antenna (NovAtel, 

2018a) 

NovAtel GPS 

703GGG 

It is a triple frequency GNSS antenna. It receives 

L1, L2 and L5 GNSS frequencies and offers 

combined GPS + GLONASS + Galileo + Beidou 

signal reception (Figure 4.9). 

 

Fig. 4.9 GPS 703 GGG Triple Frequency 

Pinwheel® Antenna (NovAtel, 2018b) 

  

Septentrio PolaNT 

Choke Ring  

It is a high precision multi-frequency antenna for 

GNSS reference stations. It also receives L1, L2 

and L5 GNSS frequencies and offers combined 

GPS + GLONASS + Galileo signal reception 

(Figure 4.10). 
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Fig. 4.10 Septentrio PolaNt Choke Ring B3/E6 

Antenna (Septentrio, 2018b) 

 

Table 4.2 Description of cables used in DCB estimation 

Cable Description 

RG213 It is a high quality coaxial cable. Lengths 

varying from 1 m to 30 m are available at 

NGI’s GNSS Lab. 

RG58AU It is a relatively lower quality coaxial cable 

in comparison to RG213 cable. The length 

available at NGI is of 3 meter and has been 

supplied by Javad with its Triumph-I 

receiver. 

Huber-Suhner It is also a coaxial cable. A length of 1 m 

is available in NGI’s GNSS Lab. 

Note: RF cables, carrying high frequency (HF) band signals or above, are 

mostly coaxial cables. A coaxial cable is an electrical cable in which a core 

wire is surrounded by a non-conductive material, which is referred to as 

dielectric or insulation. The dielectric is then surrounded by an 
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encompassing shielding which is often made of braided wires. The purpose 

of dielectric is to keep apart the core and the shielding. A final outer jacket 

of some PVC material is provided to protect all the inner components. The 

inner conductor carries the RF signal and the outer shield keeps the RF 

signal from radiating to the atmosphere and also stops the outside signals 

from interfering with the signal carried by the core. The larger the central 

conductor, the better the signal will flow through it (Zennaro and Fonda, 

2004). Figure 4.11 shows a typical cross-section of a coaxial RF cable. 

 

 

Fig. 4.11 A typical cross-section of an RF coaxial cable (Zennaro and 

Fonda, 2004) 
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CHAPTER 5 

METHODOLOGY 

Before describing the methodology followed, it is important to remember that 

the receiver DCB estimation carried out in this research was mostly based on the 

NGI’s Spirent GSS8000 hardware signal simulator and some of the limitations 

of using this simulator were as follows: 

• It comprises of only GPS and Galileo generators. So, it was not possible to 

incorporate other constellations in this research. 

• It came calibrated at the time of its purchase in the year 2009 but since then, 

it has never been recalibrated. 

• Based on the calibration procedure as stated in Section 4.2.1, the 1PPS-to-RF 

values measured for the NGI’s GSS8000 simulator at the time of purchase are 

as follows (Spirent, 2017): 

✓ L1: -200 ps 

✓ L2: +200 ps 

✓ L5: -200 ps 

✓ E1: -50 ps 

✓ E5: -50 ps 

Here, positive values mean that the code transition occurs after the 1PPS 

rising edge. Negative values imply that the code transition occurs before the 

rising edge of the 1PPS. Because of the time constraint, these values were 

measured in dual-box configuration. That is, they include the delays due to 

the MCU. Also, as these values are only for one code so any difference 
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between, for example, L1 C/A (or C1) and L1 P-code (or P1) is not accounted 

for. However, as these different codes are produced on the same Field-

Programmable Gate Array (FPGA), the corresponding biases are expected to 

be negligible. Using the above 1PPS-to-RF values, Table 5.1 gives the DCB 

estimates of the NGI’s Spirent GSS8000 simulator. 

Table 5.1 DCB estimates of the NGI’s GSS8000 hardware signal simulator 

based on original calibration at the time of purchase 

 Signal 

Combination 

Mean DCB 

(ns) 

Standard 

Deviation (ns) 
Remarks 

L1 – L2 + 0.40   ± 0.2 The standard 

deviation of 0.2ns is 

an assumed value as 

specified by the 

manufacturer. 

L1 – L5 0 ± 0.2 

L2 – L5 + 0.40   ± 0.2 

E1 – E5 0 ± 0.2 

 

As these calibration values are quite old, they have not been used directly in 

this research. 

To overcome the calibration issue and to validate the estimation results, a Spirent 

GSS9000 constellation simulator was involved in the research at two different 

occasions. Once it was loaned to NGI by Spirent for undertaking some 

miscellaneous research work and the other time when it was used during an 

agreed short trip to the Spirent facility in Paignton, UK. Note that even during 

the loan time, the GSS9000 simulator was uncalibrated and also had some clock 

degradation issues that were later acknowledged by the manufacturer, whereas 

in the second instance, it was calibrated at the start of the short trip before 
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running any simulations and was without any clock degradation issues. The 

general methodology carried out to estimate the receiver DCBs using simulation 

with both uncalibrated and calibrated simulators is described in Section 5.1 and 

the methodology that is followed to estimate the satellite and receiver DCBs 

using the ‘known’ receiver DCB in a terrestrial global network is explained in 

Section 5.2. 

5.1 Receiver DCB Estimation using Simulation: 

The approach that was followed to estimate the receiver DCB was to use the 

available hardware signal simulator i.e. GSS8000 or GSS9000 to generate all 

possible GNSS signals without ionospheric and tropospheric delays, as well as 

eliminating simulated satellite signal delays such as TGD and BGD by setting them 

to 0. The Septentrio PolaRxS Pro (SEPT) receiver was set to track these 

simulated signals under default tracking loop parameters with no multipath 

mitigation as presented in Table 1. Initially, the STEC computed by the receiver 

on the basis of P1 and P2 pseudoranges and as given in the ISMR logs was taken 

as the representation of the DCB estimate of the receiver. Later on, to include 

the newer GPS L5 and the Galileo signals and to maintain consistent approach 

between different signal combinations, the STEC was always computed from the 

recorded RINEX observations on the basis of equation (3.16) for GPS and (3.17) 

for Galileo depending upon the signal combination and using all the available 

satellites. In either case, the mean of the computed STEC for all the satellites 

essentially gave the DCB of the receiver for a particular signal combination. The 

same methodology was followed for the DCB estimation of SEP2 and JAVD 
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receivers and the different tracking parameters applied to these receivers are also 

presented in Table 5.2. 

Table 5.2 Default tracking parameters (unless stated otherwise) that are kept 

during simulations and real data collection for the different receiver systems 

Receiver 

System 

Delay Locked Loop (DLL) 

Tracking Loop 
Smoothing 

Interval 

(seconds) 

Multipath 

Mitigation 

Bandwidth (Hz) Order 

SEPT 0.25 2 Not Applied Off 

SEP2 0.25 2 Not Applied Off 

JAVD 3 1 100 (default) Off 

 

It is worth mentioning that in all the plots based on ISMR logs, the computed 

TEC is positive and is in TECU and for the sake of simplicity, it has been plotted 

as such instead of the receiver DCB which will come out with the opposite sign. 

But to maintain consistency with the receiver DCB estimates computed and 

plotted from the RINEX observation data, the receiver DCB terms in equations 

(3.16) and (3.17) have been rearranged to take into account that the STEC was 

always set to zero in all the simulations and to bring in the correct sign which is 

negative in this case. To make the estimated receiver DCB compatible with the 

published DCB products, the receiver DCB estimated from the RINEX 

observation data has always been presented in nanoseconds in the rest of the 

thesis. 
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5.1.1 Defined scenario for the simulations: 

The scenario, as used by Ammar (2011), was set out in all the starting 

simulations. However, instead of generating only GPS signals, all the available 

signals for both GPS and Galileo were simulated (Table 5.3). Later, when the 

calibration procedure for DCB estimation was streamlined, the scenario was set 

to a more recent start date and start time in line with the simulator’s updated orbit 

files and the duration of the simulation was set to 26 hours. The station’s location 

in the scenario was also updated to NGI’s geographical location (Table 5.4).    

Table 5.3 SimGENTM Scenario Parameters 

Start Date 31 June, 2011 

Start Time 12:00:00 

Location S 22° 7.19424´, W 51° 24.5118´, 

433.641 (geoid) 

Duration No fixed duration (varies from 30 

minutes to 24 hours)  

Simulated Signals 
GPS L1-C/A, GPS L1-P, GPS L2-P, 

GPS L5, Galileo E1, Galileo E5a 

Signal Strength Modelled or Fixed 

Estimated Group 

Delay Differential - 

TGD and BGD 

0 

Tropospheric Delay Disabled 

Ionospheric Delay Off (TEC = 0) 

 

Table 5.4 Updated SimGENTM Scenario Parameters 

Start Date 31 Jan, 2016 

Start Time 22:00:00 

Location N 22° 7.19424´, W 51° 24.5118´, 

433.641 (geoid) 

Duration No fixed duration (varies from 30 

minutes to 26 hours)  

Simulated Signals 
GPS L1-C/A, GPS L1-P, GPS L2-P, 

GPS L5, Galileo E1, Galileo E5a 
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Signal Strength Modelled or Fixed 

Estimated Group 

Delay Differential - 

TGD and BGD 

0 

Tropospheric Delay Disabled 

Ionospheric Delay Off (TEC = 0) 
 

5.1.2 Configuration of Septentrio PolaRxS Pro Receiver: 

In all the simulations and in the open sky real data collection, the configuration 

of PolaRxS Pro receiver was kept constant such that: 

• The receiver is set to track all available signals of both GPS and Galileo 

constellations. 

• The multipath mitigation is kept off. 

• Both ionospheric and tropospheric models are disabled. 

• The frontend automatic gain control (AGC) is kept off. 

• The adaptive tracking loop parameters are turned off. 

5.1.3 Configuration of Javad Triumph–I Receiver: 

In all the simulations and in the open sky real data collection, the configuration 

of Triumph–I receiver was kept constant such that: 

• The receiver was set to track all available signals of both GPS and Galileo 

constellations. 

• The multipath mitigation was kept off. 

• The anti-interference was turned off. 
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5.1.4 Cable DCB: 

To rule out any minor effect coming from the cable, the same antenna cable of 

20 meters RG213 length was used with the SEPT receiver both to connect it with 

the simulator and to connect it with the antenna for open sky data collection. On 

the other hand, the same was not possible for the other two receivers, SEP2 and 

JAVD, because of the difficulty in taking existing routed cables out of the 

building fixtures between the roof and the NGI’s GNSS lab. Therefore, to keep 

the noise level to a minimum, the shortest available 1-meter cable was used to 

connect them to the simulator during the estimation of their respective DCBs. 

5.1.5 Antenna DCB: 

For the specific NovAtel GPS 702GG antenna that was used initially with the 

SEPT receiver, the DCB of -2.7 ns was provided by the manufacturer between 

L1 and L2. It was measured at 23°C and with 4.53V power supply (Andreotti, 

2016). 

For the Leica AR10 antennas that were used initially with the SEP2 and JAVD 

receivers, the DCB value of 3 ns between L1 and L2 was provided (Leica, 2016). 

This is not antenna specific and is just the maximum DCB value as estimated by 

the manufacturer at 22°C for all the Leica AR10 antennas. More recently, to 

accommodate the newer GPS L5 and Galileo signals, the antenna used with the 

SEPT receiver has been upgraded to the NovAtel GPS 703GGG. For this 

particular antenna, the DCBs between L1 and L2 and between L1 and L5 (or E1 

and E5), as computed by the manufacturer at 25°C and with 4.5V power supply, 

are 2.2 ns and 1.3 ns, respectively (Andreotti, 2016). SEP2 antenna has also been 
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upgraded to Septentrio choke ring antenna but no differential group delay value 

has been provided by the manufacturer. 

5.2 Satellites and Receivers DCBs Estimation from Real Data:  

Initially ‘Network A’ of 96 stations, comprising of 93 IGS stations and 3 

additional stations, namely SEPT, SEP2 and JAVD that were set up at the NGI, 

was chosen to be part of the global ionospheric analysis using the DCB_FIX 

software. These stations are represented by red dots in Figure 5.1. 

For consistency and compatibility with the original M_DCB software, these 

stations were specifically selected to consist of GPS P1, P2 receiver types only. 

The estimated DCBs from the DCB_FIX software are later compared with the 

IGS published daily DCB estimates given in IONEX format. The estimated 

ionospheric coefficients as part of the LSQ processing are not analysed in any 

way for the generation of global ionospheric maps (GIMs). 

To incorporate the modernized GPS L5 signal and the newer Galileo E1 and E5a 

signals, a new network of 41 stations comprising of 39 IGS or MGEX stations 

and 2 NGI stations i.e. SEPT and SEP2, was chosen to be part of the DCB 

estimation using the DCB_FIX software. This network is referred to as ‘Network 

B’ and the corresponding stations are represented by green dots in Figure 5.1. 

Also, this network selection was dictated by the fact that the SEPT receiver 

incorporates a pilot only tracking technique and limited receivers in the IGS or 

MGEX network are currently available with the same tracking technique.
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Fig. 5.1 Red – Network A; Green – Network B; Blue – Common stations in both the networks. 
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While Li et al. (2016) were able to use a network of 100 plus stations tracking 

Galileo based on their localized ionospheric modelling, it can still be a problem 

for the research groups working with a global ionospheric model to obtain a good 

spread of stations worldwide. Finally, the blue dots in Figure 5.1 are the stations 

that are common in both the networks.  
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CHAPTER 6 

RESULTS AND DISCUSSION – Estimated Receiver DCBs using 

Simulator 

The estimated receiver DCBs using simulated signals from Spirent hardware 

simulators have been presented and discussed in this chapter. The major part of 

the work carried out in this research is primarily based on the NGI’s Spirent 

GSS8000 simulator. The opening Sections 6.1 and 6.2 of this chapter present the 

results from the simulations that were run on the GSS8000 simulator to assess 

the impact of simulator channels and different lengths of the antenna cable on 

the DCB estimation. A smoothing interval of 500 seconds was applied in the 

SEPT receiver on all signals during these simulations. This is done to reduce the 

overall noise of the TEC measurements. Section 6.3 has been added to describe 

a procedure that has been set out to estimate the DCB of any GNSS receiver 

through simulation. As mentioned earlier, in Chapter 5, the NGI’s GSS8000 

simulator has never been recalibrated since its purchase. So, to investigate the 

impact of uncalibrated and calibrated simulators, Sections 6.4 to 6.6 present the 

estimated DCBs between uncalibrated and calibrated Spirent simulators.  

6.1 Effect of Simulator Channels on Receiver DCB Estimation (Based on 

Uncalibrated GSS8000 Simulator): 

The experimentation phase started off by running numerous simulations with the 

aim to assess the magnitude of any systematic biases existing between the 

different channels of the simulator and thereby influencing the estimation of the 

receiver DCB. This was achieved by fixing the simulated satellites onto different 
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channels of the simulator using the SimGenTM software and then tracking the 

simulated signals through the SEPT receiver using an RG213 coaxial cable of 1-

meter length. In these initial simulations, neither the simulator nor the receiver 

were pre-warmed. It is important to highlight here that the resulting TEC 

computed by the PolaRxS receiver is an indication of the receiver DCB existing 

between the two signals used in the corresponding geometry free linear 

combination. Note that, in all the figures (excluding the one-way analysis of 

variance – ANOVA-I notched box plots) presented in this section, the colour 

dots are simply TEC measurements from different simulations, with dots of the 

same colour representing TEC measurements from one particular simulation, 

with its respective mean represented by a horizontal straight line of that same 

colour.  

Figures 6.1 shows the TEC computed by the PolaRxS receiver using the L1 and 

L2 signals of four GPS satellites from a set of four 1-hour simulations against 

the GPS Time of Week (TOW). In these simulations, each satellite has been 

moved around the four channels of a particular channel card of the simulator. To 

make it easier to understand, Figure 6.2 shows a pictorial sketch of the internal 

configuration of the two RF banks within a GSS8000 simulator. So, if PRN ‘1’ 

is taken as example, it has been moved during these four simulations from 

Channel ‘1’ to Channel ‘4’ of the channel card ‘1’. Similarly, PRN ‘3’, PRN ‘6’ 

and PRN ‘11’ have been moved between channels of the channel card ‘2’, 

channel card ‘3’ and channel card ‘4’, respectively. Figure 6.2 also shows the 

scenario that was set in the first simulation. On the other hand, Figure 6.3 shows 

the TEC computed by the PolaRxS receiver using the same signals as above but  
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Fig. 6.1 Plots showing variations in TEC (in TECU) with respect to GPS TOW (in Seconds) for PRN 1. PRN 3, PRN 6 and PRN 11 across 

different channel cards of the simulator (PolaRxS – Smoothing Interval: 500 seconds on L1, 500 seconds on L2).
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Fig. 6.2 Approximate pictorial sketch of the internal configuration of L1 and 

L2 RF banks of the GSS8000 simulator. Each RF bank comprises of 4 different 

channel cards and each channel card further comprises of 4 channels. 
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Fig. 6.3 Plots showing variations in TEC (in TECU) with respect to GPS TOW (in Seconds) for PRN 1. PRN 3, PRN 6 and PRN 11 across 

different channel cards of the simulator (PolaRxS – Smoothing Interval: 500 seconds on L1, 500 seconds on L2). 
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from another set of four 1-hour simulations in which PRN ‘1’ and PRN ‘6’ have 

been swapped over with PRN ‘3’ and PRN ‘11’, respectively, on their respective 

channel cards. By carefully analysing and comparing the responses coming from 

the different channel cards of the simulator using Figures 6.1 and 6.3, it was 

however not possible to establish any correlation between the different  channel 

cards of the simulator. 

While trying to assess the channel response from the Galileo signal generator 

using the above principle, it has been observed, as shown in Figure 6.4, that the 

TEC from the first of the four 1-hour simulations needs some time to become 

stable. This clearly shows the importance of pre-warming the simulator as well 

as the receiver, to not only allow the respective internal oscillators to stabilise 

but also to allow the internal operating temperatures to get steady. So, based on 

this, different levels of pre-warming in the order of 30 minutes to 2 hours were 

incorporated at the start of all the subsequent simulations. From the analysis of 

results, it has been observed that it takes almost two hours of simulation for the 

combination of receiver and simulator to produce stable TEC measurements. 

Hence it has been decided to run all the subsequent simulations for at least three 

hours. The first two hours of data are discarded straight away to allow the initial 

TEC measurements to stabilise and the TEC computed thereafter is used in the 

subsequent DCB analysis. Working on this approach, several simulations were 

run, and the results were analysed. To check whether the TEC measurements 

from the different simulator channels were statistically similar or not, an 

ANOVA-I test was run using MATLAB between the TEC measurements from 

the simulated satellites and the corresponding simulator channels on which these 
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satellites are kept fixed (ANOVAI, 2015). The description of ANOVA-I test as 

implemented in the MATLAB software is given in Appendix C. 

 

Fig. 6.4 Plots showing variations in TEC (in TECU) with respect to Galileo 

TOW (in Seconds) for E-2 and E-3 satellites over 4 different simulations 

(PolaRxS – Smoothing Interval: 500 seconds on E1, 500 seconds on E5a). 

 

Figure 6.5 shows the result of one such ANOVA-I test while using one set of 4 

different simulations. It has been ensured that during these simulations, the 

simulated satellites have occupied all the channels of the simulator. It can be 

seen that with a few exceptions, the TEC measurements contributed by the 4 

channels within a channel card of the Galileo signal generator are statistically 

similar. On the whole, however, there are clear variations in the computed TEC 

across the 16 channels spread over four different channel cards. Some outliers in 

the form of + signs can also be observed in the figure. This can be explained on 

the basis that there are certain satellites appearing during the simulation on cold 

channels and they start producing stable TEC only after some time once the 

operating temperature for that particular channel becomes stable. The best way 

to deal with these satellites is to either discard their initial TEC measurements or 

to reject their entire data set so that they do not influence the final DCB analysis. 
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Fig. 6.5 Notched Box Plot between TEC measurements (y-axis) from 

simulated Galileo satellites and corresponding simulator channels (x-axis) on 

which these satellites are kept fixed (ANOVA-I, MATLAB). 

There is a provision in the SimGENTM software that allows the alignment of the 

code and carrier phases of each signal generator channel. This was not working 

well for the GPS signal generator, but it worked quite well for the Galileo signal 

generator. So, to benefit from the channel alignment utility, it was decided to 

generate only Galileo signals in all subsequent simulations. After running the 

channel alignment, Figure 6.6 shows the results of the ANOVA-I test from one 

simulation in which eight satellites are simulated on the first two channel cards 

of the Galileo signal generator. It can be observed that the channel alignment 

utility has worked well within a channel card but there is a distinct bias still 

existing between the two channel cards. The same effect has been observed in 

the results of the other two channel cards.  
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Fig. 6.6 Notched Box Plot between TEC measurements (y-axis) from 

simulated Galileo satellites and corresponding simulator channels (x-axis) on 

which these satellites are kept fixed. CH1 – CH4 are on the first channel card 

and CH5 – Ch8 are on the second channel card (ANOVA-I, MATLAB) – After 

Running the channel alignment utility.   

At this stage, it was accidentally discovered that the inlet air filters of the signal 

generators were clogged up with dust. Once these were washed and reinstalled, 

the internal operating temperatures of both the GPS and Galileo signal generators 

(as reflected on their front display panels) immediately became lower. At 

relatively lower temperatures, the channel alignment was carried out again for 

the two generators. It still did not work well for the GPS signal generator but in 

the case of the Galileo signal generator, it started producing considerably smooth 

and precise results. 

Figure 6.7 shows the ANOVA-I results from a rather long simulation run in 

which four of the simulated satellites are fixed on the fourth channel card, 

whereas the remaining satellites are randomly placed on the first three channel 

cards. This is done to ensure participation from all the simulator channel cards 
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because otherwise the simulator generally places the satellites on the first 

available channels and normally the last channels remain free during the entire 

simulation run.  

From Figure 6.7, it can be observed that the mean TEC for all the channels are 

very similar with very small scatter. Some outliers can still be seen, the reason 

for which has already been explained earlier. After looking at these results, it 

was concluded that because of the high operating temperatures in the earlier 

tests, the heat was not dissipating from the simulator and, consequently, 

systematic biases were being observed across the different channel cards. Also, 

it has been concluded that the results from all the simulator channels were very 

similar and hence thereafter no attempt was made to fix any satellite on any 

specific channel in the future simulations. 

Overall, a variation of 0.1 to 0.2 TECU with a 1σ standard deviation of 0.02 to 

0.03 TECU has been observed in the receiver DCB due to differential delays 

existing within the different channels of the Galileo signal generator. In the case 

of the GPS signal generator, even without the proper alignment of channels, a 

variation of 0.7 to 0.8 TECU with a 1σ standard deviation of 0.08 to 0.12 TECU 

has been observed in the receiver DCB due to differential delays existing 

between its channels.
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Fig. 6.7 Notched Box Plot between TEC measurements (y-axis) from simulated Galileo satellites and corresponding simulator channels (x-axis) on which these 

satellites are kept fixed (ANOVA-I, MATLAB) – After cleaning and reinstalling inlet air filters and re-running of channel alignment utility. 
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6.2 Effect of the Length of the Cable on Receiver DCB estimation (Based 

on Uncalibrated GSS8000 Simulator): 

Since the start of the research, many simulations were run to study the effect of 

the varying cable length on the receiver DCB. As the initial results were 

corrupted by both the lack of channel alignment as well as the high internal 

operating temperatures because of blocked inlet air filters, it would be quite 

misleading to present them herein and hence they were discarded. Once the inlet 

air filters were washed and reinstalled and the channel alignment was redone at 

a fairly stable operating temperature, the earlier simulations were repeated and 

from the results, it has been observed that with the increasing cable length, there 

is an increase in the electrical resistance and hence the increased thermal noise 

which is reflected in the noisier TEC measurements. This has also been validated 

by the corresponding decrease in signal to noise ratio (C/N0) with the increasing 

cable length, on both the signals used in computing TEC. 

Figure 6.8 shows the overlapping results of the two simulations; one of which is 

run with a 1-meter cable and the other which is run with a 30-meter cable. The 

duration of each simulation is three hours. To account for the time required for 

the internal operating temperature to become stable, the first two hours are 

discarded in both the simulations. It can be seen that with the 30-meter cable, the 

TEC measurements are much noisier and slightly smaller as opposed to the fairly 

stable 1-meter cable results. Working with different lengths of the RG213 cable, 

the variation in the receiver DCB was found to be of the order of 0.1 TECU to 

0.2 TECU with a 1σ standard deviation of 0.025 to 0.045 TECU. It must be noted 
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here that the RG213 cable is a high-quality antenna cable and these relatively 

lower variations are somewhat expected. 

 

Fig. 6.8 Plots showing variations in TEC (in TECU) with respect to Galileo 

TOW (in Seconds) for four Galileo satellites (PolaRxS – Smoothing Interval: 

500 seconds on E1, 500 seconds on E5a). 

Figure 6.9 shows the variations in the L2 C/N0 during seven separate simulations 

and each of these two-hour simulations was run with a different cable length. 

The sort of decreasing trend in the L2 C/N0 can be picked up straightaway with 

the increasing length of the cable, although this is not as prominent in the smaller 

2-meter to 5-meter cable lengths. The other important observation that can be 

seen here is the ability of the SEPT, i.e. the PolaRxS receiver, to track the L2 

signal at such a low C/N0 ratio of approximately 15 dB-Hz, which is quite 

remarkable. 
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Fig. 6.9 Plots showing variations in L2 C/N0 (in dB-Hz) with respect to TOW 

(in Seconds) for four GPS satellites under varying lengths of the connecting 

cable (PolaRxS – 500 seconds on L2). 

6.3 Stepwise Procedure for the Estimation of Receiver DCB using a 

Hardware Signal Simulator: 

From the experimental analysis conducted in sections 6.1 and 6.2, the following 

procedure was devised to estimate the receiver DCB of any multi-frequency, 

multi-constellation GNSS receiver:  

• As the simulator is the most important aspect of this research, it should 

be well maintained and calibrated. 
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• In the case of the Spirent GSS8000 simulator, the channel alignment 

should ideally be done before starting the calibration procedure through 

the channel alignment utility available in the SimGenTM software. 

• Define a suitable location on the globe in the scenario through 

SimGENTM. Any suitable location can be set up with good satellite 

visibility as all the location defined features were kept disabled in the set 

scenario. Three different simulations (26 hours each) should be run using 

the defined scenario. The RINEX or ISMR logs (in case of PolaRxS Pro) 

can be generated on a 24 hours basis and the start time can be set for 2 

hours prior to midnight. This allows the user to easily discard the first 

two hours of the simulation and an undisturbed single 24 hours RINEX 

file or ISMR can be obtained for convenient data processing. The choice 

of running 26 hours of a simulation run was made to allow for the 

maximum participation from all the simulator channels. The choice of 

running 3 different simulation runs was made to carry out reasonable 

statistical analysis later. As an ISMR file is based on GPS P1 and P2 

pseudoranges only, it is suggested to compute the DCB directly from the 

RINEX observations so that all the other signals can also be included in 

the calibration. Additionally, if ISMR logs are used and considering they 

provide the TEC values, then the sign of the measurements must be 

changed to get the correct receiver DCB estimate. 

• The DCB is a systematic bias inherent to the satellite or receiver 

hardware. So, whether the code smoothing is applied or not, it won’t 

affect the receiver DCB. In the absence of smoothing, the increased noise 
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in the DCB observable based on equations (3.16) and (3.17) can be 

mitigated by taking the mean of all the measurements. 

• Compute the separate means of the receiver DCB estimate for each of 

the three simulations and verify that these are statistically similar. 

• Calculate the overall mean of the three receiver DCB estimates in order 

to obtain the receiver DCB of any required signal combination. 

6.4 Estimated Receivers DCBs using Simulation (Based on Uncalibrated 

GSS8000 Simulator): 

To estimate the DCB of the SEPT receiver, data from three 26 hours simulations 

was captured, where the ionosphere, troposphere and the group delays are set to 

0. The simulated signals are recorded by the SEPT receiver using a 20 meters 

RG213 coaxial cable. The first two hours of the simulations were always 

discarded to allow for the simulator and the receiver hardware to reach stable 

operating temperatures. The DCBs for the desired signal combinations were 

computed independently from the pseudoranges as recorded in the RINEX 

observation files and not the ISMR logs.  

Figures 6.10 and 6.11 show the estimated DCBs for the SEPT receiver between 

GPS P1/P2, C1/P1, C1/P2, C1/C5 and Galileo E1/E5a. The mean and 1σ 

standard deviation of these DCBs (in ns) across the three simulations were found 

to be – 1.70 ± 0.53, 0.03 ± 0.09, – 1.67 ± 0.52, – 4.97 ± 0.44 and – 5.21 ± 0.26, 

respectively. The consistency between these estimates was confirmed by 

verifying the following relation: 

DCB (C1 – P1) + DCB (P1 – P2) = DCB (C1–P2) 
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Fig. 6.10 Plots showing DCBs between different GPS signal combinations (in 

ns) vs. GPS TOW (in Seconds) as observed by all the satellites in one 

simulation run (SEPT Receiver) 

 

Fig. 6.11 Plot showing DCB between Galileo E1 and E5a (in ns) vs. Galileo 

TOW (in seconds) as observed by all the satellites in one simulation run (SEPT 

receiver). 
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From the relatively lower DCB (C1-P1), it appears that C1 code measurements 

are smoothed by default. However, this is due to the tracking technique that is 

employed by Septentrio to track the GPS ‘P’ code, which results in the noise on 

the P1 code measurements being strongly correlated with the noise on the C1 

code measurements (Sleewaegen, 2015). When one is subtracted from other, the 

resulting noise is very small. The C1 code measurement itself is not smoothed 

(Septentrio, 2016). 

Following the same methodology, Figures 6.12 and 6.13 show the DCB 

estimates for SEP2 and JAVD receivers, respectively, for only the GPS P1/P2 

code combination. The mean and 1σ standard deviation of these DCBs (in ns) 

across the three simulations were found to be -1.90 ± 0.31 and 6.83 ± 1.35, 

respectively. 

 

Fig. 6.12 Plot showing DCB between GPS P1 and P2 (in ns) vs. GPS TOW (in 

Seconds) as observed by all the satellites in one simulation run (SEP2 

receiver). 
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Fig. 6.13 Plot showing DCB between GPS P1 and P2 (in ns) vs. GPS TOW (in 

Seconds) as observed by all the satellites in one simulation run (JAVD 

receiver). 

From Figures 6.10 to 6.13, it can be seen that the ISMRs present a lower noise 

level than the JAVD receiver even without the application of carrier phase 

smoothing. However, keeping in mind that the ISMRs are working under the 

default tracking parameters as reflected in Table 5.2, a fair comparison would 

only be possible by using a consistent set of tracking parameters for all the three 

receivers. 

To study the impact of consistent tracking parameters between the SEPT and 

JAVD receivers, some additional simulations were run towards the end of the 

research while using consistent tracking loop parameters between the two 

receivers and by keeping all the other variables fixed. In the PolaRxS receivers, 

the order of the DLL is set by default to ‘2’ and there is no provision to change 

it in any way. On the other hand, where one can change the order of the DLL in 

the case of Javad receiver, the bandwidth can only be set to one decimal figure 

i.e. instead of 0.25 Hz, the user can only set either 0.2 Hz or 0.3 Hz. Keeping 

these restrictions in mind, Table 6.1 gives a comparison between the results 

previously presented in this section and the results based on additional simula-          
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 Table 6.1 Comparison of DCB estimates of the SEPT and the JAVD receivers based on the varying tracking loops parameters. 

(RG213 1-meter Cable) 

Receiver 

System 

Signal* 

Combination 

DLL 
PLL 

Bandwidth 

(Hz) 

Smoothing 

(seconds) 

Mean DCB 

(ns) 

Standard 

Deviation (ns) 
Remarks 

Bandwidth 

(Hz) 
Order 

SEPT 

(Old) 

P1 – P2 

0.25 2 15 0 

– 1.70 ± 0.53 
Based on the simulated data of 

2016 that was collected under the 

default tracking loop parameters 

of the PolaRxS receiver. 
C1 – P1 – 0.03 ± 0.09 

C1 – P2 – 1.67 ± 0.52 

SEPT 

(Recent) 

P1 – P2 

3 2 25 100 

– 1.74 ± 0.10 
Based on the simulated data of 

2017 that was collected under the 

default tracking loop parameters 

of the Javad receiver. 
C1 – P1 0.01 ± 0.06 

C1 – P2 – 1.73 ± 0.10 

 



Page | 108  
 
 

JAVD 

(Old) 

P1 – P2 

3 1 25 100 

6.83 ± 1.35 
Based on the simulated data of 

2016 that was collected under the 

default tracking loop parameters 

of the Javad receiver. 
C1 – P1 – 1.41 ± 2.92 

C1 – P2 5.42 ± 2.92 

JAVD 

(Recent) 

P1 – P2 

0.2 2 15 0 

8.13 ± 0.84 
Based on the simulated data of 

2017 that was collected under the 

default tracking loop parameters 

of the PolaRxS receiver. 
C1 – P1 0.46 ± 0.77 

C1 – P2 8.60 ± 0.56 

Note:  

* The DCB estimates for L5 and E5 signals are not presented because for some reasons, the Javad receiver does not track those signals in the recent simulations. 
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tions with consistent tracking loop parameters. In Table 6.1, the highlighted part 

in blue gives the latest results (2017) and the non-highlighted part gives the 

previous (2016) results. By looking at the SEPT results, it can be seen that almost 

similar results have been yielded under the varying tracking loop parameters. By 

replicating the JAVD’s tracking loop parameters, the standard deviations of the 

DCB estimates have in fact become lower but this can be attributed to the fact 

that it is being done with a 100 seconds smoothing. In the presence of smoothing, 

the default tracking loop parameters would have yielded the same sort of results. 

By looking at the JAVD results, an improvement in the standard deviations can 

be readily observed but relatively higher DCB estimates are observed in 

comparison to the previous estimates. To investigate this variation, the 

simulations from the past, that were used to estimate the DCBs of the two 

receivers i.e. SEPT and JAVD at the first instant, were re-run. Table 6.2 gives 

the results from these newer simulations. Again, in the case of SEPT receiver, 

almost similar DCB estimates have been generated, whereas in the case of JAVD 

receiver, the DCB estimates for different signal combinations have increased by 

approximately 1 – 2 ns. Here, it is pertinent to mention that the SEPT receiver 

was never allowed to leave the NGI’s GNSS Lab environment. On the other 

hand, the JAVD receiver is frequently used in the practical field surveys in 

addition to the lab testing. So, the regular wear and tear over the service life of 

the receivers could be responsible for altering these DCBs. Another factor could 

have been the temperature variations but considering that both the receivers have 

been exposed to almost similar conditions, it is safe to rule out this hypothesis. 

In addition to the simulations whose results are presented in Table 6.2, some 

additional simulations were also run with the JAVD receiver but using the RG-        
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Table 6.2 Comparison of older (2016) and recent (2017) DCB estimates of the SEPT and JAVD receivers under the default tracking loop parameters. 

(RG213 1-meter Cable) 

Receiver 

System 

Signal* 

Combination 

DLL 
PLL 

Bandwidth 

(Hz) 

Smoothing 

(seconds) 

Mean 

DCB (ns) 

Standard 

Deviation (ns) 

Difference 

from the past 

results (ns) 

Remarks 
Bandwidt

h (Hz) 
Order 

SEPT 

(Recent) 

P1 – P2 

0.25 2 15 0 

– 1.77 ± 0.40 – 0.07 Based on the simulated data of 

2017 that was collected under 

the default tracking loop 

parameters of the PolaRxS 

receiver to replicate 2016 

results. 

C1 – P1 0.02 ± 0.07 – 0.01 

C1 – P2 – 1.75 ± 0.40 – 0.08 

JAVD 

(Recent) 

P1 – P2 

3 2 25 100 

7.62 ± 0.83 0.80 Based on the simulated data of 

2017 that was collected under 

the default tracking loop 

parameters of the Javad 

receiver to replicate 2016 

results. 

C1 – P1 0.40 ± 1.40 1.81 

C1 – P2 8.03 ± 1.40 2.61 

Note:  

*  The DCB estimates for L5 and E5 signals are not presented because for some reasons, the Javad receiver does not track those signals in the recent simulations. 
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58AU 3-meter cable. Table 6.3 presents the results of these simulations. The 

change in the DCB estimates with respect to Table 6.2 can be attributed to a 

longer cable length. However, it can be established that there is no improvement 

in the DCB estimates under varying tracking loop parameters and the smoothing 

does not affect the DCB estimates but only improves their standard deviations.  

From the discussion presented so far, a word of caution can be made to use the 

receivers with care and to follow the handling instructions as specified by the 

manufacturers under all circumstances, especially if such receivers are involved 

in ionospheric monitoring. 

6.5 Estimated Receivers DCBs using Simulation (Based on Uncalibrated 

GSS9000 Simulator): 

An uncalibrated Spirent GSS9000 simulator was loaned to NGI by Spirent for 

carrying out some miscellaneous research tasks. Taking advantage of this 

opportunity, some simulations were run based on the defined scenario given in 

Table 5.4. 

Figure 6.14 shows the estimated DCB for the SEPT receiver between Galileo 

E1/E5a signals. The different colours indicate the 3 different one-hour sessions 

of the 3 hour simulation. The increasing trend of the measured TEC can be 

readily picked up from the plots. This was discussed with Spirent and it was 

found that the simulator clocks had been intentionally degraded in a previous 

experiment, before the loan to NGI, and never reset. Based on this finding, no 

further attempts were made to work with this uncalibrated GSS9000 simulator. 
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Table 6.3 Comparison of recent (2017) DCB estimates of the JAVD receiver under varying tracking loop parameters (RG58AU 3-meter Cable). 

Receiver 

System 

Signal* 

Combination 

DLL 
PLL 

Bandwidth 

(Hz) 

Smoothing 

(seconds) 

Mean DCB 

(ns) 

Standard 

Deviation (ns) 
Remarks 

Bandwidth 

(Hz) 
Order 

JAVD 

P1 – P2 

3 1 25 0 

8.70 ± 1.21 Based on the simulated data of 2017 that was 

collected under the default tracking loop 

parameters of the PolaRxS receiver to 

replicate 2016 results. 
C1 – P1 0.40 ± 2.00 

C1 – P2 9.07 ± 2.03 

P1 – P2 

3 1 25 100 

8.70 ± 0.84 Based on the simulated data of 2017 that was 

collected under the default tracking loop 

parameters of the Javad receiver to replicate 

2016 results. 
C1 – P1 0.40 ± 0.77 

C1 – P2 9.10 ± 0.78 

P1 – P2 

0.2 2 15 0 

8.67 ± 1.17 Based on the simulated data of 2017 that was 

collected under the default tracking loop 

parameters of the PolaRxS receiver. C1 – P1 0.42 ± 1.14 

C1 – P2 9.09 ± 1.16 

Note: * The DCB estimates for L5 and E5 signals are not presented because for some reasons, the Javad receiver does not track those signals in the recent simulations.  
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Fig. 6.14 Plot showing DCB between Galileo E1 and E2 (in TECU) vs. Galileo 

TOW (in Seconds) as observed by all the satellites in one simulation run 

(SEPT receiver). 

6.6 Estimated Receivers DCBs using Simulation (Based on Calibrated 

GSS9000 Simulator): 

During the visit to the Spirent facility in Paington, UK, the first accomplished 

task was the calibration of the Spirent GSS9000 hardware signal simulator that 

was scheduled to be used during the visit. The calibration procedure has already 

been described in Section 4.2.1. Once the calibration was completed, the 

following 1PPS-to-RF values were recorded: 

• L1/E1:  + 22 ps 

• L2:   – 281 ps 

• L5/E5a: – 296 ps 

As already stated, the positive values mean that the code transition occurs after 

the 1PPS rising edge, whereas, the negative values imply that the code transition 

occurs before the rising edge of the 1PPS. For Galileo signals, the actual 1PPS-

to-RF values were not measured, as these were assumed to be similar to the GPS 
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signals because if generated, they could have followed the same RF path in the 

GSS9000 hardware configuration. Again, as these signals were generated on the 

same FPGA along with their respective codes, for example, C1 and P1 codes, 

the differential code bias was assumed to be negligible. Using the above 1PPS-

to-RF values, Table 6.4 gives the DCB estimates of the Spirent GSS9000 

simulator that was used during the visit. 

Table 6.4 DCB estimates of the GSS9000 hardware signal simulator 

 Signal 

Combination 

Mean DCB 

(ns) 

Standard 

Deviation (ns) 
Remarks 

L1 – L2 – 0.30   ± 0.2 The standard 

deviation of 0.2ns is 

an assumed value as 

specified by the 

manufacturer. 

L1 – L5 – 0.32 ± 0.2 

L2 – L5 – 0.015 ± 0.2 

 

Working on a similar strategy as described in Section 6.4 but with the RG213 1-

meter cable instead of the 20-meter cable, Figures 6.15 and 6.16 show the 

estimated DCBs for the SEPT receiver between GPS P1/P2, C1/P1, C1/P2, 

C1/C5 and Galileo E1/E5a using the Spirent GSS9000 simulator. These DCB 

estimates are relatively close to the ones estimated from the Spirent GSS8000 

simulator. 
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Fig. 6.15 Plots showing DCBs between different GPS signal pairs (in ns) vs. 

GPS TOW (in Seconds) as observed by all the satellites in one simulation run 

(SEPT Receiver)

 

Fig. 6.16 Plot showing DCB between Galileo E1 and E5a (in ns) vs. Galileo 

TOW (in seconds) as observed by all the satellites in one simulation run (SEPT 

receiver). 
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Table 6.5 gives the mean and 1σ standard deviation of these estimated DCBs 

(in ns) across the three simulations. It also includes the adjusted DCBs after 

applying the necessary corrections from Table 7.3. 

Table 6.5 Estimated and corrected DCBs for the SEPT receiver using the 

GSS9000 hardware signal simulator 

 Signal Combination 
Mean DCB 

(ns) 

Standard 

Deviation (ns) 
Corrected DCB (ns) 

P1 – P2 – 1.58   ± 0.35 – 1.28 

C1 – P1 0.02 ± 0.07 0.02* 

C1 – P2 – 1.56 ± 0.34 – 1.26 

C1 – C5 – 4.97 ± 0.33 – 4.65 

E1 – E5a – 5.45 ± 0.20 – 5.13 

Note: 

* The DCB for two codes generated on the same FPGA is considered 

negligible. 

 

Apart from running simulations with the RG213 1-meter cable, some additional 

simulations were also run with the RG213 30-meter cable and the 

HUBER+SUHNER 1-meter cable. The results are tabulated in Table 6.6 and for 

comparison purposes, the results from the RG213 1-meter cable are also 

included. As the effect of simulator DCBs is constant for all these types, these 

DCBs are not the corrected ones. Table 6.6 confirms the earlier statement that 

noise is increased with a longer cable length and shows a variation of about 0.15 

ns between the RG213 1-meter cable and the HUBER+SUHNER 1-meter cable. 

This variation is likely to increase between different cable types and needs more 

investigation.  
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Table 6.6 Estimated DCBs for the SEPT receiver using the GSS9000 hardware 

signal simulator and different cables 

Cable Type and 

Length 

 Signal 

Combination 
Mean DCB (ns) 

Standard Deviation 

(ns) 

RG213 

(1-meter) 

P1 – P2 – 1.58   ± 0.35 

C1 – P1 0.02 ± 0.07 

C1 – P2 – 1.56 ± 0.34 

C1 – C5 – 4.97 ± 0.33 

E1 – E5a – 5.45 ± 0.20 

RG213 

(30-meter) 

P1 – P2 – 1.63   ± 1.07 

C1 – P1 0.11 ± 0.30 

C1 – P2 – 1.51 ± 1.02 

C1 – C5 – 4.82 ± 0.33 

E1 – E5a – 5.31 ± 0.43 

HUBER+ 

SUHNER 

(1-meter) 

P1 – P2 – 1.42   ± 0.37 

C1 – P1 0.005 ± 0.06 

C1 – P2 – 1.41 ± 0.37 

C1 – C5 – 4.84 ± 0.33 

E1 – E5a – 5.31 ± 0.18 

 

Overall, the measurements recorded by the SEPT receiver using the GSS9000 

simulator, were found to be highly repeatable, unlike the GSS8000 simulator. 

This again emphasises the importance of having a well-maintained hardware 

signal simulator, especially in the context of this type of research. 
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6.7 Manufacturer Supplied PolaRxS Pro DCBs (or Inter-frequency 

biases): 

Figure 6.17 shows the nominal pseudorange inter-frequency bias (IFB) or DCB 

as a function of the carrier frequency as supplied by Septentrio for the PolaRxS 

receiver family (Septentrio, 2015). The IFB is plotted relative to the GPS L1 

carrier frequency. The red dots mark the frequency of common GNSS carriers.  

 

Fig. 6.17 Pseudorange IFB or DCB in the L2/L5 band relative to GPS L1. 

In the above figure, an important aspect is that a positive IFB value at frequency 

F means that the pseudorange at that frequency is larger than the pseudorange at 

GPS L1. This is opposite to the sign of convention that has been adopted in this 

research and that is if the pseudorange at a certain frequency is larger than the 

pseudorange at GPS L1 or Galileo E1, then it is taken as a negative DCB. In 
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accordance with this, the following DCBs (in ns) can be inferred from Figure 

6.17 for the PolaRxS receiver family: 

• L1 – L2:     -1.16 (or 0.35 m)  

• L1 – L5/E1 – E5:   -4.34 (or 1.3 m) 

• L2 – L5:     -3.17 (or 0.95 m) 

Table 6.7 gives the estimated DCBs for the Septentrio receivers corrected for the 

simulator DCB. Considering that a ± 0.5 m (or ± 1.67 ns) unit to unit variation 

is expected by the manufacturer, the estimated DCBs for both the SEPT and 

SEP2 receivers have been found to be in good agreement to the above mentioned 

nominal DCBs as supplied by the manufacturer. Hence, it can be concluded that 

the proposed technique of estimating receiver DCBs using simulated signals is 

quite an effective way for estimating the receiver DCBs closer to their true 

physical values.   

Table 6.7 Estimated DCBs for the Septentrio Receivers Only Excluding the 

Simulator DCB 

Receiver 
 Signal 

Combination 
Mean DCB (ns) 

SEPT 

P1 – P2 – 1.28   

C1 – C5 – 4.65 

E1 – E5a – 5.13 

SEP2 P1 – P2 – 1.48   
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CHAPTER 7 

RESULTS AND DISCUSSION – Estimated Satellite and Receiver DCBs 

using Real Data 

This chapter has been written to present and discuss the satellite and receiver 

DCBs that were estimated as part of global ionospheric analysis by adopting the 

CODE (IGS) strategy and by using a global network of IGS/MGEX stations. 

Based on the ‘known’ DCB estimate of SEPT receiver between different signal 

pairs using the uncalibrated GSS8000 simulator, the estimated satellite and 

receiver DCBs from a global network of stations are presented and discussed in 

Sections 7.1 to 7.2. Based on the same network DCBs, the estimated STEC using 

different calibration strategies are presented and discussed in Sections 7.3 and 

7.4. Considering the importance of the simulator DCB in this research, a 

network-based calibration approach and a relative-calibration approach are 

described in Sections 7.5 and 7.6, respectively. Section 7.7 discusses the 

important conclusions that were drawn from a calibrated simulator in terms of 

DCB estimation of a network. Section 7.8 presents the DCB anomalies of SANT 

and VALD stations that were observed during the research. Section 7.9 presents 

the impact of a quiet and an active ionosphere on DCB estimation by analysing 

historical data of an IGS network under the ZM constraint experiencing the 

famous Halloween Storm of 2003.  

Note that only selected results have been included in this chapter to avoid making 

the reading cumbersome. 
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7.1 Estimated Satellites and Receivers DCBs using Network A of GPS 

P1/P2 Only Stations (Based on Uncalibrated GSS8000 Simulator): 

Using the DCB_FIX software with the archived RINEX data of 96 stations 

(Network A) from Mar 17 to Apr 7, 2016 (22 days) and the SH expansion of 

degree and order 15, the processing was run on a day to day basis with the 

solution constrained to the known DCB value of the SEPT receiver system. A 

known DCB value of -4.41 ns was used for the SEPT receiver system which is 

the sum of the antenna DCB (see Section 5.1.5) and the mean receiver DCB as 

computed in Section 6.4. Also, the selection of these 22 days was made on the 

basis that two additional receivers, i.e. SEP2 and JAVD, were available during 

that time to validate the results along with their antenna DCBs.  

In Figures 7.1 and 7.2, the red curves show the mean DCBs as estimated by the 

IGS, whereas, the blue curves show the mean DCBs as estimated by the 

DCB_FIX software. Note that the mean DCB for both the satellites and receivers 

is computed over a period of 22 days. Also, in Figure 7.1, the GPS satellites are 

grouped together as per the different family blocks to which they belong. It can 

be observed that a similar pattern exists between the IGS computed DCBs and 

the DCBs estimated through the DCB_FIX software. However, stable mean 

offsets of -3.47 ns for satellites and +3.54 ns for receivers were found to exist 

between the estimated DCBs and the IGS published DCBs. An obvious 

explanation is that the zero mean constraint applied by the IGS to the satellites 

DCBs, although effective to break the rank deficiency, imposes an artificial bias 

in the estimated DCBs. By using a more realistic constraint in the form of a 

properly estimated receiver DCB, the resulting DCBs are shifted closer to their 
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Fig. 7.1 Plot showing the average GPS satellite DCBs between P1 and P2 estimated by the DCB_FIX software (SEPT = – 4.41 ns) and IGS 

(CODE) over a period of 22 days (Mar 17 to Apr 7, 2016).
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Fig. 7.2 Plot showing the average receiver DCBs between P1 and P2 estimated by the DCB_FIX software (SEPT = – 4.41 ns) and IGS (CODE) 

over a period of 22 days (Mar 17 to Apr 7, 2016). 
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true physical values. The more accurate the known DCB used to constrain the 

solution, the more accurate the estimated DCBs for the other receivers and 

satellites. 

The DCB estimates for SEP2 and JAVD receiver systems from the DCB_FIX 

software and the DCB_ZM software are investigated in Table 7.1. 

Table 7.1 DCB estimates of SEP2 and JAVD receiver systems from the 

simulator/antenna combination, DCB_FIX software and DCB_ZM Software 

(IGS) 

Receiver 

System 

DCB P1-P2 Estimates (in ns) 

Receiver/Cable 

(GSS8000) + Antenna 

(Manufacturer) 

DCB_FIX DCB_ZM 

SEP2 – 1.90 + 3 = 1.10 0.92 ± 0.27 4.40 ± 0.22 

JAVD 6.83 + 3 = 9.83 9.60 ± 0.53 13.05 ± 0.6 

 

Since the maximum DCB value of 3 ns for the Leica AR10 antenna has been 

used to compute the overall known DCB of the two receiver systems as discussed 

in Section 5.1.5 on antenna DCB, it is quite remarkable that the DCB_FIX 

software has been able to estimate the DCBs for the two receiver systems within 

few tenths of a nanosecond. The accuracy of the DCB estimated by the 

DCB_FIX is also independent of the fact that the SEP2 receiver is of a relatively 

higher quality in comparison to the geodetic grade JAVD receiver. When 

constrained by the zero-mean satellite DCB condition, the DCB_ZM software 

produces DCB estimates comparable to the IGS DCB solution and it can be seen 

from Table 7.1 that the latter are over estimated by about 3.5 ns. On the other 
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hand, the satellite DCBs estimated by the IGS are underestimated by 

approximately the same amount when compared to those estimated by the 

DCB_FIX software. 

It can also be seen from Figure 7.1 that the satellite DCBs for the newer 

generation of GPS block IIF satellites are lower than the previous generation of 

satellites. One possible explanation can be that with the advancement in 

technology, the newer satellites are better equipped in terms of quality of 

hardware to handle in-orbit temperatures and hence keep their DCBs to a 

minimum. The temperature sensitivity for signals transmitted by satellites in 

orbit is discussed in Coco et al. (1991).  

7.1.1 Stability of Estimated DCBs (GPS P1/P2 Only): 

The LSQ processing was run on a daily basis and the unknowns that were 

estimated, comprises of ionospheric coefficients, one receiver DCB per station 

and one DCB per satellite. Using a 24-hour batch averaging, the average and 

standard deviation of the estimated DCBs was computed over a specified number 

of days. To investigate the stability of the estimated DCBs using the DCB_FIX 

software, the standard deviations of both the satellites and the receivers DCBs 

are plotted in Figures 7.3 and 7.4 respectively. The estimated DCBs are generally 

stable over time for both the satellites and the receivers. The average standard 

deviations of the estimated satellite and receiver DCBs are found to be 0.15 ns 

and 0.45 ns, respectively. Sudden jumps in standard deviations may indicate a 

possible replacement of the satellite or receiver or any part of the receiver 

system, such as antennas and cables. In some cases, it can also indicate potential 

hardware issues within the receiver or receiver architecture and this is revisited 
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later in Section 7.8.  These are however difficult to investigate because of the 

independent working of the IGS and MGEX stations. In Figure 7.4, a peak can 

be observed in the standard deviation of ‘PALV’ receiver system DCB – this is 

because the receiver was changed on the 30 March 2016 as published in the 

station log file (https://igscb.jpl.nasa.gov/igscb/station/log/palv20160329.log) 

and the replacement receiver has a significantly different DCB. As receivers 

from the same brand have relatively similar DCBs, it can be difficult to identify 

their replacement based on the standard deviations alone. 

 

 

Fig. 7.3 Plot showing the standard deviations of the GPS satellites DCBs 

between P1 and P2 estimated by the DCB_FIX software over a period of 22 

days (Network A – Mar 17 to Apr 7, 2016). 

From the data processing with DCB_FIX or DCB_ZM software, the quality of 

the LSQ solution is analysed based on the a-posteriori unit variance, which is 

generally found to be independent of the external constraints, whether artificial 

or real. This indicates the constraints are so-called ‘minimum’ constraints, whose  

https://igscb.jpl.nasa.gov/igscb/station/log/palv20160329.log
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Fig. 7.4 Plot showing the standard deviations of the receivers DCBs between P1 and P2 as estimated by the DCB_FIX software over a period of 

22 days (Network A – Mar 17 to Apr 7, 2016).  
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purpose is to resolve the rank deficiency only. The quality of the LSQ can be 

further analysed as part of future work by working with different ionospheric 

models and their impact on the estimated DCBs. 

7.2 Estimated Satellites and Receivers DCBs using Network B of GPS 

L1/L2/L5 and Galileo E1/E5a Stations (Based on Uncalibrated GSS8000 

Simulator): 

Using the DCB_FIX software with the archived RINEX data of 39 and 41 

stations (Network B) in the case of C1/P2, C1/C5 and E1/E5a (or C1C/C5Q) 

signal pairs, respectively, from 4 October 2016 up to 15 November 2016 (43 

days) and a degree and order of 15 for the SH expansion, the processing was run 

on a day to day basis, constrained by the known DCB value of the respective 

signal combination for the SEPT receiver system. These values were estimated 

in simulation using the previously explained strategy as follows: 

• C1 – P2  =  0.53 ns  (i.e. – 1.67 – 2.7) 

• C1 – C5  =  – 3.67 ns  (i.e. – 4.97 + 1.3) 

• E1 – E5a  =  – 3.91 ns  (i.e. – 5.21 + 1.3) 

In terms of the estimated satellite and receiver DCBs, very similar results like 

the ones presented in Section 6.6 were found and for the sake of conciseness, 

these are not presented in full. 

Table 7.2 compares, for 3 Galileo IOV (In Orbit Validation) satellites, the DCBs 

estimated using the DCB_FIX software with the manufacturer measured DCBs 

that have recently been published by ESA on its website (Galileo, 2016). The 

published values for IOVs are based on absolute calibration carried out on the 

ground against a payload verification system. Note that the DCBs derived from 
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BGD for the three IOVs are included as a reference only against the ZM 

constraint. 

Table 7.2 Comparison of Galileo IOV Satellite DCBs as estimated from the 

DCB_FIX Software with the ESA published manufacturer measured on the 

ground DCBs. 

 

It can be seen from Table 7.2 that the DCB estimates from the DCB_FIX 

software agree with the manufacturer measured on ground DCBs at the level of 

1 to 2 ns. The results obtained by the DCB_FIX software are expected to improve 

further once the simulator DCB is accounted for in this processing strategy.  

7.2.1 Stability of Estimated DCBs: 

Similar to Section 7.1.1, the plots in Figures 7.5 to 7.10 are analysed to 

investigate the stability of the estimated satellite and receiver DCBs for C1/P2, 

C1/C5 and E1/E5a signal pairs. It can be seen from Figure 7.5 that the estimated 

satellite DCBs between C1 and P2 are fairly stable although the standard 

deviations are somewhat higher than the P1/P2 DCB estimates. This can 

however be explained by the codeless and semi-codeless tracking techniques that 

are frequently employed to derive P1 and P2 observations from the encrypted 

L1 and L2 signals, respectively. Because of the possible high correlation 

Galileo 

PRN 

DCB E1-E5a Estimates (in ns) 

ESA 

Published 

DCBs (I) 

DCB_FIX 

Software (II) 

DCB 

derived 

from BGD 

Difference 

between (II) 

and (I) 

E11 9.71 ± 0.38 11.07 ± 0.52 16.62 1.36 

E12 6.97 ± 0.41 8.80 ± 0.37 14.77 1.83 

E19 2.15 ± 0.48 3.06 ± 0.29 8.12 0.91 
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between P1 and P2, the resulting standard deviations can be lower in the P1/P2 

combination than in any other combination involving the unencrypted signals. 

The standard deviations for the GPS C1 and C5 and the Galileo E1 and E5a are 

the highest out of all the combinations investigated but again these are found to 

be stable as shown in Figures 7.6 and 7.7. The worst case is the Galileo E24 

satellite whose average DCB estimate for the E1 and E5a combination, over a 

period of 43 days, was found out to be –35.38 ns. Surprisingly, on DOY 291, the 

DCB estimate for this satellite between the same signal combination was found 

to be -1.78 ns. This DCB anomaly clearly indicates some possible problem with 

the on-board clocks or other hardware malfunction. 

 

Fig. 7.5 Plot showing the standard deviations of the GPS satellites DCBs 

between C1 and P2 estimated by the DCB_FIX software over a period of 43 

days (Network B – Oct 4 to Nov 15, 2016). 
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Fig. 7.6 Plot showing the standard deviations of the GPS satellites DCBs 

between C1 and C5 estimated by the DCB_FIX software over a period of 43 

days (Network B – Oct 4 to Nov 15, 2016). 

 

Fig. 7.7 Plot showing the standard deviations of the Galileo satellites DCBs 

between E1 and E5a estimated by the DCB_FIX software over a period of 43 

days (Network B – Oct 4 to Nov 15, 2016). 



Page | 132  
 
 

Figures 7.8 to 7.10 show that the stability of the receiver DCB estimates is rather 

poor for the newer signals as opposed to the legacy signals. The stations with 

abnormally higher standard deviations were investigated against the impact of 

the ionospheric activity by plotting the DCB estimates and the Ap indices over 

a period of 43 days, as shown in Figures 7.11 to 7.13. As such, no correlation 

was found to exist between the estimated DCBs and the state of the ionosphere. 

A possible explanation for these abnormalities and relatively higher standard 

deviations is that the hardware technology that is currently in place to transmit 

and process these newer signals is still under a test phase and is in the process of 

refinement. It will take some time for them to reach the level of the legacy 

signals.  
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 Fig. 7.8 Plot showing the standard deviations of the receivers DCBs between C1 and P2 as estimated by the DCB_FIX software over a 

period of 43 days (Network B – Oct 4 to Nov 15, 2016). 
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Fig. 7.9 Plot showing the standard deviations of the receivers DCBs between C1 and C5 as estimated by the DCB_FIX software over a period of 

43 days (Network B – Oct 4 to Nov 15, 2016). 
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Fig. 7.10 Plot showing the standard deviations of the receivers DCBs between E1 and E5a as estimated by the DCB_FIX software over a period 

of 43 days (Network B – Oct 4 to Nov 15, 2016).  
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Fig. 7.11 Plot showing the daily DCB estimate of four different stations between GPS C1 and P2 as estimated by the DCB_FIX software and the 

Ap indices over a period of 43 days (Network B – Oct 4 to Nov 15, 2016). 
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Fig. 7.12 Plot showing the daily DCB estimate of four different stations between GPS C1 and C5 as estimated by the DCB_FIX software and the 

Ap indices over a period of 43 days (Network B – Oct 4 to Nov 15, 2016).  
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Fig. 7.13 Plot showing the daily DCB estimate of three different stations between Galileo between E1 and E5a as estimated by the DCB_FIX 

software and the Ap indices over a period of 43 days (Network B – Oct 4 to Nov 15, 2016).  
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7.3 Estimated STEC using different Calibration Strategies (Based on 

Uncalibrated GSS8000 Simulator and GPS P1/P2 only): 

Based on equation (3.16) and using daily RINEX datasets, the STEC is estimated 

for different co-located receivers in the network, with the purpose of comparing 

the different STEC estimation strategies. To reiterate, the uncalibrated STEC 

refers to the case where no DCBs were applied and the calibrated STEC refers 

to the case where either IGS published DCBs or DCB_FIX estimated DCBs were 

applied. 

Figure 7.14 shows the STEC plots constructed on the basis of different 

calibration strategies for PRN 24, as observed by the three NGI receivers, i.e. 

SEPT, SEP2 and JAVD, on the ionospherically quiet day of Mar 26, 2016  

(Ap index of 2: ftp://ftp.gfz-potsdam.de/pub/home/obs/kp-ap/tab/kp1603.tab). 

Note that all three receivers were connected separately to three different antennas 

and were operating under the default tracking parameters, as presented in Table 

5.2. The improvement and consistency in the estimated STEC as observed by 

three different receivers can be clearly seen from these plots between 

uncalibrated and calibrated solutions. It is also apparent that if receiver and 

satellite DCBs can be properly estimated, the geodetic grade receiver, the Javad 

Triumph–1, can also be used to generate almost similar STEC to the highly 

specialized ISMRs such as SEPT and SEP2. Here, one minor concern would be 

the increased noise level in the JAVD’s TEC measurements even after the 

application of smoothing. However, as previously stated, a fair comparison 

would only be possible by using a consistent set of tracking parameters for all 

three receivers.  

ftp://ftp.gfz-potsdam.de/pub/home/obs/kp-ap/tab/kp1603.tab
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Fig. 7.14 Uncalibrated (Left), IGS or DCB_ZM Calibrated (Center) and 

DCB_FIX Calibrated (Right) STEC plots for PRN 24 as observed by SEPT, 

SEP2 and JAVD receiver systems (Mar 26, 2016) 

From Figure 7.14, it can also be observed that there is a good agreement between 

IGS (or DCB_ZM) calibrated and DCB_FIX calibrated STEC plots. This 

demonstrates that for all practical purposes of ionospheric modelling, using the 

‘known’ receiver DCB as an external constraint in comparison to the IGS 

strategy, represents a perfectly valid way of resolving the rank deficiency 

problem.  

7.4 Estimated STEC using different Calibration Strategies (Based on 

Uncalibrated GSS8000 Simulator and GPS C1/P2, GPS C1/C5 and Galileo 

E1/E5a): 

Based on equations (3.16) and (3.17), and using daily RINEX datasets, the STEC 

is estimated for different co-located receivers in the network, with the purpose 
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of comparing the different STEC estimation strategies. Unlike network A, there 

were not many co-located stations in network B. Again, the uncalibrated STEC 

refers to the case where no DCBs were applied and the DCB FIX calibrated 

STEC refers to the case where DCB estimates from the DCB FIX processing 

were applied. 

Figure 7.15 shows the STEC plots constructed on the basis of different 

calibration strategies for GPS PRN 1 and Galileo PRN 8, as observed by the two 

available NGI receivers, i.e. SEPT and SEP2, on the ionospherically quiet day 

of October 11, 2016 (Ap index of 2: ftp://ftp.gfz-potsdam.de/pub/home/obs/kp-

ap/tab/kp1610.tab). Note that both the receivers are connected separately to two 

different antennas and were operating under the default tracking parameters, as 

presented in Table 5.2. Considering that both SEPT and SEP2 are highly 

specialised Septentrio receivers, the improvement in the estimated STEC is not 

as visible as when the Javad receiver is brought into the comparison. 

ftp://ftp.gfz-potsdam.de/pub/home/obs/kp-ap/tab/kp1610.tab
ftp://ftp.gfz-potsdam.de/pub/home/obs/kp-ap/tab/kp1610.tab
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Fig. 7.15 Uncalibrated (Left) and DCB_FIX Calibrated (Right) STEC plots for GPS PRN 24 and Galileo PRN 8 as observed by SEPT and SEP2 

receiver systems (Oct 11, 2016) 
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7.5 Estimation of Simulator DCB: Network Based Approach (For GPS 

P1/P2 Only): 

To avoid relying on the in-lab calibration, a strategy was devised to estimate the 

contribution of the simulator in the DCB estimation by involving the IGS AMC2 

station. From the log file of AMC2 station (https://igscb.jpl.nasa.gov/igscb/ 

station/log/amc2_20140915.log), it can be seen that the individual hardware 

delays existing between different components of the system such as antenna, 

antenna cable, antenna splitter, receiver, etc. have already been measured and 

applied to the raw code based pseudoranges. Although not knowing exactly how 

these individual delays are measured, it is considered here that the measurements 

are made accurately enough. Based on that assumption, one can expect to get a 

DCB value close to 0 for this station when estimating DCBs using a ‘known’ 

receiver DCB, provided that the ionosphere has been correctly modelled. As 

shown in Figure 7.2, by using the DCB_FIX software, a mean DCB value of 

+1.62 ns was estimated for this station, implying therefore that despite some 

uncertainty, this can be interpreted to represent the DCB between GPS P1 and 

P2 signals of the simulator itself. Hence, it can be inferred that the simulator 

DCB for a certain signal combination can be measured by exploiting the 

proposed strategy in conjunction with an available station receiver with 

accurately known hardware delays and this would further push the estimated 

DCBs toward their physical values. Unfortunately, no such receiver with known 

hardware delays was available for the other signal combinations. 

 

 

https://igscb.jpl.nasa.gov/igscb/%20station/log/amc2_20140915.log
https://igscb.jpl.nasa.gov/igscb/%20station/log/amc2_20140915.log
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7.6 Estimation of Simulator DCB: Relative Calibration Approach (For all 

available signal pairs): 

The DCB estimates of the SEPT receiver for different signal combinations 

corrupted by the DCBs of the simulator i.e. GSS8000 have been presented and 

discussed in Section 6.4. Working with the GSS9000 simulator, the actual DCBs 

(i.e. the ones that are corrected for simulator DCBs) of the SEPT receiver for 

different signal combinations have been presented in Table 6.5. Apart from the 

simulator, another discrepancy between these DCB estimates is that the 

estimated DCBs from the GSS8000 simulator involved a 20-meter cable, 

whereas, the ones from the GSS9000 simulator are based on a 1-meter cable. 

From Table 6.6, it has already been established that the effect coming from the 

cable is very small and can be assumed as negligible. Hence, the DCB values for 

the NGI’s GSS8000 can be computed by subtracting the actual DCBs of the 

SEPT receiver as presented in Table 6.5 from the corrupted ones as presented in 

Section 6.4. Table 7.3 gives the DCBs of the NGI’s GSS8000 simulator. The 

higher quality of the Galileo signal generator of the GSS8000 simulator is 

evident from the low DCB value between E1 and E5a. This can be justified on 

the basis that since purchase, the GPS signal generator has been more rigorously 

used by the NGI researchers and hence, it has undergone more wear and tear 

internally. On the other hand, the Galileo signal generator being linked with an 

emerging new constellation, has not been used that frequently by the researchers 

at NGI. One must remember that the GPS and Galileo signal generators are 

completely independent signal generator units and as such, they cannot undergo 

similar degradation over their operational lives. 
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Table 7.3 Estimated DCBs of NGI’s GSS8000 hardware signal simulator 

 Signal 

Combination 
DCB (ns) 

P1 – P2 – 0.42   

C1 – P1 0.01 

C1 – P2 – 0.41 

C1 – C5 – 0.31 

E1 – E5a – 0.08 
  

The DCB values of NGI’s GSS8000 simulator given in Table 7.3 are also 

compared with the DCB estimates that were derived for the same simulator on 

the basis of original calibration at the time of purchase and given in Table 5.1. It 

can be seen that the DCB between the L1 (P1) and L2 (P2) pair is almost similar 

in magnitude but opposite in sign. If the original calibration values for the 

simulator are to be trusted then this means that the P2 pseudorange that was 

initially lagging behind the P1 pseudorange, is now leading the P1 pseudorange 

by almost a similar amount. In the case of L1 (C1) and L5 (C5), the initial delay 

was 0 and that is, they were being generated at the very same instant but now, 

the C5 pseudorange is leading the C1 pseudorange. In the case of Galileo E1 and 

E5a signal pair, there is only a minor difference between the old and current 

calibration value. 

An important point to highlight here is that the relative calibration will only be 

as good as the absolute calibration of the first simulator (GSS9000 in this case) 

that has been done initially to start the relative calibration procedure.  



Page | 146  
 
 

7.7 Estimated Satellites and Receivers DCBs (Based on Calibrated 

Simulators): 

Using the DCB_FIX software separately with the archived RINEX data of 

Network A (22 days) and of Network B (43 days), respectively, and the SH 

expansion of degree and order 15 in both the cases, all the LSQ data processing 

was re-run on a day to day basis with the solution constrained to the known DCB 

values of the SEPT receiver system, corrected for the simulator DCBs. These 

corrected DCBs were specified earlier in Table 6.5. The results obtained were 

very similar to the results presented in the earlier sections, and that is why these 

are not presented here. However, the important deductions derived from this re-

processing are as follows: 

• In the case of Galileo E1 and E5a signals, as the quality of the signal generator 

is very good as shown by the small DCB value (Table 7.3), the DCB estimates 

of the IOV satellites have shown a very small improvement, in the order of 

0.02 – 0.04 ns in comparison to the manufacturer measured on ground DCBs 

(Table 7.2). However, in the case of the GPS P1/P2, C1/P2 and C1/C5 signal 

pairs, there seems to be some improvement because of the slightly higher 

simulator DCBs (Table 7.3). However, as there is no external reference 

available, it was not possible to do any comparative analysis of the estimated 

DCBs. 

• With reference to the network-based simulator calibration approach described 

in Section 6.11, a DCB value of 2.05  0.61 ns was estimated for the AMC2 

station instead of 1.62  0.49 ns, while working with the corrected GPS P1/P2 

DCB of the SEPT receiver. This is significantly different from the actual 
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simulator DCB between P1 and P2 presented in Table 6.10 on the basis of 

relative calibration. The unexpectedly higher DCB estimate of the AMC2 

station along with a standard deviation of almost half a nanosecond show that 

although principally true, the network-based approach is not proving to be a 

good indicator of the simulator DCB. Two possible explanations for this 

inadequacy could be the inherent inefficiency of the ionospheric model to 

accurately represent the ionospheric activity or the probable low accuracy of 

the procedure that was followed at the AMC2 station to calibrate all the 

hardware delays. Another aspect that could be problematic is the behaviour 

of the receiver DCB itself. Although the DCBs are considered stable over 

relatively long periods of time, the standard deviation of approximately 0.5 

ns clearly shows that there is an inherent fluctuating trend associated with it. 

This was observed to be even higher in the case of other network stations and 

there is a need to study and investigate these DCBs by estimating them on a 

shorter interval rather than every 24 hours, which is the current norm. The 

argument presented here is strengthened in the next sub-section, describing 

the DCB anomalies that have been witnessed in this research without any 

reasonable explanation.  

7.8 DCB Anomalies of IGS’s SANT and VALD Stations: 

 During the estimation of satellite and receiver DCBs from the network of IGS 

stations, it has been observed that the station SANT, located in Santiago, Chile, 

has a relatively unstable DCB. To investigate this further, Figure 7.16 shows the 

IGS published DCB for the SANT station for the month of April 2016. Because 

of the unavailability of SEPT observation data for most of the days in April 2016, 
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the DCB estimates from the DCB_FIX software have not been plotted. The 

fluctuations in the station DCB can be readily picked up from the figure with a 

maximum value of -19.96 ns and a minimum value of -3.82 ns. The average 

monthly DCB was found to be -13.13 ns with a high standard deviation of  4.76 

ns. No change in the receiver and no problem in the hardware configuration were 

reported in the station log file. The behaviour of the SANT receiver in terms of 

stand-alone positioning and PPP was also investigated but nothing unusual was 

found in the positioning solutions. This can be explained on the basis that in the 

stand-alone positioning, the receiver DCB can be absorbed by the receiver clock 

offset, whereas in PPP, the DCBs cancel out once the ionospheric free (IF) 

observable is employed (see Section 3.7). Similarly, the DCBs also cancel out in 

the double difference positioning solution. As a last attempt, the estimated DCB 

for the SANT station was studied against the ionospheric activity but again, it 

was hard to find any specific correlation between the two, as shown in Figure 

7.16. 

Moving on to the second IGS station VALD, located in Val D'Or, Canada, it has 

been observed that after the replacement of a broken antenna cable under the 

heavy snowfall, the estimated DCB of that station dropped by almost 11 ns, 

turning negative, as shown in Figure 7.17 and then recovered to its past estimated 

value over a period of more than a week. This was an unexpected phenomenon 

and an investigation was carried out to study the estimated DCB against the 

temperature variation. However, nothing conclusive was observed to relate the 

mean temperature variation in that area with the estimated DCB of the VALD  
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Fig. 7.16 Published DCB of the IGS SANT station between GPS P1 and P2 signals along with the Ap Indices for the month of April 2016. 
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Fig. 7.17 Published DCB of the IGS VALD station between GPS P1 and P2 signals along with the mean temperature variation over a period of 

37 days (Feb 24 to Mar 31, 2016).
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station, as shown in Figure 7.17. The ionospheric activity was also found to be 

really quiet during these days 

Looking at the behaviour of these above-mentioned stations, the sensitivity of 

the DCBs must be given due importance, especially in the case of ionospheric 

monitoring. Rather than using the monthly averages of the published DCBs, one 

must refer to daily estimated values of the receiver and satellite DCBs in STEC 

estimation. Also, it would be better to investigate the estimation of DCBs on 

shorter intervals rather than 24 hours to have a better picture of variations that 

can exist within the estimated DCBs. 

7.9 Effect of Ionospheric Activity on DCBs’ Estimation: 

The impact of extreme vs quiet ionospheric activity on DCB estimation was 

studied during a period of 22 days i.e. 20 Oct to 11 Nov 2003. This period 

includes the famous Halloween Storm of 2003. Using the methodology already 

described for estimating terrestrial DCBs, the LSQ processing was run on a daily 

basis with varying degree and order of the SH expansion and by using the 56 

available P1/P2 stations of Network A. As no station with ‘known’ receiver DCB 

was available, the ZM was used as an external constraint to resolve the rank 

deficiency and to separate the receiver DCBs from the satellite DCBs. Figure 

7.18 shows the variation in the a-posteriori unit variance or the standard error of 

observation of the daily LSQ processing with varying degrees and orders of the 

SH expansion over the above specified period. It can be seen that by increasing 

the degree and order of the SH expansion, there is a decrease in the a-posteriori 

unit variance. On the other hand, the effect of increased ionospheric activity with 

the respective increase in the a-posteriori unit variance can also be clearly 



Page | 152  
 
 

observed from the same figure. The DCBs are believed to play a dominant role 

in the LSQ processing as a very minor change in picoseconds is observed across 

the different degrees and orders of the SH expansion. As a side note, the primary 

effect was observed on the ionospheric coefficients, which were not studied in 

this research.
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Fig. 7.18 Variation in a-posteriori unit variances of the LSQ processing (based on zero mean constraint) with varying degrees and orders of the 

SH expansion and the Ap Indices over a period of 22 days including the Halloween Storm (Oct 20 to Nov 11, 2016). 
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CHAPTER 8 

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK 

8.1 Conclusions 

The conclusions that have been drawn from this research are as follows: 

1. The hardware signal simulator is an important component of this research 

and it must be regularly maintained and calibrated. Simulator calibration 

might not be an issue for differential GNSS processing but working with 

uncombined raw GNSS observations, the corresponding biases coming 

from the associated equipment need to be carefully estimated and accounted 

for. It has been clearly observed that with the blocked inlet air filters and the 

very high internal operating temperatures, variable delays were experienced 

by the signals propagating through different channel cards of the Spirent 

GSS8000 simulator. These initially gave the wrong impression of 

systematic biases existing between the simulator channels and considerable 

time was spent in trying to understand and analyse them. However, once the 

inlet air filters were washed and replaced, not only the internal operating 

temperatures decreased, but the channel alignment as recommended by 

Spirent and performed through the SimGENTM software appeared to be 

more effective and produced more precise and consistent results. This is 

another case that the channel alignment at present only works for Galileo 

signal generator. The malfunctioning of the channel alignment utility in the 

case of GPS signal generator can be explained on the basis that the GPS 

signal generator has been more frequently used in simulations by different 
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research groups of NGI rather than the Galileo signal generator. As a result, 

it has undergone more wear and tear than the Galileo signal generator and 

as a consequence, the simulated GPS signals are too misaligned, and this 

misalignment is beyond the capability of the channel alignment utility to fix. 

It is believed that the calibration of the individual channel cards of the 

GSS8000 simulator can fix the misalignment issue and in turn the failure of 

the channel alignment utility. The Spirent GSS9000 hardware simulator is 

advantageous here as it allows calibration of all the signal banks through the 

ACU using an initial physical calibration of only one channel bank. 

 

2. As per Montenbruck (2014), the DCB products generated by IGS lack self-

consistency i.e. DCB(a-b) + DCB(b-c) ≠ DCB(a-c) where a, b & c represent 

three different individual code delays. In this research, it has been found that 

a hardware signal simulator such as the Spirent GSS8000 can be used 

effectively to estimate a consistent and more realistic set of DCBs between 

different signal pairs for any multi frequency, multi constellation receiver. 

The improvement in the proposed technique with the use of a calibrated 

simulator was not prominent because of two primary reasons. The first one 

is the lack of availability of reference GPS satellite DCBs already measured 

on the ground by the manufacturer. The second reason is that the Galileo 

signal generator of NGI’s GSS8000 simulator is still satisfactorily calibrated 

and the channel alignment utility is working really well with it. As a 

consequence, while working with good quality and precise Galileo signals, 

very minor improvement was observed in the DCB estimates.  
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3. The receiver DCB is often mistaken as a function of the receiver hardware 

only. This is especially not true because in an open sky situation, the receiver 

DCB refers to the DCB of the entire ‘system’ comprising of antenna, cable 

and the receiver itself. Therefore, it should be ensured that if a particular 

receiver DCB is to be used to estimate the satellites and receivers DCBs in 

a regional or global network, the DCB of the whole system is used to 

constrain the solution, otherwise one can expect variations in the estimated 

DCBs with the changing system components such as antenna, cable, splitter, 

etc. Accordingly, it is important to note that the DCBs estimated by the 

IGS/MGEX represent the DCB of the entire receiver system. 

 

4. A good agreement was found to exist between the estimated DCBs for both 

the SEPT and SEP2 receivers and the nominal DCBs as supplied by the 

manufacturer. This clearly demonstrates that the proposed technique of 

estimating receiver DCBs using simulated signals represents an effective 

way for estimating the receiver DCBs closer to their true physical values. 

 

5. Since the IGS is generating DCBs for only a selected number of terrestrial 

stations, the proposed technique offers an alternative way of locally 

estimating the DCB of any receiver–satellite system using the DCB_FIX 

software. The advantage is that the changes in the constellation will not 

affect the DCB estimation, unlike when any other constraint is used. 

 

6. With the advancement of technology, one would expect to see better 

hardware configuration and hence lower DCBs on board the newer satellites 



Page | 157  
 
 

of legacy constellation such as GPS, in comparison to their older satellites. 

This research work has successfully shown that the GPS IIF satellites appear 

to have lower DCBs than their older counterparts. This statement, however, 

cannot be applied to relatively new emerging constellations such as Galileo 

because these are still under development and also incorporate more 

sophisticated and complex signals. 

 

7. A good agreement at the level of 1 to 2 ns was found to exist between the 

estimated DCBs from the DCB_FIX software and the absolute DCBs 

measured by the manufacturer on the ground for the 3 Galileo IOVs 

satellites, as published by ESA. This would have been more interesting to 

observe in the case of GPS satellites but despite all the efforts made by the 

author, it was not possible to obtain the DCBs measured on the ground by 

the manufacturer for the GPS satellites. 

 

8. The comparison between calibrated and uncalibrated STEC estimation 

clearly shows the improvement and consistency in the estimated STEC 

techniques between the different receiver types. Relative to highly 

specialized ionospheric scintillation monitor receivers, a geodetic grade 

receiver like Javad Triumph–1 can also be used to compute STEC provided 

that the receiver and satellite DCBs are properly estimated and applied. 

However, the increased noise on STEC measurements in the case of Javad 

Triumph-I receiver clearly shows the importance of using OCXO in 

scintillation monitors instead of TCXO. 
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9. A good agreement between the IGS (or DCB_ZM) and DCB_FIX calibrated 

STEC plots was exhibited. This also proves that for all practical purposes of 

ionospheric modelling, using the ‘known’ receiver DCB as an external 

constraint is a valid way of resolving the rank deficiency problem that arises 

while computing DCB estimation for receiver/satellite network. 

 

10. Working with cable lengths from 1 meter to 30 meter, it has been observed 

that with the increasing length of the cable, there is a corresponding increase 

in the thermal noise due to the increase in electrical resistance resulting in 

corresponding noisier STEC measurements. The variation in the receiver 

DCB with varying cable lengths from 1 meter to 30 meters was found to be 

of the order of 0.1 TECU to 0.2 TECU with a 1σ standard deviation of 0.025 

to 0.045 TECU. Remarkably, while analysing the impact of different cable 

lengths on the estimation of receiver DCB, the Septentrio PolaRxS Pro 

receivers were found to be quite good in tracking GNSS signals at a reduced 

C/N0 of 15 dB-Hz without losing lock. This again highlights the importance 

of using an OCXO on board scintillation receivers, which in turn allows the 

receiver to track relatively noisy signals. 

8.2 Recommendations for Future Work 

These are some of the recommendations that can be pursued in the future with 

reference to the work undertaken in this research: 

1. While trying to assess the possible impact of the estimated DCBs in PPP 

processing using the NGI’s POINT software (a research piece of software 

developed as part of the iNsight project, www.insight-gnss.org), two 

http://www.insight-gnss.org/
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different DCB sets were to be involved. The first set comprises of the DCBs 

as published by the AC whose precise products are to be used in the PPP 

processing. This is to carry out Type I and Type II DCB corrections as 

described in Section 3.7. The second set comprises of the DCBs estimated 

from this research to correct for the ionospheric delay. For the sake of 

consistency in carrying out the PPP processing, it would have been ideal to 

use just one DCB dataset to correct for the precise clocks and to mitigate the 

ionospheric delay. This would have been possible only if the DCBs 

estimated from this research are first used to generate the precise products 

and those precise products were then used in the PPP processing. There are 

chances that following this route might not bring any improvement, but it 

would be worth a try. Unfortunately, this was not possible to attempt in this 

research due to the time constraint and due to the main objectives of the 

work. 

Another problem that appears while correcting the ionospheric delay with 

the estimated DCBs from this research and using PPP based on uncombined 

raw GNSS observations, was that the DCB estimates were derived from 

relatively noisy pseudoranges in comparison to the carrier phase 

observations and as such, they are not suitable to be used with carrier phase 

data for correcting the ionospheric delay in precise positioning. This needs 

to be further investigated in future. 

 

2. The impact of the proposed technique in DCB estimation can be investigated 

by working with other constellations such as GLONASS and Beidou. This 
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however needs availability of a hardware signal simulator that is capable of 

generating simulated signals for both these constellations. This would also 

allow investigations into the inter system biases which are essential in the 

time transfer and other precise positioning applications. 

 

3. From the data processing with DCB_FIX or DCB_ZM software, the quality 

of the LSQ solution is analysed based on the a-posteriori unit variance, 

which is generally found to be independent of the external constraints, 

whether artificial or real. This indicates the constraints are so-called 

‘minimum’ constraints, whose purpose is to resolve the rank deficiency 

only. All the research was carried out using the global representation of 

VTEC based on SH expansion only. It would be worth trying to replicate 

the current research by using other available ionospheric models and 

compare their impact on the estimated DCBs. 
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APPENDIX B 

DCBS IN PRECISE CLOCKS ESTIMATION 

The precise ionospheric free satellite clock estimate 𝛿𝑡𝑠∗ does not reflect the true 

satellite clock offset 𝛿𝑡𝑠  but is corrupted by the ionospheric free linear 

combination 𝑏𝑠,3 of the individual code biases 𝑏𝑃1
𝑠  and 𝑏𝑃2

𝑠  (Schaer, 1999). The 

superscript ‘s’ denotes the satellite and the subscripts P1 and P2 denotes the 

pseudoranges on L1 and L2 signals, respectively. Mathematically, this can be 

written as follows: 

δts,3 = δts − 𝑏𝑠,3 ...……………………………………………………… (B-1) 

where: 

𝑏𝑠,3 =  (
𝑓1

2

𝑓1
2−𝑓2

2) 𝑏𝑃1
𝑠 + (

−𝑓2
2

𝑓1
2−𝑓2

2 ) 𝑏𝑃2
𝑠   

or more simply: 

𝑏𝑠,3 =  𝑘1 𝑏𝑃1
𝑠 + 𝑘2𝑏𝑃2

𝑠  ……………………………………....................... (B-2) 

where: 

𝑘1 = (
𝑓1

2

𝑓1
2−𝑓2

2) ……………………………………………………………... (B-3) 

and 

𝑘2 = (
−𝑓2

2

𝑓1
2−𝑓2

2 ) …………………………………………………………….. (B-4) 

Also, the satellite DCB for the P1 and P2 signal pair can be written as follows:  

DCB𝑃1−𝑃2
𝑠 = 𝑏𝑃1

𝑠 − 𝑏𝑃2
𝑠  …….…………………………………………….. (B-5) 
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Equations B-2 and B-5 can be written in matrix form as follows: 

[
𝑏𝑠,3

DCB𝑃1−𝑃2
𝑠 ] =  [

𝑘1 𝑘2

+1 −1
] [

𝑏𝑃1
𝑠

𝑏𝑃2
𝑠 ] 

Rearranging: 

[
𝑏𝑝1

𝑠

𝑏𝑝2
𝑠 ] =  [

𝑘1 𝑘2

+1 −1
]
−𝟏

[
𝑏𝑠,3

DCB𝑃1−𝑃2
𝑠 ] 

=
1

−𝑘1 − 𝑘2
 [
−1 −𝑘2

−1 𝑘1
] [

𝑏𝑠,3

DCB𝑝1−𝑝2
𝑠 ]

=
1

−(𝑘1 + 𝑘2)
. (−1) [

1 𝑘2

1 −𝑘1
] [

𝑏𝑠,3

DCB𝑝1−𝑝2
𝑠 ] 

As 𝑘1 + 𝑘2 = 1, 

[
𝑏𝑝1

𝑠

𝑏𝑝2
𝑠 ] = [

1 𝑘2

1 −𝑘1
] [

𝑏𝑠,3

DCB𝑝1−𝑝2
𝑠 ] 

From the above matrix,  

𝑏𝑃1
𝑠 = 𝑏𝑠,3 + 𝑘2DCB𝑃1−𝑃2

𝑠  ……………………………..……………….. (B-7)  

𝑏𝑃2
𝑠 = 𝑏𝑠,3 + (−𝑘1)DCB𝑃1−𝑃2

𝑠  .………………………………………….. (B-8) 

The equations for satellite clock offsets 𝛿𝑡𝑃1
𝑠  and 𝛿𝑡𝑃2

𝑠 , comprising of pure 

clock offset corrupted by individual code delays, for P1 and P2 signals, 

respectively, can be written as follows: 

𝛿𝑡𝑃1
𝑠 = δts − 𝑏𝑃1

𝑠  .……………………………………………………….. (B-9) 

𝛿𝑡𝑃2
𝑠 = δts − 𝑏𝑃2

𝑠  .……………………………………………………… (B-10) 
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Putting the values of true clock offset in terms of ionospheric free precise clock 

estimate from Equation B-1 and using equation B-7, equation B-9 can be 

expanded as follows: 

𝛿𝑡𝑃1
𝑠 = (δts∗ + bs,3) − 𝑏𝑝1

𝑠 = δts,∗ + bs,3 − bs,3 − 𝑘2DCB𝑃1−𝑃2
𝑠  

𝛿𝑡𝑃1
𝑠 = δts,∗ − 𝑘2DCB𝑃1−𝑃2

𝑠 = δts,∗ +
𝑓2

2

𝑓1
2−𝑓2

2  DCB𝑃1−𝑃2
𝑠  ……..………… (B-11) 

Similarly, it can be shown that: 

𝛿𝑡𝑃2
𝑠 = δts,∗ + 𝑘1DCB𝑃1−𝑃2

𝑠 = δts,∗ +
𝑓1

2

𝑓1
2−𝑓2

2  DCB𝑃1−𝑃2
𝑠  …………..…… (B-12) 

Equations B-11 and B-12 have been used with basic pseudorange observation 

equation to generate Equations 3.23 and 3.24 in the earlier Section 3.7.  
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APPENDIX C 

ONE WAY ANALYSIS OF VARIANCE (ANOVA-I)  

The Analysis of Variance (ANOVA) is one of the most powerful statistical 

techniques to test the hypothesis that the means of two or more experimental 

datasets are equal (NIST/SEMATECH, 2016). It works under the assumption 

that the sampled datasets are normally distributed. One way or one factor 

analysis of variance (ANOVA-I) is a special case of ANOVA for one factor of 

interest and is a generalisation of two-sample t-test. The two-sample t-test is used 

to determine whether two groups (levels) of a factor have the same mean. 

ANOVA-I generalises this to groups where the number of groups is greater than 

or equal to 2 (NIST/SEMATECH, 2016). For instance, in this research, the 

simulated data is collected through, say, 16 channels of a simulator. This means 

that the data collected has one factor (channels) in 16 groups. The ANOVA-I 

tests whether the channels have a significant effect on the collected data or not. 

In MATLAB, the ANOVA-I test is implemented using the ‘anova1’ function. It 

returns a p-value, which if low, indicates that at least one of the population means 

differs from the others. The ANOVA table and a box plot are also generated as 

part of the ‘anova1’ function (ANOVA-I, 2015).  

A standard ANOVA Table shows the between-groups variation (column) and 

within-groups variation (Error) and is given in Table C-1 (ANOVA-I, 2015). 
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Table C.1 Standard ANOVA Table (ANOVA-I, 2015) 

Source SS df MS F p-value 

Group (Between) SSR k – 1 MSR= SSR/(k–1) MSR/MSE P(Fk–1,N–k) > F 

Error (Within) SSE N – k MSE= SSE/(N–k)  

Total SST N – k  

Here, 

Source:   Source of the variability 

SS:  Sum of squares due to each source 

df:  Degrees of freedom associated with each source 

MS:  Mean squares for each source (SS/df) 

F:  F-statistic 

Prob > F: p-value, which is the probability that the F-statistic can take a value larger 

  than the computed test-statistic value 

k  Number of groups 

N  Number of observations 

 

For a set of data, a box plot (or box and whisker plot) represents the following 

graphically: 

• Minimum Value 

• Lower quartile i.e. 25th percentile 

• Median 

• Upper quartile i.e. 75th and 

• Maximum Value 

To draw a box plot, a box representing the interquartile range (IQR) is drawn 

from the lower quartile to the upper quartile. A vertical line is drawn which goes 
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through the box at the median. The whiskers add and subtract 1.5 times the IQR 

to the upper and lower quartiles, respectively. 

The notch in the box plot represents the confidence interval around the median 

and is normally based on the median ± 1.57 × IQR/√N (David’s Statistics, 2016). 

Figure C.1 shows an example of the notched box plot highlighting its major 

features. 

   

Fig. C.1 Features of a notched box plot (David’s Statistics, 2016) 

According to Chambers et al. (1983), if the notches of the two boxes in a notched 

box plot do not overlap, there is ‘strong evidence’ (i.e. 95% confidence) that 

their medians differ. 

One limitation of ANOVA-I test is that it does not provide further information 

on which group means are different. Multiple comparison tests by using 

multcompare function in MATLAB can be run to perform multiple pairwise 

comparison of the group means (MultCompare, 2016). 
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Figures C.2 and C.3 represent an example each of the notched box plot and the 

multiple comparison of means plot. These were generated after running an 

ANOVA-I test on a Galileo based simulated data collected on NGI’s simulator. 

 

Fig. C.2 Notched box plot generated as part of this research from data (TEC) 

collected on channel card 1 (cc1) and channel card 2 (cc2) of NGI’s simulator 

(Galileo only) 

 

Fig. C.3 Plot generated after running Multcompare function (Multiple 

Comparisons of Means) in MATLAB for the data (TEC) collected using 

channel card 1 (CH1-CH4 channels) and channel card 2 (CH5-CH8) of the 

NGI’s simulator (Galileo only) 


