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Abstract 
 

Modelling of the fundamental interactions between small organic molecule 

to metal-organic frameworks (MOFs) and MOF-like structures has been carried out 

using a variety of computational techniques to further understand and aid in the design 

of MOFs for gas storage and separation applications. MOFs are an emerging class of 

porous crystal materials made up of organic linkers and metal nodes that are being 

researched for many different applications including gas storage and separations. 

Understanding the adsorption process is vital for the future design of better adsorbents, 

tailored to application. There are many useful experimental techniques currently in use 

but the cost and complexity for many systems is great. In this thesis, the importance 

of computational investigations in this area is illustrated, in particular focussing on 

binding that occurs between MOF surfaces and gaseous molecules. 

A number of computational techniques are employed in this work including 

ab initio electron correlation and DFT calculations, looking at binding between 

linker-like fragments and various organic molecules and classical GCMC simulation 

methods, used to study the uptake and binding of small gaseous molecules at, in 

particular, lower pressures. The different techniques used are evaluated and compared 

before being utilised on a variety of structures to illustrate the significance of 

functionalisation within organic linkers on adsorption within MOFs. Results show the 

importance of a combination of computational and experimental techniques to achieve 

the deepest understand of binding within MOFs and, to further develop and design 

MOFs for adsorption applications, optimum functionalisation of linkers within MOF 

structures is essential. 
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Let it Fly 

I have drifted on this tide for too long 

So these words are laced in swan song 

Not a final farewell 

But a setting free 

The cage will still be there 

But I’ve thrown away the key 

The balloon inflated 

I let it fly 

 

I have touched upon greatness 

But watched with tired eyes 

It started with curiosity 

I see her now 

The small person on the stage 

A word set in her gaze 

An idea incepted 

And on life went 

 

It unfolded fast 

A rug pulled from underfoot 

While on a high-speed train 

With bittersweet refrain 

But we learn best from these times 

And magic still resides 

Running through the roots 

Not to be buried in the past 

 

So here we are 

At the end of the beginning 

It doesn’t feel like winning 

But the heart is starting to glow 

And that is where we’ll go 

Spirit leading the way 

The balloon inflated 

We let it fly 
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Chapter 1 

Introduction 

 

And above all, watch with glittering eyes 

the whole world around you because the greatest 

secrets are always hidden in the most unlikely places. 

Those who don't believe in magic will never find it. 

- Roald Dhal, The Minpins 

1.1 Gas Storage 

There is currently a huge demand for alternative energy sources as pressures 

of climate change, pollution and population numbers increase. Two major concerns 

have arisen which need to be addressed imminently including dwindling energy 

sources and global warming. To tackle both problems, the utilisation of cleaner fuels 

is essential but much research needs to be carried out before the alternatives can 

become commercially available. 

Ideally, renewable energy sources will be utilised to meet global energy 

demands such as hydrogen (H2). This is a promising candidate as it is carbon-neutral, 

is readily available from water for an infinite period and has a high mass energy 

density.1 Although it has been known for many years that hydrogen is a promising 

alternative fuel for vehicular applications2 and technologies have already been 

developed enough to allow hydrogen to be used as a fuel in some vehicles, these 

technologies are still in their infancy and are expensive. The biggest problem with 

using hydrogen as an energy source is the storage of hydrogen due to its low density 

and currently, the easiest storage method is to store hydrogen is in a highly 

compressed, gaseous form meaning that heavy vessels under extremely high pressures 

are required. This is very costly due to increase in vehicle weight when transporting 
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the hydrogen and increase in energy required to compress the gas. Hydrogen can also 

be stored in a liquid state at very low temperatures and, although this has been applied 

to some vehicles already, adsorption/desorption can be very slow. Neither of these 

described methods has satisfied the hydrogen storage targets set for vehicular 

applications by the U.S. Department of Energy (DOE),3 so much research is being 

carried out into finding alternative storage methods. One idea is for hydrogen to be 

stored as an adsorbed gas in porous solids which has a number of advantages. This 

method could lower the required pressure for gas storage, decrease time for 

adsorption/desorption kinetics at near ambient temperature and also offers the 

possibility of recycling.4 The ultimate goal is to find light-weight materials that can 

store a high amount of hydrogen reversibly at near ambient conditions. 

The use of renewable energy sources globally is some way off and focus has 

moved to natural gas (NG) which could potentially be used as a bridging fuel for both 

industrial and residential applications in addition to providing a feedstock for a variety 

of chemicals.5 NG is a non-renewable fuel source composed primarily of methane 

(> 95%) with the remaining fraction comprised of C2 hydrocarbons, C2H2, C2H4 and 

C2H6,
6 nitrogen, hydrogen sulphide and carbon dioxide.7 Removing the hydrocarbons 

increases the purity of natural gas and provides a source of C2 hydrocarbons for further 

chemical manipulation8 and the lower contents of nitrogen and sulfur when compared 

with other fossil fuels means there are much lower NOx and SOx emissions making 

NG a much cleaner fuel.9 Methane (CH4) has the highest H to C ratio of any fossil fuel 

and therefore produces less CO and CO2 per unit of energy when compared to other 

fossil fuels. In terms of carbon dioxide released, methane delivers twice the energy 

compared to coal and does so without dissipating mercury or producing uranium- and 

thorium-rich ash.10 When initial tests were run on converting cars which ran on 
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petroleum to run on NG the results showed an 86% reduction in CO released, 26% 

reduction in CO2 and 77% reduction in NOx released.11 

Owing to the fact natural gas is already supplied to households across the 

world and to the price drop of natural gas due to the deployment of inexpensive 

technologies for its recovery from shale10 it is an ideal alternative energy source before 

other renewable energy source technologies are developed.  However, there are still 

challenges to overcome before NG can be used a bridging fuel. This includes a mass- 

and volume efficient, ambient temperature storage and delivery. Currently, there are 

two commercial methods of NG storage12 including compression to 200-300 bar at 

room temperature and liquefaction at low temperature. Compressed natural gas (CNG) 

requires the use of heavy, thick-walled cylindrical storage tanks and multi-stage 

compressors to achieve a reasonable volumetric energy density (VED) although the 

amount of NG stored in a tank only reaches small driving ranges with added safety 

concerns. Expensive cryogenic vessels are required for storage as liquefied natural gas 

(LNG) which can suffer boil-off losses but achieves a slightly higher VED. 

Alternatives to these methods are obviously needed and current research is looking at 

porous adsorbents for this purpose. In particular, MOFs are of particular interest for 

the separation of C2 hydrocarbons from methane13–19  due to the potential of a 

cost-effective method for storing NG at ambient temperature and near-ambient 

pressures (~35 bar). 

Research into reducing emissions by the utilisation of alternative energy 

sources may take years to become commercially viable and during this time, fossil 

fuels will still be used with the continued release of pollution into the atmosphere. 

However, research is also being carried out into controlling atmospheric carbon 

dioxide (CO2) concentration by removing the gas from the air through carbon capture 
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and storage (CCS) techniques. The largest contributor to CO2 emission is from power 

plants and currently, the easiest method of reducing this emission without changing 

technologies is the post-combustion capture method.20 This is where the process and 

technology of burning fossil fuels are kept the same but materials are added to the 

process post-combustion to capture CO2 in low concentration before it is released into 

the atmosphere. There are many different technologies being researched for this 

purpose including aqueous ammonia-based adsorption, membranes, hydrate formation 

and physisorptive materials.21 Physisorptive materials such as metal organic 

frameworks have been focused on in recent years for the capture of CO2
22–29 due to 

their large surface areas, large pore volumes and the fact they can be easily adapted 

for purpose. 

1.2 Physisorptive materials 

There are many aspects to the research into gas storage but overall an 

efficient, reversible and high gas uptake is needed for the storage of all these gases 

and physisorptive materials are well suited to this application. Physisorptive materials 

considered for gas storage applications include carbon-based materials, zeolites, and 

metal organic frameworks.30 These are highly porous, solid materials with which 

gaseous molecules undergo physisorption with the surface of the materials via weak 

intermolecular forces such as van der Waals’ (vdW) interactions.  This allows some 

interaction to occur between the sorbent and sorbate but a weak enough interaction 

that it can reversed by small changes in temperature or pressure. This is opposed to 

chemisorptive materials where chemical bonds are formed between the sorbent and 

sorbate which require activation energy and take a much greater amount of energy to 

break. MOFs are the focus in this work as they offer unique, desirable properties which 

can be enhanced for application through molecular design. 
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1.21 Metal-Organic Frameworks 

MOFs are hybrid materials that bridge the gap between organic materials and 

inorganic materials. First introduced in the 1990s,31 they consist of networks made up 

of inorganic nodes (metal ions or clusters) that are coordinated with organic linkers 

which, when repeated in three dimensions form crystalline networks with unique 

physical and chemical properties. They are highly porous due to high surface areas 

and low crystal density and can have high thermal and chemical stability.21,32,33 The 

combination of these properties make MOFs ideal candidates for many applications 

including chemical catalysis,34,35 sensing,36 ion exchange37 and drug delivery38,39 but 

most importantly in this work, gas storage40–47 and separation48 applications. MOFs 

have shown great promise for H2, CH4 and CO2 sorption and storage which has fuelled 

a wave of research interest in this area over the last decade. 

A great number of studies have been carried out in recent years investigating 

MOFs and their properties and thousands of MOFs have been synthesised. MOFs have 

attracted particular attention in the area of gas sorption due to their tuneable pore 

geometry and designed chemical functionality as they are essentially made up of 

‘building blocks’ which can be designed according to targeted properties by selection 

of different metal centres and functional linkers49,50 to form millions of hypothetical 

MOFs. One of the most widely studied MOFs is MOF-5 or IRMOF-1 which is a well-

known structure formed of Zn4O clusters and benzene di-carboxylate linkers in the 

cubic pcu topology51 with a reasonable carbon dioxide uptake52,53 and high hydrogen 

uptake.43,54  This MOF is part of a family of MOFs with the same network topology 

(an isoreticular series) whose linkers and metals can be interchanged to form similar 

structures with varying pore sizes and functionalities.47 The structure of a MOF’s 

three-dimensional network can be identified by its topology using a method proposed 
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by O’Keeffe et al.55,56 which uses systematic terminology to classify the known 

structures using a three-letter symbol, e.g. pcu. Another well studied MOF is 

HKUST-1 which constructed of copper paddlewheel units and benzene tricarboxylate 

ligands with tbo topology.57 This MOF, which is commercially available in gram scale 

shows promise for methane storage.10 NOTT-112 also contains copper paddlewheel 

units coordinated to a hexacarboxylate ligand with a square planar geometry and a 

similar surface area to MOF-5.58 With the presence of open metal sites and large pore 

volumes, NOTT-112 exhibits high hydrogen storage compared to MOF-5 illustrating 

the importance of the components of the structure for gas uptake. 

The number of MOFs that have been synthesised is only a small fraction 

compared to the hypothetical possibilities. In conjunction with experimental 

techniques computational design is being increasingly used as a powerful tool to 

investigate new MOFs and calculate their properties. Screening of MOFs for methane-

storage capacity has been carried out by Wilmer et al.59 where a number of building 

blocks derived from existing crystallographic data of synthesised MOFs were 

recombined systematically in different ways to generate over 130,000 hypothetical 

MOF structures which were all screened for their methane uptake abilities. Given 

constraints of time, cost and available laboratory equipment and reagents they 

identified NOTT-107 within the top 2% of their database with an exceptional predicted 

uptake of methane and synthesis of this material proved that the experimental uptake 

agreed well with predicted values showing how computational design can guide 

experimental work. However, there are drawbacks to this technique as it is likely that 

structure-property relations were missed in the process and many MOFs may have 

been overlooked due to lack of geometrical optimisation of structures. 
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Work studying properties of MOFs and how this can be useful has been 

carried out by other researchers. Duren et al.60 looks at calculating the geometric 

surface area as a characterisation tool for screening and comparing porous materials 

for adsorption applications. They show that the simple calculation of accessible 

surface area along with the probe diameter corresponding to the adsorbate of interest 

provides a relatively straightforward method to screen and compare adsorbents. They 

also demonstrate how this calculation can be used as a theoretical upper limit of 

adsorption of a perfect crystal to help gain insight into experimental surface areas 

which can be adversely affected by incomplete solvent removal during activation, 

crystal collapse or interpenetration. 

More in-depth studies are also being carried out to investigate MOFs. Work 

studying the NU-100 MOF by Farha et al.61 is an example of a more specific approach 

where promising topologies and linkers were considered before a full optimisation was 

carried out on the hypothetical MOF structures and various properties were calculated. 

NU-100 currently has one the highest CO2 and H2 uptakes seen in the literature to date 

showing how molecular simulations and computational design can guide experimental 

work and save cost in doing so. This in-depth process using a combination of density 

functional theory calculations, Monte Carlo simulations and grand canonical Monte 

Carlo simulations produced computational results in excellent agreement with 

experiment. Hence, these techniques are the basis of the research outlined in this 

thesis. 

Gaining a deeper understanding and control of supramolecular host-guest 

interactions is crucial if practical materials are to be developed for targeted 

applications as these interactions play a significant role in the adsorption process, in 

particular at lower pressures where binding directly relates to uptake.62 There have 
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been many computational studies into selectivity within MOFs63–65 and various 

strategies have been reported to enhance the host-guest interactions in MOFs including 

the incorporation of unsaturated metal centres or open metal sites (OMSs) and the 

functionalisation of the organic linkers to provide binding sites for guest species. The 

favourable role OMSs play in guest binding has been widely confirmed through in situ 

neutron diffraction experiments41,66–70 clearly concluding that OMSs are the primary 

binding domains for guest molecules. Neutron spectroscopic experiments also give 

evidence to this observation and confirm the large translational and/or rotational 

hindrance of bound guest molecules at OMSs.71 There have also been some 

investigations into the role of organic functionalisation in guest binding within 

MOFs72–74 with computational research playing a key role in investigating suitable 

functional groups for gas storage purposes,59,75 at both the atomic scale27,76–78 and for 

large scale systems.79–81 Therefore, herein this thesis attempts to investigate the role 

of the binding of various small organic molecules to MOFs and MOF-like structures 

through computational methods to further improve design of and gain insight into the 

adsorption process within MOFs for gas storage and separation applications. 

1.23 Other Examples of Physisiorptive Materials 

There are many more examples of physisorptive materials that are being 

researched for gas storage. Metal organic polyhedral are porous coordination 

nanocages formed between linkers such as carboxylic acid or metal clusters. They are 

ideal for gas sorption and separation applications due to containing nano-sized 

hydrophobic cavities with permanent porosity. MOFs, however, show a greater 

adsorption capability due to their larger surface areas.82 Hyper-cross-linked polymers 

were introduced in the 1970s83 and have been researched thoroughly since. Like 

MOFs, their pore sizes and surface areas can be predicted and controlled which led to 
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development of other porous materials. Hyper-cross-linked polymers show potential 

for hydrogen storage and separation as they exhibit high thermal and chemical 

stabilities but their adsorption capabilities are limited by a smaller surface areas than 

MOFs.30,84 Covalent organic frameworks have been researched in more recent years 

for gas adsorption applications and similar to MOFs, they are made up of building 

blocks which can be interchanged to form structures with wanted properties.30 They 

are made up of strong covalent bonds without no heavy metal elements and therefore 

have lower densities than MOFs with comparable surface areas. However, to achieve 

comparable adsorption uptakes, enhancement with metal sites is necessary.85 Porous 

aromatic frameworks, a subclass of porous organic frameworks have shown promise 

in sorption applications and have high stability with diamond as the starting point of 

their structure.86 However, there is still more research needed into these materials for 

sorption applications. Covalent triazine frameworks are another porous organic 

polymer material which have only undergone research into gas sorption in recent 

years. These are nitrogen-rich materials showing potential for gas storage due to the 

accessible nitrogen sites within the framework but so far uptakes do not reach those 

achieved my MOFs.87 Organic molecular porous materials have again, been studied in 

more recent years for gas sorption applications. Unlike the frameworks of other 

materials researched for gas adsorption, organic molecular materials are discrete 

molecules packed together by weak, non-covalent interactions. Although a number of 

these materials have been found to have solvent accessible voids with reasonable 

surface areas, in general they pack together to form dense, non-porous structures and 

are notoriously difficult to design and predict.88 Overall, although there are many 

alternatives to MOF materials which show promise for gas sorption and separation 



10 
 

applications, MOFs are well studied with great potential in this area and are therefore 

the focus of this work.  

 

1.3 Thesis Outline 

In Chapter 2 an overview of the computational theory used throughout the 

research undertaken in this work will be introduced including ab initio 

density-functional theory (DFT) and molecular grand canonical (GCMC) simulation 

methods. This leads on to Chapter 3 where the practicality of different force-fields 

(FF) used in GCMC simulations is investigated by comparison of three different FF 

to DFT calculations.89 This chapter aims to provide a guide to the sort of FFs most 

useful for methane uptake within different MOF structures and validates the FFs used 

within this presented research. 

 Methane binding interactions are the focus of Chapter 4 which uses ab initio 

methods to investigate the binding between methane and various functionalised 

ligand-like structures.90 The importance of weak H-bonding in these interactions is 

illustrated with suggestions on how to incorporate the functionalised molecules into 

MOF ligands for enhancement of methane surface interactions. Benchmarking of ab 

initio methods used throughout this work is also presented in this chapter. Chapter 5 

continues the theoretical investigation looking at a hypothetical series of MOFs 

containing hexabenzocorene groups within the ligands.91 The study looks at methane 

uptake within the MOFs and also CO2 and H2 uptake for the largest MOF of the series 

illustrating practicality of this particular functionalisation to help guide experimental 

investigations. 
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Finally, in Chapter 6, two novel copper MOFs designed for high CO2 uptake 

and selective adsorption of C2 hydrocarbons over methane, are studied. Both MOFs 

MFM-16092 and MFM-18093 contain functionalisation of ligands and the role that 

these functional groups play in adsorption is investigated using a combination of DFT, 

neutron powder diffraction (NPD), inelastic neutron scattering (INS) and 2H NMR 

studies. 

Overall, the work presented in this thesis demonstrates the significance of 

computational modelling of binding between small organic molecules and MOFs for 

gas adsorption and separation. Various fragments and whole MOF structures are 

considered to illustrate the important role of the organic ligands in the binding of 

gaseous molecules to MOF surfaces. Solely theoretical investigations, however, do 

not present a finished story and the combination of experimental and computational 

techniques to investigate adsorbate/absorbent interactions is essential for designing 

MOFs for targeted applications.  
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Chapter 2 

Computational Methodology 
 

The chemical interactions between metal-organic frameworks and guest 

gaseous molecules can be studied using a number of different computational 

approaches and levels of theory. In this section, standard computational methods used 

in the subsequent modelling chapters are briefly outlined. Starting with an introduction 

to traditional wavefunction-based methods of computational chemistry, a summary of 

electron correlation methods and density functional theory is given which introduces 

the ab initio methods used in this work to study interactions between various fragments 

of MOF-like structures and gaseous molecules. These electronic structure methods are 

focused on solving the Schrödinger equation for a single or few molecules 

corresponding to gas phase in a vacuum. To study more realistic conditions involved 

in metal-organic framework chemistry (i.e. complete MOF structures and their 

interactions with gaseous molecules), statistical simulation methods are used in the 

form of grand canonical Monte Carlo simulations which will be introduced later in the 

chapter. 

2.1 Wavefunction-based quantum chemical approaches 

2.11 The Schrödinger equation 

The Schrödinger equation (Equation 2.1) can be solved to find the total 

energy of a system, E, of interacting electrons, N, and nuclei, M. 

 �̂�Ψ(𝑁,𝑀) = 𝛦Ψ(𝑁,𝑀) (2.1) 
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The Hamiltonian operator, �̂�, can be written as the kinetic (T) and potential 

energies (V) of the nuclei (n) and electrons (e) 

 �̂�𝑡𝑜𝑡 = �̂�𝑛 + �̂�𝑒 + �̂�𝑛𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑛 (2.2) 

 �̂� =  ∑
ℏ2

2𝑚𝑒
∇𝑖

2

𝑖

− ∑
ℏ2

2𝑚𝐴
∇𝐴

2

𝐴

− ∑∑
𝑒2𝑍𝐴

𝑟𝑖𝐴
𝐴𝑖

+ ∑
𝑒2

𝑟𝑖𝑗
𝑖>𝑗

+ ∑
𝑒2𝑍𝐴𝑍𝐵

𝑟𝐴𝐵
𝐴>𝐵

 (2.3) 

 

where i and j denote the electrons, A and B denote the nuclei, ħ is Planck’s constant 

divided by 2π, me is the mass of an electron, mA is the mass of the nucleus, 𝛻2 is the 

Laplacian operator, e is the charge of an electron, Z is an atomic number and rij is the 

distance between particles i and j. 

The variational theorem can used to find a better estimate of the ground state 

energy and systematically improve the wavefunction used. This states that the 

variational energy or the energy of any trial wavefuntion, Evar, is always an upper 

bound to the exact ground state energy, Eexact. Therefore, any approximate Ψ will yield 

an energy that is higher than the ground state energy. 

 ∫Ψ∗�̂�Ψ 𝑑𝜏

∫Ψ∗Ψ𝑑𝜏
=  𝐸𝑣𝑎𝑟 ≥ 𝐸𝑒𝑥𝑎𝑐𝑡 (2.4) 

2.12 The Born-Oppenheimer approximation 

The nuclei of atomic systems are much heavier than the electrons and move 

much more slowly in comparison and therefore the Born-Oppenheimer approximation 

can be used to simplify the wavefunction of the system. This assumes that the electrons 

move around fixed nuclei, R and separates the total wavefunction of the system into 

nuclear and electronic components 
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 Ψ𝑡𝑜𝑡(𝑁,𝑀) =  𝜓𝑀(𝑁)𝜓(𝑀) (2.5) 

where 𝜓𝑀(𝑁) is the electronic wavefunction and depends on the nuclear coordinates. 

The problem is then reduced to solving the electronic Schrödinger equation for a set 

of nuclear geometries. The electronic Hamilton operator can be written as 

 �̂�𝑒 = �̂�𝑒 + �̂�𝑛𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑛 (2.6) 

2.13 The Hartree-Fock approximation 

The simplest way to approximate electron-electron interactions is through the 

Hartree approximation, where, using the variational energy, the many-electron 

wavefunction is reduced into a product of N one-electron functions, spin orbitals 

𝜒𝑖(𝒙𝑖) consisting of a spatial orbital Φ𝑖(𝒓) and one of the spin functions up-spin 𝛼(𝑠) 

or down-spin 𝛽(𝑠). 

 Ψ(𝒙1, 𝒙2, 𝒙3, … ) =  𝜒1(𝒓1)𝜒2(𝒙2)𝜒3(𝒙3)… (2.7) 

 𝜒𝑖(𝒙𝑖) =  Φ𝑖(𝒓𝑖)𝜎(𝑠𝑖) (2.8) 

Each electron therefore interacts with the average distribution of the other 

electrons but this does not account for exchange interactions. According to the Pauli 

principle, the total wavefunction for two electrons is antisymmetric with respect to 

exchange of electrons. By writing the wavefunction as an antisymmetrised product of 

orbitals this problem is solved and can be written as a Slater determinant: 

 Ψ = 
1

√𝑁!
|

𝜒1(𝒙1) 𝜒2(𝒙2)
𝜒1(𝒙1) 𝜒2(𝒙2)

⋯ 𝜒𝑁(𝒙𝑁)
⋯ 𝜒𝑁(𝒙𝑁)

⋮ ⋮
𝜒𝑁(𝒙1) 𝜒𝑁(𝒙2)

⋱ ⋮
⋯ 𝜒𝑁(𝒙𝑁)

| (2.9) 

The HF wavefunction can be put into the variational energy expression and 

the energy minimised with respect to changes in the orbitals to yield the Fock equation 
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 𝑓𝜒𝑖 = 𝜖𝑖𝜒𝑖 (2.10) 

where εi is the orbital energy and 𝑓 is the Fock operator, which is built from three 

operators; the core Hamiltonian operator, the Coulomb operator, 𝐽 and the exchange 

operator, �̂� which can be written as 

 

𝑓 =  −
1

2
∇𝑖

2 + ∑
−𝑍𝐴

𝑟𝑖𝐴

𝑀

𝐴

+ ∑(2𝐽𝑗(𝒙1) − �̂�𝑗(𝒙2))

𝑁

𝑗

 (2.11) 

The Coulomb operator, 𝐽 is the electrostatic repulsion of an electron at 𝒙1 

from all other electrons in the system due to the charge of an electron in spin orbital 

𝜒𝑗 and is represented by Equation 2.12. 

 
𝐽𝑖(𝒙1) =  ∫|𝜒𝑗(𝒙2)|

2 1

𝑟12
𝑑𝒙2 (2.12) 

The exchange operator, �̂� is a purely quantum consequence of the 

antisymmetry of the electronic wavefunction and represented by Equation 2.13. 

 
�̂�𝑖(𝒙1)𝜒𝑖(𝒙1) =  ∫𝜒𝑗

∗(𝒙2)
1

𝑟12
𝜒𝑖(𝒙2)𝑑𝒙2𝜒𝑗(𝒙1) 

(2.13) 

The Coulomb operator in Equation 2.12 produces a false self-interaction 

energy which is cancelled out by the exchange term when i = j. This is not an issue for 

HF calculations but it is not accounted for when using DFT so this has to be 

considered. 

2.14 Basis functions 

Numerical solutions for the Hartree-Fock orbitals are only practical for atoms 

and diatomic molecules. Diatomic molecular orbitals (MOs) resemble linear 

combinations of atomic orbitals. For polyatomic molecules, the MO can be 
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approximated by a linear combination of atomic orbitals with a set of L basis functions 

located on the nuclei 𝜂𝜇 

 

𝜙𝑖 = ∑ 𝑐𝜇𝑖𝜂𝜇

𝐿

𝜇=1

 (2.14) 

in which 𝑐𝜇𝑖 is the expansion coefficient and determines the weight of the contribution 

of the basis functions to the molecular orbital. This can be inserted into the Fock 

equation 2.10 for the orbitals. Multiplying from the left by an arbitrary basis function 

𝜂𝜈 and integrating over space results in Equation 2.15 which can be rewritten as the 

Roothaan-Hall equation (Equation 2.16). 

 

∑ 𝑐𝜇𝑖 ∫𝜂𝜇(𝒓) 𝑓(𝒓)𝜂𝜈(𝒓)𝑑𝒓

𝐿

𝜇=1

= 𝜖𝑖 ∑ 𝑐𝜇𝑖 ∫𝜂𝜇(𝒓) 𝜂𝜈(𝒓)𝑑𝒓

𝐿

𝜇=1

 (2.15) 

 𝐅𝐂 = 𝜖𝐒𝐂 (2.16) 

This is the Fock equation in the atomic orbital basis, and all the L equations 

are collected in the matrix notation C. The S matrix contains the overlap elements 

between basis functions, the F matrix contains the Fock matrix elements and є is a 

matrix containing the orbital energies in the diagonal terms. 

Slater-type orbitals are physically correct basis functions which decay 

exponentially far away from the nucleus and are solutions to the Schrödinger equations 

of hydrogen-like atoms. These STOs can be approximated as linear combinations of 

Gaussian-type orbitals. Split-valence basis sets take the form X-YZg where X is the 

number of primitive Gaussians comprising each core atomic orbital basis function and 

the Y and Z represents the valence orbitals are composed of two primitive Gaussian 

functions each, inner and outer 2s and 2p orbitals respectively. Additional functions 
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can be added such as polarisation functions which are denoted by * and diffuse 

functions, denoted by + and contain small orbital components. For example, 6-31+G* 

contains 6 Gaussian functions for 1s, 3 for the inner 2s and 2p orbitals, 1 Gaussian for 

the outer 2s and 2p orbitals, a set of diffuse s and p functions on heavy atoms and d 

functions on heavy atoms also. In this work, the basis sets used include these split-

valence form sets and correlation-consistent basis sets which systematically converge 

post-Hartree-Fock calculations to the complete basis set limit using empirical 

extrapolation techniques. These are denoted by cc-pVNZ where cc-p stands for 

correlation-consistent polarised and the V represents valence-only basis sets with the 

N = D, T, Q… (D=double, T=triple…). 

In Hartree-Fock theory, each electron sees the average density of all other 

electrons, giving a higher energy than the true energy of the system as it does not 

account for correlation effects. So, for any given basis set 

 𝐸𝑒𝑥𝑎𝑐𝑡 − 𝐸𝐻𝐹 = correlation energy (2.17) 

where Eexact is the exact energy of the system, EHF is the calculated HF energy and the 

correlation energy is approximately 20 kcal/mol per electron pair and therefore usually 

too large to be ignored. 

2.15 Post-Hartree-Fock methods 

Post-HF methods can be employed to account for the correlation effects. 

There are a variety of options available which can be systemically improved and work 

for larger systems including Møller-Plesset perturbation theory (MP2), 

coupled-cluster (CC) methods and alternatively density functional theory which will 

all be overviewed in this chapter.  
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2.16 Møller-Plesset perturbation theory 

Of all the post-HF methods, MP2 theory is considered the most popular. This 

adds electron correlation effects by applying perturbation to the time-independent 

Schrödinger equation 

 (�̂�(0) +  𝜆�̂�) =  𝐸𝑛Ψ𝑛 (2.18) 

where λ is an arbitrary real parameter, �̂� is a perturbation to the unperturbed 

Hamiltonian �̂�(0), and the subscript n (= 1, 2, 3, ...) denotes different discrete states. 

Ψn and En can be expanded in Taylor series in powers of λ. The eigenvalue equation 

then becomes 

 (�̂�(0) +  𝜆�̂�) (∑𝜆𝑖Ψ𝑛
(𝑖)

𝑖=0

)  =  (∑𝜆𝑖E𝑛
(𝑖)

𝑖=0

)(∑𝜆𝑖Ψ𝑛
(𝑖)

𝑖=0

) (2.19) 

Writing only the first terms gives  

 (�̂�(0) +  𝜆�̂�)(Ψ𝑛
(0)

+ 𝜆Ψ𝑛
(1)

)  =  (𝐸𝑛
(0)

+ 𝜆𝐸𝑛
(1)

)(Ψ𝑛
(0)

+ 𝜆Ψ𝑛
(1)

) (2.20) 

The zeroth-order system is simply the Schrödinger equation for an unperturbed system 

 �̂�(0)Ψ𝑛
(0)

 =  𝐸𝑛
(0)

Ψ𝑛
(0)

 (2.21) 

The first-order system contains terms that are multiplied by  

 �̂�(0)Ψ𝑛
(1)

+ �̂�Ψ𝑛
(0)

 =  𝐸𝑛
(0)

Ψ𝑛
(1)

+ 𝐸𝑛
(1)

Ψ𝑛
(0)

 (2.22) 

Finally, for the second-order system, terms are multiplied by 2 

 �̂�(0)Ψ𝑛
(2)

+ �̂�Ψ𝑛
(1)

 =  𝐸𝑛
(0)

Ψ𝑛
(2)

+ 𝐸𝑛
(1)

Ψ𝑛
(1)

+ 𝐸𝑛
(2)

Ψ𝑛
(0)

 (2.23) 

When these expressions are multiplied through by Ψ𝑛
(0)∗

 and integrated, the following 

expectation values are found  
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 𝐸𝑛
(0)

= ⟨Ψ𝑛
(0)

|�̂�|Ψ𝑛
(0)

⟩ (2.24) 

 𝐸𝑛
(1)

= ⟨Ψ𝑛
(0)

|�̂�|Ψ𝑛
(0)

⟩ (2.25) 

 𝐸𝑛
(2)

= ⟨Ψ𝑛
(0)

|�̂�|Ψ𝑛
(1)

⟩ (2.26) 

The zeroth-order perturbation only describes the sum of the HF one-electron energies 

and apart from following the Pauli exclusion principle, ignores interelectronic 

repulsion. The first-order perturbation is the expectation value of the perturbated 

Hamiltonian while the system is in the unperturbed state and is therefore equal to 

standard HF energy. MP2, the second-order perturbation is therefore the first 

perturbation to improve upon HF theory and the result is the Møller-Plesset theorem: 

the correlation potential does not contribute in first-order to the exact electronic 

energy. 

The MP2 energy term 𝐸0
(2)

 can be shown for the lowest quantum state (𝑛=0) 

in Equation 2.23 where 𝑎 and 𝑏 denote virtual spin orbitals, 𝑟 and 𝑠 are occupied spin 

orbitals, and 𝜀𝑎, 𝜀𝑏, 𝜀𝑟, and 𝜀𝑠 are the respective orbital energies. 

 

𝐸0
(2)

= 
1

4
∑ ∑

|〈𝑎𝑏‖𝑟𝑠〉|2

𝜖𝑎 + 𝜖𝑏 − 𝜖𝑟 − 𝜖𝑠

𝑜𝑐𝑐

𝑖𝑗

𝑣𝑖𝑟𝑡

𝑎𝑏

∑
|〈𝑎𝑏‖𝑖𝑗〉|2

𝜖𝑎 + 𝜖𝑏 − 𝜖𝑟 − 𝜖𝑠
𝑖,𝑗,𝑎,𝑏

 

(2.27) 

 〈𝑎𝑏‖𝑟𝑠〉 =  ⟨𝑖𝑗|𝑘𝑙⟩ − ⟨𝑖𝑗|𝑙𝑘⟩ (2.28) 

 
⟨𝑖𝑗|𝑘𝑙⟩ =  ∫∫

𝜓𝑖
∗(𝒓1)𝜓𝑗(𝒓1)𝜓𝑘

∗(𝒓2)𝜓𝑙(𝒓2)

𝑟12
𝑑𝒓1𝑑𝒓2 

(2.29) 

The total Hartree-Fock energy is simply the sum of zeroth- and first- order 

energies (Equation 2.26) and the total MP2 energy is given by the total HF energy plus 

the dynamic electron correlation effects (Equation 2.27). 
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 𝐸0 = ⟨Ψ0|𝐻0 + 𝑉|Ψ0⟩ =  𝐸0 + 𝐸1 = 𝐸𝐻𝐹 (2.30) 

 𝐸𝑀𝑃2 = 𝐸𝐻𝐹 + 𝐸𝑛
(2)

 (2.31) 

2.17 Coupled cluster methods 

The accuracy of MP2 is satisfactory and the most popular post-HF method 

due to its low computational cost although it usually overestimates bond energies. 

MP3 and MP4 etc. methods are available but do not improve greatly on MP2 and have 

a much greater computational cost. However, there are more accurate methods 

available including coupled cluster (CC) methods. With CC methods, the 

computational cost is very high so practically can only be used on relatively small 

systems. Like MP2 theory, it is a post-HF method which adds a correction term taking 

into account electron correlation. CCSD(T) (coupled-cluster singles and doubles, with 

perturbative triples) has become the ‘gold standard’ of computational chemistry due 

to its high accuracy for a wide variety of small to medium systems. 

CC theory aims to provide an exact solution to the time-independent 

Schrödinger equation. The essential idea behind CC theory is that the ground state 

wavefunction can be written as an exponential ansatz 

 |Ψ𝐶𝐶⟩ =  𝑒�̂�|Φ0⟩ (2.32) 

 
|Ψ𝐶𝐶⟩ =  (1 + �̂� + 

�̂�2

2!
+ 

�̂�3

3!
+ ⋯ , ) |Φ0⟩ (2.33) 

 �̂� =  �̂�1 + �̂�2 + �̂�3 + ⋯,  (2.34) 

where Ψ𝐶𝐶 is the coupled-cluster wavefunction, Φ0 is the Slater determinant of the 

system and 𝑒�̂� is an exponential functional of the operator �̂�. This operator can be 

further split into a sequence of excitation operators (Equation 2.34). 
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 �̂�1|Φ0⟩ =  ∑𝑡𝑖
𝑎Φ𝑖

𝑎

𝑖,𝑎

 (2.35) 

 �̂�2|Φ0⟩ =  ∑ 𝑡𝑖𝑗
𝑎𝑏Φ𝑖𝑗

𝑎𝑏

𝑖>𝑗,𝑎>𝑏

 (2.36) 

where t refers to the one electron CC amplitude, i and j denote the occupied electrons 

and a and b denote the unoccupied electrons. All �̂�𝑛 contributions are connected and 

represent n-electron correlation effects. The CCSD method which involves the single 

and double excitations is the most common CC method used. For many systems, it 

produces qualitatively correct results but the double excitation does not account for all 

electron correlation effects, therefore triple excitations must be considered. These are 

notoriously difficult to calculate but coupled-cluster theory can be used with 

perturbative excitations such as in the CCSD(T) method where the triples are 

calculated with perturbation theory. This is the method that is used as the benchmark 

in Chapter 4 for calculations on methane binding. 

2.2 Density functional theory 

2.21 The Hohenberg-Kohn and Kohn-Sham equations 

To gain accurate results for wavefunction based approaches, the 

computational cost increases greatly with system size. An alternative to a 

wavefunction based approach and currently the most popular method of quantum 

chemical calculation is DFT, which looks to compute the electron density 𝜌(𝒓). This 

greatly simplifies the three-dimensional wavefunction calculation approach down to 

one under the principle that the electron density can be used to find the total energy of 

a system regardless of size. This was proved by the Hohenberg-Kohn theorem in 

196494 which stated that the ground state expectation value of any physical observable 
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of a many-electron system is a unique functional of the electron density. The second 

Hohenberg-Kohn theorem illustrated that total energy functional as a minimum, the 

ground state energy E0 in correspondence the ground state density, 𝜌0(𝒓). DFT is 

therefore variational and the electron density that minimises the energy of the system 

is the most accurate electron density. 

 The Kohn-Sham (KS) approach95 is the one electron Schrödinger equation 

where the real system of N interacting particles is replaced with a system of N non-

interacting particles (typically electrons) that move in an effective potential Vs(r) and 

generate the same electron density ρ as the real density of the interacting system. As 

with the HF approximation, the total electronic energy is made up of the 

electron-electron interactions, the nuclear-electron interactions and the electron 

kinetic energy Te 

 𝐸[𝜌] = 𝐸𝑒𝑒[𝜌] + 𝐸𝑛𝑒[𝜌] + 𝑇𝑒[𝜌] (2.37) 

The electron-electron term can be separated into the classical Coulomb part, 

J, and the non-classical contributions of exchange and correlation, Encl. Here, the 

electron correlation is accounted for unlike HF theory where each electron interacts 

with the average potential of all other electrons and therefore the electrons can become 

too close to one another. The difference between the electron kinetic energy of the 

non-interacting system, which is given exactly by TS, and the kinetic energy of the true 

interacting system is given by TC. The total energy is 

 𝐸[𝜌] = 𝐽[𝜌] + 𝐸𝑛𝑒[𝜌] + 𝑇𝑆[𝜌] + 𝑇𝐶[𝜌] + 𝐸𝑛𝑐𝑙[𝜌]

= 𝐽[𝜌] + 𝐸𝑛𝑒[𝜌] + 𝑇𝑆[𝜌] + 𝐸𝑋𝐶[𝜌] 

(2.38) 

where EXC is the approximated exchange-correlation functional containing all 

unknown terms. 
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2.22 Exchange-correlation functionals 

The local density approximation (LDA) is the simplest model to approximate 

exchange-correlation functional and is derived from the homogeneous electron gas 

model and is written as 

 
𝐸𝑋𝐶

𝐿𝐷𝐴[𝜌(𝒓)] = ∫𝜌(𝒓)𝜖𝑋𝐶(𝜌(𝒓))𝑑𝒓 
(2.39) 

where ρ is the electron density and 𝜖𝑋𝐶 is the exchange-correlation energy of a particle 

in this uniform electron gas. The Slater exchange (Equation 2.40) is known 

analytically and represents the exchange part EX. 

 

𝐸𝑋 =
3

4
√

3𝜌(𝒓)

𝜋

3

 

(2.40) 

Monte Carlo calculations were used initially96 to calculate the correlation 

energy EC and from the results, several analytical methods were developed.97,98 The 

LDA offers relatively poor approximations for the exchange-correlation functional 

and was improved by the generalized gradient approximation (GGA) which accounts 

for the non-uniformity of real systems by adding information about the gradient of 

electron density ∇𝜌(𝒓) along with the electron density 𝜌(𝒓) to form the 

exchange-correlation functional. There are many examples of GGA functionals 

including the popular BLYP (Becke-Lee-Yang-Parr). This separates the exchange and 

correlation parts of EXC 

 𝐸𝑋𝐶 = 𝐸𝑋 + 𝐸𝐶  (2.41) 

where for the BLYP functional, EX is Becke’s exchange functional99 and EC is the Lee-

Yang-Parr correlation functional.100 
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Hybrid functionals are another type of exchange-correlation functional used 

widely for DFT calculations. These improve accuracy of the calculations by including 

a degree of exact HF exchange energy in EXC. The HF orbitals are replaced with KS 

orbitals to find the energy of the HF exchange functional, 𝐸𝑋
𝐻𝐹, and then combined 

linearly with density functionals for the exchange and correlation. The most popular 

hybrid functional currently in use is the B3LYP functional101 which uses the Becke 

3-parameter (B3) exchange102 with the LYP correlation functional 

 𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = (1 − 𝑎0)𝐸𝑋

𝐿𝐷𝐴 + 𝑎0𝐸𝑋
𝐻𝐹 + 𝑎𝑋𝐸𝑋

𝐵88 + 𝑎𝐶𝐸𝐶
𝐿𝑌𝑃

+ (1 − 𝑎𝐶)𝐸𝐶
𝐿𝐷𝐴 

(2.42) 

where the parameters a0, aX and aC are 0.20, 0.72 and 0.81, respectively. This 

functional is used for a great variety of systems for a wide range of applications in 

different fields providing good results with a relatively small computational cost. 

2.23 Dispersion corrections 

Dispersion corrections can also be added to improve upon these methods as 

standard exchange-correlation functionals fail to accurately model dispersion forces 

in a molecular system. This is due to the fact that only local effects influence the 

behaviour of the electrons in a system. Dispersion forces arise when an instantaneous 

dipole on one molecule or atom induces a dipole on another molecule in the system. 

This creates instantaneous dipoles between the two species, which results in a weak 

attraction force which is non-local. These dipoles do not form in standard DFT and 

therefore dispersion forces do not occur. In this work, an add-on term is used in the 

form of Grimme’s D3 empirical correction103–105 which provides good results on a 

variety of systems. 
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2.24 Basis set superposition error 

Systems containing more than one molecule can show basis set superposition 

errors (BSSE) when looking at binding energies. This occurs when molecules 

approach one another and their basis functions overlap in the space between the 

molecules. The basis set of one molecule essentially ‘borrows’ the basis set of the 

other molecule, so the basis set for both molecules is relevant to calculating the energy 

of each individual molecule. When calculating binding energies, BSSE can arise if the 

molecules are modelled individually with only the orbitals of each individual species 

included for either molecule. The method used in this work to deal with BSSE is the 

counterpoise method.106 This method involves comparing the energy of a molecule 

pair AB with the energy of A within the basis set of the whole system AB, and then 

repeating this procedure for molecule B. This method directly compensates for BSSE 

as the individual components of a system are explicitly modelled with the orbital space 

of the other components included. 

2.3 Statistical mechanics approaches 

Along with ab initio methods, statistical mechanics are also used in this work 

to study the interactions that can occur between guest gas molecules and MOF 

structures. Statistical mechanics is a branch of thermodynamics which attempts to 

calculate the macroscopic properties of the bulk system through the measurement of 

the macroscopic behaviour of a system found in equilibrium.107 The microstate, 

macrostate and the statistical ensemble are essential to define when using these 

methods. A microstate is a unique snapshot of a system defined by microscopic 

properties; i.e. each atom has a particular position, velocity and energy associated with 

it. The macrostate is a system at equilibrium that passes through multiple microstates. 

An ensemble links micro and macrostate properties by describing a collection of 
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different microstates belonging to the same macroscopic state. There are many 

examples of ensembles where three thermodynamic constraints are usually made to 

define the macroscopic property, M of the system which is determined by averaging 

the property over all microstates. Common examples of ensembles include the 

canonical (NVT) ensemble in which the number of molecules, N, the volume, V, and 

the temperature, T of the system are constant. Thus mimicking a closed system at 

thermal equilibrium with the surroundings. Another example of an ensemble of 

particular interest to this work is the grand canonical (μVT) ensemble in which the 

chemical potential, μ, volume and temperature of a system are kept fixed while N and 

the energy, E, are allowed to fluctuate. This represents systems seen in adsorption 

experiments where the system is in material and thermal equilibrium. These are 

particularly popular examples of ensembles but there are many more which are used 

extensively across computational science as they often represent systems seen in 

experimental conditions.  

2.31 Stochastic Monte Carlo methods 

Finite time periods and a large number of molecules are used to average 

properties determined by experiment. Calculating averages can be achieved using a 

number of methods such as Monte-Carlo (MC) based methods which will be the focus 

in this work. During MC simulations, a large number of randomly chosen microstates 

that belong to the same macrostate are simultaneously sampled. For a system in which 

the time-averaged and ensemble-average behaviours are identical, an ergodic system, 

the macroscopic property, M, may be linked to the property of the microstate using 

Equation 2.43. 
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 𝑀𝑚𝑎𝑐𝑟𝑜𝑠𝑐𝑜𝑝𝑖𝑐 = 〈𝑀〉 = ∑𝑀𝑖𝜂𝑖

𝑖

 
(2.43) 

where Mmacroscopic is the macroscopic property measured at the macroscopic level, 〈𝑀〉 

is the ensemble average value of the property and Mi represents the value of M in 

microstate i and ηi is the probability of observing said microstate. If both the 

instantaneous values of Mi and the probability of observing each microstate are known, 

then the ensemble average value may be found. 

In the grand canonical ensemble, the chemical potential, volume and 

temperature of all microstates are fixed, whilst the total number of molecules within 

the simulation volume, Ni, and the total energy of the system, Ei, are allowed to 

fluctuate between microstates through exchanges with an external reservoir. This 

mimics equilibrium adsorption experiments, in which an adsorbent is exposed to a 

bulk fluid. The partition function, Z, represents the sum of all possible accessible states 

of a thermodynamic system.108 For a grand canonical ensemble the partition function, 

ZμVT, is the sum of all possible combinations of the two variable Ei and Ni which follow 

a Boltzmann distribution: 

 𝑍𝜇𝑉𝑇 = ∑(𝑒−𝛽𝐸𝑖𝑒−𝛽𝜇𝑁𝑖)

𝑘

 
(2.44) 

 
𝛽 =

1

𝑘𝐵𝑇
 

(2.45) 

In which kB is the Boltzmann constant. The number of particles is not fixed and the 

partition function describes all possible microstates. Therefore, the probability of 

observing a particular microstate in the ensemble which has energy Ei and number of 

molecules N is 
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𝜂𝑖 =

𝑒−𝛽𝐸𝑖𝑒𝛽𝜇𝑁

𝑍𝜇𝑉𝑇
 

(2.46) 

 

This can then be substituted back into Equation 2.43 and the grand canonical 

ensemble can be used to calculate ensemble averages by: 

 
〈𝑀〉𝜇𝑉𝑇 = ∑𝑀𝑖𝜂𝑖

𝑖,𝑁

=
1

𝑍𝜇𝑉𝑇
∑𝑀𝑖(𝑒

−𝛽𝐸𝑖𝑒𝛽𝜇𝑁)

𝑖,𝑁

 
(2.47) 

Mi represents the average value of the property in microstate i over the total 

microstate volume. Classical behaviour of the system is assumed due to the extremely 

high number of microstates. This assumption involves considering a microstate where 

the positions and momenta of all particles are known as a single point in phase space. 

The macroscopic property, M can then be considered as a function of particle 

momentum, particle position and the probability of observing a particular 

configuration. Therefore, M is an integral over all momenta, υ, and positions s as 

shown in Equation 2.48. 

 
𝑀 = ∬𝑀(𝝊, 𝒔) 𝜌(𝝊, 𝒔) 𝑑𝝊 𝑑𝒔 

(2.48) 

where ρ is a probability distribution of the accessible configurations. The energy of 

the system can be de-coupled into kinetic and potential terms to simplify the integral. 

The kinetic terms depend on the momentum and the potential terms depend on the 

particle positions. The kinetic energy, Ek, for a single monoatomic particle is taken 

from the ideal gas theory and expressed as 
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𝐸𝑘 =
𝑉

Λ3
         Λ = ℎ√

𝛽

2𝜋𝑚
 

(2.49) 

where m is the mass of the particle, Λ is the de Broglie wavelength and h is Planck’s 

constant. The probability of observing a particular configuration, ρ(s), may be defined 

as: 

𝜌(𝒔) =  
1

𝑍𝜇𝑉𝑇
∙

𝑉𝑁

𝑁! Λ3𝑁
∙ (𝑒−𝛽𝑈(𝒔)) ∙ (𝑒𝛽𝜇𝑁) 

 (2.50) 

The energy can now be decoupled and the ensemble average value of M can 

be rewritten in classical form as equivalent to Equation 2.50: 

 
〈𝑀〉𝜇𝑉𝑇 =

1

𝑍𝜇𝑉𝑇
∑

𝑉𝑁𝑖

𝑁!Λ3𝑁𝑖

𝑁,𝑖

∫𝑀(𝒔)(𝑒−𝛽𝑈(𝒔)𝑒𝛽𝜇𝑁)𝑑𝒔 
(2.51) 

This equation can be calculated in a number of ways. In the simplest MC 

techniques, 〈𝑀〉 is determined by conventional quadrature107 in which a large number 

of random points are sampled in phase space and the integral for each point is 

evaluated. This approach is limited due to the extremely large number of 

configurations which must be sampled. Metropolis et al.109 introduced a method to 

solve this problem through an importance sampling scheme. Many of the points in 

phase space have negligible Boltzmann factors as they are statistically unlikely to 

occur so their contribution to the ensemble average is minimal. Therefore, a sampling 

bias towards the configurations with a high Boltzmann factor and large contribution 

to the integral is employed. This means that a series of configurations with a large 

Boltzmann factor are chosen and evenly weighted, improving the convergence rate of 

the calculation by focusing of microstates with low energies and speeding up the 

calculation. 
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The simulation process of an MC algorithm follows a series of steps which 

attempts to introduce small, random perturbations to the system including particle 

translations, rotations (not monoatomic particles), insertions and deletions. A Markov 

chain110 is generated as each configuration is only dependent on the immediately 

preceding configuration. The transition probability, π(o→n) is the probability of 

moving from the old configuration (o) to a new configuration (n) and the number of 

moves from (o) to (n) will be approximately equal to the number of moves from (n) to 

(o) for a system that has reached equilibrium. In MC simulations, the number of moves 

from old to new and new to old configurations must be identical so as the equilibrium 

distribution is not destroyed.107 

 𝜋(𝑜 → 𝑛) ∙ 𝜌(𝑜) = 𝜋(𝑛 → 𝑜) ∙ 𝜌(𝑛) (2.52) 

where 𝜌(𝑜) and 𝜌(𝑛) represent the probabilities of observing the old and new 

configurations respectively which are defined by their Boltzmann factors. The 

transition probability is a product of the probability of attempting a move att() and 

accepting the move acc(). As the number of moves from old to new and new to old 

configurations must be identical, the probability of attempting a move must be 

symmetric also so Equation 2.52 can be rewritten as 

 𝑎𝑐𝑐(𝑜 → 𝑛) ∙ 𝜌(𝑜) = 𝑎𝑐𝑐(𝑛 → 𝑜) ∙ 𝜌(𝑛) (2.53) 

To satisfy the detailed balance requirement, Metropolois et al109 introduced 

alternative acceptance criteria due to the face that within an unbiased MC scheme 

acc(o→n) and acc(n→o) are equal to unity, resulting in the acceptance of every 

perturbation and therefore, the entirety of phase space is explored. In the Metropolis 

scheme, the probability of observing the old and new configurations is related to the 

acceptance probability. If ρ(n) is greater than ρ(o) then the move (o→n) is accepted. 
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If the configuration (o) is much more likely than configuration (n), the move will not 

be accepted. The probability of accepting moves cannot exceed 1 so acc(o→n) and 

acc(n→o) are chosen as 

 
𝑎𝑐𝑐(𝑜 → 𝑛) = min (1,

𝜌(𝑜)

𝜌(𝑛)
)          𝑎𝑐𝑐(𝑛 → 𝑜) = min(1,

𝜌(𝑛)

𝜌(𝑜)
) 

(2.54) 

The potential energy of old and new configurations cannot be calculated 

directly (excluding extremely small systems) due to the complicated nature of the 

partition function. However, this can be eliminated by considering a ratio of the 

potential energies of configurations and depending upon the perturbation being 

attempted on the system. 

For rotation and translation moves, acceptance depends on changes to the 

energy of the system so using Equation 2.54: 

 𝑎𝑐𝑐(𝑜 → 𝑛) = min(1, 𝑒−𝛽(𝑈(𝑛)−𝑈(𝑜))) (2.55) 

For particle insertions and deletion moves, the potential energy of the system 

and the number of molecules in the system changes and therefore the acceptance 

probability depends upon both these factors. Again, using Equation 2.54: 

 
𝑎𝑐𝑐(𝑜 → 𝑛) = min (1,

𝑉

Λ3(𝑁 + 1)
𝑒−𝛽(𝜇−𝑈(𝑁+1)+𝑈(𝑁))) 

(2.56) 

Expressing the chemical potential of the system in terms of the gas phase 

fugacity, f, is often more convenient 

 
𝜇 =

ln(𝑓𝛽Λ3)

𝛽
 

(2.57) 

This fugacity of a fluid can be related to pressure using an equation of state 

and in this work the Peng-Robinson equation of state111 is used. Using Equation 2.57, 

the particle insertion acceptance probability becomes 
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𝑎𝑐𝑐(𝑜 → 𝑛) = min (1,

𝛽𝑓𝑉

(𝑁 + 1)
𝑒−𝛽(𝑈(𝑁+1)+𝑈(𝑁))) 

(2.58) 

And the particle deletion acceptance probability therefore becomes 

 
𝑎𝑐𝑐(𝑜 → 𝑛) = min (1,

𝑁

𝛽𝑓𝑉
𝑒−𝛽(𝑈(𝑁)+𝑈(𝑁+1))) 

(2.59) 

Following this Metropolis GCMC method, the simulation of adsorption in a 

porous solid to generate an adsorption isotherm consists of a number of steps. Initially, 

the simulation is set up using a simulation cell which contains a porous, crystalline 

solid, free of adsorbent. The temperature is set, along with the total vapour pressure 

and the chemical potential is chosen by fixing the fugacity of the adsorbent species. 

The simulation can then begin, allowing the simulation cell to fill up with molecules 

by attempting to alter the system with various perturbation moves which are accepted 

or rejected based on the appropriate acceptance criteria described previously. Over 

time, the simulation progresses and the system will eventually reach equilibrium 

where the potential energy of the system decreases towards a steady minimum from 

where microstates fluctuate little. This equilibrium process may take from 106 to 108 

MC steps and sampling of the properties of the system are then averaged over a further 

107 to 108 MC steps. This process is then repeated over a range of external pressures 

to generate a full adsorption isotherm. 

2.32 Pair potentials 

Force-fields are typically used to find the potential energy term, U(r). The 

potential energy of a system can be described using an analytical expression through 

the inclusion of bonded and non-bonded interaction terms. In this work bonded terms 

based on intramolecular interactions such as bond stretches are not included in the 

potential energy term as MOFs are treated as rigid structures with fixed bond lengths 
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and angles to reduce simulation cost. Therefore, the force-field only includes the non-

bonded terms which describe dispersion and electrostatic interactions between the 

MOF and adsorbate. The total potential energy of a system of N atoms interacting via 

pair potential is: 

𝑈(𝑟1⃗⃗⃗  , 𝑟2⃗⃗  ⃗, … , 𝑟𝑁⃗⃗⃗⃗ ) = ∑∑𝑈2(𝑟𝑖𝑗)

𝑗>𝑖𝑖

 
(2.60) 

where 𝑟𝑖𝑗 = |𝑟�⃗⃗� − 𝑟𝑖⃗⃗ | is the separation distance between particles i and j. There are a 

number of commonly used examples of pair potentials. Arguably the simplest and 

most widely used pair potential is the Lennard-Jones (LJ) function combined with an 

electrostatic Coulomb term. The relatively short-range vdW interactions between non-

bonded atoms are well described using the LJ potential in which the interaction 

between particles i and j, varies with separation distance, rij. The electrostatic 

interactions between charged atoms are taken into account by the Coulomb term which 

assigns a partial point charge (q) to each LJ interaction centre and calculating the 

interaction between partial charges i and j via a Coulomb potential. 

 
𝑈𝑖𝑗(𝑟) = ∑∑4𝜀𝑖𝑗 [(

𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

] +
𝑞𝑖𝑞𝑗𝑒

2

4𝜋𝜀0𝑟𝑖𝑗
𝑗𝑖

 
(2.61) 

where q is the partial charge on particle i or j, e is the elementary charge, 𝜀0 is the 

vacuum permittivity, σ represents the LJ collision parameter between particles i and j 

and ε represents the LJ interaction well depth between particles i and j. 

For interactions between atoms of difference types, the LJ cross-terms are 

calculated using the Lorentz-Berthelot mixing rules according to: 

 𝜖𝑖𝑗 = √𝜖𝑖𝜖𝑗 (2.62) 
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𝜎𝑖𝑗 =

𝜎𝑖 + 𝜎𝑗

2
 

(2.63) 

The LJ potential is short range so the interaction energy tends to zero very 

quickly meaning atoms with a large separation contribute close to zero to the total 

system energy. Therefore, the LJ potential is usually truncated at a specified cut-off 

distance beyond which the interaction energy is negligible. In this work, a cut-off 

distance of 15 Å is used, unless stated otherwise. The combination of LJ and Coulomb 

pair potentials are commonly used in MOF simulations112–115 with LJ parameters taken 

from various force fields described in Chapter 3. 

Another simple and widely used pair potential, similar to the LJ is the Morse 

potential. This is the sum of two exponentials and is more suitable for attractive 

interaction that comes from the formation of a chemical bond.116 This pair potential 

was used to study molecular vibrations and solids and inspired the development of 

bond-order potentials but is rarely used anymore. A more readily used pair potential 

is the Buckingham potential which provides a better description of strong repulsion 

due to the overlap of the closed shell electron clouds. However, the Buckingham 

potential becomes attractive when r becomes small which is problematic when dealing 

with short interatomic distances within a structure. This makes is unsuitable for MOF 

simulations and compared to the LJ potential, the Buckingham potential is more 

computationally expensive so this work utilises the LJ pair potential. 

2.33 Summary of Lennard-Jones parameters 

Framework LJ parameters (Table 2.1) for the metals were taken from the 

UFF.117 Three different sources of LJ parameters for non-metals were investigated: 

UFF, OPLS-AA and DREIDING118 in chapter 3, whilst chapter 5 uses just 

DREIDING LJ parameters, apart from for metal atoms. In the case of OPLS-AA 
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methane, partial charges for CH4 were taken from the OPLS-AA force field, while the 

CHELPG partial charges for the ligand fragments were calculated via DFT, following 

the methods described in Chapter 3 unless otherwise stated. 

 

Table 2.1: MOF framework LJ parameters used in this work. 

Atom Type 

UFF DREIDING OPLS-AA 

ε/kB (K) σ (Å) ε/kB (K) σ (Å) ε/kB (K) σ (Å) 

Zinc 62.373 2.462 - - - - 

Copper 2.516 3.114 - - - - 

Carbon 

(aromatic) 
52.838 3.431 47.856 3.470 35.225 3.550 

Carbon 

(carboxylate) 
52.838 3.431 47.856 3.470 52.838 3.750 

Hydrogen 

(aromatic) 
22.142 2.571 7.649 2.850 15.097 2.420 

Hydrogen 

(amide) 
22.142 2.571 7.649 2.850 0.000 0.000 

Nitrogen 34.722 3.261 38.949 3.260 85.548 3.250 

Oxygen 

(carboxylate) 
30.193 3.118 48.158 3.030 105.676 2.960 

Oxygen 

(ROR) 
30.193 3.118 48.158 3.030 70.451 2.900 

Oxygen 

(amide) 
30.193 3.118 48.158 3.030 105.626 2.960 

Sulphur 137.882 3.595 173.108 3.590 125.805 3.550 

 

 

Methane Lennard-Jones parameters used in this work were taken from either 

the TraPPE-UA119 or OPLS-AA120 (Chapter 3) force fields (Table 2.2). In Chapter 5, 
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the hydrogen model used for the H2 molecules in uptake within MOF-L7 used LJ 

parameters that came from experimental work and the model used was the same as 

used by Dakrim et al.121 H2 was modelled as a rigid structure with a set bond length 

of 0.74 Å and was represented by a single van der Waals sphere. This reproduced the 

quadrupole moment of a H2 molecule by placing partial charges on the hydrogen atoms 

and at the centre of mass. The LJ parameters for the H2 model are shown in Table 2.3. 

CO2 molecules for uptake in this chapter were modelled using the TraPPE force 

field119 and each CO2 was modelled as a rigid structure free to move about the MOF 

with a fixed C-O bond length of 1.16 Å. CO2 has a permanent quadrupole moment so 

was modelled as three van der Waals spheres by placing partial charges on the carbon 

and both oxygen atoms. The values of the LJ parameters are shown in Table 2.4. 

 

Table 2.2: Methane LJ parameters used in this work. 

Atom Type ε/kB (K) σ (Å) 

UA CH4 148.0 3.730 

AA C_CH4 33.213 3.500 

AA H_CH4 15.096 2.500 

 

 

Table 2.3: Hydrogen LJ parameters used in this work. 

Atom Type ε/kB (K) σ (Å) 

H 0.0 0.0 

H2 (centre of 

mass) 
36.700 2.958 

 

 

Table 2.4: Carbon dioxide LJ parameters used in this work. 

Atom Type ε/kB (K) σ (Å) 

C 27.0 2.800 

O 79.0 3.050 
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2.34 Simulation details 

The GCMC simulations were carried out using the Multi-Purpose Simulation 

Code (MuSiC).122 All perturbations were selected with equal probability. Force-field 

based calculations in this work (unless stated otherwise) were undertaken using the 

TraPPE parameters for CO2 and CH4, the latter of which was treated using a united 

atom (UA) description wherein the carbon and hydrogen atoms are combined into a 

single interaction site.119 In the case of UA methane, only a LJ component was 

considered. Select systems (explicitly identified in Chapter 3) were further evaluated 

using the LJ parameters of the OPLS-AA CH4 model,64 which incorporates both LJ 

and electrostatic components. In the evaluation of gas-ligand binding using classical 

methods, unless stated otherwise the partial charges were extracted using the CHELPG 

technique,123 originally developed by Breneman and Wiberg and these were derived 

from the complementary DFT calculations and used to describe the MOF fragment. 

As is typical in the MOF literature, metal atoms were described using UFF parameters, 

as these parameters are often not available in the DREIDING or OPLS force fields. 

All LJ parameters used in this work are listed above. 

While the primary variables which are adjusted in this work is the choice of 

LJ parameters for framework atoms, in truth the ability of the combined MOF-guest 

LJ terms – following Lorentz-Berthelot mixing rules124 explained earlier – to describe 

the MOF-gas interaction are evaluated. The TraPPE force field was developed to 

describe the bulk properties of the adsorbed gases, and has been shown to capture the 

adsorption isotherm well in the medium to high loading regimes in a wide range of 

MOFs.125–127 Thus it is considered most sensible to assign the prediction of the low 

loading regime and guest-framework interactions to the choice of framework LJ 

parameters, and this is the approach that will be used in Chapter 3. 
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Simulation of bulk properties of a system requires careful choice of boundary 

conditions found at the edges of the simulation cell. For example, an isolated box 

containing 103 atoms has a significant percentage of atoms near the edge of the system 

therefore the simulation in not an accurate representative of the bulk phase.107 

Therefore, periodic boundary conditions are utilised in which a simulation cell is 

replicated an infinite number of times in each direction. This means that the movement 

of any particle i through the primary simulation cell is replicated in all the infinite 

other images of the cell and therefore particles re-enter the same box on the other side 

as soon as they attempt to exit the simulation cell. One constraint of interatomic 

interaction energies within the primary simulation cell is that particle i is only allowed 

to interact with the nearest periodic image of any particle. Therefore, the bulk 

properties of the system can be sampled effectively. An appropriately sized simulation 

cell is needed to prevent a particle interacting with the periodic image of itself thus the 

smallest dimension of the primary simulation cell must be at least twice the cut-off 

radius chosen for the truncation of LJ interactions. 

2.35 Adsorption 

To understand the process of physisorption, isotherms are used to measure 

gas adsorption under increasing pressure. There are multiple types of different 

isotherm and they can be used to identify a material and how adsorption is taking place 

within a material. During adsorption, at low pressure gaseous molecules interact with 

the surface of the material, gradually covering the surface and forming a monolayer. 

As gas pressure increases further, multi-layer coverage occurs and smaller pores in the 

material will fill first. As pressure increases further, complete coverage of the sample 

occurs and fills all the pores. 
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There are a number of adsorption models. In 1909, Freundich gave a purely 

empirical expression to represent the isothermal variation of adsorption of a quantity 

of gas adsorbed by unit mass of solid adsorbent with pressure. This equation is known 

as the Freundlich Adsorption Isotherm. 

 𝑥

𝑚
= 𝑘𝑃

1
𝑛 

(2.64) 

where 
𝑥

𝑚
 is the amount of adsorbate (x) divided by the weight of the adsorbent (m) to 

give the adsorption per gram of adsorbent, P is the pressure and k and n are constants 

which depend upon the adsorbent and gas at a particular temperature. This isotherm 

correctly established the relationship of adsorption with pressure at lower values but 

fails at higher pressures. 

In 1916, Irving Langmuir published proposed a semi-empirical adsorption 

isotherm derived from a kinetic mechanism assuming that an equilibrium exists 

between adsorbed gaseous molecules and the free gaseous molecules. 

 
𝜃𝐴 =

𝑉

𝑉𝑚
=

𝐾𝑒𝑞
𝐴 𝑝𝐴

1 + 𝐾𝑒𝑞
𝐴 𝑝𝐴

 
(2.65) 

where 𝜃𝐴 is the fractional occupancy of the adsorption sites, 𝑉𝑚 is the volume of the 

monolayer, 𝐾𝑒𝑞
𝐴  is the equilibrium constant associated with the adsorbate and 𝑝𝐴 is the 

adsorbate’s partial pressure. This model assumes that only a monolayer is formed with 

the adsorbates immobile on the surface so there are no interactions between adsorbed 

molecules and the surface of the adsorbent is uniform with all adsorption occurring by 

the same mechanism. Again, this isotherm demonstrates the relationship of adsorption 

with pressure at low pressure values but fails to model physisorption at higher 

pressures.  
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BET theory was put forward in 1938 by Brunauer, Emmett and Teller as an 

extension to Langmuir theory, aiming to explain the physisorption of gases on surfaces 

through multilayer formation. It assumes that once adsorbed onto the surface, 

molecules can act as potential sites for other molecules to adsorb to form multiple 

layers infinitely and that the Langmuir theory can be applied to each layer. 

 𝑝

𝑉(𝑝0 − 𝑝)
=

1

𝑉𝑚𝐶
+ (

𝐶 − 1

𝑉𝑚𝐶
)

𝑝

𝑝0
 

(2.66) 

where 𝑝0 and 𝑝 are the saturation and equilibrium pressures respectively, 𝑉 is the 

amount of gas adsorbed (in volumetric untis) at equilibrium pressure, 𝑉𝑚 is the 

monolayer capacity and 𝐶 is a constant related to the heats of adsorption of the layers. 

This isotherm model demonstrates a relationship of adsorption with pressure that holds 

over higher and lower pressures. 

 

 

Figure 2.1: Different types of adsorption isotherms showing adsorption per gram of 

adsorbent against pressure, P. Type I, II and III isotherms show saturation pressure, Ps, when 

all the sites are occupied in the adsorbent and further increase in pressure do not cause any 

difference in adsorption. 
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Figure 2.1 shows different types of adsorption isotherms. The reversible Type 

I isotherm is concave to relative pressure and approaches a limiting value as p/p0 ~ 1. 

This is a typical isotherm of microporous solids such as activated carbons, molecular 

sieve zeolites, COFs and MOFs which have relatively small external surfaces and the 

limiting uptake is governed by accessible micropore volume as opposed to internal 

surface area. This depicts monolayer adsorption which can be explained by the 

Langmuir adsorption isotherm. 

The Type II reversible isotherm represents unrestricted monolayer-multilayer 

adsorption and is typical of a non-porous or microporous adsorbent.  The Type III 

isotherm is also reversible and is convex over the entire range of the x-axis and also 

indicates unrestricted multilayer adsorption. This type of isotherm is seen when lateral 

interactions between adsorbed molecules is strong in comparison to interactions 

between the adsorbent surface and adsorbate. 

Adsorption on mesoporous solids proceeds via multilayer adsorption 

followed by capillary condensation which results in Type IV and V isotherms. The 

initial part of the Type IV isotherm is attributed to monolayer-multilayer adsorption 

similar to the Type II isotherm. There is a plateau in adsorption as gases get condensed 

in tiny capillary pores of the material at a pressure below the saturation pressure of the 

gas. Type V isotherm can be directly compared to the Type III isotherm with initial 

formation of a multilayer and capillary condensation occurring as in the Type IV 

isotherm before saturation pressure is reached. 



42 
 

2.36 Henry’s law and virial fitting 

To gain insight into adsorption isotherms and calculate quantities of interest 

like isosteric heats of adsorption and selectivites it is useful assume a linear variation 

of the quantity of gas adsorbed versus pressure in the lowest part of the adsorption 

isotherm. This is known as the Henry’s law region where Equation 2.67 can be applied. 

 𝑛 =  𝐾𝐻 ⋅ 𝑝 (2.67) 

where p is the pressure, n is the quantity of gas adsorbed and KH is the Henry’s law 

constant. This initial Henry’s law region is well documented but not all physisorption 

isotherms follow linearity at the lowest pressures. Surface heterogeneity or 

microporosity can cause convex curvature with respect to the adsorption axis at the 

lowest pressure region. A number of different empirical equations have been 

suggested to allow deviations from Henry’s law in these physisorption isotherms.128 

Applying virial fitting analogous to the treatment of non-ideal solutions and imperfect 

gases provides a relatively simple was of obtaining KH from experimental 

physisorption isotherms. A linear form of virial fitting is usually more reliable129 

 ln (
𝑛

𝑃
) =  𝐴0 + 𝐴1𝑛 + 𝐴2𝑛

2 + 𝐴3𝑛
3 (2.68) 

where P is pressure, n is the quantity adsorbed in mol/g and A0-A3 are virial 

coefficients. By extrapolation of the plot of ln(n/P) versus n it is possible to find KH 

as 

 𝐾𝐻 = lim
𝑃→0

(
𝑛

𝑃
) (2.69) 

Once the Henry’s law constant is found, it can be used to calculate other 

properties of interest such a selectivity as is shown in Chapter 6. Using the KH 
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constants determined from a range of isotherm data, the selectivity (S) of one gas, i, 

over the second gas, j, was determined from the equation: 

 
𝑆𝑖𝑗 =

𝐾𝐻𝑖

𝐾𝐻𝑗
 

(2.70) 

The selectivity is of great importance within chemical separation processes. 

In terms of MOFs and gas adsorbents the binding selectivity finds the ratios of binding 

of one gas compared to another. MOFs for separation processes are beyond the scope 

of this work but the selectivity gives insight into how ligands within MOFs can affect 

binding. 

2.37 Isosteric heat of adsorption 

If the adsorption isotherms are entirely reversible, that is that the desorption 

isotherm path coincides with the adsorption isotherm path, then one can assume that 

over the complete range of relative pressures thermodynamic equilibrium is achieved. 

Useful thermodynamic quantities can then be obtained from the adsorption isotherm 

as each point along the isotherm represents an adsorbed state defined by a value of n 

and a value of P. 

The isosteric heat of adsorption represents the energy difference between the 

state of a system before and after the adsorption of a different amount of particles on 

the surface. It is often coverage-dependent due to lateral particle intermolecular 

interactions. To find this value adsorption isotherms are taken at different temperatures 

by Equation 2.71. 

 𝑄𝑠𝑡

𝑅𝑇2
= (

𝑑 ln 𝑃

𝑑𝑇
)
𝑛

 
(2.71) 
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where Qst is the differential isosteric heat of adsorption, P is the pressure, T is the 

temperature, R is the gas constant and n is the amount of gas adsorbed. 

2.38 Characterisation Tools 

Evaluation of structure properties is important to fully understand porous 

structures and their interactions with adsorbate molecules. Porous solids are typically 

characterised by their surface area, available pore volume and the size of accessible 

void pores.130 There are number of standard experimental techniques that are 

recommended for the evaluation of these structural properties131 and by following 

these recommendations, new structures may be compared to existing frameworks 

fairly. Several computational strategies have also been developed in recent years 

which enable framework characteristics to be determined from the crystal structure of 

the material. 

Experimentally, the surface area is generally determined by applying the 

Brunauer-Emmett-Teller (BET) formula132 to a nitrogen adsorption isotherm at 77K. 

This extends Langmuir’s monolayer theory133 by explaining the physisorption of gases 

on surfaces through multilayer formation, as explained previously. The BET surface 

area can be calculated as the area of the monolayer which is know from the number of 

molecules and projected area of a single nitrogen atom, divided by the adsorbent 

sample mass, giving the nitrogen BET surface area, shown in Equation 2.67.130 

 𝐴𝐵𝐸𝑇 = 𝜎𝑁𝐴𝑉𝑚 (2.72) 

where ABET is the specific surface area, Na is Avogadro’s number and σ represents the 

adsorbate cross-sectional area, assuming that Vm is in units of mol/g. Once a BET plot 

has been constructed from the relevant N2 isotherm, an appropriate linear pressure 

range to determine Vm must be chosen. The range is selected across the region of the 

isotherm that corresponds to monolayer formation, such that, the surface area is 
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accurately predicted. For many MOFs with micropores less than 2 nm across, the 

pressure range determined by Braunauer et al.132 (0.05 ≤ P/P0 ≤ 0.35) is too large 

giving an overestimation of surface area. Rouquerol et al.130 introduced a set of 

consistency criteria to determine the appropriate range over which Vm should be 

calculated. The criteria state that: only a range where V(P0-P) increases monotonically 

with P/P0 should be selected; the value of C (Equation 2.66) resulting from linear 

regression should be positive; the monolayer loading Vm should correspond to a 

relative pressure that falls within the selected linear region; this pressure should be 

equal to the relative pressure corresponding to the monolayer loading calculated from 

BET theory (
1

√𝐶+1
) with a tolerance of 20%. An appropriate pressure range can then 

be chosen to determine the value of Vm to calculate the surface area. 

In computational studies, the same method can be employed using a 

simulated nitrogen isotherm.134 Differences between simulated and experimentally 

recorded surface areas can indicate defects within the synthesised crystal structure 

and/or structures that are not fully activated. Therefore, the GCMC BET surface area 

is considered the benchmark theoretical surface area of the ideal structure under model 

synthesis and activation conditions.112 

The BET method remains a popular characterisation tool. However, the 

underlying theory relies of many assumptions which, for some adsorbents, over 

simplify or incorrectly describe the adsorption process.60 For crystalline materials, the 

surface area can also be calculated geometrically directly from the crystal structure. 

The simplest geometric method is the van der Waals surface135 which is generated by 

interlocking spheres located on each nucleus taking the atomic radius times a van der 

Waals radius. However, this method can produce small pockets where no solvent 

molecules can enter. One popular geometric method is the Connolly surface area 
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which is widely use in protein science. This is determined from MC simulations in 

which a spherical probe is randomly inserted or ‘rolled’ over each of the framework 

atoms in a MOF structure. The surface area is then calculated from the percentage of 

insertions which do not result in an overlap with another probe or other framework 

atoms. A very similar method is the accessible surface area, or the solvent accessible 

surface area.60 The difference between the two methods is that the Connolly surface 

area is calculated from the bottom of a probe molecule rolling across the surface, 

whereas the accessible surface area is calculated from the centre of a probe molecule. 

It has been shown that the accessible surface area rather than the Connolly surface area 

is more appropriate to characterise porous solids when assessing adsorption 

performance.60 The accessible surface area method is generally less computationally 

expensive than simulating a nitrogen adsorption isotherm taking minutes rather than 

days and generally provides a surface area comparable to the simulated BET surface 

area when a nitrogen-sized probe is used.60 Unless stated otherwise, in this work the 

surface area of MOFs was determined via the accessible surface area method, using a 

probe radius of 1.84 Å and a grid spacing of 0.25 Å. 

The pore volume of a MOF can be determined using a similar MC scheme as 

used to calculate the accessible surface area. A spherical probe is inserted into the 

simulation cell and the total pore volume is evaluated based either on the fraction of 

the insertions which do not result in an overlap with a framework or on the total 

probe-framework interaction energy per unit mass of framework. Where the LJ 

parameters for the probe are chosen to match a helium atom, the second method has 

been shown to be analogous to the experimentally determined helium pore volume.136 

In this work, the helium pore volume at 298 K was determined using the Poreblazer 

tool kit of Sarkisov and Harrison137 using a grid spacing of 0.25 Å.  
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The pore size distribution (PSD) of a structure is a probability density 

function giving the distribution of pore volume by characteristic pore diameters (d) 

present in a structure. The cavity diameter plays a key role in adsorption with packing 

and density of adsorbed molecules and the strength of the interaction with the 

framework walls dependent on pore size. Within MOFs, the pores are usually 

micropores (d < 20 Å) or mesopores (20 Å < d < 500 Å) as they are typically less than 

30 Å in diameter. Experimentally, the PSD is calculated via the examination of the 

adsorption isotherms of nitrogen and other species or immersion microcalorimetry. 

Computationally, the PSD is calculated by MC simulations which are used to 

determine the largest sphere which can be inserted into a cavity without overlapping 

with any framework atoms.138 
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Chapter 3 

Validation of Generic Force Fields for 

Prediction of Methane Adsorption in MOFs 
  

3.1 Introduction 

In recent years, the use of computational tools to aid in the evaluation, 

understanding and design of advanced porous materials for gas storage and separation 

processes has become ever-more widespread. High-performance computing facilities 

have become more powerful and more accessible and molecular simulation of gas 

adsorption has become routine, often involving the use of a number of default and 

commonly-used parameters. In this chapter, the primary focus is the application of 

molecular simulation, using a range of computational techniques, in the prediction of 

methane adsorption in metal-organic frameworks in the low-loading regime and the 

evaluation of the suitability of commonly chosen simulation parameters. In addition 

to confirming the power of relatively simple generic force fields to quickly and 

accurately predict methane adsorption isotherms in a range of MOFs, it is 

demonstrated that these FFs are capable of providing detailed molecular-level 

information which is in very good agreement with quantum chemical predictions. A 

number of chemical systems are highlighted in which molecular-level insight from 

generic force fields should be approached with a degree of caution and provide some 

general recommendations for best-practice in simulations of CH4 adsorption in MOFs. 

In 2004, the Snurr group,139,140 employed molecular simulations to evaluate 

the adsorption of methane in a range of real and hypothetical MOF materials and 

demonstrated that, in the case of IRMOF-1 and IRMOF-6, grand canonical Monte 
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Carlo (GCMC) simulations were able to reproduce the experimental methane 

adsorption isotherms to within 5-10%. Since then, GCMC has been employed to 

predict CH4 adsorption isotherms in a wide range of MOFs and related 

structures,60,73-81 with reasonable agreement with experiment reported in many cases. 

Molecular simulation can be invaluable in gaining additional information to 

experimental work. When a simulated isotherm is in reasonable agreement with 

experiment, it is possible to extract accurate and physically meaningful information 

from the simulations regarding the preferred adsorption sites and energetics of the 

adsorption process – information which is typically extremely challenging or 

impossible to obtain from experimental studies. This assumes that recovering the 

correct isotherm means that the underlying chemical and mathematical description is 

correct – that is, one can only correctly predict the isotherm if the descriptions of the 

atomic interactions and strengths are also correct. In this study, light is shed on this 

fundamental assumption in the case of CH4 adsorption in a range of MOFs following 

a multi-level computational approach. The suitability of three common generic force 

fields (UFF,117 DREIDING118 and OPLS-AA120,147) for the prediction of macroscopic 

properties (adsorption isotherms) is evaluated against available experimental data, 

while the recovery of accurate atomistic-level information from force field 

calculations (small molecule interactions) is compared to density functional theory 

(DFT) calculations. While all three force fields perform reasonably well in both 

aspects of the study, we highlight a number of systems in which these generic force 

fields should be approached with caution before, finally, making some general 

recommendations for good practice in the choice of generic force field as applied to 

methane adsorption in MOFs. 
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3.2 Simulation details 

The present work is not intended to provide a comprehensive review of 

simulations of adsorption in MOFs – several excellent review articles discuss this 

subject64,148,149 and the reader is directed towards these for more detail. It is necessary, 

however, to briefly introduce some of the technical aspects of simulations of CH4 

adsorption in MOFs. In general, two broad classes of simulation are available: 

approaches in which the interactions between atoms are described using quantum 

chemical or ab initio derivations, and those using some combination of empirically 

derived force fields (so-called ‘classical’ approaches). Due to the relatively high 

computational cost – and thus small system sizes – associated with quantum chemical 

methods, adsorption properties are typically assessed using classical molecular 

simulations.  

The adsorption of CH4 in a range of MOF-based systems (Table 3.1) was 

evaluated in three different simulation environments. The interaction of single gas 

molecules with fragments of the MOF material was evaluated using DFT. The same 

single gas molecule – ligand interactions were also probed using analogous force-field 

based approaches, in which the dependence of gas-MOF interaction on location and 

guest orientation was studied. Finally, the adsorption isotherm was evaluated in the 

periodic MOF system using GCMC simulations and, where possible, compared to 

experimental adsorption data.  

The chemical structure of each ligand fragment studied and the labelling 

scheme used in the present work is detailed in Table 3.1. Selected MOF sources for 

these ligands are listed, alongside the source of any reference experimental methane 

adsorption data used. Note that all ligands have been artificially passivated via the 
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introduction of either hydrogen or a methyl group in place of the coordinating 

carboxylic acid group employed in MOF synthesis. 

 

Table 3.1: Ligand fragments and associated MOFs studied in the present work. Colour 

scheme: Carbon – grey; Hydrogen – white; Nitrogen – blue; Oxygen – red; Sulphur – 

yellow. 

Ligand Fragment Label 
Example MOFs 

(w/ Metal) 

Reference Adsorption 

Data 

 

NDC 
IRMOF-8 (Zn) 

MIL-140C (Zr) 

 

Orefuwa et al 150 

 

 

BPDC 
UiO-67 (Zr) 

IRMOF-9 (Zn) 
 

 

ADC 
MIL-140D (Zr) 

PCN-250 (Fe) 
 

 

M181 
MFM-181 (Cu) 

UTSA-33 (Zn) 

Henley et al 151 

He et al 152 

 

M182 

MFM-18X (Cu) 

 

M183 

 

M185 
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M183c 

 

M185c 

 

M188 MFM-188 (Cu) Moreau et al 93 

 

CUK1 CUK-1 (Co)  

 

CUK2 CUK-2 (Co)  

 

M160 MFM-160 (Cu) 
Trenholme et al In 

Preparation92 
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3.21 Density functional theory calculations 

The interaction of a single CH4 molecule with fragments of the MOF was 

investigated using DFT with Grimme 3 dispersion correction153 implemented in the 

Q-Chem software package.154 In most cases, the fragment was the aromatic core of 

the ligand used in the MOF, with carboxylate groups replaced with either methyl 

groups or hydrogen. In order to fully investigate the interaction of guest molecules 

near the oxygen atoms of the carboxylate groups, several calculations were undertaken 

in which the fragment was the Zn-benzoate cluster typical of IRMOF-1. The 

interaction of the guest molecule with the fragment was evaluated in two steps, both 

using the B3LYP functional,102 which has been shown to be suitable for the treatment 

of weakly bound light gas-aromatic systems151,155 as well as the interaction between 

CH4 and unsaturated metal centres in MOFs.156,157 Geometry optimization of the 

guest-linker dimer was undertaken using the 6-31+G* basis set, followed by 

single-point energy calculations using the larger 6-311+G* basis set, from which the 

binding energy of the guest molecule was estimated following the counterpoise 

method for the correction of the basis set superposition error.158 For each system, 

several initial geometries were evaluated and in all calculations the atoms of the linker 

fragment were kept fixed, while the guest molecule and its constituent atoms were 

allowed to adjust position upon optimisation. Thus, for each system, a range of binding 

locations were investigated and the strongest binding locations identified. 

3.22 Force field-based calculations 

At the core of any classical molecular simulation is the choice of 

mathematical functions used to describe atomic interactions. In the case of the 
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relatively simple and non-polar methane molecule, the 12-6 Lennard-Jones form 

(Equation 2.50) is the most common choice. Although a number of groups have 

derived framework LJ parameters for specific MOF-guest systems,114,159,160 the 

majority of studies make use of one of several generic force fields, of which the most 

common are UFF, DREIDING and OPLS-AA. Both UFF and DREIDING were 

developed and tested for their ability to predict crystal structures, bond lengths and 

bond angles for organic118,161 and, in the case of UFF, organometallic molecular 

complexes,162 while OPLS-AA was developed to correctly reproduce properties of 

bulk organic liquids, such as the heat of vaporisation and liquid density.120,147 It should 

be noted that while all three force fields have been used to simulate gas adsorption in 

MOFs with some degree of success, none of them were designed to describe the 

interaction between a relatively isolated organic fragment or metal cluster with 

adsorbed species and, therefore, should not be assumed to be transferable to all MOF 

systems. 

Unless stated otherwise, force-field based calculations in this work were 

undertaken using the TraPPE parameters for CH4, which was treated using a united 

atom (UA) description.119 Three primary sources of LJ parameters for the organic 

portion of the framework were explored: UFF, DREIDING and OPLS-AA. As stated 

previously, all LJ parameters used in this work are listed in the Appendix. 

For each of the systems evaluated via DFT, complementary calculations were 

undertaken using classical, FF-based methods implemented in an in-house modified 

version of the Kh_d toolset.163 In these simulations, the optimised MOF fragment from 

the DFT simulation was placed in a large simulation box. The box was then discretised 

on a 0.2 Å grid and, for each point on the grid, the interaction of the guest molecule 

with the fragment was evaluated using the chosen force field. In the case of 
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single-atom molecules (i.e. united atom CH4), only a single calculation was performed 

per point. For polyatomic species, 5000 randomly generated trial orientations were 

tested per point and both the orientational averaged interaction energy and the 

individual configurations resulting in the strongest interaction were recorded. Both the 

fragment and probe molecule were treated as rigid bodies.   

3.23 Grand canonical Monte Carlo 

For those MOFs for which experimental adsorption data was available, 

theoretical adsorption isotherms for CH4 were generated via GCMC simulations 

carried out using the MuSiC software package.122 Each simulation point was allowed 

at least 6 x 106 Monte Carlo steps to come to equilibrium and system properties were 

evaluated over a further 10 x 106 steps. 

3.3 Results and discussion 

3.31 Prediction of adsorption isotherms 

Of the fourteen ligands included in the DFT/FF comparative study, several 

belong to MOF structures for which reliable low pressure CH4 adsorption data at 

273 K is available (IRMOF-8, MFM-188, MFM-181, MFM-182, MFM-183 and 

UTSA-33). Of these, a similar force field evaluation has been previously undertaken 

for IRMOF-8.65 For each MOF, methane adsorption isotherms were simulated using 

UFF, OPLS-AA and DREIDING force fields (Figure 3.1). In subsequent analysis, we 

report adsorbed amounts as the absolute number of methane molecules per unit cell 

for both experimental and simulated data. In order to compare force field performance 

across different MOF systems, we report the deviation of simulation from a Langmuir 

isotherm fitted to experimental data. In all cases the R2 value of the fitted isotherm 
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was > 0.97. Fractional loading, θ, is defined with respect to the fitted saturation 

capacity of the experimental system.  

 

Figure 3.2: Experimental93,150–152 (green triangles) and simulated (DREIDING – blue; OPLS 

– red; UFF – black) CH4 adsorption isotherms at 273 K in (a) MFM-181, (b) MFM-182, (c) 

MFM-183, (d) MFM-188, (e) UTSA-33 and (f) IRMOF-8. The Langmuir fit of the 

experimental data is indicated by the green dashed line. 

 

The isotherms recovered for MFM-181 (Figure 3.2) are representative of the 

trends observed in all seven systems. As has been noted previously in the case of 

covalent organic frameworks143 and IRMOF-8,65 UFF tends to significantly 

over-estimate adsorbed amounts compared to DREIDING, by between 15 and 50%. 

The OPLS-AA force field performs very similarly to UFF, over-estimating compared 
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to DREIDING by between 8% and 40%. The largest discrepancy is evident at low 

fractional loadings (θ < 0.25) and in all cases, the three force fields move towards 

convergence at higher pressures as the adsorption process begins to be dominated by 

methane-methane rather than methane-framework interactions. 

 

Figure 3.3: Experimental151 (green triangles) and simulated (DREIDING – blue; OPLS – 

red; UFF – black) CH4 adsorption isotherms at 273 K in MFM-181. The Langmuir fit of the 

experimental data is indicated by the green dashed line. 

 

In all cases, the isotherms predicted from generic force fields were in 

qualitative agreement with experimental data in the low and medium loading regimes, 

here taken as fractional loadings θ < 0.5. DREIDING was found to provide the closest 

quantitative agreement with experiment (Figure 3.2), though still over-estimates 

adsorbed amounts compared to experiment by 15-36% (θ < 0.25) and 13-14% (0.25 ≤ 

θ < 0.5). It is worth restating that these percentages relate to the absolute number of 

molecules present in the unit cell. For the low loading levels and MOFs considered in 

this study, the difference between experiment and simulation is in the region of 5-10 

molecules per unit cell (2-3 wt%, or 10-40 cm3/g at standard pressure, although these 

values are, of course, strongly dependent on the density of the MOF system.   
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Figure 3.4: Average relative deviation between experimental and predicted adsorption 

isotherms as a function of fractional loading. Blue – DREIDING; red – OPLS; Black – UFF. 

 

OPLS and UFF performed very similarly with respect to quantitative 

agreement with experiment (Figure 3.3), over-estimating by an average of 43% 

(OPLS) and 38% (UFF) for θ < 0.25, and 27% (OPLS) and 24% (UFF) for 0.25 ≤ θ < 

0.5. Both force fields have been previously reported to over-predict the adsorption of 

methane and other gases with respect to experiment in a range of other systems. Yang 

and Zhong164 reported an over-estimation in the cases of CH4 on IRMOF-1 and Cu-

BTC using OPLS-AA and suggested a re-parameterisation of the C and O atoms of 

the carboxylate groups, reducing εii by as much as 30%. A similar reduction in εii 

across all framework atoms was suggested for UFF by Fairen-Jimenez et al165 and 

Pérez-Peritello et al146 (who scaled εUFF by 0.59 and 0.69 respectively) based on 

simulations of methane adsorption in ZIF-8 and ZIF-69, while a similarly large over-

estimation (~50%) has been reported in UiO-66(Zr) using UFF.145 This suggests that 

while UFF and OPLS-AA are suitable for qualitative prediction of adsorption 

isotherms in MOFs, both are likely to over-estimate the amount adsorbed, as well as 
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low-coverage properties such as heats of adsorption or Henry’s constants, by a 

significant amount. 

Although DREIDING has been shown to significantly over-estimate methane 

adsorption when compared to experiment in ZIF-8,146 very good agreement was 

observed in the case of UiO-66(Zr)145 (~9-20% over-estimation for θ < 0.5) and in the 

present work, while simulations in IRMOF-1 and IRMOF-6139 and in IRMOF-865 

found excellent quantitative agreement with experiment (5-10% difference when 

averaged over the full isotherm). While there are too many variables to fully rationalise 

these apparent differences in quantitative agreement (e.g. the quality of the 

experimental data and experimental sample, the physical characteristics and 

composition of the MOF and the choice of simulation software), we are able to 

investigate the influence of one particular simulation parameter on the computed 

isotherms, namely the choice of cut-off radius, i.e. the atomic separation beyond which 

LJ interactions are assumed to be negligible. 

The cut-off radius (rc) is typically expressed in terms of multiples of the 

largest LJ σ parameter used in the simulation – σ for methane in this work. Suggested 

values of rc range from 2.5σ for typical LJ fluids, which can be expected to introduce 

an error in the total energy of the system in the region of 10%,110 to 5.5σ in Monte 

Carlo simulations of vapour-liquid coexistence.166,167 In the present work, rc = 15 Å 

(4σ) was implemented, while in the systems described above, the cut-off radius ranged 

from 12.8 to 18 Å (3.4σ to 4.8σ). Following the work of Düren et al,139 12.8 Å has 

proven a popular choice of cut-off radius in simulations of gas adsorption in MOFs 

and is used for the series of MOFs in Chapter 5. It is worth noting that this radius 

corresponds to just under half the width of the unit cell of IRMOF-1 and thus 

represented a compromise between computational accuracy and efficiency. Further 
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increase in the cut-off radius would have required a significantly larger simulation box 

(eight unit cells instead of one) and increased CPU time as a result. In order to better 

understand the influence of cut-off radius on adsorbed amounts, methane adsorption 

isotherms were simulated in the systems previously introduced, as well as IRMOF-1, 

using the DREIDING force field and a cut-off radius ranging from 10 to 25 Å (2.6σ to 

6.7σ).     

For all systems studied, increasing the cut-off radius was found to increase 

the amount adsorbed across the full pressure range considered. The recovered 

isotherms begin to converge, both in terms of the number of adsorbed molecules and 

total system energy, for a cut-off radius of 15 Å and are statistically indistinguishable 

for cut-off radii of 20 Å and above (Figure 3.4). For a cut-off radius of 15 Å, the 

simulated isotherms were quantitatively accurate to within 5% of those recovered 

using a 25 Å cut-off. This accuracy improves to within 3.5% for a cut-off of 17 Å. 

 

Figure 3.5: Dependence of amount adsorbed on cut-off radius, averaged for each system 

over the entire pressure range (0 – 70 bar). The ratio of the fractional loading predicted at a 

given cut-off, rc, to that predicted in the same system using a cut-off of 25 Å, is shown on 

the y-axis. The dashed line indicates a ratio of 0.95. 
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As illustrated for IRMOF-1 (Figure 3.5), the recovered isotherms in each 

MOF are all qualitatively similar and qualitatively correct in comparison to the 

experimental isotherm, even for the smallest cut-off implemented (rc = 10 Å). For the 

smallest cut-off used, the excess amount adsorbed is 10-30 cm3/g lower at standard 

pressure than that predicted in simulations using larger cut-off radii (rc > 15 Å). 

Furthermore, the adsorption mechanism and predicted adsorption sites are identical in 

all cases.  

 

Figure 3.6: Simulated CH4 isotherms in IRMOF-1 at 273 K for rc ranging from 10 to 25 Å. 

 

We suggest that while a 12.8 Å cut-off is likely to introduce a statistically 

significant under-estimation of the amount adsorbed, the isotherm is likely to fall 

within 10% of the converged adsorption isotherm and in no way invalidates 

predictions of capacity or suitability for methane adsorption applications. We would 

recommend, however, that a cut-off of at least 15 Å (4σ), and preferably greater than 

17 Å (4.5σ) be implemented in future work. The influence of cut-off radius does 

exhibit some system-dependence, however, and care should be taken to ensure these 

values are appropriate for the system of study. 
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Although all three force fields thus appear to over-estimate the strength of 

interaction between methane and the framework, they typically predict isotherms 

which are in reasonable agreement with experiment. We now consider whether having 

an isotherm which looks correct means that the associated atomistic detail of the 

prediction is physically insightful and chemically accurate for these systems at low 

loading (i.e. relatively isolated methane molecules interacting with the MOF). When 

evaluating the accuracy of these atomistic-level predictions, it is helpful to consider 

two classes of system – those whose ligand cores are based purely on carbon and 

hydrogen, and those whose cores incorporate other elements (oxygen, sulphur and 

nitrogen in this study). Note that the ligand fragments evaluated here have been 

methyl-, rather than COOH-terminated. The influence of the omitted carboxylate 

group – which is of particular relevance to the OPLS-AA force field – is evaluated 

subsequently in the case of the Zn-benzoate cluster typical of IRMOF-1. 

 

Figure 3.7: CH4-Ligand binding energies for carbon-rich ligands as predicted via DFT 

(green), DREIDING (blue), OPLS (red) and UFF (black). Bars indicate the upper and lower 

limits of observed DFT binding sites. 
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In the case of carbon-rich ligands (Figure 3.6), it is clear that while all three 

generic force fields are in the right ball-park, they tend to return a slightly stronger 

binding energy (BE) than that predicted by DFT. The smallest discrepancy is observed 

for OPLS, over-predicting by 1.2 kJ/mol (~20%) on average compared to the average 

DFT BE. It should be noted, however, that with the exception of the NDC ligand, 

OPLS predictions all fall within the range of BEs returned from DFT. Similarly, while 

DREIDING over-predicts the binding energy by an average of 2.2 kJ/mol (~35%) 

compared to the DFT average, it is less than 1 kJ/mol out when compared to the 

strongest binding sites predicted from DFT. It is clear, however, that the interaction 

strengths predicted from UFF are large, even when compared to the strongest sites 

observed in DFT (an over-prediction of ~25 % compared to the strongest DFT sites 

and ~48 % when compared to the DFT average). 

In addition to evaluating the binding energy predicted by the three force 

fields, the predicted binding locations and spatial dependence of interaction energy 

were compared to those determined from DFT calculations. It should be noted that as 

all three force fields share a common mathematical form (the 12-6 Lennard-Jones 

potential), their predicted potential energy surfaces are very similar in shape. In fact, 

the variation in predicted binding location for each FF is less than the 0.2 Å accuracy 

of the calculations employed in this study. As illustrated for the NDC ligand (Figure 

3.7) and BPDC ligand (Figure 3.8) excellent agreement was observed between DFT 

and FF in terms of position with respect to the aromatic core of the ligand, although 

all three FFs generally predicted a shorter CH4-ligand separation distance than in DFT 

(a discrepancy of 0.4 to 0.6 Å on average). This was found to be the case for all of the 

carbon-rich ligands included in this study and suggests that, in principal, most generic 

12-6 LJ potentials should be capable of predicting binding location for these types of 
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systems. While UFF, DREIDING and OPLS are thus equally capable of predicting 

chemically meaningful binding locations for methane near organic ligands which are 

primarily carbocyclic in nature, OPLS and DREIDING would appear to offer the most 

accurate description of the interaction strength. 

 

Figure 3.8: Strongest CH4-NDC interaction sites as predicted by (a) LJ force fields and (b) 

DFT. 

 

The two carbon-rich ligands NDC and BPDC show the closest agreement in 

location between DFT and FF produced sites. For both ligands, the strongest FF sites 

occur on an average plane over the whole structure. A number of DFT sites were found 

for all ligands and the strongest interactions for NDC and BPDC (Figure 3.7 and 3.8) 

were found to be in the centre of the ligand and in the centre of the aromatic rings, 

echoing the FF calculations with a difference of < 0.4Å away from the ligands. The 

strongest DFT binding interactions are very similar for both the NDC and BPDC 

ligands and are shown the left of Figure 3.7b and Figure 3.8b respectively. They occur 

at the centre of the aromatic rings with a binding energy of 6.80 and 6.75 kJ/mol-1 
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respectively which is in excellent agreement with both the OPLS and DREIDING 

estimates (Figure 3.6). 

 

Figure 3.9: Strongest CH4-BPDC interaction sites as predicted by (a) LJ force fields and (b) 

DFT. 

 

In the case of ligands with significant heterogeneity in their composition, 

such as those which incorporate S-, N- or O-heteroatoms or functional groups (such 

as the azo-, amide and amine moieties in this study), the combination of the standard 

MOF force fields with TraPPE-UA CH4 generally performs well in predicting the 

interaction strength and location of the strongest binding sites observed in DFT (Figure 

3.9). As observed for the carbon-rich fragments, using UFF leads to a significant over-

prediction of binding strength (by 5-45 %, and 17 % on average). In contrast to the 

carbon-rich fragments, however, DREIDING and OPLS are seen to perform almost 

identically in cases where nitrogen or oxygen atoms are present in the fragment. Both 

force fields over-predict by 7 to 8 % on average when compared to DFT, but, with the 
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exception of the heterocyclic ligands of MFM-183 and MFM-185, fall within 

1.2 kJ/mol of the DFT predictions.    

 

Figure 3.10: CH4-Ligand binding energies for N-, O and S-containing ligands as predicted 

by DFT (green), DREIDING (blue), OPLS (red) and UFF (black). Bars indicate the upper 

and lower limits of observed DFT binding sites. 

 

In the case of the BPDC ligand the average binding energy for OPLS and 

DREIDING calculations are in excellent agreement with the DFT results. As with 

most of the other ligands one of the strongest sites is above the ring and the location 

is consistent across DFT and FF-based calculations (Figure 3.10). However, it is the 

only linker for which the highest DFT binding energy exceeds that of the FF-based 

calculations. The strongest binding site with a binding energy of 8.69 kJmol-1, shown 

on the right of Figure 3.10 is over the nitrogen atoms within the molecule. The location 

of the CH4 molecule is also much closer to the molecule within the DFT calculations 

when compared to the FF predicted positions shown at the top of the figure with a ~ 

0.4 Å difference. 
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Figure 3.11: Strongest CH4-ADC interaction sites as predicted by (a) LJ force fields and (b) 

DFT. 

 

The cases of CUK-1/2, MFM-183/5 and MFM-160 are particularly 

interesting. These fragments contain heterocycles with one (pyridine; CUK1/2), two 

(pyrazine; MFM-183/5) or three (triazine; MFM-160) N-heteroatoms per ring. In each 

case, the strongest binding location for CH4 was found to be directly above the 

heterocycle in both DFT and FF-based calculations. The magnitude of over-prediction 

in interaction strength from FF-based calculations varies significantly, however. For 

the low nitrogen content CUK1/2 fragments, both DREIDING and OPLS predict the 

interaction strength extremely well, both falling within the range of BEs observed in 

DFT. The location of the CH4 molecule above the rings in both cases are very 

consistent between the two methods (Figure 3.11). In the case of pyrazine-containing 

fragments, however, both force fields over-predict the interaction strength 

considerably (by 17-28%). Further increase of the nitrogen content, surprisingly, does 

not lead to further over-prediction – in the case of the triazine-based MFM-160, both 
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OPLS and DREIDING under-predict the binding energy by 5-10%. The strength of 

interaction between methane and N- or O-containing heterocyclic ligands is thus 

heavily influenced by the electronic structure of the heterocycle and care should be 

taken when relying on classical simulations to extract quantitative energetic 

information in MOFs with complex heterocyclic ligands.     

 

Figure 3.12: Strongest CH4-CUK1 (a) and CH4-CUK2 (b) interaction sites as predicted by 

(ai, bi) LJ force fields and (aii, bii) DFT. 

 

In previous work, methane binding around the heterocyclic ligands of the 

MFM-18X series was shown to be heavily influenced by weak hydrogen bonding 

between methane and the N- or O-heteroatoms.151 It should be remembered that a 

simple LJ potential should not be expected to be able to predict these types of 

interactions. In the case of the ligands of MFM-183 and MFM-185, all three force 

fields were actually found to capture the strength of interaction and CH4-ligand 

separation surprisingly well in the regions where weak N--H hydrogen bonding was 

observed in DFT (Figure 3.12) but over-predicted the strength of interaction near the 

O-heteroatom by ~1.5 kJ/mol (34%). Employing a more complex model to describe 

methane (OPLS-AA, which includes both LJ and Coulombic potential terms) did not 

result in an improvement. All binding sites – both above the aromatic core and in 
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regions in which weak hydrogen bonding is to be expected – are now over-predicted 

by 25-50% (an increase from the 17 to 35% over-prediction observed for FF/TraPPE-

UA).  

 

Figure 3.13: Binding of CH4 with the MFM-183 and MFM-185 fragments predicted via 

DFT (a) and FF/OPLS-AA (b) top view (left) and side view (right). Note that binding above 

the pyrazine ring of MFM-185 (bottom-right image) could not be reproduced in DFT 

calculations. 

 

Interestingly, the preferred CH4 orientations predicted by FF/OPLS-AA 

simulations do not match those observed in DFT (Figure 3.12). The interaction 

between the partial positive charge on the hydrogen of CH4 and either the π-electrons 

of the aromatic or partial negative charge of the heteroatom leads to CH4 aligning itself 

such that a single H atom is directed towards the ligand. In the case of OPLS-AA CH4, 

methane tended to align itself with 2-3 hydrogen atoms pointed towards the ligand in 

order to maximise the LJ component of the force field – i.e. the opposite of that 

predicted by DFT. Not only does the inclusion of point charges on methane fail to lead 

to an improvement in accuracy in the description of ligand-guest interaction energy, it 

also predicts methane orientations which are inconsistent with DFT-based predictions. 

Furthermore, both UA and OPLS-AA treatments of CH4 predict strong binding of 

methane directly above the pyrazine ring of the MFM-185 fragment – a site which 

could not be replicated in DFT calculations.151 Therefore, for systems in which 

complex, non-LJ type interactions may be present, quantum chemical calculations 
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represent an excellent, complementary tool for investigation and validation of classical 

predictions.        

Although OPLS was seen to consistently over-predict CH4 adsorption 

isotherms at low loading compared to both DREIDING and to experimental data 

(Figures 3.2 and 3.3), it was found to be the best-performing FF in terms of predicting 

the interaction of methane with the organic core of the MOF. The major difference 

between the two cases is the presence of metal oxide clusters in the GCMC simulations 

– the fragments investigated via DFT excluded the carboxylate groups. Further BE 

calculations were thus undertaken for the CH4--Zn-benzoate cluster, representative of 

the metal-ligand combination of IRMOF-1 (Figure 3.13). As was the case for the 

organic fragments, all three force fields are able to correctly reproduce the binding 

locations observed in DFT – sites which have been previously explored by Dubbeldam 

et al.168 Furthermore, all three force fields performed reasonably well in reproducing 

the binding energies predicted by DFT, with DREIDING correctly predicting the DFT 

binding energies to within 1 kJ/mol across the system. Both UFF and OPLS over-

predicted by 1-2 kJ/mol in regions in which the primary interaction is with the benzene 

rings (Figure 3.13a and 3.13c). Near the carboxylate groups (Figure 1.13b), however, 

OPLS significantly over-predicted (2-3 kJ/mol; ~20-30%) in comparison to DFT and 

the other two force fields, primarily a result of the much higher εij/kB parameter for the 

carboxylate oxygen in OPLS (105.7 K) compared to the other two force fields (30.2 

K in UFF; 48.2 K in DREIDING).    
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Figure 3.14: Methane binding near the Zn-benzoate cluster, identified via DFT: (a) above a 

benzene ring; (b) sited in the ‘corner’ formed where three benzoate moieties intersect; (c) 

between two benzene rings, interacting primarily with the edges of the rings and oxygen 

atoms. 

 

These preliminary results suggest that while the OPLS force field will 

produce an isotherm which will often look qualitatively correct, a significant 

over-estimation of the adsorption isotherm at low pressure is likely in any MOF using 

carboxylic acid as a coordinating group. Any subsequent analysis of preferred 

adsorption sites will be artificially skewed towards these regions of the MOF. This can 

be seen clearly in the work of Yang and Zhong,164 in which their re-parameterisations 

of the OPLS force field for CuBTC and IRMOF-1 primarily affected the εii parameter 

for the carboxylate oxygen.  

Although UFF and OPLS perform very similarly in the prediction of 

isotherms – both over-estimate adsorption at low loading by ~30-50% in the cases 

studied – they do not appear to over-estimate for the same reasons. While OPLS 

appears to capture interactions near the ligand well, it significantly over-estimates the 

interaction near carboxylate groups. Comparison of FF and DFT binding energies 

suggests that UFF over-estimates the interaction of CH4 with all regions of the 

framework by a similar magnitude. UFF may, therefore, be expected to still give 

qualitatively accurate predictions of the relative importance of different adsorption 

locations within the structure for most systems. It has been shown, however, that the 
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reliability of classical force fields in predictions of methane binding near the metal 

cluster of a MOF is strongly dependent on the metal and its coordination 

state,115,141,169,170 particularly for systems in which open-metal sites are present, and 

care should be taken in the interpretation of simulation data in these cases. 

3.4 Conclusions 

In this multi-level computational study, the suitability of generic force fields 

for use in the prediction of methane adsorption isotherms and adsorption mechanisms 

in MOFs at low coverage has been evaluated through a combination of classical and 

quantum chemical simulations. It has been demonstrated that while all three 

commonly used generic force fields tested in this work (DREIDING, UFF and 

OPLS-AA) are suitable for the qualitative prediction of adsorption isotherms, 

DREIDING provides superior quantitative agreement with experimental data, 

confirming the general literature consensus. It’s also shown, however, that 

DREIDING over-estimates the adsorbed amount by up to 25% on average for 

fractional loadings less than 0.5. Furthermore, it’s demonstrated that selecting a cut-

off radius of less than 17 Å (4.5σ) is likely to introduce a systematic and statistically 

significant underestimation in the amount adsorbed when compared to the converged 

result. This underestimation is relatively minor (5-10%) and will further depend upon 

the implementation of the cut-off. In the present work, the LJ term was simply 

truncated at rc. Alternatively, one may shift the potential to produce a smooth decay 

to zero at rc and/or choose to include a further tail correction to the LJ energy. 

Comparison of DFT and FF-based simulations of gas-ligand binding has 

shown that DREIDING and, in particular, OPLS-AA are capable of predicting the 

binding location and binding energy to a high degree of accuracy (to within 0.5 Å and 

1-2 kJ/mol). The level of accuracy attained by FF predictions decreases significantly 
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in the case of ligands containing high concentrations of nitrogen or oxygen, however, 

and we recommend treating quantitative FF predictions of gas binding in these types 

of MOF systems with a certain degree of scepticism.  

Based both on the results presented and the literature data summarised herein, 

there are several suggestions that can be made as to best practice in choice of generic 

force field for predictions of methane adsorption in MOFs. UFF is likely to over-

estimate both the adsorption isotherm and the interaction of methane with organic 

ligands by a significant amount and it is shown to be best not to rely on this force field 

for quantitative predictions of low-coverage adsorption properties. It is possible that 

the scaling factors suggested by Fairen-Jimenez165 and Pérez-Peritello146 may 

satisfactorily address this shortcoming, although this was not explored in the present 

work. While OPLS-AA performed well in predictions of gas-ligand binding, it is likely 

to over-estimate gas adsorption in MOFs which use carboxylic acid as a coordinating 

group and did not offer a significant improvement over UFF or DREIDING in the 

prediction of adsorption isotherms. DREIDING offered the best performance of the 

three tested force fields in the prediction of adsorption isotherms in all the systems 

considered in this study, and in literature studies in which more than one force field 

was evaluated.65,115,146 It also performed very well in the prediction of gas-ligand 

interactions and, as it considers each element to have only one set of LJ parameters, 

has the advantage of being easily implemented in simulations.  

Given the huge number of potential MOF structures, this chapter is not a 

comprehensive study of methane adsorption in MOFs but intended as a guide in the 

selection of appropriate force fields for adsorption simulations and highlight some of 

the limitations and potential pit-falls of these approaches. Computational tools are – 

rightly – becoming more commonplace in the search for high-performance MOF 
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adsorbents but, as with all tools, need to be used appropriately. From here onwards in 

this work, the DREIDING force field will be used in the study of adsorption within 

MOFs of interest, unless stated otherwise. 
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Chapter 4 

Methane Capture Using Weak Hydrogen 

Bonding 

4.1 Introduction 

There are many strategies being explored to enhance the performance of 

porous materials for gas storage applications including increasing surface area, 

reducing solubility in water and developing pore structure. One strategy involves the 

investigation of selected functional groups to identify targets that will improve surface 

interactions. This can be achieved through the analysis of binding interactions that 

occur at molecular level between various functional groups and gas molecules of 

interest for gas storage, such as methane. There are multiple different binding 

interactions involved but in this chapter weak hydrogen bonds are the focus. The weak 

hydrogen bond is an important type of noncovalent interaction, which has been shown 

to contribute to stability and conformation of proteins and large biochemical 

membranes, stereoselectivity, crystal packing and effective gas storage in porous 

materials.171–173 

The binding of a series of functionalised organic molecules specifically 

selected to exhibit weak hydrogen bonds with methane molecules is systematically 

investigated here using second order Møller-Plesset perturbation theory. The methods 

used throughout the text are also explored and benchmarked. To increase the strength 

of hydrogen bond interactions, the functional groups include electron-enriched sites to 

allow sufficient polarisation of the C−H bond of methane.  
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Weak hydrogen bonds comprise a class of hydrogen bonds (HB) with typical 

values of the binding energy less than 17 kJ mol-1 (or 4 kcal mol-1) but greater than the 

van der Waals limit of 1 kJ mol-1 (or 0.25 kcal mol-1). This type of weak interaction 

allows the enhancement of affinity for methane without creating sites which are 

difficult and expensive to regenerate.174 Examples of the weak hydrogen bond include 

C—H···O interactions, where the hydrogen atom forms a bond between two moieties 

of which one or even both are of moderate to low negativity, and C—H···π interactions 

in π electron rich molecules.171 IUPAC has previously discussed extending the 

definition of the hydrogen bond to include any attractive interaction X—H···Y—Z, 

where some evidence of bond character exists between H and Y moieties, and X is 

more electronegative than H, even if only moderately (in the case of X as carbon).175 

Within this definition, X—H is the donor and Y is the acceptor. The H···Y distance is 

generally 2-3 Å, and 30-80% of weak hydrogen bonds have an H···Y distance of less 

than the sum of the van der Waal radii of H and Y species. This often makes weak 

hydrogen bond interactions difficult to distinguish. The X—H···Y angle is optimised 

at 180° but typically ranges from 90° to180°, and the H···Y—Z angle is optimised 

where the Y lone pair is directed at the hydrogen atom, or where maximum charge 

transfer occurs. The hydrogen bond character has been also shown in C—H/π 

interactions, which play an important role in many fields that include crystals,173 

conformational analysis,176,177 organic reactions178,179 and molecular recognition.180–

182 C—H/π interactions govern the stability of biological structures where they affect 

both binding affinity and conformation.  In these studies, it is also customary to use 

methane as the simplest model of an aliphatic compound. 

As discussed in the introduction an alternative natural gas storage method 

involves packing fuel tanks with porous material, such as MOFs, to adsorb the gas. 
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This exploits weak van der Waals interactions between methane and the pore walls to 

achieve a density comparable to compressed natural gas but allowing ambient 

temperatures and moderate pressures (typically 35 bar) in less bulky fuel tanks. 

Attachment of carefully selected functional groups to the porous materials can, in 

principle, enhance the interactions between methane and the pore walls to increase the 

packing density of methane at low pressures. Computational studies of the binding of 

guest molecules with functionalised ligands at the atomic scale76–78,183 have shown that 

finding favourable adsorption sites in the organic ligands holds a key to enhancing the 

ability of porous materials to capture gases. Torrisi et al.77, for example, showed that 

aromatic rings functionalised by certain groups can enhance the intermolecular 

interaction in different ways: methyl groups increase the inductive effect, lone-pair 

donating groups promote acid-base type interactions, and hydrogen bonding occurs in 

acidic proton containing groups. 

The primary aim of this chapter is to enhance the targeted design of MOFs 

and other porous materials and their ability to coordinate with one of more methane 

molecules via weak hydrogen bond interactions through the selection of functionalised 

organic molecules. The considered molecular complexes use an oxygen atom as the 

binding site 2for the methane molecule, and X—H exists as a C—H bond in methane 

and so is classed as a weak donor. To maximise the strength of the hydrogen bond 

interaction the organic linkers were selected to ensure that the Y—Z moiety is a strong 

acceptor, e.g. O=C.  

4.2 Computational methods 

Optimised geometries and binding energies for the functional groups 

supported by an aromatic or cyclohexane ring with methane were calculated for nine 
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methane-ligand complexes using Q-Chem quantum chemistry package.184 The carbon 

and hydrogen atoms within the ring of the linker were fixed upon geometry 

optimisation leaving the atoms of the functional group and the methane molecule free 

to find the minimum energy configurations. In the dimer, trimer and tetramer 

configurations, geometry optimisation was obtained using the resolution of identity 

MP2 level of theory (RI-MP2) with the cc-pVDZ basis set, and the binding energies 

were calculated at the MP2 level using cc-pVQZ basis set and the Boys and Bernardi 

counterpoise correction.158  Partial charges on each atom were obtained using the 

CHELPG scheme developed  by Breneman and Wiberg.123 

Benchmarks for the equilibrium structure and binding energy of a small 

formaldehyde−methane dimer are presented in Table 4.1 to show that the adopted 

computational approach is comparable in accuracy with the CCSD(T) method for the 

binding energies. Unlike the computationally expensive CCSD(T) method, the 

adopted computational approach can be used to study larger (tetramer) systems 

without compromising the accuracy of predictions. Table 4.1 shows that the 

MP2/cc-pVQZ binding energies calculated for the structures optimized at the 

RI-MP2/cc-pVDZ and MP2/cc-pVDZ levels of theory are in good agreement with 

those predicted directly from the MP2/ cc-pVQZ equilibrium structure. The 

CCSD(T)/cc-pVQZ binding energy obtained for the dimer optimized at the 

CCSD(T)/cc-pVDZ level of theory also has a very close value. The table also explores 

the binding of the formaldehyde-methane dimer using density functional theory (DFT) 

and various basis sets. Results show reasonable agreement with the most 

computationally expensive CCSD(T) method. All DFT methods slightly overestimate 

the binding interaction with omegaB97X-D showing the closest agreement to the 
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CCSD(T) method. Calculations using DFT methods will be carried out in later 

chapters. 

Table 4.1: Benchmarking RI-MP2, MP2, CCSD(T) and DFT calculations for a model 

formaldehyde-methane dimer 

 

Geometry 

optimisation, level 

of theory/basis set 

Distance between 

H(CH4) and 

O(CH2O), in Å 

Binding energy, 

level of theory/basis 

set 

Binding energy, 

in kJ mol-1 

RiMP2/cc-pVDZ 2.54 

 

RiMP2/cc-pVDZ 

 

-0.91 

MP2/cc-pVQZ -2.20 

MP2/cc-pVDZ 2.54 
MP2/cc-pVDZ -0.91 

MP2/cc-pVQZ -2.20 

MP2/cc-pVQZ 2.61 MP2/cc-pVQZ -2.21 

CCSD(T) /cc-pVDZ 2.99 
CCSD(T)/cc-pVDZ -0.95 

CCSD(T)/cc-pVQZ -2.24 

B3LYP/6-31+G* 2.60 B3LYP/6-311+G* -3.08 

B3LYP/6-31G** 2.57 
B3LYP/6-

311++G** 
-2.87 

 

The linker candidates presented in Table 4.2, all containing oxygen to create 

a strong hydrogen bond acceptor, were tested for their ability to bind methane. 

Functional groups with more than one accepting site were tested on their ability to 

form trimer and tetramer structures by including additional methane molecules. 
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Table 4.2: Selection of functionalised organic molecules screened for methane binding 

using a weak hydrogen bond 

Label Functional group Structure Label Functional group Structure 

A 

 

C6H5-OH 

phenol 

 

 

F 

C6H5-OOH 

phenyl 

hydroperoxide 

 

B 

 

C6H5-C(=O)-H 

benzaldehyde 

 

 G 
C10H6O2 

1,4-napthoquinone 

 

C 

 

C6H11=O 

cyclohexanone 

 

 
H 

C6H5-SO3H 

benzenesulfonic acid 

 

D 

 

C6H5-COOH 

benzoic acid 

 

 

I 

C6H5-PO3H2 

phenylphosphonic 

acid 

 

E 

 

C6H5-NO2 

nitrobenzene 

 

   

 

4.3 Results and discussion 

Figure 4.1 shows the lowest energy dimer configurations between methane and 

either phenol, benzaldehyde, or cyclohexanone molecule. For the phenol-methane 

dimer (Figure 4.1a), the lowest energy conformation corresponds to the interaction 

between the hydroxyl group on phenol and methane where the C—H bond of methane 

is pointing directly to the lone pair of the oxygen atom with the C—O···H being in the 

plane of the ring. The binding energy has a moderate value of -3.17 kJ mol-1, the C—

H···O angle is found to be 180° and the intermolecular H(CH4)···O distance is 2.58 Å. 

In this dimer, the interacting hydrogen of methane carries a small positive charge of 

+0.16 me and both the oxygen and the C(CH4) become more negatively charged upon 

binding. The above description indicates a typical HB-like, cohesive interaction. In 

OH

O

H

O
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O
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the benzaldehyde-methane dimer (Figure 4.1b), the strongest interaction was found to 

be between the formyl substituent functional group attached to a phenyl ring and 

methane molecule where the C—H···O=C atoms are located along a straight line with 

the H(CH4)···O(O=C) distance of 2.57 Å being shorter than the sum of the van der Waal 

radii of hydrogen and oxygen. A binding energy of -3.32 kJ mol-1 is comparable to 

that for the phenol-methane dimer shown in Figure 4.1a. A ketone functional group 

represents a binding site similar in strength and nature to the formyl group. This has 

been demonstrated in Figure 4.1c showing the cohesive interaction between 

cyclohexanone and methane. This dimer has the H—C bond of the methane pointing 

at the carbonyl oxygen such that the C—H···O=C atoms are aligned along a straight 

line. In this configuration, there is very little steric repulsion due to the way the 

carbonyl fixes the shape of the aliphatic ring. The moderate binding energy is expected 

of the carbonyl species due to the electron donating effect of the ring. 
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Figure 4.1: The dimer configurations optimised at the MP2/cc-pVQZ level for C6H5OH 

(phenol) – CH4 dimer (a), C6H5CHO (benzaldehyde) – CH4 dimer (b), and C6H11O 

(cyclohexanone) – CH4 dimer (c). The sites showing the strongest binding energies (BE) 

with methane are found to be hydroxyl (a), aldehyde (b) and ketone (c) groups. The atoms 

shown in grey, white and red represent carbon, hydrogen and oxygen, respectively. 

 

For the benzoic acid molecule, two dimer complexes have been identified, as 

shown in Figure 4.2. In dimer I the methane molecule interacts with the carbonyl-type 

oxygen atom via a weak HB-like interaction. Similar to the benzaldehyde – methane 

dimer (Figure 4.1b), the C—H···O=C interaction occurs linearly along the same axis, 

in the plane of the phenyl ring. The short intermolecular distance of 2.55 Å agrees with 

the moderate binding energy of -3.75 kJ mol-1. However, in the benzoic acid – methane 

dimer I the carbonyl oxygen atom is involved in two weak HB interactions making it 

a bifurcated HB acceptor and limiting the flexibility of rotation about the C—OH 

bond. Dimer II of this complex involves the methane molecule interacting directly 



83 
 

with the OH oxygen site. In this case, the O(OH)···H—C atoms are located on the same 

axis and the C—O···H angle of 149° suggests that the lone pair of the oxygen atom is 

somewhat unavailable to the methane in this configuration. The interatomic distance 

is short, at 2.58 Å, but the binding energy remains weak having the value of -2.89 kJ 

mol-1 despite the O(OH) having a more negative charge than the O(C=O) in the 

functionalized benzene. Although the binding is weaker in dimer II than in dimer I, 

both interactions are accompanied by an increase in positive charge at the hydrogen 

atom and an increase in negative charge at both the C(CH4) and O atoms. In the 

nitrobenzene – methane complex, only one dimer was tested due to the symmetry of 

the functional group, which gave a conformation in which the C—H bond of the 

methane directs to the N—O bond giving a H(CH4)···O(NO) distance of 2.57 Å (Figure 

4.2c). The binding energy of -3.65 kJ mol-1 is comparable to that of the benzoic acid 

dimer I shown and is moderate as expected of a highly polarizing group such as ‒NO2.  
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Figure 4.2: The MP2/cc-pVQZ optimised configurations of C6H5COOH (benzoic acid) – 

CH4 dimer complexes: configurations I (a) and II (b), where methane binds at one of the two 

oxygen sites, and C6H5NO2 (nitrobenzene) – CH4 dimer complex (c). The atoms shown in 

grey, white, red and blue represent carbon, hydrogen, oxygen and nitrogen, respectively. 
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Figure 4.3: The MP2/cc-pVQZ optimised configurations of C6H5OOH (phenyl 

hydroperoxide) – CH4 complexes: dimer I (a) and dimer II (b). The atoms shown in grey, 

white and red represent carbon, hydrogen and oxygen, respectively. 

 

The interaction of methane with the peroxide functionalized benzene (phenyl 

hydroperoxide) results in two dimer. In dimer I presented in Figure 4.3a the methane 

interacts with the oxygen atom closest to the phenyl ring. The C—H bond of the 

methane points to the lone pair of the oxygen nearest the ring such that the O(C—

O)···H—C atoms are in the plane of the ring with an intermolecular distance of 2.57 

Å. The peroxide bond, however weak, serves as a good accepting site due to the 

electron rich nature of the adjacent oxygen atoms. The binding resulted in a significant 

increase of charge to -15.2 me on the methane molecule. Dimer II shown in Figure 

4.3b has the methane interacting with the oxygen atom furthest from the phenyl ring. 

In this weaker dimer the methane molecule is located above the plane of the phenyl 

ring with the methane C—H bond positioned towards the lone pair of the accepting 

oxygen thus acting as a bifurcated HB acceptor with an O(OH)··· H(CH4) distance of 

2.58 Å. The H(O—H) atom rests just under the plane of the ring. Despite the O(OH) being 

more negatively charged than the O(C—O) atom, methane binds more weakly at the 
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O(OH) atom (the binding energy of -2.66 kJmol-1) than at the O (C—O) atom (the binding 

energy of  -3.54 kJmol-1). This is thought to be due to the O(OH) atom acting as a 

bifurcated HB acceptor. 

 

Figure 4.4: The MP2/cc-pVQZ optimised configurations of C10H6O2 (1,4-napthoquinone) – 

CH4 complexes: dimer (a) and trimer (b). 

 

1,4-Napthoquinone is the largest and one of only two non-fully aromatic 

species tested. The dimer form shows only one oxygen atom accepting a weak HB but 
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the trimer exhibits both available oxygen atoms involved with methane molecules. 

These complexes can be viewed in Figure 4.4. In the dimer, a moderately strong 

interaction with a relatively long intermolecular distance of 2.67 Å between the 

carbonyl oxygen and the methane hydrogen was found giving a binding energy of -

3.06 kJ mol-1. A marginal charge gain of -2.69 me on the methane molecule occurred 

upon dimer formation. Due to the symmetry of the structure it was unnecessary to test 

dimer formation at the other oxygen site. As expected, upon forming the trimer the 

binding energies of each interaction are predicted to be similar having the values of -

3.25 kJ mol-1 and -3.26 kJ mol-1. The H(CH4)···O(C=O) distances vary by 0.1 Å but this 

results in little effect on the binding. 
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Figure 4.5: The MP2/cc-pVQZ optimised configurations of C6H5SO3H (benzenesulfonic 

acid) – CH4 dimer complexes with methane molecules interacting directly with available 

oxygen sites. The atoms shown in grey, white, yellow and red represent carbon, hydrogen, 

sulphur and oxygen, respectively. 
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Figure 4.6: The MP2/cc-pVQZ optimised configurations of C6H5PO3H2 (phenylphosphonic 

acid) – CH4 dimer complexes (a-d) with methane molecules interacting directly with 

available oxygen sites. The atoms shown in grey, white, orange and red represent carbon, 

hydrogen, phosphorous and oxygen, respectively. 

 

The sulfonic acid group has three oxygen atoms available to accept a HB 

interaction from a methane molecule and the functional group is flexible across many 

of its bonds. There is a weak hydrogen bond within the linker itself, it exists as O—

H···O=S and so one S=O bond is involved in this interaction whereas the other is not. 

The dimer complexes tested encompassing the benzenesulfonic acid molecule are 

shown in Figure 4.5. Dimer I shown in Figure 4.5a involves the methane interacting 

with the oxygen not inherently exhibiting a weak HB within the functional group. It 
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shows a moderately strong interaction with the binding energy of -3.16 kJ mol-1 and 

an intermolecular distance of 2.53 Å. In dimer II (Figure 4.5b) the methane interacts 

with the S-OH type oxygen atom. This weaker dimer with the binding energy of -2.79 

kJ mol-1 shows a strongly directional interaction towards the lone pair of the O(OH) 

atom at a O(OH)··· H(CH4) distance of 2.58 Å. Dimer III shown in Figure 4.5c is 

comparable with dimer I in structure and binding strength as expected by the similar 

nature of the accepting oxygen. However, this oxygen atom is a bifurcated HB 

acceptor making it more negatively charged (-0.58e) compared to that of the accepting 

oxygen in dimer I (-0.50e) which gives rise to the slightly stronger binding in dimer III. 

Figure 4.6 shows the methane complexes formed with phenylphosphonic acid 

(a-d). As with the sulfonic acid group, there are three available oxygen atoms for 

binding methane and so there are many dimer arrangements that can be formed. Both 

dimers I and II (Figures 4.6a and 4.6b) only show weakly directional interactions but 

the binding energies are strong compared to all other functional groups investigated. 

Neither dimer gets stabilised via a weak hydrogen bonding interaction judging by the 

optimised geometries of the dimers. The dimer I configuration of phenylphosphonic 

acid and methane displays the methane in close proximity with the functional group 

and the binding energy is the largest found for any dimer tested at -5.93 kJ mol-1. 

Dimer II, although binding methane strongly (the binding energy of this complex 

is -4.07 kJ mol-1), is particularly inefficient in the way it binds to two O(OH) binding 

sites which in principle, could be occupied by several methane molecules to form a 

trimer (as in the case of trimer I shown in Figure 4.8a) or even a tetramer. The binding 

energies at these O(OH) sites are greater when absorbing two or three methane 

molecules per organic linker. Dimer III (Figure 4.6c) shows a strong, directional 

interaction between the methane and the O(P=O) atom that is stabilised by a weak HB 
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with a short intermolecular distance of 2.44 Å. The binding was accompanied by a 

charge increase at the methane of +22.0 me. Dimer IV shows a strong binding site 

where the C—H bond of methane points to the lone pair of the accepting O(OH) atom 

with an intermolecular distance of 2.53 Å (Figure 4.6d). Due to the symmetry of the 

functionalized benzene molecule, there exists an identical O(OH) atom accepting site. 

Superimposing the two dimer structures of the benzoic acid group gives a 

trimer configuration (Figure 4.7a) similar to that of the separate dimers but with both 

interactions weakened, as indicated by a significant lengthening of the O(C=O)··· H(CH4) 

distance to 2.94 Å and a decrease in both values for the binding energy. Despite the 

interaction at the carbonyl group occurring at a larger distance than the sum of the van 

der Waals radii of oxygen and hydrogen, the optimised geometry suggests a very 

directional interaction towards the oxygen lone pair symptomatic of an HB. For 

nitrobenzene, introducing another methane molecule to the system at another available 

oxygen site gives the trimer structure shown in Figure 4.7b. Similar to the benzoic acid 

group, upon forming the trimer, both methane molecules distance slightly from the 

accepting oxygen atoms and the binding becomes weaker. The binding energies are 

smaller than expected of a formally negatively charged oxygen.  The trimer structure 

of phenyl hydroperoxide (Figure 4.7c) is formed from superimposing dimers I and II 

which produces moderately strong interactions at each accepting site. Both methane 

molecules come closer to the functional group, each giving intermolecular distances 

of 2.52 Å - 2.53 Å. The binding energy at the O(OH) site increased but the binding 

energy at the O(C—O)  site decreased slightly. 
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Figure 4.7: The MP2/cc-pVQZ optimised trimer configurations of C6H5COOH (benzoic 

acid) – CH4 (a), C6H5NO2 (nitrobenzene) – CH4 (b) and C6H5OOH (phenyl hydroperoxide) – 

CH4 (c). The atoms shown in grey, white, red and blue represent carbon, hydrogen, oxygen 

and nitrogen, respectively. 

 

 



93 
 

 

Figure 4.8: The MP2/cc-pVQZ optimised configurations of C6H5SO3H (benzenesulfonic 

acid) – CH4 complexes. Benzenesulfonic acid trimers showing a combined structure of (a) 

dimers I and III, (b) dimers II and III and (c) dimers I and II. In these complexes (a-c), the 

binding energies are stronger at both HB sites with respect to the corresponding dimer 

structures. 
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Figure 4.9: The MP2/cc-pVQZ optimised configurations of C6H5PO3H2 (phenylphosphonic 

acid) – CH4 complexes. C6H5PO3H2 (phenylphosphonic acid) – CH4 complexes: (a) trimer I 

with methane molecules binding to each O(OH) atom similar to dimer IV but with stronger 

interactions; trimers showing a combined structure of (b) dimers III and IV and (c) dimers II 

and III. 

 

With many binding sites available in the sulfonic acid group, several trimer 

conformations have been constructed thus allowing investigation of binding methane 

in higher ratios of methane to ligand. Trimer I, combining the structure of dimers I and 

III, has been used to investigate the effect of binding methane in a 2:1 ratio (Figure 

4.8a). It is shown that both individual dimer interactions have been strengthened upon 

forming the trimer. The interaction at the bifurcated HB acceptor oxygen (left) 
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involves a charge increase at methane upon binding in the complex of +12.8 me and 

that at the other methane (right) of +5.50 me.  Other examples of methane binding in 

a 2:1 ratio are shown in trimer II, formed by superimposing dimers II and III (Figure 

4.8b) and trimer III, which involves a combination of dimers I and II (Figure 4.8c). In 

these complexes, the binding energies have also been found to strengthen at both HB 

sites with respect to the corresponding dimer structures. The interactions are 

directional and typical of weak HB interactions. The sum of the binding energies found 

in each of the trimers is very similar.  

As with the benzenesulfonic acid, several trimers for phenylphosphonic acid 

were tested to investigate the effectiveness of binding more methane molecules upon 

each linker. The trimer I involves methane molecules binding to each O(OH) atom 

similar to dimer IV but with stronger interactions. There is a slight asymmetry to the 

configuration as displayed by the angles, distances and the resulting binding energies 

shown in Figure 4.9a. Trimer II (Figure 4.9b) is a combination of dimers III and IV in 

which the binding energy is strengthened slightly giving moderately strong 

interactions of -3.99 kJ mol-1 and -4.42 kJ mol-1 at the O(P=O) site and O(P-OH) site, 

respectively. Both interactions are highly directional and so are typical of weak 

hydrogen bonds. The final trimer tested is a combination of dimers II and III with a 

directional, weak HB-like interaction at the O(P=O) site. The second methane molecule 

binds to both O(P-OH) sites below the functional group as shown in Figure 4.9c. Both 

interactions are of significant strength yet methane binds more strongly within trimer 

I where methane binds both more strongly and more efficiently. 

For benzenesulfonic acid, combining the three dimers further gave a 

promising tetramer complex with three strong, directional HB interactions and short 

intermolecular distances (Figure 4.10a). The O(OH)··· H(CH4) and O(S=O)··· H(CH4) 
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interactions strengthened relative to the corresponding dimers allow us to conclude 

that introduction of more methane molecules to the dimer complex is favourable. This 

could be a very powerful route to efficient capture of methane at increased pressures.   

The strongest interactions were found in the C6H5PO3H···(CH4)3 tetramer shown in 

Figure 4.10b with very large binding energies and short intermolecular distances. Each 

of the C—H···O(OH) angles is slightly distorted from the optimised angle of 180° found 

in the corresponding dimers. This is expected to be due to the steric repulsion between 

the methane molecules. Charge increases at the methane molecules of +1.46 me, +2.26 

me, and +2.72 me were calculated corresponding to the binding energies of -6.21 kJ 

mol-1, -4.05 kJ mol-1, and -6.17 kJ mol-1, respectively. Combining strong binding sites 

with a high methane to functional group ratio, the tetramer complexes of 

benzenesulfonic acid and phenylphosphonic acid demonstrate that these functional 

groups exhibit significant potential for enhanced CH4 capture.  
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Figure 4.10:  The MP2/cc-pVQZ optimised tetramer configurations of C6H5SO3H 

(benzenesulfonic acid) – CH4 (a) and C6H5PO3H2 (phenylphosphonic acid) – CH4 (b) 

complexes. The atoms shown in grey, white, orange red and yellow represent carbon, 

hydrogen, phosphor, oxygen and sulfur, respectively. 

 

The interactions of the dimer complexes compare well with results of similar 

studies. Research by Yu and co-workers focuses on the separation of CO2 from CH4 

in membrane materials with studies of functional groups bonded to hexane and their 

interactions with methane compared to carbon dioxide at the same level of theory.185 

Three of the functional groups R-COOH, R-SO3H and R-PO3H show similar dimer 

interactions with methane compared to our work illustrating a consistency in result 

and how this work can be applied to other porous materials. However, the use of the 

aromatic groups seems to have an effect, particularly with the R-OOH group in which 

the results differ most significantly indicating the base structure has an impact on the 

overall interaction and needs to be taken into consideration. 



98 
 

Overall, the dimer complexes show significant HB character towards the 

oxygen atom lone pair from intermolecular distances and directional geometries. 

There is no general trend for carbonyl containing linkers being superior in their 

methane sorption ability than hydroxyl containing linkers. There is no clear trend 

between the binding energy and charge increase at the methane suggesting that the 

interaction cannot be explained simply on a basis of charge on the methane as the 

dipole-dipole interaction within a HB is more complex. As seen in Table 4.3, the 

charge at the hydrogen atom of the methane is always more positive than that of the 

adjacent carbon atom, fitting well with the requirements for a hydrogen bond.  
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Table 4.3: The dimer complexes listed in order of increasing binding strength with the 

corresponding atomic charges of carbon, QC and hydrogen QH as determined by CHELPG 

charge analysis. Dimers I and II of the phenylphosphonic acid (I) linker have been excluded 

as they do not show clear hydrogen bonding character. 

 

Label Dimer 
Binding energy, 

in kJ mol-1 
Qc, mℯ QH, mℯ 

F 
C6H5-OOH 

dimer II: H—O···H—CH3 
-2.66 -0.48 0.15 

H 
C6H5-SO3H 

dimer II: H—O···H—CH3 
-2.79 -0.50 0.15 

D 
C6H5-COOH 

dimer II: H—O···H—CH3 
-2.89 -0.48 0.14 

G C10H6O2 -3.06 -0.49 0.15 

C C6H11=O -3.14 -0.50 0.17 

H 
C6H5-SO3H 

dimer I: S=O···H—CH3 
-3.16 -0.50 0.16 

A C6H5OH -3.17 -0.50 0.16 

H 
C6H5-SO3H 

dimer III: S=O(···H) ···H—CH3 
-3.21 -0.53 0.19 

B C6H5-C(=O)-H -3.32 -0.46 0.14 

F 
C6H5-OOH 

dimer I: C—O···H—CH3 
-3.54 -0.45 0.11 

E C6H5-NO2 -3.65 -0.52 0.17 

D 
C6H5-COOH 

dimer II: H—O···H—CH3 
-3.75 -0.49 0.16 

I 
C6H5-PO3H2 

dimer III: P=O···H—CH3 
-3.89 -0.57 0.23 

I 
C6H5-PO3H2 

dimer IV: H—O···H—CH3 
-4.15 -0.50 0.16 
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4.4 Conclusions 

The lowest energy configurations and the associated binding energies were 

calculated for ligand-methane complexes involving nine different functional organic 

groups. It has been demonstrated that some organic molecules contain several binding 

sites available for various dimer, trimer and tetramer conformations with methane 

molecules. Although the dipole across the C—H bond in methane is relatively weak, 

the methane can bind via hydrogen bonding accepting species such as carbonyl oxygen 

atoms. Each of the calculated energies gained from forming the dimers was enough to 

surpass RT (at room temperature). The Ph-PO3H2 ligand was the most encouraging 

candidate tested for binding methane via hydrogen bonding; the strongest binding 

energy calculated resulted from the O(OH)···HCH4 interaction of the [Ph-PO3H2···CH4] 

dimer. The phosphonic acid group also gave promising results upon introducing more 

methane molecules with the [Ph-PO3H2···(CH4)3] tetramer exhibiting the greatest 

binding energies calculated overall, suggesting binding in methane to ligand ratios of 

greater than 1:1 is feasible and can even be preferable. This could aid with sorption of 

methane at higher pressures. 

The geometries found gave intermolecular (O···HCH4) distances similar to, or 

shorter than, the sum of the van der Waals radii reinforcing the claim of weak 

hydrogen bonding interactions. It was also found that the C—H bond of methane 

generally directs towards the lone pair of the accepting oxygen, symptomatic of 

hydrogen bonding character. The investigations of trimers and tetramers were 

particularly promising with binding energies among the highest calculated through the 

study and the increase in methane to linker ratio causing methane to bind more 

efficiently. 
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The functional organic molecules selected in this work can be potentially 

incorporated into porous structures for enhanced methane capture. There are many 

examples of metal-organic frameworks containing phenol groups on their backbones30 

as well as ‒NO2
31 and –COOH32 groups incorporated in the pore. Carboxylate group 

has been widely used for the construction of stable porous structures due to its strong 

coordination ability to metal ions.186 Although sulfonic and phosphoric acid groups 

can bind strongly to metal ions, the free forms of these functional groups can still be 

inserted in metal-organic frameworks by using carboxylate linkers with highly 

charged metal ions such as Zr(IV) or Hf(IV).34  

A weak interaction between an aliphatic C—H group and an aromatic π 

system plays a vital role in molecular recognition for numerous ligand-binding 

proteins. The interaction has been also used in drug design to increase the inhibitory 

activity and selectivity. Furthering the understanding of these interactions and 

quantifying their energetics will have an important influence on the above 

applications. However, this investigation can only identify functionalised organic 

molecules that have potential to increase interaction between a porous material and 

methane molecules. To further develop the understanding of these interactions and the 

potential of these functionalised groups to enhance intramolecular bonding, studies of 

MOFs containing the targeted functionalised groups should be carried out, as 

illustrated in the next section where a series of theoretical MOFs containing the 

targeted functional group hexabenzocoronene is investigated.91 
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Chapter 5 

Methane Adsorption in a Series of MOFs 

Containing Nanographene Linkers 
 

 

5.1 Introduction 

The ability to tailor and control the density, internal pore volume and the 

internal surface area of MOFs61,187 is crucial for utilising these materials in 

high-capacity gas uptake applications. In this chapter, a new series of MOFs was 

computationally designed in an effort to increase the surface area and pore volume and 

therefore improve capacity for methane uptake. The series are (3,24)-connected-

{Cu2(COO)4} paddlewheel-based MOF networks of rht topology containing 

hexabenzacoronene as a central part of the linker. Results confirm that the use of the 

hexabenzocoronene unit leads to a significant enhancement uptake of CH4 and other 

gases for the entire family of MOFs. This suggests that hexabenzocoronene is an 

excellent candidate for replacing the phenyl ring, a conventional central element of 

the linkers used in the (3,24)-connected {Cu2} paddlewheel-based MOFs.187 An 

exhaustive computational analysis explores the effects of the dimensions of the 

proposed hexabenzocoronene-based linkers on the gas storage capacity and other 

properties of this model family of MOFs, focusing first on the surface area, pore 

volume, framework density and then moving onto structure-property relationships. 

Particular attention was focused on the thermodynamic conditions at which the 

maximum gravimetric and volumetric uptake of CH4 can occur. A similar 
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computational strategy has been adopted previously by Fairen-Jimenez et al.188 in the 

study of hydrogen adsorption in hypothetical MOFs with the rht topology. 

5.2 Structural properties 

The structural models are based on the (3,24)-connected network with rht 

topology previously used by Yan et al.,189,190 Nouar et al.,184 Yuan et al.,106,191 and 

Farha et al.61,187 The rht topology has been selected to avoid the interpenetration and/or 

interweaving that greatly affects the gas sorption properties. The new structures 

contain vacant sites at each of the Cu(II) ions within the binuclear paddlewheel nodes, 

which promote binding between the metal and the adsorbate gas molecules. The 

asymmetric unit of NOTT-112190 (Figure 5.1a) is used in this work to form the Cu(II) 

paddlewheel cluster within the rht network topology with Fm3m group symmetry, and 

replace the central phenyl core with hexabenzocoronene moiety (Figure 5.1b) to 

promote the linker elongation and efficient occupation of the void space by guest 

molecules. As shown in Figure 5.1a and 5.1b, the replacement of the central part in 

the linker of NOTT-112 with hexabenzacoronene leads to an increase of its 

dimensions by almost 60%. Seven different linker fragments, labelled L1-L7 (Figure 

5.1c), have been used with the hexabenzocoronene central element to construct a 

family of frameworks with rht network topology. 
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Figure 5.1: Views of (a) organic linker of NOTT-112;190 (b) organic linker containing 

hexabenzocoronene and the L2 fragment; (c) the L0-L7 linker fragments. 

 

An additional framework, labelled MOF-L0, has been built from a 

hexacarboxylate linker where three isophthalate units are directly connected to the 

central hexabenzocoronene part. The structures of the designed frameworks have been 

optimized using molecular mechanics, and their dimensions have been compared to 

unmodified MOFs containing a phenyl ring as the central core of the linker. The new 

series exhibit increased surface area and pore volume when compared to 

experimentally obtained MOF linkers. The structure of a member of the model MOF 

family, MOF-L1, containing hexabenzocoronene and the shortest organic linker L1 

with organic branched arms, is shown in Figure 5.2. 
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Figure 5.2: View of the structure of model MOF-L1 containing hexabenzocoronene and the 

shortest organic linker L1. 

 

NOTT-112 was chosen a starting point for structure preparation of the series 

of MOFs studied in this work. The rht-network topology, copper paddlewheel cluster 

and group symmetry of Fm3m were maintained. The series of MOFs were built, and 

geometry optimization of the structures undertaken using molecular mechanics 

simulations. These calculations were performed with the Forcite module of Materials 

Studio.192 Universal Force Field (UFF) parameters117 were used for the bonded and 

non-bonded interactions, with the exception of electrostatic interactions for which the 

Ewald sum technique was employed.193 Partial atomic charges were calculated using 

charge equilibration approach194 developed by Goddard for use in molecular dynamics 

simulations. During geometry optimisation the convergence criteria for the maximum 

change in the length of the unit cell is 0.01 Å. A slightly different approach was used 

for the largest structure MOF-L7. Density functional theory calculations were 

performed to derive the charges, as in Chapter 3, which were then used in the geometry 

optimization calculation to predict the final structure of MOF-L7. These were 

performed on clusters derived from the unit cells and atomic coordinates of MOF-L7, 

which included metal ion nodes and the organic linker representative of the respective 

unit cells (Figure 5.1b). All DFT calculations were performed with the Q-Chem 
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quantum chemistry package184 at B3LYP level of theory and the 6-31G* basis set. 

Partial atomic charges were extracted using the CHELPG technique.123 The final 

charge values were used for simulation of H2 and CO2 sorption. It was noted that 

through each cycle of optimisations, the differences between partial atomic charges on 

the atoms within the MOF decreased. This illustrated the structural convergence of the 

MOF through repeated optimisations. It was also noted that the partial charges on the 

central hexabenzocoronene part of the linker and also the nodes containing the open 

Cu(II) sites varied by a very small amount during optimisations. The biggest 

differences in partial charges were in the areas linking the nodes and central parts of 

the linker illustrating the structural change that the linker underwent through the 

optimisations from slightly curved to primarily straight linkers. 

Replacement of the central part of the hexacarboxylate with 

hexabenzocoronene in the (3,24)-connected MOF networks leads to a significant 

change not only in the dimensions but also in other structural properties of the 

proposed family of model MOFs. A summary of the structural properties of the MOFs 

family containing hexabenzocoronene central part, which include the geometric 

surface area, pore volume, framework density, and unit cell length, is given in 

Table 5.1. 
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Table 5.1: The structural properties of the model MOFs family containing 

hexabenzocoronene molecule as a central linker fragment. 
 

Framework 
Geometric surface 

area, (m2/g)  

Pore 

volume, 

(cm3/g) 

Framework 

density, (g/cm3) 

Unit cell 

length, (Å) 

MOF-L0 2589 1.33 0.61 47.01 

MOF-L1 4172 1.88 0.46 52.93 

MOF-L2 5048 2.40 0.36 59.44 

MOF-L3 5784 3.19 0.28 65.98 

MOF-L4 5784 3.50 0.26 70.06 

MOF-L5 6497 4.52 0.20 76.93 

MOF-L6 7014 6.09 0.15 87.93 

MOF-L7 7514 7.42 0.12 94.68 

 

The Brunauer-Emmett-Teller (BET) surface area of NOTT-112 is reported to 

be 3800 m2/g,190 whereas the surface area of MOF-L2 is 5048 m2/g, approximately 

33% increase upon modification of the central element of the linker. The model 

MOF-L3 framework, which has been obtained by replacing the central element of the 

NOTT-119189/PCN-69191 linker with hexabenzocoronene, also exhibits an enhanced 

geometric surface area of 5784 m2/g, which compares favourably with the surface area 

of unmodified NOTT-119 (BET surface area of 4118 m2/g)189 and PCN-69 (BET 

surface area of 3989 m2/g).191 Similar increase in the surface area has been achieved 

in MOF-L4 (5784 m2/g), whose structure can be compared to that of the unmodified 

NOTT-116 (BET surface area of 4664 m2/g)189 and PCN-68 (BET surface area of 

5109 m2/g)106 MOFs, and in MOF-L1 (4172 m2/g), which can be compared to the 

unmodified PCN-61 (3500 m2/g)195 MOF. 

An alternative way to compare the proposed model family of MOFs with 

existing unmodified structures (right panel of Figure 5.3) are presented against the 

modified model MOFs with the identical central part (highlighted in blue, left panel), 

which was decorated by an additional nine benzene rings. The optimised length of the 
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cubic unit cell of MOF-L2 is calculated to be 59.44 Å, which is comparable to the unit 

cells of the isoreticular MOF structure designed by Fairen-Jimenez et al. using the L3 

fragment188 (58.32 Å), NOTT-119189 (56.30 Å) and PCN-69191 (59.15 Å simulation; 

56.61 Å experiment). A discrepancy between the model and experimental values of 

the length of unit cell might be due to the fact that organic linkers in the 

computationally designed MOFs remain predominantly straight, while the linkers of 

PCN-69191 and NOTT-119189 bend to a certain extent.191 The geometric surface areas 

of the model MOFs are also similar: 5049 m2/g for MOF-L2 and 5194 m2/g for the 

model MOF designed by Fairen-Jimenez et al. using the L3 fragment;196 however, the 

BET surface area for the synthesised MOFs is somewhat smaller, e.g., 4118 m2/g for 

NOTT-119,186 and 3989 m2/g for PCN-69.197 
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Figure 5.3: Comparison of linker geometries of three members of the proposed model 

MOFs family, based on hexabenzocoronene molecule, with existing experimental MOFs: a) 

model MOF-L2 and NOTT-119189; b) model MOF-L1 and NOTT-116189; c) model MOF-L0 

and NOTT-112.190 
 

The model MOF-L1 framework shown in Figure 3 has a basic structure 

similar of the existing unmodified existing frameworks NOTT-116189 and PCN-68106 

and the model MOF designed by Fairen-Jimenez et al. using NOTT-112 and the L4 

fragment.188 The optimised length of the unit cell of MOF-L1 is predicted to be 

52.93 Å, in good agreement with the available experimental (52.74 Å in PCN-68106) 

and computational data (53.73 Å in the model MOF188 based on NOTT-112 and L4 

fragment). Such good agreement between the experimental data is observed because 

the organic linkers in these MOFs are entirely straight. 
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However, the predicted geometric surface area for MOF-L1 (4171.97 m2/g) 

is smaller than the BET surface area for NOTT-116189 (4664 m2/g), BET surface area 

for PCN-68106 (5109 m2/g) and the geometric surface area for the model MOF 

designed by Fairen-Jimenez et al. using NOTT-112 and the L4 fragment188 (5033 

m2/g). Finally, the smallest MOF-L0 framework can be directly compared to NOTT-

112. The unit cell length of 47.01 Å in MOF-L0 is exactly the same as the one 

experimentally obtained for NOTT-112,190 although the geometric surface area of 

MOF-L0 (2589 m2/g) is lower than the BET surface area of NOTT-112 (3800 m2/g).190 

The comparison method used in Figure 5.3 shows MOF structures of very similar 

dimensions, but the estimation of their accessible surface area depends very strongly 

on the method and type of a probe used. 

The largest MOF of the proposed family, MOF-L7, exhibits a surface area of 

7514 m2/g, which exceeds the largest BET surface area reported in experiment to date 

in this series, that of NU-109 (7000 m2/g).187 The MOF-L7 framework density of 

0.12 g/cm3 is also at the limit close to the lowest calculated density for porous crystals 

reported for the MOF-399 compound (0.126 g/cm3).198 The remaining members of the 

proposed family exhibit structural properties comparable with typical values achieved 

in the synthesis of ultrahigh porosity MOFs.188 A longer organic linker typically 

provides larger void space and a greater number of adsorption sites within a 

framework. However, linkers with a very large number of phenyl repeat units make a 

MOF liable to structure interpenetration, poor solubility, low synthetic yields, and 

cumbersome purification protocols. The use of MOFs with the rht topology, based on 

a singular net for the combination of 3- and 24-connected nodes, removes any concern 

for catenation (interpenetration or interweaving of multiple frameworks) and makes 

them an ideal target in design of ultrahigh porosity. The desolvation and associated 
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activation using supercritical CO2 and solvent exchange and processing187,189 is a 

particularly promising method that allows generation of MOFs with ultrahigh surface 

areas.  

5.3 Gas uptake performance 

Grand Canonical Monte Carlo simulations have been used to predict CH4 

uptake in the model MOF structures at T = 273 K and T = 298 K and for pressures up 

to 70 bar. The gravimetric and volumetric sorption isotherms of the model MOFs for 

CH4 uptake are presented in Figure 5.4, and the summary of sorption data at 35 and 70 

bar is given in Table 2. At 273K and 70 bar, the model MOF structures with the L3-L7 

linker fragments show a significant gravimetric uptake exceeding 50 wt%. The model 

MOF-L7 with the longest linker exhibits the highest absolute gravimetric uptake of 78 

wt%. Whereas MOF-L7 has extremely large pore openings, the dimensions of MOF-L4 

are comparable to those of NOTT-119189/PCN-69191, which have been synthesized 

successfully. As the computational isotherms correspond to a perfect structure with no 

impurities or pore collapse, the uptake values for CH4 shown in Figure 5.4 can only be 

considered as the upper limit.  Various structural defects or collapsed regions that may 

occur naturally in experimental samples will lower these theoretical estimates. On a 

volumetric basis at high pressures the structures exhibit the opposite trend so that the 

lowest volumetric uptake of CH4 (138.24 cc cc-1 at T = 273 K and 70 bar) corresponds 

to the structure with the longest linker, MOF-L7. 
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Figure 5.4: Calculated adsorption isotherms for CH4 in model MOFs with the L0-L7 organic 

linkers: gravimetric (top) and volumetric (bottom) results at T=273 K (left) and T=298 K 

(right).  

 

On the other hand, the framework with no linker fragment, L0, exhibits an 

impressive volumetric uptake of CH4 of 273 cc cc-1 at 273K and 70 bar, although the 

gravimetric uptake of this MOF is only 32 wt% at these conditions. At 298 K, the 

overall trend remains the same confirming that the model MOFs with short linkers 

achieve high volumetric but low gravimetric sorption, but the MOFs with long linkers 

exhibit a low volumetric and high gravimetric uptake for CH4. In general, low 

volumetric uptake is a consequence of the low density of MOFs. 

MOFs with the linkers L1 and L2 underperform systematically in both 

volumetric and gravimetric metrics. An increase in temperature at constant pressure 

makes the overall CH4 uptake performance worse so that only three structures exceed 

the gravimetric uptake of 50 wt%, namely MOF-L7 with 63.5 wt%, MOF-L6 with 

59 wt% and MOF-L5 with 50 wt% gravimetric uptakes (see Table 5.2 for further 

details). The volumetric uptake also decreases with increase of temperature in all 
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considered model MOF structures. It can be generally observed at 298 K and 70 bar 

that the model MOFs L2-L7 show higher gravimetric uptake than NU-111 (36 wt%)199, 

PCN-68 (35 wt%)106 and NOTT-119 (30 wt%)189 reported in the literature. The 

observed strong temperature dependence on CH4 uptake may potentially provide an 

efficient tool for gas uptake and subsequent release. 

 

Table 5.2: Summary of CH4 sorption characteristics in MOF-L0 - MOF-L7 calculated at 

T = 273 K and T = 298 K and the pressures of 35 bar and 70 bar. 

 

 

70 bar 35 bar 

T=273 K T=298 K T=273 K T=298 K 

wt% 
V/V, 

cm3/cm3 
wt% 

V/V, 

cm3/cm3 
wt% 

V/V 

cm3/cm3 
wt% 

V/V 

cm3/cm3 

MOF-L0 32.0 273 28.5 243 28.0 239 23.8 203 

MOF-L1 39.4 254 33.7 2167 31.5 203 25.1 162 

MOF-L2 44.7 241 39.5 199 34.7 175 26.6 134 

MOF-L3 53.7 208 43.2 167 34.3 133 26.2 102 

MOF-L4 57.2 204 46.0 164 36.3 129 27.9 99 

MOF-L5 62.7 177 50.0 141 36.8 104 28.7 81 

MOF-L6 71.8 153 57.9 124 40.6 87 32.2 69 

MOF-L7 78.0 138 63.5 113 43.1 76 34.9 62 

 

As Table 5.2 and Figure 5.4 confirm, for a constant temperature the CH4 

uptake is lower at 35 bar than that at 70 bar. At 35 bar and 273 K the model MOF-L7 

framework shows the highest gravimetric uptake of 43.1 wt%, whereas the highest 

volumetric uptake of 239 cc cc-1 is shown by MOF-L0. 

GCMC simulations have also been performed to predict CO2 and H2 sorption 

in the largest framework of the considered model MOF family, MOF-L7. 
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Figure 5.5: Adsorption isotherms in the model MOF with the L7 organic linker calculated 

for (a) CO2 at T = 298 K and (b) H2 at T = 77 K. 

 

Simulation of CO2 sorption (Figure 5.5) reveals a high CO2 storage capacity 

for MOF-L7 at 298 K, 80 bar of 595 wt%. Due to its very large pore size MOF-L7 is 

not suitable for the CO2 sorption at low pressures, but at high pressures a stepwise 

behaviour in the adsorption isotherm is observed, and a significant amount of CO2 is 

adsorbed in the structure. Therefore, pressures suitable for CO2 storage in these 

structures must be higher than 70 bar. The highest experimental values for total CO2 

uptake achieved so far have been reported for NU-100 (232 wt%)61 at 40 bar and 

298 K and MOF-210 (248 wt%)200 at 50 bar and 298 K. The uptake of 30.4 wt% for 
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H2 gas in MOF-L7 has been obtained at 60 bar and 77 K, and is a value that is twice 

greater than the known experimental values for the best performing MOFs with NU-

100 and MOF-210 showing total H2 uptakes of 16.4 wt%61 and 16.7 wt%,200 

respectively. 

5.4 Conclusions 

A family of model MOFs based on the (3,24)-connected MOF networks with 

the rht topology has been proposed in which the central part of the organic linker has 

been replaced with hexabenzocoronene molecule. An exhaustive multiscale 

computational analysis allows not only prediction of the physical and chemical 

properties of the proposed MOFs family, but also a direct comparison of the model 

structures with existing MOFs of similar structure. It has been shown that a 

replacement of the central linker fragment with hexabenzocoronene molecule 

significantly increases the size and gas uptake capability of the entire MOFs family 

with rht-network topology. The presence of the central hexabenzocoronene increases 

the geometric surface area not only through the provision of additional benzene rings 

but also by providing extra rigidity to the linker skeleton. The structure optimization 

of the model MOF-L0 and MOF-L1 frameworks shows a good agreement with the 

available experimental data for the MOFs with similar structure and straight linkers, 

such as NOTT-112190 and NOTT-116189/PCN-68.106 However, the calculated surface 

area of MOF-L4 is predicted to be somewhat larger than the surface area of NOTT-

119189 and PCN-69191, despite the fact that the linkers in these MOFs have similar 

length and structure. This is because in the calculations the linker fragments remain 

straight in model MOFs with hexabenzocoronene molecule whereas the linkers of 

NOTT-119189/PCN-69 are bent. 
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The GCMC simulations of CH4 uptake have been performed on the optimised 

MOF structures at pressures up to 70 bar and at two temperature values, T = 273 K 

and T = 298 K. This study confirms that a number of the designed MOFs formally 

reach the DOE targets201 for CH4 storage, but none of the proposed MOFs achieves 

both gravimetric and volumetric uptake targets. In addition to CH4 storage capability, 

the GCMC simulations of CO2 and H2 have been performed for the largest family 

member, MOF-L7, which exhibits outstanding sorption properties at high pressures. 

Following the positive conclusions of this work, experimental efforts are being made 

to synthesise MOFs containing hexabenzocoronene within the core of the linker. 

Although no successful synthesis has yet been carried out, this illustrates how the 

computational study of theoretical MOFs can guide experimental studies.  Overall, it 

has been demonstrated that a replacement of the central fragment with 

hexabenzocoronene molecule is a viable linker modification method, which might 

have the potential in enhancement of gas uptake for CH4 and other gaseous molecules. 
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Chapter 6 

Gas-Sorbent Interactions within Copper 

MOFs MFM-160 and MFM-188 
 

6.1 Introduction 

Understanding the mechanism of gas-sorbent interactions is of fundamental 

importance for the design of improved gas storage materials. In this chapter, two new 

copper MOFs, MFM-16092 and MFM-18893 and their interactions with CO2, CH4 and 

various hydrocarbons are investigated. The studies aim to and reveal the importance 

of the combination of functional groups, open metal sites and appropriate pore 

geometry in improving MOF-substrate interactions for gas uptake and storage. 

The use of MOFs containing polar functional groups such as amines and 

amides has proved effective for uptake of CO2 at low pressure, whilst MOFs with very 

large surface areas have shown exceptional storage capacity for CO2 at higher 

pressures.24,195,202–204 The amide group (-OCNH-) is of particular interest because it 

offers dual-functionality from both CO- and NH- sites. Notably, the introduction of 

amide groups in MOFs has been reported to strengthen the host-guest interactions in 

MOFs.27,202,205 However, experimental observation of the precise role of amides in 

guest binding in MOFs is still largely lacking. Triazine also offers interest and has 

been used as a core to great effect in MOFs with high CO2 uptake206,207 as well as in 

MOFs capable of selectively adsorbing C2 hydrocarbons over CH4.
6,8  

Here the crystal structure and gas uptake properties are reported for the 

(3,24)-connected CuII MOF, MFM-160 and the tetra-amide tetra-isophthalate CuII 

complex MFM-188, designed for both high CO2 uptake and selective sorption of C2 
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hydrocarbons over methane. Gas binding is investigated by a combination of DFT 

studies and 2H NMR studies carried out by the Manchester Schröder group in 

MFM-160, and DFT studies with neutron powder diffraction (NPD) and inelastic 

neutron scattering (INS) carried out by the Schröder group in MFM-188. These 

crystallographic and dynamic experiments successfully establish a detailed molecular 

mechanism for guest binding within these MOF structures. 

6.2 Results and discussion: MFM-160 

 

 

Figure 6.1: Cages A, B and C in MFM-160. 

 

As synthesised MFM-160 is a (3,24)-connected framework of rht topology 

containing three distinct cages, A, B and C (Figure 6.1). Cage A is a truncated 

cuboctahedron formed from 12 {Cu2(O2CR)4} paddlewheel units and the isophthalate 

terminus of 24 different hexacarboxylate H6L linkers (Figure 6.2). The spacing 

between cuboctahedra is determined by the distance between isophthalate moieties on 

neighbouring arms of the linker. This results in the formation of the larger cages B 

(truncated tetrahedron) and C (truncated cube). 
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Figure 6.2: Structure of H6L hexacarboxylate linkers in MFM-160. 

 

The potential accessible volume of desolvated MFM-160 is 77%, as 

calculated by the VOID algorithm within the software PLATON208 (after removal of 

all guest solvates and coordinated water molecules) with a calculated crystal density 

of 0.540 g cm-3. The permanent porosity of the framework was confirmed via an N2 

sorption isotherm measured volumetrically at 77 K which indicated reversible type-I 

behaviour and an uptake of 983 cc g-1 (123 wt%) at 1 bar (Figure 6.3).  The slight 

changes in gradient in the range 30 – 120 mbar are assigned to the sequential filling 

of the microporous and mesoporous cages. The estimated Braun-Emmett-Teller (BET) 

surface area of MFM-160a as calculated from this isotherm was 3847 m2 g-1, with a 

total pore volume of 1.52 cm3 g-1. 
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Figure 6.3: N2 isotherm for MFM-160 at 77 K from 0-1 bar. 

 

6.21 0-20 Bar gas sorption isotherms 

High pressure (0-20 bar) gravimetric isotherms were performed using CO2 

and CH4 at 298 K and 273 K (Figure 6.4) and at 77 K and 87 K for H2. MFM-160 

shows exceptional capacity for CO2 storage at 20 bar with 558 cc g-1 (110 wt%) and 

719 cc g-1 (141 wt%) uptake at 298 K and 273 K respectively. This unsaturation uptake 

of CO2 at 298 K is one of the highest reported to date: to the best of our knowledge 

the current record uptake under these conditions is 627 mmol g-1 (123 wt%) in 

MOF-177.203 At 195 K and 1 bar MFM-160 nears saturation at 881 cc g-1 (173 wt%). 

CH4 uptake at 20 bar was 199 cc g-1 (14.2 wt%) at 298 K and 274 cc g-1 (19.6 wt%) at 

273 K. 
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Figure 6.4: CO2 and CH4 isotherms for MFM-160 from 0-20 bar (filled triangles: 

adsorption; open triangles: desorption). 

 

6.22 Low pressure hydrocarbon sorption isotherms 

Low pressure (0-1 bar) isotherms of C2 hydrocarbons were run at 273 K and 

298 K for comparison with the data obtained for CH4. As shown in Figure 6.5, the 

uptakes of C2H2, C2H4 and C2H6 at 273 K are 212.3 cc g-1 (24.68 wt%), 175.2 cc g-1 

(21.94 wt%) and 201.3 cc g-1 (27.02 wt%) respectively. At 298 K these values become 

127.8 cc g-1 (14.85 wt%), 115.0 cc g-1 (14.40 wt%) and 110.0 cc g-1 (14.76 wt%). 

Whilst these capacities are slightly lower than those reported with similar materials,6,8 

the extremely low uptake of CH4 at 1 bar (15.3 cc g-1 at 298K, 27.1 cc g-1 at 273 K) in 

MFM-160 makes the material of great interest for selective separation of C2 

hydrocarbons over CH4. 
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Figure 6.5: Hydrocarbon isotherms for MFM-160 from 0-1 bar at 273 K (top) and 298 K 

(bottom). 

 

 

To estimate the selectivity of each hydrocarbon over CH4 Henry’s law was 

employed, in which constants (KH) were determined using a virial fit of the measured 
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isotherm data (See Appendix Figures A.1 to A.10). Using these constants, the 

selectivity (S) of one gas, i, over the second gas, j, was determined from Equation 2.70 

as discussed in Chapter 2. 

The selectivities for C2H2:CH4, C2H4:CH4 and C2H6:CH4 at 273 K were 

calculated to be 104:1, 130:1 and 10:1 respectively. At 298 K this becomes 79:1, 70:1 

and 9:1 respectively. To the best of our knowledge the C2H2:CH4 separation of 79:1 

at 298 K is the third highest reported for a MOF (for Cu-TDPAT6 it is 127:1 and for 

Cu-TDPAH8 81:1). Notably this is significantly higher than the selectivities reported 

for smaller-pore Cu MOFs such as UTSA-50a16 and UTSA-15a18 (68:1 and 56:1 

respectively). The C2H4:CH4 separation in MFM-160a at 298 K is second-highest only 

to that for Cu-TDPAT (85:1).6 

The selectivity for C2H2 over CO2 (15:1 at 298 K; 16:1 at 273 K) 

demonstrates the potential of MFM-160 for the purification of acetylene, in which CO2 

is a common impurity. A study by Li et al.209   strongly suggested that the presence of 

N atoms within MOF channels does not improve selectivity for C2H2 over CO2. Thus, 

in the case of MFM-160, we attribute this selectivity to the greater vdW interactions 

between the framework and the slightly larger C2H2 molecules, as described by 

Samsonenko and co-workers for selective uptake of C2H2 over CO2 in porous 

formates.210 The separation of CO2 from C2H2 is notoriously difficult as a result of 

their similar size and sublimation points:211 accordingly the high selectivity for C2H2 

over CO2 is a very promising finding. This work represents the second highest 

selectivity for a metal-organic framework for this separation, exceeded only by 

Cu2(pzdc)2(pyz), reported by Matsuda et al. in 2005 (C2H2:CO2 =  26:1 at 11 mbar 

and 270 K).212 However, the saturation uptake of C2H2 in Cu2(pzdc)2(pyz) is just 42 

cc g-1 in comparison to 212 cc g-1 in MFM-160 at 1 bar and 273 K. It should be noted 
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that re-running of these isotherms gives identical results, showing the stability of 

MFM-160 to repeated activation and re-use. 

6.23 Heats of adsorption 

Isosteric heats of adsorption (Qst) for each gas were calculated using a virial 

method to fit the sorption isotherms at 273 K and 298 K. The zero-loading heats of 

adsorption for CO2, C2H2, C2H4 and C2H6 are 30.04, 36.65, 35.69 and 23.76 kJ mol-1, 

respectively. Each has a higher zero-loading Qst than CH4 (23.11 kJ mol-1) which, in 

common with the work reported by Liu et al.8 on Cu-TDPAH, we tentatively assign 

to be a result of increased vdW and electrostatic interactions between the larger gas 

molecules and the framework, contributing to the observed selectivity for C2 

hydrocarbons over CH4. The Qst values follow the same pattern as the selectivities at 

298 K (C2H2 > C2H4 >> C2H6), although at 273 K the C2H4:CH4 selectivity is greater 

than the C2H2:CH4 selectivity (130:1 versus 104:1). 

6.24 Solid state 2H NMR studies of activated and gas-loaded MFM-160 

In order to gain a greater understanding of the C2H2:CO2 separation and of 

the behavior of both gases within the MOF, 2H-NMR studies were carried out on a 

partially deuterated analogue of MFM-160, denoted MFM-160-d12 (Figure 6.6). 

Phenyl ring dynamics can affect the adsorption properties in two ways: firstly, the 

phenyl rings themselves provide an accessible adsorption site as a result of the 

aromatic π-system; secondly the phenyl rotation directly affects the effective MOF 

pore size and geometry. Probing the framework dynamics is also of interest for 

comparison with other known MOFs, thus improving the knowledge of carboxylate-

based MOF structure-property relationships.  
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Figure 6.6: Partially deuterated analogue of MFM-160, MFM-160-d12 used for 2H-NMR 

studies 

 

The investigation of structural dynamics in MFM-160-d12 was probed in the 

activated material, in the presence of CO2 (1 bar and 5 bar loadings) and in the 

presence of C2H2 at 0.32 bar and 1 bar. As the low pressure uptake of C2H2 is 

significantly higher than that of CO2, respective pressures of 0.32 and 1 bar were 

chosen for an equimolar comparison between the two gases. The loading of 0.32 bar 

C2H2 and 1 bar of CO2 each correspond to ~3.1 gas molecules per linker, where the 

empirical formula of MFM-160-d12 = 1043.43 g mol-1 (the mass of Cu3L-d12). The 

higher loadings of 1 bar C2H2 and 5 bar CO2 correspond to 5.9 and 10.8 molecules per 

linker respectively. The solid state 2H NMR results (experimental and simulated) for 

the activated material is shown is Figure 6.7 while the results for CO2/C2H2 loaded 

materials are shown in the Appendix figures A.11 - A.15. 



126 
 

 

Figure 6.7: Temperature dependence of 2H NMR line shape for the phenyl fragments in 

guest-free MFM-160-d12 (experimental - left, simulation - right). 

 

In activated MFM-160-d12, the temperature-dependent behaviour of the 2H 

NMR spectra line shapes shows that the deuterated phenyl rings are mobile due to a 

similar phenomenon that has been reported for UiO-66.213 Results indicate that the 

phenyl motion at each given temperature is characterised by a distribution of rotation 
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rates, which suggests that the rotational potential fluctuates to a certain degree across 

the framework. 

Considering the C2 symmetry of the phenyl fragment, the uniaxial rotation 

around the C2 axis can be modeled either by a 4-site, or a 6-site jump rotation model 

(Figure 6.8). It should be noted that the larger number of possible jump sites in most 

cases of an axial rotation can be effectively modelled by the 6-site jump model.214 The 

comparison between the two models and the experimentally observed 2H NMR 

patterns show that only the 6-site jump rotation gives a proper agreement with our 

data. 

 

Figure 6.8: The scheme of stable phenyl ring orientation sites depending on the jump 

rotation model: (a) The staring position of the mobile phenyl ring plan is tilted by and axial 

angle φi. The axial jump-rotation about the phenyl group’s C2 symmetry axis is then realised 

by either (b), an n = 4 site exchange motion, or by (c), an n= 6 site exchange. The 

distribution of the orientation sites is governed only by the value of the first position φ1 = φi.  

All elementary jumps are assumed to be governed by the same rate constant k = k1/n. Even in 

the case of the same value of φi in the intermediate jump rate the two models give 

qualitatively distinct patterns. 

 

2

H NMR patterns at: 
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Although the distribution of the jump sites has to obey the C2 symmetry, the 

initial position of the phenyl orientation might be distorted from a fully homogeneous 

case (Figure A.16). This distortion is easily introduced into the reorientation model as 

an angular parameter φi. For a 6-site jump rotation mechanism the jump positions are 

thus given as follows: φ1 = φi, φ2 = π/2 , φ3 = π - φ1, φ4 = π + φ1, φ5 = π/2, φ6 = π + φ2. 

Within such a model we assume that all positions have equal probability. In our model, 

the angle φi = 45○, where φi is the angle between the plane of the mobile phenyl ring 

and the plane of the aromatic ring fixed to the Cu(II) node. Thus it follows that the 

value Δφ1 = 2φi can be directly compared with the crystal structure observations. The 

kinetic component of the model is generally complex, with multiple rate constants 

defining each elementary jump exchange. However, in this case we have found that a 

simple kinetic matrix defined by one rate constant is sufficient to provide good 

agreement with the experimental observations.  

This 6-site jump rotation model accurately simulates the experimental 

temperature dependence of the 2H NMR spectra line shape. The Δφ1 = 2φi ~ 90○ is 

consistent with the crystallographic data and underlines that the orientation of the 

phenyl rings is not homogeneously distributed. The log-normal distribution width is 

almost constant over the temperature and is σ ~ 1.3-1.4. Thus the present 

inhomogeneity is considerably lower than that observed in UiO-66 and may be 

attributed to the flexible nature of MFM-160. 

The most striking features of the 2H NMR spectra for MFM-160-d12 are the 

kinetic parameters of the deuterated phenyl motion; the Arrhenius plot (Figure 6.9) is 

linear and shows an activation barrier, E0 = 2.1 kJ mol-1 and the collision factor, 

k00 = 1.4x106 Hz. Such small values are in great contrast to those reported previously 

for any other solid state material previously reported and have been confirmed for 
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many different samples of MFM-160-d12. In fact, the activation barrier is comparable 

with the torsional barrier for methyl groups in xylenes or 2-methylimidazole, i.e. 

aromatic systems where the internal steric interactions are minimised. The torsional 

barrier for methyl groups in these compounds was measured experimentally by using 

neutron scattering techniques and 2H NMR spectroscopy which have shown that in 

both cases E0 does not exceed 1.5 kJ mol-1.215,216 

 

Figure 6.9: Arrhenius plots of the rotation rate constants k1: a) Arrhenius plot of all 

gas-loaded samples, b) Arrhenius plot of CO2-loaded MFM-160 and c) Arrhenius plot of 

C2H2-loaded MFM-160. All gas loadings were performed at 298 K. 

 

In this regard it is interesting to consider the possible sources of steric 

interaction hindering phenyl rotation in MFM-160 (Figure 6.10 a). The electrostatic 

interactions are maximized when all aromatic rings are in one plane, in which case the 

closest interatomic distances are: d1 ~ 2.2 Å, d2 ~ 3.1 Å and d3 ~ 2.0 Å. Therefore, the 
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main interaction is likely governed by sites III and I. These distances do not offer an 

obvious explanation for the ultra-low value of k00 (usually ~ 1011-13 Hz in MOF 

materials). However, this may be attributable to a short intramolecular hydrogen bond 

(1.91 Å) between the phenyl protons and the triazine N atoms observed in the crystal 

structure (Figure 6.10 b) restricting the rotation of the ring. 

 

Figure 6.10: Interactions within MFM-160 (a) view of the deuterated (green) mobile phenyl 

ring for an MFM-160-d12 ligand. The scheme shows the possible interaction sites (I, II and 

III) that might influence the rotational potential for phenyls and (b) view of the disordered 

phenyl rings and intramolecular hydrogen bonding observed in the single crystal structure of 

MFM-160. 

 

The gas-loaded materials (See Figures A.11 – A.15 in Appendix), show the 

same mechanism of phenyl molecular rotation. Although the effect of the guests is not 

very strong in absolute values, it is unexpected (Figure 6.11). With CO2 as the guest 

species, the concentration dependence at 123 K is as expected with a higher gas 

loading resulting in a slower rate of phenyl rotation. For the higher loading of ~5 bar 

(at 298 K), the decrease in rotation rate is more pronounced and evident even without 

detailed numerical analysis of the observed line shape. However, at 223 K this effect 

is inverted: with increased loading of CO2, the speed of phenyl rotation increases, a 

phenomenon never before observed in a MOF or any other solid state material. On a 
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quantitative level the effect is clearly seen on the Arrhenius plot (Figure 6.8 b) for the 

corresponding rotation rate constants; the slope for the CO2-loaded material is notably 

steeper in comparison to that of the guest-free material. While not very pronounced 

for the intermediate loading (1 bar) with E1 = 2.6 kJ mol-1, k10 = 2.3 x 106 Hz, the 

effect becomes more evident at higher concentration (5 bar) with E2 = 4.2 kJ mol-1, 

k20 = 7.6 x 106 Hz. In the latter case the barrier is approximately doubled and the 

collision factor increases six-fold, well beyond any possible error. 
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Figure 6.11: Comparison of the experimental line shapes and rotation rates for guest-loaded 

MFM-160-d12 at 123 K and 223 K. 

 

For the C2H2-loaded material, the situation is different: at the intermediate 

concentration (~0.32 bar at RT), conditions in which the C2H2 concentration is 
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equimolar to that of CO2 at 1 bar, no effect on the phenyl dynamics is observed and 

the rotation is characterised by the same parameters as for the activated MOF; E3 = 

1.9 kJ mol-1 and k30 =1.2 x 106 Hz. Upon increasing C2H2 concentration to 1 bar, the 

speed of phenyl ring rotation clearly increases, however the activation barrier remains 

the same E4 = 1.9 kJ mol-1 but the collision factor rises to k40 = 1.8 x 106 Hz. This is 

shown on the corresponding Arrhenius plots (Figure 6.9 c). This behaviour can be 

interpreted in terms of guest-host interactions. The two different loadings of CO2 

clearly affect both the rotation potential and the collision factor and the more gas 

adsorbed, the stronger the effect. The rise of the torsional barrier indicates that CO2 

molecules bind in close proximity to the phenyl linkers and increase the molecular 

density around them. The increase in collision factor is also explained as a result of 

the increased number of phenyl-guest collisions. It is possible to easily observe the 

collision factor behaviour because of the extremely low starting value for the guest-

free material, i.e. k00 =1.4 x 106 Hz while normal pre-exponential factors for an 

elementary rotation are typically in the range of 1011-13 Hz.  

A different dynamical response upon introduction of C2H2 indicates a distinct 

interaction pattern: at lower loading the phenyl rings do not interact with C2H2 at all 

and only at higher loadings is there a subtle increase of the collision factor. This shows 

that occupancy of C2H2 sites around the mobile phenyl rings is low, even at higher 

concentrations. Thus, C2H2 coordinates predominantly to the Cu(II) paddlewheel sites 

and interacts with the phenyl rings only through random collisions, most likely when 

most of the metal sites are occupied. At 0.32 bar C2H2 (3.1 gas molecules per formula 

unit) the Cu(II) sites are very likely to be saturated with C2H2 bound strongly and not 

able to influence phenyl rotation, as shown by 2H NMR spectroscopy. However, with 

an equimolar loading of CO2, where the Cu(II) sites were also expected to be saturated, 
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the phenyl ring rotation is much more affected by the guest CO2 molecules than for 

C2H2, strongly suggesting that CO2 occupies binding sites on the linker while open 

Cu(II) sites are still available. These 2H NMR observations therefore provide a good 

insight into the selectivity for C2H2 over CO2, as the stronger binding of C2H2 at the 

open Cu(II) sites is very likely to account for the greater uptake of C2H2 at low 

pressures. In comparison, the C2H2:CO2 selectivity in Cu2(pzdc)2(pyz), a MOF 

without open Cu(II) sites, was assigned to the binding of C2H2 with free carboxylate 

oxygen atoms lining the pores.41 

6.25 Computational modelling of gas binding sites in MFM-160 

To further understand these observations from 2H NMR and to help explain 

the hydrocarbon selectivity demonstrated by MFM-160, density functional theory 

calculations, as implemented in the Q-Chem quantum chemistry package,154 were 

utilised. The strength of adsorption sites was analysed using a fragment of the linker 

formed by the central triazine ring and three phenyl rings (Figure 6.12). The binding 

energies between the guest molecule and the linker were calculated in addition to their 

relative positions corresponding to the strongest binding. These calculations were 

performed in two stages. The geometry optimisation was carried out using 

dispersion-corrected DFT calculations at the B3LYP/6-31+G** level of theory and 

the binding energies were subsequently calculated at the higher B3LYP/6-311+G** 

level. Binding energies were corrected for basis set superposition error as outlined in 

Chapter 2.  
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Figure 6.12: Fragment of the MFM-160 linker used for binding energy calculations. 

 

An extensive search for binding sites between all guest molecules and the 

linker fragment was performed including CO2, C2H2, C2H4, C2H6 and CH4. A range of 

binding sites was found for all molecules and two binding sites of CO2 and the linker 

fragment are shown in Figure 6.13. The first binding site shows interaction over the 

triazine core (top of Figure 6.13). This interaction is comprised of electrostatic 

interaction between the oxygen atoms in the CO2 molecule and the nitrogen atoms in 

the central ring to give a binding energy of –9.41 kJ mol-1. The strongest binding of 

CO2 to the linker fragment was found to be above the arm of the linker (bottom of 

Figure 6.12), in which the CO2 molecule interacts with a binding energy 

of -19.54 kJ mol-1. The interaction is dominated by a strong electrostatic interaction 

between the carbon of CO2 and the nitrogen of the central ring. This interaction is 

enhanced by two weak hydrogen bonds between the other oxygen of CO2 and nearby 

protons of the neighbouring phenyl ring and the bridging –NH group. These 

interactions have a significant cooperative effect on the binding of CO2 to the linker 

fragment. As stated earlier, the slow rotation of the phenyl ring observed by 2H NMR 

spectroscopy was attributed to a hydrogen bond between a phenyl proton and an N 

atom of triazine core. Therefore, the increased rotation upon CO2 loading may be 

explained by the weakening or removal of this hydrogen bond upon CO2 binding at 
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this site. Increased occupancy of gas at this site at higher CO2 loading would also 

explain the increased rate of rotation from the 1 bar to the 5 bar-loaded sample. 

Overall, CO2 interacts more strongly with the linker fragment than the hydrocarbons, 

giving a range of binding energies from –9.41 to –19.54 kJ mol-1. 

 

Figure 6.13: CO2 binding with MFM-160 above the central triazine core of the linker (top) 

and above the nitrogen containing arm of the linker (bottom). 

 

Two similar binding sites have been found for C2H2 and are shown in 

Figure 6.14. The binding over the central triazine core (top of Figure 6.14) is governed 

by an interaction between the π-bonds of C2H2 and the delocalised π system of the 

central ring to give a binding of -13.32 kJ mol-1. The strongest binding site for C2H2 

is over the bridging amine nitrogen between the triazine ring and the outer phenyl rings 

with a binding energy of -18.2 kJ mol-1. There is a cooperative binding effect with the 
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hydrogens of the C2H2 interacting with the triazine ring and the neighbouring phenyl 

ring but the binding is dominated by an interaction between the π-bonds of the C2H2 

and the bridging nitrogen. As with CO2, this interaction is likely to affect the hydrogen 

bond between the phenyl proton and the triazine core, leading to the increased phenyl 

rotation rate observed by 2H NMR spectroscopy upon addition of 1 bar C2H2. At lower 

pressures (0 to 0.32 bar), this site is unoccupied, as confirmed by the E0 and k00 values 

at 0.32 bar remaining equal to those observed in the guest-free material. Between 0.32 

and 1 bar, where the Cu(II) paddlewheel sites are expected to be saturated, the 

increased occupancy of this site disrupts the intramolecular hydrogen bond of the 

linker and the phenyl rotation increases. It would have been interesting to observe the 

effect of a higher loading of C2H2 on the rotational dynamics, but there are well-known 

safety concerns with the use of this gas above 1 bar. 

 

Figure 6.14: C2H2 binding with MFM-160 above triazine core of linker (top) and over the 

arm of the linker (bottom). 
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The π-bond interaction of C2H2 with the linker leads to stronger interactions 

overall compared to the other hydrocarbons and as a result the C2H2 molecule interacts 

with a similar range of binding energies as CO2 (–13.32 to –18.16 kJ mol-1). These 

comparable binding energies strongly suggest that the triazine functionality is not 

responsible for the selectivity for C2H2 over CO2. As stated earlier, it is likely that 

increased vdW interactions between C2H2 and the framework in comparison to those 

with CO2, as well as the former’s higher affinity for the open Cu(II) sites, are 

responsible for the selective uptake. 

 

Figure 6.15: C2H4 binding with MFM-160 over the triazine core of linker (top) and with the 

nitrogen-containing arm of the linker (bottom). 
 

The range of interactions between the hydrocarbons C2H4 and C2H6 and the 

linker were also investigated and found to be very similar; –11.7 to –16.2 kJ mol-1 and 
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–10.2 to –16.3 kJ mol-1 respectively. The strongest interaction between C2H4 and the 

linker (top of Figure 6.15) and also C2H6 and the linker (top of Figure 6.16) occurs 

over the central triazine ring. This is an interaction between the central carbon-carbon 

bond of the two hydrocarbons, C2H4 and C2H6 and the delocalised π system of the 

central ring. Weaker interactions are also seen between the central carbon-carbon bond 

of the hydrocarbons, C2H4 (bottom of Figure 6.15) and C2H6 (bottom of Figure 6.16) 

and the bridging –NH group. On average, the binding of C2H4 is stronger than C2H6 

due to the strength of the interaction between the alkene double bond and the linker. 

 

Figure 6.16: C2H2 binding with MFM-160 over arm of linker (top) and above triazine core 

of linker (bottom). 
 

To complete the computational investigation of MFM-160, we found that the 

strongest binding of CH4 to the linker was found to be where the CH4 molecule 

interacts above the central triazine ring to give a binding energy of –10.33 kJ mol-1 
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(top of Figure 6.17). There is a weak hydrogen bond between a CH4 hydrogen atom 

and a nitrogen atom of the triazine ring. There are also additional weak electrostatic 

interactions between other CH4 hydrogen atoms and the central ring. Another site was 

found above the arm of the linker (bottom of Figure 6.17) with weak vdW interations 

between a hydrogen of CH4 and the bridging –NH group to give a BE of -4.52 kJ mol-1. 

The binding energy interactions between CH4 and the linker are the weakest of all 

those studied, consistent with the experimental isotherm data. 

 

Figure 6.17: CH4 binding with MFM-160 above the triazine core of the linker (top) and 

above the nitrogen containing arm of the linker (bottom). 
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6.26 Summary 

Overall, the synthesis and studies of this new, highly porous (3,24)-connected 

Cu(II) MOF have shown that its activated form, MFM-160 exhibits an exceptional 

capacity for uptake of CO2 at 20 bar and 298K (110 wt%). It is also shown that the 

relatively poor uptake of CO2 and CH4 at lower pressures (≤ 1 bar) makes MFM-160 

a material of great interest for the purification of natural gas and of acetylene, as 

confirmed by Henry’s Law. A 2H NMR spectroscopic study of phenyl rotation 

dynamics showed an ultra-low rotation barrier and very slow phenyl rotation. The 

rotation was shown to increase upon gas loading, a unique phenomenon not previously 

observed in a solid state material and is attributed to an intramolecular hydrogen bond, 

which is weakened by gas binding, leading to an increased rate of rotation. The results 

of DFT calculations are consistent with this theory, as both gases show clear binding 

interactions near this hydrogen bond. 
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6.3 Results and discussion: MFM-188 

 

Figure 6.18: View of the crystal structure of MFM-188. (a) Polyhedral representation of the 

three types of cages: A (octahedral), B and C (cubahedral). (b) The assembly of these cages 

in 3D space forming the MFM-188 framework. Cages A, B and C are highlighted in blue, 

yellow and green, respectively. 

 

As synthesised, the structure of MFM-188 can be viewed as 3D alternate 

packing of three types of metal-ligand cages (denoted as A, B and C in Figure 6.18 a) 

with lwg topology. The smallest cage A is comprised of four {Cu2} paddlewheels and 

two H8L ligands (Figure 6.19), and has an elongated, distorted octahedral geometry 

(internal size of ~ 9.4 x 9.4 x 13.4 Å). The {Cu2} paddlewheels occupy the four 

equatorial vertices with two biphenyl cores from the ligands occupying the apical 

vertices. Corner-sharing of cages A with biphenyl groups running along the c axis and 

with paddlewheels along the a/b axis extend the structure (Figure 6.18 b). Two further 

distorted cuboctahedral cages (B and C) result from this assembly, each comprising of 

eight {Cu2} paddlewheels and four ligands. The length of cage C, defined by the 
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separation between the centroids of the two closest {Cu2} paddlewheels along the c 

direction, is 17.4 Å. Each CuII site has a coordinated water molecule at the axial 

position and point to the center of Cage C. Cages B and C are connected through 

shared lozenge-shaped windows on the ab plane and through their apical square-

shaped windows along the c direction. Taking the van der Waals radii into account, 

cages B and C have internal pore size of ~ 11 x 11 x 17 Å and ~ 17 x 17 x 17 Å, 

respectively. Each cage B and C is surrounded by eight cages A, while each cage A is 

surrounded by four cages B and four cages C, with cages A, B and C present in a 2:1:1 

ratio. The total accessible volume of MFM-188 upon removal of guest solvents is 73 % 

using the PLATON/VOID routine.208 Within the void space of MFM-188, there is a 

high concentration of pendent amide (-OCNH-) groups pointing into cage B 

(O-centres) and into the cage C (N-H centres), thus endowing these cages with a 

combination of open metal sites and multiple functional groups. In contrast, none of 

the amide groups protrude into cage A, which is functionalized solely with phenyl 

rings. 

 

Figure 6.19: Chemical structure of the tetra-amide octacarboxylate linker H8L used in the 

synthesis of MFM-188. 
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N2 adsorption at 77 K shows a reversible type I isotherm for MFM-188 with 

a Brunauer Emett Teller surface area of 2568 m2 g-1 (Figure 6.20). The pore size 

distribution, calculated using a non-local density functional theory (NLDFT) model,217 

revealed two broad peaks centred at 12.5 and 14.7 Å, in good agreement with the pore 

size measured for cages A, B and C. Importantly, the total pore volume measured from 

the N2 isotherm (1.12 cm3 g-1) compares favourably with that (1.07 cm3 g-1) calculated 

from X-ray crystal structure (calculated by powder X-ray diffraction), confirming 

complete activation of the material. The overall porosity of MFM-188 is moderate in 

comparison to the most porous MOFs reported to date.187 

 

Figure 6.20: N2 sorption isotherm for MFM-188 at 77 K. Insert plot shows the pore size 

distribution. 
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6.31 CO2 and C2H2 adsorption analysis 

The uptake of CO2 and C2H2 by activated MFM-188 was investigated up to 

1 bar, and in both cases the isotherms show fully reversible adsorption with a CO2 

uptake of 120 cm3 g-1 (23.7 wt% or 86.7 v/v) recorded at 298 K and a C2H2 uptake of 

232 cm3 g-1 (27.0 wt% or 166.7 v/v) at 295 K (Figure 6.21 a). Importantly, these 

gravimetric uptakes are amongst the highest reported, and are only outperformed in 

the case of CO2 adsorption by MOF-74Co (30.6 wt%) and MOF-74Mg (35.2 wt%),218 

both of which present a narrower pore channel and a much higher density of OMSs 

(MOF-74Co: 6.4 mmol g-1; MOF-74Mg: 8.2 mmol g-1; MFM-188: 3.3 mmol g-1).  

Interestingly, MFM-188 shows the highest CO2 uptake of other amide-functionalized 

MOFs such as the rht-[Cu3(TPBTM)]202 (23.3 wt%) and fof-NOTT-12527 (18.2 wt%). 

The CO2 uptake of MFM-188 at 0.15 bar is 3.9 wt%. To the best of our knowledge, 

the gravimetric capacity of C2H2 (27.0 wt%) in MFM-188 represents the highest value 

observed to date for porous solids, exceeding FJI-H868 (26.0 wt%), NJU-Bai-17205 

(25.8 wt%), HKUST-1219 (23.3 wt%) and SIFSIX-1-Cu220 (22.1wt %). The CO2 and 

C2H2 uptake capacity in MFM-188 increase considerably at 273 K to 217 cm3 g-1 

(42.9 wt%) and 297 cm3 g-1 (34.5 wt%), respectively. 
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Figure 6.21: Gas adsorption isotherms for MFM-188. (a) Comparison of the CO2 and C2H2 

adsorption isotherms for MFM-188 at 273-298 K and 1.0 bar. (b) Variation of the isosteric 

heats of adsorption for CO2 and C2H2 adsorption in MFM-188. 

 

The Qst values at zero coverage determined by virial analysis of adsorption 

isotherms are moderate but comparable to typical CuII MOFs where adsorption of gas 

molecules occurs primarily on OMSs,202,205,206,219,221 with Qst (CO2) = 21.0 kJ mol-1 
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and Qst (C2H2) = 32.5 kJ mol-1. Interestingly, the Qst plots do not display any major 

decrease across the whole adsorption range (Figure 6.21 b), suggesting the presence 

of other favourable binding sites in addition to OMSs. We were thus motivated to 

investigate further the role of pendent amides and OMSs in CO2 and CH2 adsorption 

in MFM-188. 

The CO2 adsorption isotherms at 273 and 298 K as well the C2H2 isotherms 

at 273 and 295 K were fitted to the virial equation in the form of Equation 6.1. P is the 

pressure expressed in bars, N is the amount expressed in mol g-1, T is the temperature 

in K, ai and bj are virial coefficients, and m, n represent the number of coefficients. 

The values of the virial coefficients a0 to am were then used to calculate the isosteric 

heat of adsorption using Equation 6.2. Qst is the coverage dependent isosteric heat of 

adsorption and R is the universal gas constant. 
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Figure 6.22: Virial fitting of C2H2 adsorption isotherm at 295 K (a) and 273 K (b). 

 



149 
 

 
 

Figure 6.23: Virial fitting of CO2 adsorption isotherm at 298 K (a) and 273 K (b). 
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The locations of adsorbed CO2 and C2D2 molecules within desolvated 

MFM-188 were determined by in situ neutron powder diffraction (NPD) as a function 

of gas loading. NPD patterns were recorded at 7 K for the desolvated material and at 

loadings of 1.75 CO2/Cu (127 cm3 g-1) and 3.2 C2D2/Cu (234 cm3 g-1), which 

correspond to the adsorption uptakes at 1 bar and room temperature for the respective 

gas species. Successive Fourier difference map analysis of NPD data followed by 

Rietveld refinement allowed identification of the position, occupancy and orientation 

for adsorbed gas molecules within the framework cages. Six different sites (1, 2, 3, 4, 

5 and 6 in the order of decreasing occupancy) were observed for adsorbed guest 

molecules: one in cage A, one in cage B and four in cage C, all of them having the 

same crystallographic multiplicity (Figure 6.24). Notably, 83% of loaded CO2 and 

72% of loaded C2D2 molecules were found in cage C, which contains open CuII sites 

and the N-H sites of amides pointing to the centre of the cage. The smallest cage A 

plays a different role in CO2 and C2D2 uptakes with a minimum contribution to the 

CO2 adsorption, but considerable effect to the C2D2 binding. 
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Figure 6.24: View of the distribution of adsorbed gas molecules within three different types 

of cages in MFM-188 as determined from NPD data. Representation of C2D2 (top) and 

CO2 (bottom) positions in the cages A, B and C of MFM-188 at a loading of 1.75 CO2/Cu 

and 3.2 C2D2/Cu respectively. The radii of the coloured balls figuring the various sites are 

proportional to corresponding crystallographic occupancies. 

 

In the structure of MFM-188∙7CO2, the CO2 molecules at site 1 bind at OMSs 

in cage C (occupancy = 0.52). The linear body of CO2(1) is perpendicular to the Cu-Cu 

axis with CCO2∙∙∙Cu = 2.35(3), OCO2∙∙∙Cu = 2.34(3) Å (Figure 6.25 a). The second most 

populated site 2 (occupancy = 0.42) is also located in cage C where adsorbed CO2 

molecules form H-bonds with both the free amide groups (-NH) and the adjacent 

isophthalate -CH groups [N∙∙∙OCO2 = 2.66(6) Å, <N-H∙∙∙O = 109 ̊; C∙∙∙OCO2= 2.75(4) 

Å, <C-H∙∙∙O = 141 ̊] (Figure 6.25 b). CO2(3) and CO2(4) are also found in cage C 

(occupancy = 0.25 for both) at the centre of the cage and forming weak supramolecular 

interaction to isophthalate -CH groups [C∙∙∙OCO2=3.66(6) Å,  <C-H∙∙∙O = 156 ̊] 

(Figure 6.25 c-d). The remaining CO2(5) and CO2(6) sites are found in cage B and A 
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(occupancy = 0.19 and 0.11, respectively). Given the long distances between 

CO2(5)/CO2(6) and the framework surface (above 5 Å), no specific binding interaction 

could be identified, thus excluding the presence of dipole interactions between the 

amide –C=O and adsorbed CO2 molecules in cage B. 

 

 

Figure 6.25: Crystallographic resolution of CO2 and C2H2 binding in MFM-188. Framework 

atoms: C, black; O, red; H, white; N, blue; Cu, blue. Extra framework gas molecules are 

slightly magnified and coloured according with the binding site they occupy. Distances are 

shown in Å. View of the binding of adsorbed CO2 molecules at site 1 (a), 2 (b) and 4 (c). (d) 

View of the packing of adsorbed CO2 molecules within cage C. View of the cooperative 

binding of adsorbed C2H2 molecules at site 1, 2, 4 (e) and at site 3 (f). 

 

MFM-188∙12.8C2D2 exhibits a different distribution of adsorbed C2D2 

molecules within the cages, indicating the presence of different gas-sorbent binding 

mechanisms. The OMSs are fully occupied by C2D2(1) molecules with a side-on 

interaction between the C≡C bond and the CuII center, Cu∙∙∙C = 2.60(3), 2.37(3) Å 

(Figure 6.25 e), similar to those determined for C2D2-loaded HKUST-1.219 C2D2(2) 

and C2D2(3) are found in cage C and A, respectively, (same site occupancy of 0.67). 

C2D2(2) forms H-bonds via its C≡C(δ-) π electrons to the N-H groups pointing into 



153 
 

the pore [N∙∙∙CC2H2 = 3.24(5) Å, <N-H∙∙∙C = 147o] and electrostatic supramolecular 

interaction with the C-H groups from the adjacent isophthalate group 

[C∙∙∙CC2H2 = 3.47(1) Å, <C-H∙∙∙C = 149 o]. Significantly, this represents the first 

example of formation of H-bonding between the C2H2 and an amide group in solid 

state. C2D2(3) is located at the triangular window of the smallest octahedral cage A 

where C2D2 molecules are H- bonded to carboxylate oxygen atoms 

[CC2H2∙∙∙O = 3.72(4), 3.37(4) Å, <C-D∙∙∙O = 143 ̊, 169o] (Figure 6.23 f). In addition, 

the combination of C2D2(1) and C2D2(2) generates another adsorption site (4) with an 

occupancy of 0.49 in cage C, stabilised via the intermolecular C2D2∙∙∙C2D2 dipole 

interactions (Figure 6.25 e). Specifically, C2D2(4) is perpendicular to C2D2(1) and 

strong intermolecular H-bonding is observed between these two sites 

[C4∙∙∙C1 = 2.58(5) Å, <C-D4∙∙∙C1 = 164]̊. C2D2(4) is reinforced by C2D2(2) through 

π∙∙∙π interactions of 3.76(1) Å and a dihedral angle of 84 ̊. C2D2(5) and C2D2(6) are 

found in cage B and C, respectively, (occupancy of 0.22 for both) and without specific 

binding interaction to the MOF host. Thus, C2D2 displays a dual-side role behaving as 

an H-acceptor from amides N-H and aromatic C-H groups, but a H-donor to the 

carboxylate oxygen, thus enhancing the C2D2-MOF binding strength. In contrast, CO2 

participates in H bond formation as an acceptor only. The highly cooperative binding 

of acetylene at both the open CuII sites and free amides, coupled with the well-defined 

micropore windows, leads to the record high C2H2 adsorption capacity in MFM-188.   

6.32 Inelastic neutron scattering (INS) of gas-sorbent dynamics 

Static crystallographic experiments are unable to gain dynamic insight into 

the gas-sorbent systems. To directly visualise the binding dynamics of adsorbed CO2 

and C2H2 molecules with accessible functional groups, inelastic neutron scattering 

(INS) was measured for MFM-188 as a function of CO2 and C2H2 loading at 11 K 
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(Figure 6.26). The INS spectra for bare MOF show multiple features, fully modelled 

via DFT calculations (Figure 6.26 c). The peak at 65 meV corresponds to the 

out-of-plane wagging modes of the N-H group, and peaks at 84 meV and 

112-156 meV originate from various deformational motion of the phenyl rings and 

wagging modes of aromatic C-H groups. Comparison of the INS spectra for bare and 

CO2-loaded MFM-188 shows an overall stiffening effect as evidenced by a global shift 

of peaks to slightly higher energy (Figure 6.26 a). In addition, a noticeable change in 

the peak at 65 meV and several small changes to the peaks between 84 and 156 meV 

were observed, indicating the reduction of the motion of both amide N-H and aromatic 

C-H groups (Figure 6.26 d). This suggests the formation of H-bonds between CO2 

molecules and these functional groups, particularly with amide N-H sites. 

 

Figure 6.26: INS spectra for MFM-188 as a function of guest loading. Comparison for bare 

MFM-188 and for (a) CO2 and (b) C2H2-loaded MFM-188. (c) Comparison of the 

experimental and DFT calculated INS spectra for MFM-188. Comparison of the difference 

plots for INS spectra of bare MFM-188 and the (d) CO2 and (e) C2H2-loaded MFM-188, and 

the experimental INS spectra of condensed (e) C2H2 in the solid state. (f) Enlarged details for 

the INS spectra showing the C2H2 internal vibrational modes. 

 

In comparison, the INS spectra of C2H2-loaded MFM-188 shows significant 

increase in intensity due to the recoil motion from the H atoms on adsorbed C2H2 
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(Figure 6.26 b). Comparison of the difference INS spectra (i.e., signals from adsorbed 

C2H2 and changes of the local MOF modes) and that of the solid C2H2 shows a number 

of interesting observations. Firstly, the low-energy INS peaks (below 25 meV, 

assigned as the translational modes of C2H2 molecules) of the difference spectra shift 

slightly to the lower energy region but maintain the resolved three-fold peak profiles 

as observed in free solid C2H2. This indicates that the C2H2 molecules are ordered with 

restricted translational motions within MFM-188. Secondly, the INS peaks at 80 and 

95 meV (assigned as the acetylene asymmetric and symmetric C–H bending mode, 

respectively) split from a single-peak profile to a double-peak profile upon adsorption, 

indicating the presence of adsorbed species resulting from slightly different binding 

energies to the MOF host (Figure 6.26 f). This is in excellent agreement with the 

presence of the strongly bound C2H2 molecules to the OMSs and free amides, and 

weakly bound C2H2 molecules to the phenyl rings and in the centre of the cages, as 

observed by NPD. Thirdly and most importantly, the INS peak at 65 meV (assigned 

as the out-of-plane wagging modes of the N-H group) disappears completely upon 

inclusion of C2H2 molecules in the pore, indicating loss of this mode and confirming 

unambiguously the direct formation of strong H-bonds between the free amides (N-H) 

and C2H2 molecules, as found in the NPD model. This observation confirms the first 

example of H-bonding between an amide group (N-H) and C2H2 in solid state. Overall, 

the INS study is in excellent agreement with NPD results and confirms the crucial role 

of the free amides in the pore for gas uptakes. 

6.33 Computational modelling of gas binding sites in MFM-188 

To further understand these observations from INS and NPD, DFT 

calculations were carried out on two fragments of the H8L linker (Figure 6.27) using 

the same method as for MFM-160. These two linker fragments are representative of 
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different cage sites within the MOF. Figure 6.27a shows a cavity-like site which is 

found in cage A and C, without the OMSs that is accessible to guest molecules. Figure 

6.27 b shows a site found along cage B and in cage C comprising of the amide groups 

accessible to guest molecules. A broad search for binding sites between guest 

molecules and the two linker fragments was performed including the two main gases 

of interest CO2 and C2H2 and also CH4. 

 

Figure 6.27: Fragments of the MFM-188 H8L linker used for binding energy calculations. 

(a) Cavity-like fragment found in cage A and C, without OMSs. (b) Fragment containing 

amide groups accessible in cage B and C without OMSs. 

 

Binding sites of CO2 molecules and the two linker fragments are shown in 

Figure 6.28. The first binding site is the strongest interaction between the CO2 

molecule and the linker found by DFT calculations and shows cooperative binding 

within the cavity of the fragment. (Figure 6.28 a) with a BE of -27.54 kJ mol-1. The 

CO2 molecule lies to the centre of the cavity with electrostatic interactions between 

the oxygen of the CO2 molecule and the nitrogen atoms of the two amide groups and 

interactions between the carbon of the CO2 molecule and isophthalate –CH groups of 

the outer phenyl rings.  This is similar to sites found by NPD within cage C where the 
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CO2 molecule was seen to form H-bonds with both the free amide groups and the 

adjacent isophthalate groups, second in occupancy to the OMSs in cage C. A range 

binding sites were found along the length of the linker (Figure 6.28 b) with binding 

energies of -11.85 to -17.30 kJ mol-1. The top of Figure 6.28 b shows a weak H-bond 

interaction between an oxygen of the CO2 molecule and the –CH group of the central 

phenyl ring. The bottom of the figure shows a reasonable binding between the CO2 

molecule and the linker fragment with cooperative binding between the –CH groups 

of the phenyl rings and the CO2 oxygen atoms and electrostatic interaction between 

the oxygen of the linker and the carbon of CO2. This site is occupied in cage C with 

weak interactions according to NPD data. Within cage A and B NPD shows no specific 

binding at these sites which shows how important the OMSs are at these points within 

the MOF structure for CO2 binding. 
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Figure 6.28: Binding sites of CO2-MFM-188 found at (a) cavity similar to cage A and C (b) 

alongside of the linker in cage B and C. 
 

The binding of the C2H2 molecule with the two linker fragments of MFM-188 

was also investigated using DFT calculations, giving a range of interaction sites shown 

in Figure 6.29. The strongest binding site is found within the cavity and shows 

cooperative binding effects between both of the N-H groups pointing into the pore and 

the π electrons of the C2H2 molecule (-23.96 kJ mol-1). This agrees with the NPD data 

where H-bonds via its C≡C(δ-) π electrons to the N-H groups pointing into the pore 

are found in both cage C and A with high occupancy, only being higher near OMSs. 

Again, a range of binding sites were found across the length of the linker for C2H2 

(Figure 6.29 b). The first of the sites shown (top of Figure 6.29 b) is the weakest 

binding of C2H2 to the linker fragment found by DFT (-9.34 kJ mol-1) and is made up 
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of weak electrostatic interactions between π electrons of the C2H2 molecule and the 

isophthalate oxygen atom and weak vdW interactions between the hydrogen of the 

central phenyl ring and the hydrogen of C2H2. The bottom of Figure 6.29 shows much 

stronger binding of C2H2 to the length of the linker (-16.56 kJ mol-1) formed from a 

H-bond interaction between one hydrogen of C2H2 and the carboxylate oxygen. These 

calculations confirm the NPD results with the C2H2 showing a role as a H-bond 

acceptor and donator and significant binding occurring near the free amides. The 

difference in binding in the cages of the MOF given by the DFT calculations compared 

to NPD and INS shows the importance of the OMSs and how the combination of the 

free amides and OMSs in the pores plays a crucial role in gas uptake. 
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Figure 6.29: The binding sites of C2H2-MFM-188 found at (a) cavity found in cage A and C 

and (b) alongside of the linker in cage B and C. 

 

With such strong uptake of C2H2, there is a potential for this MOF to be used 

for hydrocarbon separation from methane like MFM-160. Therefore, to complete the 

computational study of MFM-188 the binding of CH4 was also investigated. The 

strongest binding site of CH4 and the linker fragments of MFM-188 is within the cage 

with a binding of -10.54 kJ mol-1 (Figure 6.30 a). This is an interaction between one 

of the outer phenyl rings and a hydrogen atom of the CH4 molecule. The range of 

binding sites found over the arm of the linker and the free amides only produce weak 

interactions (Figure 6.30 b). The first site shows an interaction between the oxygen on 

the linker and a hydrogen of CH4 to give a BE of -5.20 kJ mol-1 (top of Figure 6.30 b). 
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Another binding site shows a weak interaction between the hydrogen of the central 

phenyl ring to give a BE of -4.00 kJ mol-1 (bottom of Figure 6.30). These results 

suggest the amides will not have a strong effect on binding of CH4 within MFM-188 

either within the cages or as free amides available when compared with binding of 

C2H2. 

 

 

Figure 6.30: The strongest CH4-MFM-188 sites found at (a) cavity and (b) alongside of the 

linker. 
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6.34 Summary 

Overall, MFM-188 shows excellent performance for potential applications 

for C2H2 storage (27.0 wt%) and exhibits high adsorption uptake of CO2 (23.7 wt%) 

under ambient conditions. It is clear that to achieve high C2H2 uptake capacity, 

integration of high BET surface area (and porosity to a wider extent) and high density 

of binding sites in the pore structure is required. However, this is often inherently 

contradictory since high surface area/porosity will naturally dilute the binding sites in 

the pore, leading to an inevitable trade-off between these two factors. MFM-188 

displays a suitably high BET surface area and high density of binding sites owing to 

its framework topology and pore geometry, and therefore, shows a record high C2H2 

uptake. 

Although it is widely believed that the pendent amide groups in pores will 

actively participate in gas adsorption via H-bonding, no cogent experimental evidence 

has been reported to date. The present study represents a unique example of a 

comprehensive investigation of the gas-sorbent binding interaction in a tetra-amide 

functionalized MOF via a combination of neutron diffraction, spectroscopic 

techniques and computational methods. These experiments offer key insights into the 

molecular details of this host-guest system from both crystallographic, dynamic and 

ab initio perspectives. A highly cooperative binding mechanism of CO2 and C2H2 was 

found on the OMSs and free amide groups in the pores of MFM-188, with one site 

enhancing binding at the other. 
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6.4 Conclusions 

In conclusion, this work not only offers two, new porous materials for 

purification of natural gas and high capacity CO2 and C2H2 storage, but also, more 

importantly, facilitates the design and structural optimisation for new porous materials 

with improved performance in gas adsorption. The combination of experimental and 

computational techniques gives detailed insight into interactions within these MOFs 

and reveals the importance of a balance between surface area, pore volume and 

functionality within MOFs is essential to designing MOFs for targeted applications. 
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Chapter 7 

Conclusions 

 

You’ll know her more by your questions 

than by her answers. Keep looking at her long 

enough. One day you might see someone you 

know. 

- Jerry Spinelli, Stargirl 

 

Over recent years, MOFs have emerged as possible materials for a range of 

gas storage and separation applications, offering a potentially more energy-efficient 

alternative to traditional gas storage and separation techniques. The use of 

computational tools is essential to find and design new MOF materials adapted for 

function. A range of computational techniques has been used over the past decade to 

investigate MOFs and the work presented here shows a number of these methods 

including ab initio methods in the form of DFT calculations and molecular simulations 

methods using GCMC ensembles. In particular, the investigation of binding between 

MOF-like structures and small organic molecules using these approaches is focussed 

on to further understand and aid design of MOFs as adsorbents. 

In the case of computational investigations using generic force fields, 

evaluation through a combination of classical and quantum chemical simulations 

illustrates that the DREIDING FF provides excellent quantitative agreement with 

experimental data in agreement with literature as shown in Chapter 3. DREIDING and 

OPLS-AA are also shown to predict gas-ligand binding location and energy with a 

high level accuracy when compared to DFT calculations. However, DFT calculations 
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are still necessary when ligands contain a high concentration of oxygen or nitrogen as 

the accuracy of FF methods decrease greatly for MOFs containing these atoms. 

Therefore, using these ab initio methods to investigate gas-ligand binding is essential 

for many functionalised MOF structures.  

Following this, an ab initio investigation into the binding of functional organic 

molecules with methane was carried out. Selected functional groups and their binding 

interactions with methane were studied to show various interactions involving weak 

H bonding. These weak interactions play an important role in low pressure adsorption 

within porous materials so the functionalised organic molecules were identified to 

have potential to be incorporated into various structures to potentially increase the 

interactions between adsorbent and adsorbate. 

The computational study was continued in the next chapter which investigated 

a series of theoretical MOFs containing hexabenzocoronene to further develop the 

understanding of the potential of functionalised groups to enhance methane binding 

and uptake. GCMC simulations of CH4 uptake were carried out on the whole series of 

MOFs and illustrated the importance of a combination of functionalisation and 

optimum pore size is essential to reaching gas adsorption targets as some gravimetric 

and volumetric targets are met by the MOFs, but no MOF simultaneously satisfies 

both. Overall, this study illustrated that incorporation of a hexabenzocoronene 

molecule within the central ligand fragment is a viable linker modification method, 

which could have potential in enhancement of gas uptake for gaseous molecules 

including methane. Experimental work is currently being carried out in an attempt to 

synthesise similar MOF structures, showing how the computational study of 

theoretical MOFs can help to guide experimental investigations. 
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In the last chapter, a combination of experimental and computational data was 

presented for the two, new copper MOFs MFM-160 and MFM-188.  Both MOFs 

exhibit a potential for use in natural gas separation applications and high capacity CO2 

and C2H2 storage. The experimental part of the study on MFM-160 revealed a slow 

phenyl rotation resulting from interference of gas binding into intramolecular forces 

within the MOF. This was confirmed by DFT calculations with the strongest binding 

between the linker fragment and gaseous molecules studied occurring over that 

particular hydrogen bond. The studies on MFM-188 show that a combination of high 

surface area and high density of binding sites are essential to achieve a high capacity 

of gas uptake, in this case C2H2 uptake. The use of both experimental and 

computational investigations on this MOF revealed how cooperative binding effects 

of free amide groups and OMSs has an important role in how uptake occurs within 

MFM-188, leading to a high uptake of both C2H2 and CO2. 

In summary, all work undertaken through this thesis has illustrated that 

computational investigations into the binding between organic molecules and MOFs 

is essential to further understand and develop MOFs for gas adsorption. The 

combination of experimental and computational work provides a detailed 

understanding of the different interactions that occur upon adsorption within MOFs 

and overall, shows the vital importance of functionalisation of organic linkers when 

designing MOFs for targeted adsorption and separation applications, along with 

optimum pore volume and OMSs. Computational work will continue to be used in this 

regard, supporting and developing understanding and synthesis of porous materials 

with further insight available as computational techniques advance. 
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Appendix 
 

Virial Fitting of MFM-160 0-1 Bar Isotherms 

To calculate the Henry’s law selectivity of one gas over another, the 

adsorption isotherms from 0-1 bar were fitted to the virial equation shown below in 

Equation A.1. 

 ln (
𝑛

𝑃
) = 𝐴0 + 𝐴1𝑛 +𝐴2𝑛

2 + 𝐴3𝑛
3 (A.1) 

 

In this case P is pressure in Pa, n is the quantity adsorbed in mol g-1 and A0-A3 

are virial coefficients. Each regression coefficient was greater than 0.99, showing that 

the models used were accurate fits to the data. Having fitted the data, the Henry’s law 

constant was simply calculated as 𝐾𝐻 = 𝑒𝐴0. 
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Figure A.1: Virial analysis of the C2H2 isotherm at 298 K. 

 

 

Figure A.2: Virial analysis of the C2H2 isotherm at 273 K. 
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Figure A.3: Virial analysis of the C2H4 isotherm at 298 K. 

 

 

 

Figure A.4: Virial analysis of the C2H4 isotherm at 273 K. 
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Figure A.5: Virial analysis of the C2H6 isotherm at 298 K. 

 

 

Figure A.6: Virial analysis of the C2H6 isotherm at 273 K. 
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Figure A.7: Virial analysis of the CH4 isotherm at 298 K. 

 

 

Figure A.8: Virial analysis of the CH4 isotherm at 273 K. 
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Figure A.9: Virial analysis of the CO2 isotherm at 298 K. 

 

 

Figure A.10: Virial analysis of the CO2 isotherm at 273 K. 
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Deuterium NMR Study of MFM-160 

 

 

Figure A.11: 2H NMR line shape temperature dependence for guest-free MFM-160 

materials phenyl fragments (experimental - left, simulation - right). 
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Figure A.12: 2H NMR line shape temperature dependence for CO2 (1 bar) MFM-160 

materials phenyl fragments (experimental - left, simulation - right). 
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Figure A.13: 2H NMR line shape temperature dependence for CO2 (5 bar) MFM-160 

materials phenyl fragments (experimental - left, simulation - right). 
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Figure A.14: 2H NMR line shape temperature dependence for C2H2 (0.3 bar) MFM-160 

materials phenyl fragments (experimental - left, simulation - right). 
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Figure A.15: 2H NMR line shape temperature dependence for C2H2 (1 bar) MFM-160 

materials phenyl fragments (experimental - left, simulation - right). 

 


