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Abstract

Human visual system has a mechanism which ensures that the perceived colour of an object
remains almost constant under varying illumination conditions, and this mechanism is called
color constancy. Electronic imaging systems such as digital cameras do not naturally have
this ability. The color appearance of images of an object under different lighting conditions
changes with the colour of the light sources and this can cause problems in many computer
vision applications such as object recognition. To deal with this problem, many algorithms
have been developed to estimate the input image’s illuminant, and then recover the intrinsic
colour of the scene correctly. In this thesis, we focus on this topic, try to produce new colour
constancy algorithms in both images and videos, to improve the performance of the state of
the art.

This thesis makes four technical contributions. First, we have developed a new image
representation scheme suitable for developing learning based colour constancy algorithms;
second, we introduce a new method that formulates the colour constancy problem as one
that infers the illuminant class of the input image; third, we introduce a novel clustering
classification colour constancy framework (the 4C method); and finally, we extend our
method from still image into video processing, create a new framework to deal with the
colour constancy problem in videos.

As in many computer vision problems, one of the crucial issues is how to effectively
represent the input events. Colour constancy is no exception and we need to first represent
the input image. As we are only interested in the colours of the image, colour histogram is
a natural choice. However, traditional colour histogram is content dependent. As our task
is estimating the colours of the illuminant rather than the colours of the image, we need a
representation that is relatively independent of the image content. Based on this reasoning,
we introduce the novel concept of a binary colour histogram where it records if a colour
has appeared in the image or not and disregards the frequency of the colours appear in the
image. We will present experimental results to demonstrate that our new binary histogram
representation is particularly suitable for learning based colour constancy and that it provides
better performances than other traditional representation schemes.
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The colour of a digital image is directly affected by the colour of the illuminant. We
reason if we can recognize or classify the illuminant source of the image, we can then correct
the colour of the image. Based on this rationale, we formulate the colour constancy problem
as an illuminant classification problem. We assume that each image has an associated class
of illuminant and the task of colour constancy is that of recognizing the illuminant class of
the image. To accomplish this, we make use of our newly introduced binary colour histogram
representation scheme and employ a powerful machine learning method called the Random
Forest to construct the illuminant recognition system. We will present experimental results to
show the effectiveness of our new method.

Encouraged by the success of our illuminant recognition framework, we have developed
a novel clustering classification colour constancy (the 4C) framework. We reason that similar
illuminants will result in similar white point colours in an image. Based on this assumption,
we first use a clustering algorithm to group similar white point colours of the training
samples into the same cluster. We then treat the images in the same cluster as belonging
to the same illumination source and each cluster as one class of illuminants. The colour
constancy problem, i.e., that of estimating the unknown illuminant of an image, becomes that
of identifying which illuminant class (cluster) the image’s illuminant falling into. We again
make use of our novel binary colour histogram representation and our random forest based
illuminant classification methods to implement our new 4C colour constancy framework. We
present experimental results on publicly available testing datasets and show that our new
method is competitive to state of the art.

As a practical application, we have successfully extended our novel colour constancy
methods from still image into video processing. The video tonal stabilization problem is
still an unsolved problem, and current algorithms are only focusing on keeping the tonal
stable during video playing, not really trying to recover the incorrect illuminant. We tackle
these two problems together by keeping the tonal stable and recovering the frame colour to a
canonical illuminant. Our approach first divides video frames into shots containing similar
illuminant characteristics. We then correct the frames in the same scene by using the Random
Forest illuminant estimation framework. A smooth function is applied to prevent flick and
flash from occurring at the boundary of the neighboring scenes. Experimental results show
that our new methods can improve video quality effectively.
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Chapter 1

Introduction

1.1 Projection Background

Alongside other features such as shape, texture and size, colour helps humans to make
sense of the world around them. The perception of object colour by the human visual
system in varying conditions of illumination demonstrates a certain level of consistency.
For instance, a white piece of paper seen in an outdoor environment when it is sunny will
still be perceived as white when seen at different times of the day with daylight of varying
wavelength composition. From a formal perspective, the colour of the light is ignored by the
human visual system via certain algorithmic mechanisms, meaning that colour descriptors are
visualised without dependence on the illuminant. Colour constancy refers to this capability
of relying on an object’s surface characteristics to discern its colour [L+77]. The conditions
under which visualisation occurs determine to some extent the level of this colour constancy.
Despite this, the colour constancy that the human visual system is capable of is usually
acceptable.

Colour constancy could have numerous valuable applications in the context of computer
vision, provided that the colour descriptor is addressed (i.e. surface properties not dependent
on the colour of the light). Among the potential applications that could benefit from this are
digital photography, object recognition, aerial image analysis, image retrieval, and automatic
quality inspection systems [FBL96]. However, people’s perception of colour, which depends
on how an object is reflected, and image development physics (i.e. image capture by the
camera) are incongruous because the colour of the dominant illuminant confuses camera
images. This is illustrated in Figure (1.1), where an identical scene is imaged under various
illuminants. Alterations in illumination give a different appearance to the scene in the three
images, even though it is actually the same scene.



2 Introduction

Fig. 1.1 The same scene was photographed using the same camera but under three distinct
illuminants, namely, daylight, white fluorescent light, and tungsten light. It is obvious that
the illuminants determine the colour of the objects.

Colour constancy in computer vision has not be addressed as an issue in itself, but
as a pre-processing step to enable the use of colour in activities like object recognition.
Automatic location and identification of objects in digital images is the purpose of object
recognition methods. To this end, a series of features are used to characterise the target
objects and thus set them apart from additional image elements. These features ought to be
independent of effects like translation, rotation, scale, and, most importantly for the present
study, illumination alteration [HS94, JZQ11]. Colour constancy in computer vision can also
benefit digital photography, particularly in procedures like colour balancing, which involves
"correction" of the image colours based on the illumination type using estimations of ambient
illumination from the digital camera data. The need to address colour constancy in computer
vision led to the development of several algorithms, which has been frequently done in
conjunction with human visual processing. Illuminant colour estimation or inference from an
image is the basic mechanism underpinning all algorithms because this enables elimination
of illumination-related colour bias [HHF+97].

Many studies have sought to solve the issue of computational colour constancy, but
so far, no computationally affordable and high-performance approach has been developed.
The premises underpinning the majority of uncomplicated colour constancy algorithms may
be false in some cases, making the algorithms unsuccessful [BCF02, BMCF02]. Another
disadvantage of this category of algorithms is that their performance is not as good as
that of the more advanced algorithms of greater complexity [GLG12, JD14, OK16]. The
latter typically rely on training data-sets for model learning, but they are not viable to be
applied in real-time in devices like digital cameras, video recorders and robots, because they
are not computationally cheap. Therefore, the purpose of the current study is to develop
straightforward and rapid algorithms by addressing the issue of illumination inference based
on the Random Forest method as the primary data source.
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1.2 Outline of the Thesis

The outline of this thesis is provided below.
In Chapter 2, we discuss background material and previous works related to the topic

of this thesis. We start by learning the cause of colour, find out what is colour constancy,
describe the computational colour constancy problem, then review algorithms and categorize
illumination estimation methods into four general groups: statistical, gamut based, learning-
based and physics-based algorithms methods, then review several colour constancy methods
in each of these categories.

In Chapter 3, under the assumption that images taken under the same illuminant should
have similar colour appearance, we present a novel learning-based technique for colour
constancy. Based on a powerful machine learning model, Random Forest, we treat colour
constancy as a problem of inferring the illuminant class of the input image. Random Forest
is a tree-based data structure; our technique is therefore intrinsically fast and efficient. This
work makes two main contributions we made in this work: Firstly we have developed a
new image representation feature suitable for developing classification or learning based
colour constancy, and secondly we have developed a novel colour constancy framework that
classifies or recognises illuminants based on Random Forest. We will present experimental
results on a number of publicly available testing databases and show that our new technique
outperforms state of the art techniques.

However, there are obviously disadvantages to the classification framework for illuminant
estimation: if the data were only roughly classified or did no have enough classes provided,
the potential number of the estimation results would be based on the number of illuminant
classes provided by the data sets. In a ideal condition, the natural illuminance distribution
should be a continuous function. To deal with this problem, There are two potential ways to
improve the algorithm: the first way is to use more classified data set for training, and the
other is to classify the data more specifically by using the clustering method.

In Chapter 4, in trying to adopt a more classified data set with synthetic images, we
describe our approach to the implementation and compare it with a number of leading
algorithms, and reporting the results using synthesised data. Experiments using synthesised
data are important because we can generate an arbitrarily large number of images, such that
we obtain stable results when testing the algorithms, and because the ground truth is known,
which means that possible confounds due to camera characterisation and pre-processing are
absent, and various factors affecting colour constancy can be efficiently investigated because
they can be manipulated individually and precisely. Furthermore, the data could be used to
generate more illuminant spectral information, thus potentially providing more classes than
the previous data for our classification framework training. We have evaluated our algorithm
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performance with the synthetic data and have also conducted another test with real-world
image data-sets to determine whether the synthetic data are useful and practical.

In Chapter 5, to classify the data more specifically, we introduce a novel clustering
classification colour constancy framework (referred to as the 4C method). In the new 4C
method, we assume that the training data contain the RGB values of the white point of the
scene, referred to as RwGwBw, which is obviously the colour of the illuminant under the
imaging system. It is always possible to obtain these measurements by placing a neutral
white patch in the scene when collecting training images, and some of the data-sets we
use in our work [CF03, GRB+08] employ this approach to obtain the RwGwBw values of
the white point (patch) of the scene. Based on the assumption that similar illuminants will
have similar illumination colours (colours of the white patch of the scenes), we first use a
clustering algorithm to group similar RwGwBw’s of the training samples into the same cluster.
We then treat the RwGwBw’s in the same cluster as belonging to the same illumination source
and each cluster as one class of illuminant. The colour constancy problem, i.e., that of
estimating the unknown illuminant of an image, becomes that of identifying which illuminant
class (cluster) the image’s illuminant belongs to. To achieve this, we use a classification
algorithm to classify the image into the illuminant class (cluster). We present experimental
results on publicly available testing datasets and show that our new method is competitive to
state-of-the-art methods.

In Chapter 6, we address the colour constancy problem from still image to video. The
video tonal stabilisation problem is still an unsolved problem, and current algorithms are only
focusing on keeping the tonal stable during the video playing, not really trying to recover
the incorrect illuminant. From this point, we are trying to combine these two problems
together, as firstly keeping the tonal stable and secondly recovering the frame colour to
canonical illuminant, and propose an algorithm for improving the performance of the video.
We firstly treat the problem as a video illuminant recognition problem, use scene detection
to cut the video into different shots based on illuminants, and for all the frames in each
illuminant, we adopt our still image colour constancy algorithm to recover these frames
with one single correction parameter. Subsequently, to avoid the tonal gap between different
neighbouring scenes, we generate a simple smoothing method. We test our video colour
correction framework on a published data set, to present some experiments to show the effect.

Finally, in Chapter 7, we present our general conclusions and future work.



Chapter 2

Literature Review

This chapter is intended as an introduction to research on computational techniques for colour
constancy. Several aspects are addressed, including the determinant of colour, the colour
reflection model framework, as well as the existing methods that have been proposed to deal
with the issue of computational colour constancy.

2.1 Colour Determinant

Colour plays a key role in the processing of an image, facilitating object recognition and
characterisation [Bra04]. For example, individuals can find their way quicker if the colour of
a landmark is included in the directions they receive, or the colour of a fruit helps determine
how ripe it is. Attribution of a specific colour to an object is an exceptional capability. To
shed light on this capability, the representation of information regarding the spectral features
of an object in the retinal image must be addressed.

On what physical conditions is production of varying colour stimuli dependent? Why are
the colours of different objects distinct? A close inspection of the colours in the everyday
environment reveals that the majority of objects with colours that stand out obtained their
colour through either tinting or dying, they do not have any colour of their own because
they do not possess the pigments that produce colour [BW86]. For instance, textiles are
naturally pale or white in colour and they are coloured through treatment of their fibres with a
substance or dye. Just like snow or clouds, textiles that are white owe their colour to a certain
transparent substance without colour that is present in the single fibres. The white colour is
the result of the reflection and refraction of light that cause the homogeneous dispersal of
most of the light in every direction [Fin00].

Things stand differently if pigments are present in the fibre tissue; then, a portion of
the light is absorbed in certain wavelength areas by every fibre serving as a coloured filter
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Fig. 2.1 Flowers appear differently coloured due to the various pigments they contain.

[Bra04]. The illuminate light emitted by a source enters the human eye after going through
one or multiple fibres and it conveys the colour of the fibre(s) permissible by that portion of
the light wavelength range through which light filtering occurred.

The same principle applies to flowers: flowers that are "snow-white" lack pigments and
their colour is given by the numerous tissue gaps that are filled with air and determine light
to be reflected and refracted in different ways. On the other hand, pigments are present in
coloured flowers and the specific colour that is perceived by the human eye is the outcome
of special colour filters. The two effects responsible for the colouring of various items are
selective absorption of light and light diffraction/reflection by the existing dye molecules in
different wavelength areas, the item colour being given by the reflected and diffracted light
that enters the human eye. An example is shown in Figure 2.1.

The colour reflection framework integrates illuminants, objects and observers, which is
shown in Figure 2.2 [L+77]. A series of illuminated objects make up a scene. Since the
manner in which the illumination is spatially distributed is usually complex, differences
occur between the illuminants falling on various objects. If it is assumed that the illumination
demonstrates homogeneity throughout a scene, then its spectral power distribution E(λ ) (λ =
light source wavelength) can be used for its characterisation [FCB96], indicating the amount
of power possessed by the illuminant at every wavelength. The human eye perceives the
illuminant as reflection off objects and concentrates it to create the retinal image. This image,
in turn, helps to make sense of how the scene is constituted.

Light is not absorbed and reflected in the same way by the surfaces of objects. The
wavelength, incident light angle in relation to the surface normal, and the reflected light angle
are the factors that usually determine reflection [For90]. To enable characterisation of every
object surface based on a spectral reflectance function S(λ ), geometric aspects should be
simplified or overlooked [FCB96]. The portion of incident illumination that an object reflects
at different wavelengths is indicated by this function.
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Human eyes and digital cameras can both be classified as observers. The amount of
light energy assimilated at different wavelengths, which is known as the system sensor
sensitivity, is associated with the observers as well. In the colour reflection framework, this is
denoted by the C(λ ) function [L+77]. The colour signal represents the light that every visible
scene location reflects to the eye. Since it has already been assumed that the illuminant is
homogeneous in a scene, the three outlined functions of E(λ ), S(λ ), and C(λ ) can be used
to determine the spectral power distribution of the colour signal:

ρk =
∫

E(λ )S(λ )Ck(λ )dλ (2.1)

In general, three different sensor types (k = 3) are incorporated in the majority of imaging
devices. Therefore, at a certain pixel, the light response is given by a triplet of responses
ρ = (ρ1,ρ2,ρ3). Figure 2.2 outlines the framework.

Fig. 2.2 The colour reflection framework: According to the attributes of the pigments, a
portion of the illuminant light wavelength is reflected by an object and the signal is converted
by the camera into RGB values subsequently captured in the image. The camera functioning
mechanism is closely replicated by the human eye.[L+77]

Equation (2.1) defines the imaging model known as the Mondrian World [L+77], which
is based on the premise of spatial homogeneity of the light source, object flatness and
coplanarity, and Lambertian surface reflectance [Bra04, For90, FCB96]. Furthermore, to
minimise the complexity of the colour reflection framework, the characterisation of how
the illuminant is spatially distributed, how the scene is structured, and how the direction
of the incident and reflected light affects the spectral reflectance of every object are not
considered by the Mondrian World [BMFC02]. However, for real scenes, the Mondrian
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World premises do not stand. For reasons of practicality and realism, the spatial distribution of
the illuminant, the scene structure, and the influence of the direction of incident and reflected
light on the spectral reflectance of every object need to be characterised [Fol90]. Nevertheless,
for preliminary analysis the Mondrian World is a sufficiently suitable framework [Bra04,
For90, FCB96].

2.2 Definition and Features of Colour Constancy

The simulation technique is used to determine the function C(λ ), which is constant for a
specific observer [Bra04]. The involvement of the illuminant and surface reflectance in the
production of the colour signal is indicated by Equation (2.1). These two physical factors are
respectively inherent and external to the object, with surface reflectance being informative
about the identity and attributes of the object, while the illuminant does not supply any
information regarding the object.

What enables attribution of a clear colour to an object if the illuminant and surface
properties are a source of confusion for the colour signal at an image location? As indicated
by the expression of Equation (2.1), modifications in the surface reflectance of an object can
be closely replicated by modifications in the illuminant; therefore, it can be anticipated that
a stationary object will undergo significant alterations in appearance when the illuminant
fluctuates. Figure 2.3 shows this physical process through the example of an identical flower
presented under four distinct sources of light. It is apparent that the colour of the light source
greatly influences the colour of the flower [Fos03].

The differences in colour appearance are not so pronounced when the four patches are
visualised within the setting of the images they belong to [Bra04]. In Figure 2.3, such
appearance stabilisation is only partial, as the viewer sees only printed images of small size
derived from an illuminated medium of larger proportions. The difference in the perceived
colour would usually be negligible if the viewer stood in front the depicted flower, meaning
that co-analysis of multiple image areas is undertaken by the visual system to address the
ambiguous nature of the colour signal. Thus, the object surface colour is perceptually
represented in a stable manner based on the complete scene setting. This is what colour
constancy is.

Colour is an outcome of cognitive and retinal processing, rather than a property that can
be assigned to objects in the surrounding environment. The illuminant has no connection to
the ability of the human visual system to discern object colours, which is known as colour
constancy [Zek93]. This ability is not exclusive to humans, but occurs in other species as
well, including goldfish and honeybees [Tov96], highlighting the importance of colour as a
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Fig. 2.3 As Equation (2.1) shown, changes in illuminants can make large changes in the
appearance of a fixed object. In this example, the same flower is depicted four times, each
rendered under a different light source. As can be seen, the colour of the flower is strongly
dependent on the colour of the light source.[GRB+08]

biological signalling mechanism. Indeed, reliable recognition of objects according to their
colour cannot be achieved without colour constancy. Remarkably, fluctuations in illuminant
do not interfere with the development of fixed descriptors by the visual system.

2.3 Computational Colour Constancy in Digital Image Pro-
cessing

As defined above, perception of object colour without dependence on illuminant colour is
known as the ability of colour constancy, which is displayed by the human visual system.
However, there are several question marks about this ability and its underlying mechanism,
especially why it is demonstrated by the human visual system, while the camera lacks it.
Computational colour constancy is geared towards addressing the issue of modifications in
the colour of the same object as a result of modifications in the light source, as indicated by
Equation (2.1).
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The mechanism can be better grasped through the examination of the propagation of a
ray of light. After it is emitted by a source of light, the light ray reaches an object at a given
moment, when the portion of reflected incident light is dictated by the reflectance according
to the physical features of the object. Subsequently, the reflected light penetrates the eye
and is subjected to measurement by three different kinds of receptors present within the
retina, which are capable of absorption of light with long, middle, and short wavelengths,
respectively. The reflectance of the whole visible spectrum needs to be measured to precisely
calculate the amount of light that the object reflects. This measurement can be undertaken
by using white light or another light source of known power distribution to illuminate the
object. However, reflectance measurement cannot be undertaken by a device such as a camera
because it lacks knowledge of the power distribution of the light source.

What the camera does measure is the outcome of object reflectance and how much light
falls upon the object. However, there are two aspects that are not known in this regard,
namely, the reflectance and the type of light source. The illuminant will cause variation in
the output if the measuring device is used without any extra processing. This effect ought
to be familiar to amateur photographers. The kind of illuminant employed determines the
appearance of an image. For example, the colours generated by sunlight or candle light are
warmer than those generated by flash, irrespective of the type of camera used (i.e. analogue
or digital). In the case of the objects of a scene illuminated by a yellowish source of light, a
white surface will be coloured yellow because it will reflect the incident light the same for
every wavelength. This is not a problem if the image comes in digital form because it can be
edited to improve the colour reproduction. Image colour correction can be achieved with a
range of well-known programs, including Adobe Photoshop, Google’s Picasa, and GIMP.

The procedure is referred to as automatic white balance in photography. There are a
number of alternatives for white balance management in the case of digital cameras. The
white balance can be established to the suitable setting if knowledge exists regarding the
kind of light source illuminating a scene, which means that the light source is a light bulb,
neon light, sunlight or cloudy sky. An image of the same scene as under a white illuminant
can be produced by the camera due to having knowledge of the colour of those light sources.
Certain cameras can capture an image of a white patch as well, subsequently using the image
contents to determine the illuminant colour. Another technique employed by some cameras
to identify the illuminant colour is ambient light measurement based on the sensors they are
equipped with. To ensure that the appearance of an image is the same as under a white light
source, the automatic white balance option is available for automatic selection of the optimal
alternative. Naturally, production of a representation of a scene that is identical to the one
observed by the photographer based on the image data is the overall aim.
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Object reflectance is also an important aspect from the perspective of machine vision.
If it is known, the reflectance can help to recognise an object on the basis of its colour, as
well as to divide scenes into sections or for colour-based optical flow determination. Every
facet of colour-based computer vision depends on reflectance information. For example,
the functioning of an autonomous service robot should be independent of whether the light
source is artificial light or sunlight. Since the light source has no influence on reflectance,
the type of light source will be irrelevant if reflectance is employed by the computer vision
algorithm. However, by the same token, illuminant fluctuation can cause problems if colour
is employed as a cue to address basic vision activities (e.g. scene segmentation and object
recognition and tracking). Therefore, extensive attention is being paid in the field of computer
vision research to address the problematic issue of colour constancy.

Various computation strategies have been developed to determine the true colour of object
surfaces and solve the colour constancy problem. In this process, the light source colour must
be eliminated, as it contributes to the colour of the object surface alongside the real surface
colour. Elimination of the light source colour is simplified if the illumination is identified,
and hence, this is typically the focus of colour constancy. As previously mentioned, the
colour vision system of both humans and animals depends greatly on colour constancy,
which facilitates object recognition, regardless of discrepancies in illumination. It is thus
not far-fetched to assume that any smart visual system would hinge on colour constancy to
a significant degree. Numerous applications in computer vision rely on colour constancy,
including image recovery, colour reproduction, and object detection [JD10]. This prompted
a proliferation of different colour constancy algorithms [Hor06, GGVDW11].

One study exemplified the colour constancy application based on the use of straightfor-
ward colour constancy techniques in a conventional issue of object categorisation [JD10].
Thus, a number of 20 objects (e.g. bird, bottle, car, dining table, motorbike, people) were
categorised through application of colour constancy algorithms as pre-processing of the bag-
of-words learning techniques followed by performance comparison between these techniques
and constant descriptors like C-SIFT [VDSGS10] and Opponent-SIFT [BG09]. Although
the performance of colour constancy as pre-processing did not exceed that of colour invariant
descriptors, a notable enhancement of over 10% in the performance of object categorisa-
tion was achieved by integrating local colour constancy techniques and colour invariant
descriptors [VDSGS10]. Such findings suggest that computer vision studies stand to benefit
considerably from good colour constancy.
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2.4 Colour Space with Computational Colour Constancy

Colour has different representation ways in different colour spaces, defined by different use
[Poy97]. For example, standard RGB colour space is the most widely used colour space for
LCD display, and CMY K is another colour space used to define colours of printer. There are
a large number of other different colour spaces as well, and most of the colour spaces could
transfer to another colour space by a linear transformation. In this section, we will discuss
some generally used colour spaces in colour constancy area.

2.4.1 RGB Colour Space

RGB colour space is an additive colour space model, with means any colour in this space
could be mixed by using Green, Red and Blue three primary colours with a certain percent-
age(degree in 3D space) [SG31]. In the RGB colour space, the colour can be presented in a
unit cube. The cube have three axes, which is red, green and blue colours in each direction.
Any point in this cube is a unique colour in RGB colour space. Generally, as our image
format are 8 bits, the range of R, G, and B in digital images is from 0 to 255, when all the
three channels are 0, the colour is defined as black, and in converse, in the opposite point
of the cube, white colour is the maximum value with (255,255,255). When R = G = B, the
colour is greyscale, and with the value increasing, the intensity of the illuminant is enhancing.

Since the RGB colour space is the most widely used standard to capture or generate
pictures, a lot of colour constancy algorithms just work on this. For example, the greyworld
algorithm [Buc80], the white patch algorithm [FCB96], and the first version of gamut
mapping[For90], the details of these algorithms will be discussed in the later section.

2.4.2 sRGB Colour Space

The sRGB is developed from RGB colour space, to solve the problem which is the same
RGB colour will appear differently on LCD displayers, TVs, or digital cameras. With the
development of internet, to handle the device independent colour representation problem,
Hewlett-Packard and Microsoft proposed this standard (Since at that time, the two companies
nearly monopoly the market of personal computers.) Currently, as the default standard, the
images transfering in the internet are attached with a profile, which include the parameter
setting to make sure the image display on different device with the same colour measured by
human eyes. The approach to achieve this is by applying a gamma correction on the images
with various factors, and the pixel value could be transferred to linear RGB colour space.
Why we need to pay attention on images under sRGB space is for some image processing



2.5 Framework for Computational Colour Constancy Algorithm 13

or computer vision problem, the image need to be preprocessed to the linear space, also
required when obtaining the ground truth of the illuminant in colour constancy datasets.

2.4.3 rg Chromaticity Space

rg Chromaticity space is an illuminant intensity independent colur space, the two colour
signals r and g are normalized from R,G, and B signals by the following Equation:

r =
R

R+G+B
,g =

G
R+G+B

,b =
B

R+G+B
,r+g+b = 1 (2.2)

An R,G, and B combination is defined a absolute, unique colour, but in the normalized rg
space, a color is represented by the proportion of red, green, and blue in the colour, instead
of the intensity of each. In this colour space, the colour features could be only involved just
red and green, since sum up all the signals must always a total of 1.

The inadequate of intensity does not mean the rg chromaticity is less useful than RGB
space, since it is not relative with the intensity of the illuminant, it could avoid the spotlight
effect when extracting the colour feature. And furthermore, in computer vision area, not all
the algorithms require the colour as the essential parameter, and actually most of them are
trying to keep away from an illuminant changing environment (That is why we need to tackle
with the colour constancy problem.) In another way, some of the colour constancy works
[Fin95, FH00] assume only the chromaticity is the useful information and based on this
assumption, to develop algorithms with good performance. Also it reduces the dimension of
the feature, to simplify the problem in computation cost.

There are several works under other colour spaces(Lab, HSV )[HF14, Fai13], since these
colour spaces are not mainly applied in colour constancy topic, the algorithms introduced
lately will only focus on the colour spaces we described above.

2.5 Framework for Computational Colour Constancy Al-
gorithm

Computational colour constancy is concerned with formulating a relevant characterisation of
a scene from an image captured under unknown conditions of lighting without dependence
on the illuminant [BCF01, BCF02]. This usually involves a two-stage process whereby
the illuminant parameters are determined (see the following section for more details) and
afterwards illumination is determined with the obtained parameters without dependence
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on surface descriptors [BVdW11, BW86, GRB+08]. To deal with the considerable level
of abstraction exhibited by the surface descriptors, the working assumption in this study
is that the characterisation of an image from a scene independent of illumination captured
under known, conventional lighting conditions [BF97]. The standard illuminant is selected
somewhat at random. In this case, an illuminant for which the camera is balanced is employed
because it is most appropriate for tasks of image reproduction [CF03, BMFC02]. Considering
the camera colour as denoting function, a framework is created on the premise of a diagonal
model of illumination modification with autonomous scaling of different channels to map the
image captured under a light source to the image captured under a different light source (e.g.
the standard illuminant) [BW86, CF03, FH00].

According to Equation (2.1), after the accurate determination of E(λ ), it can be substi-
tuted with a standard canonical illuminant to accomplish colour constancy [For90]. Hence,
finding out the image illuminant is the main obstacle to colour constancy [For90, BF97,
FH00, WGG07, GRB+08]. It is possible to express the issue in terms of retrieval of the
scene illuminant SPD E(λ ) through inversion of Equation (2.1), provided that the issue of
colour constancy is specified as the issue of the determination of the illuminant in a particular
scene. Just three measurements (i.e. λ components) are available for one surface and neither
E(λ ) nor S(λ ) are known. Hence, the issue is under-constrained. Extra constraints on the
illuminant can be achieved through the addition of more surfaces, based on the assumption
that E(λ ) does not change in an imaged scene. On the other hand, the added surfaces give rise
to additional unknowns because their reflectance functions are unspecified. This unsuccessful
approach has prompted the development of numerous other colour constancy techniques in
the literature that involved the introduction of extra assumptions regarding the world to deal
with the issue of insufficient constraints [For90, BF97, BMF00, JD14].

The present thesis is concerned with techniques that rely on just one image taken with a
standard camera to determine the colour of the light source. Subsequently, the techniques
can be used not only with a random image taken already or with Internet images, but also as
incorporated white balancing methods within the camera. Certain techniques for determining
the colour of the light source employ extra data from special hardware systems, such as
WhitebalPR [FS08, SF09], a novel series of camera sensors [NPVR08, ZL10], near-infrared
information [FS09], stereo images [XF09], extra images [LM09, SH12], or image sequence
information (e.g. video) [MB09, RMEJ05]. However, these techniques cannot be applied to
images that have already been taken.

Illumination estimation can be understood as determination of the geometry or direction
of light [SSI03, BJK07], of the complete spectral power distribution of light [DXW01], or of
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the colour of light. In the present case, it is understood to refer strictly to determination of
the colour of light, since this is the primary focus of the study.

Although additional techniques related to colour constancy exist, they are excluded from
the review of colour constancy methods as they lack the conventional colour constancy
stages of illumination estimation and colour correction, because they do not retrieve the true
colour of object surfaces. The greyscale [FH01] or multi-channel images [FF95, GvdBSG03]
produced by these techniques are independent of light source [FH01], specularity [FD01] or
shadowing [FDL04, DJ09]. Since they are unaffected by lighting conditions, their outputs
may not always be indicative of the colour or intensity of the initial image, which is why
their main application is as input to advanced processes of computer vision (e.g. recognition)
[FF95, GS99].

2.5.1 Image Colour Correction

As previously indicated, once the colour of the light source for an input image is determined,
its effect must be eliminated. This can be achieved through a conversion that produces an
output image seemingly captured under a reference illuminant (i.e. canonical light). In other
words, every colour of the input image has to be converted into a new colour as appearing
under the canonical light.

The Lambertian model that disregards specular reflection underpins the majority of
colour constancy techniques, apart from physics-based techniques. This produces similarities
between the image formation model and the dichromatic model with no specular reflection
[Tom96]. This conversion can be construed as an instance of chromatic adaptation, provided
that the colour of the light source is homogeneous across the whole image [Fai13]. The
modelling of the conversion is typically based on a 3× 3 linear transformation, which
involves multiplying the 3×3 transformation matrix D3×3 to convert the colour of each pixel
determined under the canonical light (Rc,Gc,Bc)

T in the input image (Ri,Gi,Bi)
T :Rc

Gc

Bc

= D3×3

Ri

Gi

Bi

 (2.3)

Simplification of the linear transformation to a diagonal transformation called the von
Kries Model can be achieved based on the premise that the camera sensors or light represent
delta functions (narrowband) [BW92]. In reality, actual camera sensor curves are not nar-
rowband, as can be observed in Fig. (2.4(a)), which illustrates the sensor sensitivity curves
determined for a Sony DXC-930 3-CCD camera. Several studies have addressed the condi-
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tions allowing for the substitution of the linear transformation with diagonal transformation
[WB82, FDF94, FL00].

Fig. 2.4 (a): RGB sensors determined for a Sony DXC-930 camera; (b) theoretical narrow-
band RGB camera sensors.[Ebn07]

To elucidate the fundamental mechanism underpinning the ability of human colour
constancy, an uncomplicated chromatic adaptation model was developed by von Kries in
1902. The hypothesis formulated for this specified that there was no connection between
the separate elements included in the organ of vision and only their particular function
determined their adaptation or fatigue [Fai13]. Equation (2.3) illustrates this hypothesis,
which has come to be known as the von Kries model.

In the case of a scene with a white patch, where (Re,Ge,Be) and (Rc,Gc,Bc) respectively
denote the camera response to the white patch under the unknown light source and under
the known canonical illuminant, the mapping of the response to the white patch from the
unknown to the canonical illuminant can be achieved based on scaling the three channels:RO

GO

BO

=


Rc
Re

0 0
0 Gc

Ge
0

0 0 Bc
Be


RI

GI

BI

 (2.4)

Colour correction through a diagonal transform is extensively employed in the domain of
colour constancy because it is uncomplicated and provides an acceptable degree of estimation,
despite being solely an approximate and depending on the premise of the homogeneity of
the colour of light [WB86]. The majority of the examined colour constancy techniques are
based on the diagonal transformation colour correction model, typically without the use of
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spectral sharpening. Creation of the transfer matrix is possible insofar as the same frame
is compatible with non-white patches, provided that the same pixel colour values in the
same position in the scene but under different light sources can be determined. The main
application of the diagonal matrix model is in retrieval of the input image colour under the
canonical illuminant, following determination of the illuminant with the image. The next
parts will focus on the definition of the transfer parameters and different algorithms based
on different premises and techniques for an image with neither light source nor reference
canonical light source being known.

2.6 Colour Constancy Algorithms

Estimation of the unknown light source of the input image followed by the transfer of the
colour value under the canonical light source is the main difficulty of colour constancy.
Three major classes of techniques for overcoming this difficulty have been discerned in the
literature and several key techniques in each class are presented in the next parts.

Techniques for determination of the illuminant colour can be categorised according
to a range of classificatory schemes, including supervised and unsupervised techniques,
static and learning-based techniques, and physics- and non-physics-based techniques. In the
present thesis, four general classes of techniques for illumination estimation are distinguished,
namely, statistical techniques, which use the statistical features of an image to determine
its illuminant, gamut-based techniques, which achieve illumination estimation through
comparison of canonical gamut with image gamut, learning-based techniques, which use
training images for model learning to determine the illuminant and Physics-based algorithms.
These classes are not wholly distinct but may merge into each other; for instance, statistical
and physics-based techniques may be employed as static techniques, while gamut-based and
learning-based techniques may be used as supervised techniques.

2.6.1 Statistical Methods

Low-level statistics or the physics-based dichromatic reflection model underpins the stat-
ic techniques used on images with a constant parameter setting, such as Grey-World
[Buc80], White-Patch [L+77], Shades of Grey [FGJ98, FT04], and Grey-Edge [VDWG05,
VdWSV07]. The premise on which the Grey-World algorithm is based is that the average
colour in a scene is achromatic under a white illuminant [Buc80], while the assumption of
the White-Patch algorithm is that perfect reflectance is the determinant of the maximum re-
sponse in an image [L+77]. The colour constancy algorithm produced by the Shades of Grey
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technique displays greater generality and is rooted in the Minkowski norm [FGJ98, FT04].
Last but not least, the Grey-Edge algorithm assumes that the average colour of the margins
of objects in a scene is achromatic under a white illuminant [VDWG05, VdWSV07].

Grey World Methods

Put forth by [Buc80], the Grey World assumption relies on the average pixel colour for
illuminant estimation; in other words, computation of an average of the light reaching the
observer enables illuminant estimation. This assumption is a highly popular colour constancy
algorithm and is at the basis of numerous other algorithms [Ebn04, Ebn03, FGJ98], all of
which presume that the world is grey, on average. The following equation expresses how an
illuminant can be estimated with the Grey World algorithm:

e = [mean(R) mean(G) mean(B)]t (2.5)

In the above, the 3D vector for determining the light source is denoted by e, while the
three colour channels in the image are denoted by R, G and B.

The premise of the Grey World technique is that a pre-established value, called grey,
represents the average of the surface reflectance of a common scene [Buc80]. It is necessary
to clarify what is meant by grey. It may mean true grey, and particularly 50% homogeneous
reflectance, or it may mean the average of the reflectance database. This is anticipated to
exceed the performance of Grey World with synthesised data and the use of many surfaces
can ensure an optimal outcome because a greater average achromatic value can be obtained
the more colour is used [BCF02]. By contrast, the performance of Grey World with image
data is anticipated to be lower because the actual average surface reflectance is unknown.
Obviously, errors are more likely to occur when there is an insufficient diversity of colours in
images. For instance, since the average value employed for estimation of reference white is
incorrect, an image with numerous green leaves will be corrected as grey leaves.

Despite this limitation, the Grey World algorithm remains the colour constancy algorithm
with the highest popularity, due to its facile application and rapidity. This technique is
adopted by the white balance function incorporated in numerous commercially available
camera models for correction of camera sensor responses.

Use of Channel Maximum to Estimate the Illuminant

A less complex version of the retinex algorithm, the Max-RGB or White-Patch algorithm
relies on the maximum response in every channel to determine the light source [FCB96,
FBL96, CF99]. The retinex algorithm depends on the existence of a bright patch in an image
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Fig. 2.5 If the number of colours in the scene is not high enough, accurate colours will not be
yielded by the Grey World assumption; (a) banana plant leaf; (b) output image.[Ebn07]

location, which will reflect the greatest amount of light possible for every band, thus giving
the illuminant colour. The following equation expresses how the illuminant is estimated with
the White-Patch algorithm:

e = [max(R) max(G) max(B)]t (2.6)

In the above, the 3D vector for light source estimation is denoted by e, while the three
colour channels in the image are R, G and B.

It is obvious that this technique displays sensitivity to the dynamic range associated with
the visual system. Provided that a white surface exists in the image, Max-RGB can produce
satisfactory outcomes. However, in the context of an environment of matte reflectance, the
maximum reflectance in the scene will never exceed that of a pure white due to the bias
inherent in the estimate of the illuminant magnitude. On the other hand, the maximum
reflectance can exceed that of pure white if specularities occur. Noise sensitivity is an
additional limitation of Max-RGB [MKNM95], as is the fact that it computes the illuminant
estimate based on just a single value from each channel. On a more positive note, one
study demonstrated that Max-RGB yields an effective estimate of illuminant chromaticity if
considerable specularities exist and if the dynamic range of the visual system is good enough
to avert the clipping of those specularities [RGM02]. In this way, the algorithm can exceed
the performance of algorithms relying just on chromaticity input because it benefits from
data regarding pixel brightness.

However, Max-RGB is limited by the fact that an erroneous estimate of the light source
can be generated due to just one bright pixel. The estimate will be incompatible with
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the true colour of the illuminant if the image contains a highlight due to inhomogeneous
reflectance of the illuminant colour by an object. Another issue is the occurrence of noise in
the image. Furthermore, high sensitivity to clipped pixels is exhibited by the White-Patch
retinex algorithm as well [FBL96]. It is not possible to produce a dependable estimate of the
illuminant colour from the pixel of greatest brightness if one or multiple colour channels are
clipped.

Shades of Grey

Finlayson and Trezzi’s [FGJ98] demonstration that only slight changes were needed to
generate results comparable to the results of complex colour constancy algorithms prompted
renewed attention to be paid to low-level techniques. The two authors argued that the Grey
World and Max-RGB constituted distinct versions of a more general, Minkowski norm-based
colour constancy algorithm, namely, the Shades of Grey algorithm. A compromise between
Grey World and Max-RGB has to be reached, given that they can produce good outcomes if
the average colour in the scene is approximated to grey or the maximum is white. Finlayson
and Trezzi applied the premise that the scene average was a shade of grey and used the
following function to mathematically compute the technique:

The application scope of the algorithm is somewhat enlarged by the Minkowski-norm,
thus allowing integration of the Grey World and White-Patch algorithms. Representing the
normalised outcome forming the approximated illumination vector, the Minkowski-norm
determines a weighted average of the pixel values and allocated higher weights to the pixels
that have higher intensity. The Minkowski-norm p underpins the suggested weight function:(∫

( f (X))pdX∫
dX

)1/p

= Ke (2.7)

For p values of 1 and ∞, the above equation respectively corresponds to the premise of
Grey World and colour constancy by Max-RGB coupled with computation of the maximum
value max f(x). Recurring experiments showed that the Shades of Grey algorithm achieved
the highest estimation performance at a p value of 6.

Grey Edge Hypothesis

The use of just one homogeneous illuminant and illumination estimation based on pixel values
are the defining features of the majority of techniques proposed by earlier studies. However,
these features do not always hold true. For instance, more than one illuminant can affect an
image. Thus, to achieve colour constancy under several different illuminants, the Grey Edge
technique was developed [VDWG05, WGG07]. As the image margins display the largest
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number of details, this technique is geared towards enabling edge-based colour constancy.
It assumes that the average edge discrepancy in a scene is achromatic, in keeping with the
premise of the Grey World algorithm that the average surface reflectance is achromatic. The
premise of the Grey Edge technique allows computation of the illuminant colour from the
average colour derivative in the image. The technique produces results similar to those of
more advanced algorithms, but it is more computationally affordable, easier to apply, and
more time-effective in terms of computation performance. In addition to playing a key role
in image analysis, edge detection constitutes an essential pre-processing step in the context
of image processing domain as well. Feature extraction and texture profile analysis also
benefit from it. However, efforts are still ongoing to develop an effective technique of edge
detection that has minimal sensitivity to noise and can locate edges accurately. There are
two types of edges derived from a 2D image of a 3D scene, namely, edges that depend on
viewpoint, which may undergo alterations in keeping with viewpoint modifications and are
generally indicative of scene geometry (e.g. mutual occlusion of objects) and edges that do
not depend on viewpoint, which are usually indicative of 3D object intrinsic attributes (e.g.
surface markings and surface shape).

The premise underpinning the use of low-level image features in the Grey Edge hypothesis
[GS99] is that the average discrepancy of edges in the scene is achromatic. The principles of
the Shades of Grey algorithm are adopted by the Grey Edge algorithm, with the exception
that image derivatives instead of pixels are used. The basis of the Grey Edge algorithm is
that the distribution of colour derivatives helps to obtain the maximal fluctuations in the
direction of the light source. The direction of the light source is estimated with the help of
the Minkowski norm of the derivatives. The technique is expanded through the introduction
of derivatives of higher order or various types of derivation (e.g. convolution with Gaussian
filters). The colour distribution presumed to occur in the image facilitates extraction of
gradient information from the image.

However, if a gradient operator is unable to discern the gradient information, then the
Grey Edge hypothesis does not ensure colour constancy. One study applied this hypothesis
to a wavelet domain, with multi-resolution analysis being conducted to achieve colour
constancy based solely on details (or edges) [WGG07]. However, no automated technique
for determining the Minkowski norm estimate was put forth, although an adaptive technique
was suggested for selection of the number of decomposition levels employed in discrete
wavelet transform.
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2.6.2 Gamut Mapping

Gamut mapping represents the second class of colour constancy algorithms [For90, FH00,
GGVDW10]. It assumes that only a few colours can be visualised in real-world images with
a certain light source [For90], implying that discrepancy in the light source colour is the
reason for any unforeseen fluctuation in the colours of an image.

Fig. 2.6 The framework of the colour constancy algorithm of Gamut mapping.[For90]

Figure (2.6) presents the Gamut mapping framework. The technique starts with the
formation of a set of the entirety of potential pixel (R,G,B) values related to real-world
surfaces under a known, canonical source of light. Known as canonical gamut [For90] and
taking the form of a convex hull, the finite colour set under canonical light source is learned
off-line from a training set consisting of a series of actual images with ground truth illuminant
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or a series of hyperspectral surfaces (ground truth indicates that precisely represented colours
under its own light sources are documented in the test environment, such as different colours
of the same object under more than one light source). The experiment section will address
several training and testing datasets.

The sets of every potential (R,G,B) under the unknown light source by its unknown
convex hull are outlined. Based on the diagonal premise of illumination modification,
a transfer can be created between the two hulls with a singular diagonal mapping. The
calculation of the diagonal mapping parameters is particularly difficult from a technical
perspective, but once they are obtained, the singular diagonal mapping between the canonical
and the unknown light can be established. The estimation of mapping is schematically
illustrated in the above figure with just one pixel value with ground truth; in reality, a greater
amount of data with ground truth are needed to precisely estimate the mapping. A range of
techniques for mapping estimation have been proposed [FH00].

Fig. 2.7 Representation with two-dimensional triangles as to the operating principle of Gamut
mapping colour constancy.[For90]

Gamut mapping is exemplified in Figure (2.7) with triangles denoting the gamuts. These
represent three-dimensional polytopes in the complete algorithm version [For90]. The upper
and lower thicker gamuts respectively denote the unknown gamut of the potential sensor
responses under the unknown light source and the known gamut of sensor responses under
the canonical light source. Although mapping between the sets is the overall aim, the first
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step is to determine the unknown set based on the observed sensor responses. The subset
created by these responses has a convex hull denoted by the thinner triangle. The mapping to
the canonical is not singular due to the fact that the observed set is usually an actual subset.
To improve the efficiency of computation of a set of potential diagonal maps representing a
convex set in the space of mapping coefficients, a particular technique was proposed in one
study [For90].

The condition (R,G,B) ∈C (C = canonical gamut) must be met by a potential diagonal
map (R,G,B), as it is a requirement for every observed (R,G,B) to be mapped into the
canonical gamut. Therefore, (R,G,B) ∈C, with C being the outcome of every (hull) point
divided by (R,G,B) element-wise. The potential diagonal maps are subjected to a (convex)
constraint by every one of these sets, and the intersection of the collection of convex sets
derived from consideration of each actual observation gives the final solution set (it is enough
to intersect just the sets equivalent to the vertex points of the convex hull of the observed
RGB). The intersection of convex sets can be achieved by dividing up space into cubes and
extracting the one present in every hull or by taking the convex hull of the suitable amounts
in dual space [AGA07].

Incorrect premises or different errors (e.g. noise) may result in the lack of any shared
points between the sets intended for intersection. In one study, the observed data were
enhanced with the corner points of error boxes surrounding the data and the input of every
corner point to CR,G,B was determined [FH00]. Again representing the convex hull of the
contributing maps, the altered CR,G,B was subjected to expansion due to error modelling.
This was different from mapping an expanded observed hull, since determination of CR,G,B

required inversion of the observed points. Additionally, to prevent issues occurring during
inversion, it was ensured in [FH00] that all R, G, or B used exceeded a small positive value
based on threshold of the error box points. The increase in the level of error was done
incrementally until the intersection was non-empty.

The Gamut mapping technique was enriched with two concepts by the Finlayson Colour in
Perspective algorithm [Fin96], allowing compatibility of the technique with the chromaticity
space (R/B,G/B) and additional, non-convex constraint of the diagonal maps through their
restriction to maps equivalent to the conjectured light sources. One study deemed that the
combined solution set was the point where the convex constraint set associated with the
initial surface constraints and the non-convex illuminant constraint set intersected [Fin96].
In a different study, the convex hull of the illuminant constraint set was used to estimate it,
after which it was applied in the full case [GLG12].

The second key step of the algorithm after computation of the set of potential maps is
selection of a solution from that set. This can be achieved in a number of different ways
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[Fin00, FH00, For90]. The solution selected by the initial method represented the diagonal
transform with maximal determinant, which enhanced the volume of the mapped set as much
as possible [BF97]. An identical heuristic in chromaticity space is employed by the Colour in
Perspective algorithm. Nevertheless, there is an inherent bias in this solution method and one
study used both the chromaticity based algorithm and the (R,G,B) algorithm to determine
the average of the constraint set [GLG12]. A different study chose to investigate the average
three-dimensionally, due to the continued bias of this solution selection method in the
chromaticity case [Fin00]. There is equivalence between the constraints on the mappings in
perspective space and the cones in the space of mapping between the (R,G,B) gamuts. Monte
Carlo integration is commonly applied for averaging across the non-convex illumination
constraint. This average was estimated in [For90] based on a more straightforward version
of numerical integration, not only in the chromaticity case, but also in the (R,G,B) case.
Subsequently, the space was separated into cubes (or squares) and the cubes with the implied
light source included in the cone of potential light sources were averaged. To determine the
implied light source, the canonical illuminant [(R,G,B) or (R/B,G/B)] was divided by the
mapping equivalent to the selected cube (or square) element-wise.

2.6.3 Learning-based Methods

Illumination estimation is achieved in learning-based techniques through the use of training
data to learn a model. To this end, some algorithms involve application of learning or
regression methods to a certain feature vector derived from the input image [XSF+07,
AGA07] or the use of low-level features rooted in the Bayesian formulation [BF97, RLM03,
FHH99, GRB+08].

Neural Network

The Neural Network solution [CFB02] involves training a network on an extensive set of
images with known scene light source to determine how the observed image data and the
scene light source are correlated. It is possible to construe the trained network as reflecting
information regarding how images are statistically structured. In one study, network training
was achieved not with image RGBs but with chromaticity information [CFB02]. Representing
an image RGB without dependence on intensity, chromaticity coordinates can be determined
in the following way:

c = [c1,c2] = [
ρ1

ρ1 +ρ2 +ρ3
,

ρ2

ρ1 +ρ2 +ρ3
] (2.8)
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For a trained network, the calculation of an approximate of scene illuminant chromaticity
is performed as follows:

ĉw = network ({ci | i = 1, · · ·m}) (2.9)

In the above, the trained network with m image chromaticities as input is denoted by
network(.). The problem can be effectively solved with a neural network, if the statistical
structure of the images occurring in practice is represented correctly by the network-encoded
information. Similar approaches employ support vector regression [FX04, XF06, NDB09],
linear regression methods [AGKA06, AGA07, AGK+09], and thin-plate spline interpolation
[SXF11]. Nevertheless, the efficiency of neural networks in estimating the light source is
limited because training of a neural network to achieve generalisation (i.e. ability to correctly
anticipate the scene light source in images not visualised before) is challenging.

Colour by Correlation

The Colour in Perspective technique [Fin96] was refined by Finlayson and colleagues, who
proposed the new approach of Colour by Correlation [FHH97, FHH99, HF00]. This approach
involves pre-computation of a correlation matrix indicating the level of congruence between
the suggested illuminants and the occurrence of image chromaticities. Every matrix row is
associated with a distinct training illuminant, while the columns of the matrix are equivalent
to conveniently arranged potential chromaticity ranges produced by (r,g) space discretisation.
One study proposed two versions of this approach [FHH97]. In one version, the computation
of the correlation matrix components associated with a certain light source is undertaken
in the following way: the camera sensors are used to determine the (r,g) chromaticities of
the reflectances in the training set under the light source in question; the next step involves
determining the convex hull of these chromaticities and the compatibility of all chromaticity
bins found within the hull with the light source in question is ascertained; a value of one is
accorded to every entry in the row for the light source in question equivalent to compatible
chromaticities, while a value of zero is allocated to the rest of the elements.

Multiplication of the correlation matrix by a vector with elements equivalent to the same
(r,g) bins employed in the correlation matrix enables approximation of the illuminant chro-
maticity. A value of one or zero is respectively accorded to the vector elements, depending
on the occurrence or lack of occurrence of the equivalent chromaticity in the image. The
number of chromaticities compatible with the light source is given by the ith element of
the generated vector. Ideally, there will be compatibility between all image chromaticities
and the real light source, giving the latter maximal correlation. Similar to Gamut mapping
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techniques, multiple potential light sources can be had. In the present case, the average of
the totality of candidates near the maximum is used.

The other version of Colour by Correlation involves determination of the likelihood
that the training illuminants are responsible for the observed chromaticities based on the
correlation matrix. Subsequently, a maximum probability estimate or another estimate can be
used to select the optimal illuminant. The surface reflectance database is consulted again to
obtain the set of (r,g) for every illuminant to enable computation of the correlation matrix. A
record is afterwards made regarding how frequently every discrete (r,g) occurs. Weighting of
the counts is done depending on the availability of extra previous information regarding the
occurrence likelihood of these reflectances. Support for illuminant priors is provided as well.
Uniform statistics are employed in the current implementation. According to the particular
illuminant, there is proportionality between the assembled counts and the likelihood of
occurrence of a certain (r,g). The logarithms of these likelihoods for a particular illuminant
are retained in an equivalent row of the correlation matrix.

The posterior distribution can be computed through a straightforward implementation
of Bayes’ rule. In the case of a series of occurring chromaticities C, the likelihood of scene
illuminant can be calculated as follows:

P(I |C) =
P(C | I)P(I)

P(C)
(2.10)

The above expression can be redefined based on the premise of homogeneous priors for I
and P(C) normalisation:

P(I |C) ∝ P(C | I) (2.11)

If the occurring chromaticities are assumed to be autonomous, the likelihood of observa-
tion of individual chromaticities c gives rise to P(C | I), with the illuminant I:

P(C | I) = ∏
c∈C

P(c | I) (2.12)

With logarithms, the expression takes the form:

log(P(C | I)) = ∑
c∈C

log(P(c | I)) (2.13)

Selection of a response according to the posterior probability distribution is the last step.
The computation of this final amount is achieved by applying the correlation matrix to the
vector of chromaticity occurrences. The logarithm of the posterior probability associated
with the ith illuminant is represented by the ith element of the generated vector. The three
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options proposed by the original study [FHH97]are maximum probability, mean probability,
and local area mean. A comprehensive discussion of these options has been extended in [? ]
in relation to a relevant Bayesian approach to colour constancy.

The technique presented above may have a number of possible limitations. One such
limitation is that, even if the training set includes the actual or a similar illuminant, zero
likelihood can be generated by an observed set of chromaticities for all illuminants, as a
result of noise and other factors causing incompatibility between the model and the real
world. Another limitation is that the illumination could be the fusion of two sources of light
(e.g. random combination of direct sunlight and blue sky), and under optimal circumstances,
the technique should provide an intermediate response. The issue can be addressed in several
ways. One solution to ensure that a potential illuminant is close to the real illuminant is
for the algorithm to make sure that the (r,g) space is covered by the set of illuminants.
Furthermore, to prevent any holes occurring in the distribution and make up for the noise,
a Gaussian filter (ρ = 10) could be used to smooth the frequency distribution of observed
(r,g) during the assembly of the correlation matrices.

Bayesian Methods

Bayesian or probabilistic algorithms are statistical algorithms [BF94, Sap98, FHH99, BMF00,
TEW01, RLM03] that are concerned with obtaining data regarding the probability of obser-
vation of a particular RGB response under potential scene illuminants as statistical priors.
The probability that every potential scene illuminant is the actual illuminant in a certain
scene is computed for a specific RGB image with a light source intended for classification.
The scene light source approximate is usually considered to be the illuminant demonstrating
maximum probability.

The Color By Correlation technique is the most straightforward application of the
Bayesian approach to colour constancy [FHH99]. A general overview of the Bayesian
principle model is provided in the following part. Restricting scene illuminants in this
algorithm encode prior data regarding likely scene lights into a discrete limited set of potential
lights τc. Despite the fact that, practically, the same likelihood is allocated to all lights, a
random likelihood of observation can be allocated to every candidate scene illuminant. To be
able to encode prior data regarding surfaces, a distribution of image chromaticities is defined
for every potential scene illuminant. There are two possible actions that can be undertaken
by the chromaticity distribution, namely, acquisition of data regarding the gamut of potential
surfaces (by stating the observation or lack of observation of a specific chromaticity under a
particular illuminant) or encoding of a measure indicating the likelihood of occurrence of a
certain chromaticity under every illuminant. In the first instance, apart from the introduction
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of a restraint on the set of potential scene illuminants, the algorithm is the same as the Gamut
mapping method, while in the second instance, a measure indicating how likely it is for each
potential illuminant ρ

w
to be the scene light source is determined:

L(ρ
w
) ∝

n

∑
i=1

Pr(ρ
i
| ρ

w
) (2.14)

The light with maximum probability is the approximated scene illuminant:

ρ̂
w
= argmaxρ

x
∈τc[L(ρx

)] (2.15)

Although the same principle is at the basis of all Bayesian methods, there are differences
in their approach to encoding of prior information regarding lights and surfaces as well as in
the particulars of their application and how complex it is. These methods are advantageous
primarily because they integrate the maximum possible amount of information in the problem
definition and, from a statistical perspective, this information is used effectively.

The assumption that the likelihood of occurrence of a particular RGB in an image is not
dependent on additional observed RGBs constitutes a possible shortcoming of the Colour
by Correlation algorithm. Taking into account any dependency in practice is one way of
dealing with this issue. The algorithm is also limited by the fact that, similar to the previously
addressed neural networks, its efficiency depends on the level of compliance of real-image
data with the algorithm-encoded statistical priors.

Combining Algorithms

Existing evidence suggests that satisfaction of algorithm premises by the image content
ensures that illumination can be acceptably accomplished by algorithms. Nevertheless, an
algorithm for illumination estimation that can account for all image data is yet to be developed.
This prompted the development of a different series of learning algorithms integrating various
approaches to attempt to enhance the efficiency of estimation. Several studies suggested the
integration of the outputs of different algorithms [CF99, SHF05, BGS08]. The Grey World,
Max RGB and a neural network-based approach were the algorithms for illuminant estimation
considered in [CF99]. It was demonstrated by, compared to the individual performance of
each algorithm, estimation could be more precisely made through an optimised (from the
perspective of least-squares) weighted average of the estimations generated by all three
algorithms. Meanwhile, in [BGS08], the outputs of five illumination estimation algorithms
(i.e. Grey World, Max RGB, Grey-Edge, Colour by Correlation [FHH99], and Colour in
Perspective [Fin96]) were integrated. Estimation was indeed enhanced by the integration
of the different algorithms, but not significantly. Similar to the general Minkowski norm
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formalism, the estimation improvement may be explained in terms of the fact that the
algorithm was refined by the inclusion of a greater number of parameters.

In other studies, selection of illumination estimation algorithm for a particular scene
content, based on pre-established image classes, was done with the help of high-order
statistics of the spatial distribution of image edges [GGVdW07, GGVDW11]. Two numbers
regulating the form of a Weibull distribution were used to parameterise the distribution of
edges. Subsequently, a specific constancy algorithm was indexed by the Weibull parameters,
similar to the Grey-Edge method.

Using Semantic Information

The choice of optimal colour constancy algorithms in keeping with image classes was based
on certain semantic information in other approaches. For instance, decision forests were
used in [BCCS10] to formulate an indoor-outdoor classifier for image content, while in other
studies, a stage classifier was employed to differentiate medium-level semantic categories
[LGG+09b, LGG+09a, NSRG10]. Furthermore, a different study demonstrated the utility of
semantic content probability [VdWSV07]. Other approaches sought to improve illumination
estimation based on so-called "memory colour" (i.e. colours related to certain classes of
objects) [RNK+09].

2.6.4 Physics-based Algorithms

The simplified Lambertian image formation model (see Equation (2.1)) constitutes the foun-
dation of the majority of illumination estimation algorithms. By contrast, physics-based
algorithms determine the illuminant by using a known physical process assumed to exist (e.g.
specularities or mutual illumination) [Tom96, FDH91, Lee86, NBE58]. The assumption un-
derpinning algorithms using specular highlights is that the dichromatic reflectance model can
be used to model the reflectances occurring in the world. The expression of the dichromatic
reflectance model is as follows:

ρk(x) = mb(x)S(λ )E(λ )Qk(λ )+ms(x)E(λb)Qk(λb) (2.16)

In the above, the relative surface amount is denoted by mb, while the relative amount of
specular reflectance is denoted by ms. These two factors contribute total amount of light
reflected at position x.

Physics-based algorithms are geared towards identifying pixels with an mb value of zero
or close to zero, as they are indicative of the reflection of the greatest part of light in a scene
(Equation (2.9) suggests that the colour of pure specularities is identical to that of the light
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source). As the colours of these pixels is close to or the same as the colour of the light source,
they can be used to produce the estimation.

On the downside, identification of specular highlights in images is difficult. For instance,
the image pixels with the highest brightness level may be specular but they could just as well
not be; furthermore, in the case of pixels that are specular, there is the additional matter of
lack of purity. There are algorithms for extracting "pure" specular colour based on merging
information from multiple surfaces [Sha85] but their efficiency is usually restricted to the
laboratory environment.

To generate additional information about the colour of the light source, mutual illumi-
nation has been employed in some other physics-based methods [Tom96, FDH91]. The
incidence of light reflected from one surface on another surface is what yields mutual reflec-
tion [FDH91]. Investigation of the changes undergone by the sensor responses in the area
of mutual reflection revealed that the use of the additional information available enabled a
satisfactory estimation of the surface reflectance function. However, due to the difficulty
involved in detecting areas of the image with occurrence of mutual reflection hinders the use
of these approaches on a wide scale outside the laboratory environment.

There are considerable differences between the dichromatic reflectance model and the
topic under consideration, and therefore current thesis will focus solely on the simplified
Lambertian model and adopt its assumption in method development.

2.7 Image Datasets for Assessment of Computational Colour
Constancy Algorithms

The benchmark image datasets employed in this thesis to analyse how colour constancy
algorithms perform are the Simon Fraser calibrated datasets A and B [BMFC02? , BMCF02],
the Grey Ball dataset [CF03], and Gehler’s Cambridge dataset [GRB+08].

2.7.1 Simon Fraser University

The images in the datasets of the Simon Fraser University (SFU) have been produced in
a laboratory environment [BMFC02, BCF02, BMCF02] and include thirty-one scenes of
coloured objects taken under eleven distinct illuminants. The format of the images is the
standard 8-bit TIFF, although a 16-bit TIFF format is provided as well to enable testing with
extra dynamic range.
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The group A and group B (synthetic data) consisting of 321 and 220 images, respectively,
are the two image groups usually employed for this dataset. Images from this dataset are
exemplified in Figure (2.8).

Fig. 2.8 Examples of images in the Simon Fraser University (SFU) dataset.[FL00]

2.7.2 The Ciurea and Funt Grey Ball Set

The over 11,000 images making up the Grey Ball dataset [BMF00] have been taken under a
wide range of lighting conditions. More specifically, the images were derived from a video
that was recorded over a period of two hours in different conditions, both outside and inside.
Every scene shows a small grey sphere that was fastened to the camera and subsequently
enabled the measurement of the light RGB in each scene. Figure (2.9) illustrates some
images from this dataset.
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Fig. 2.9 Examples of images in Ciurea and Funt’s Grey Ball dataset.[BMF00]

As far as the current researcher is aware, no other dataset for illumination estimation is as
extensive as the Grey Ball. It presents the drawback that the images in the same sequence are
highly correlated because they are derived from a video. Different studies have suggested that
a representative subset should be employed rather than the whole set; for instance, a subset
of 150 images (10 images for every scene) was used in [AGA07], being deemed sufficiently
representative of the entire set. Conversely, a subset of 1135 images was suggested by another
study [BCCS10].

2.7.3 Gehler’s MacBeth Colour Checker Set

The 568 images making up Gehler’s dataset [BF97] have been captured under varying lighting
conditions and include scenes with rich content, depicting people, landscapes, buildings, and
objects in both indoor and outdoor environments. Each scene contains a Gretag MacBeth
Colour Checker Chart, which enables the determination of the light source of the scenes
based on the examination of the achromatic patches. The dataset is advantageous primarily
because of the realism and high quality of its images. Some of the images included in the
dataset are exemplified in Figure (2.10). A linear version of the originally non-linear Gehler’s
dataset has been developed by Shi and Funt [FL00] and is publicly accessible [SF10].
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Fig. 2.10 Examples of images in the Gehler dataset.[BF97]

2.8 Conclusion

The concept of colour constancy and related computational colour constancy algorithms have
been reviewed in the present chapter. Colour constancy refers to the ability of the visual
system to eliminate the effect of the light source. Efforts have been dedicated to replicate
this ability in contemporary colour imaging and reproduction. In this context, the purpose of
computational colour constancy algorithms is to approximate the illuminant and use finite
image data to generate colour invariant object estimations. Illuminants, objects and the
equivalent imaging system are the three factors influencing the development of colour signals
in images. The features and categories of these factors have been addressed in this chapter.
In addition, the von Kries model and different computational colour constancy algorithms,
including Grey World coupled with the Retinex theoretical framework, statistics-based
methods, Gamut mapping algorithms, and learning-based methods, have been discussed
in the chapter in terms of their background, underlying assumptions, implementation and
shortcomings. Last but not least, a series of commonly used image datasets for assessment of
illumination estimation algorithms have been introduced. Based on the foundation provided
by this review of the latest methods and approaches, the development of a new learning-
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based algorithm for approximating the light source will be attempted, as outlined in the next
chapters.





Chapter 3

Illuminant Classification based on
Random Forest

3.1 Introduction

From Equation (2.1), we can see the colour response ρ of a device to a given surface depends
on both the reflectance properties of the surface and the spectral power distribution of the
current illuminant. When illumination changes, so too does the colour response ρ . However,
the human vision system, as a robust colour-based system, can ensure the perceived colour
of objects remains relatively constant under varying illuminant conditions, because it can
recognize the object colour changing caused by the illuminant change, then recover the
influence made by illuminant change. This ability to account for the court of the light source
is called colour constancy and helps humans identify objects [L+77]. However, from a
computer vision perspective, this illumination dependence is a problem since the digital
vision system of devices like cameras only honestly record the colour that they receive, so
in such a changing illuminant scene, the same object will be recorded as many different
colours. This implies that using colour as a cue to help solve fundamental vision tasks,
such as scene segmentation, object recognition and tracking might run into problems if the
scene illumination is changing. Solving colour constancy is also an important step in a
digital camera’s processing pipeline since it is well-established that, if image colours are
not corrected to account for the scene illuminant colour, the image will look quite different
to how an observer remembers the scene. For these reasons, solving the colour constancy
problem is one of the most challenging and important problems in the field of computer
vision research.
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If we pose the colour constancy problem as the problem of estimating the illuminant
in a given scene, then the problem can be formulated as how we can invert Equation
(2.1) to recover the scene illuminant SPD E(λ ). For a single surface we have only three
measurements (the elements of λ ), and both E(λ ) and S(λ ) are unknown. This implies
that the problem is under-constrained. If we assume that E(λ ) is constant throughout an
imaged scene, adding more surfaces provides us with additional constraints on the illuminant.
However, it also introduces further unknowns: the reflectance functions of the additional
surfaces. Thus, we cannot solve this problem in this way, so to deal with the under-constrained
nature of the problem, we have to make additional assumptions about the world. This has
prompted many studies in the related literature to address colour constancy methods works
[AAKA06, VDWG05, VdWSV07, For90, GRB+08].

In this chapter, under the assumption that images taken under the same illuminant should
have similar colour appearance, we present a novel learning-based technique for colour
constancy. Based on a powerful machine learning model, Random Forest, we treat colour
constancy as a problem of inferring the illuminant class of the input image. Random forest is
a tree based data structure; our technique is therefore intrinsically fast and efficient.

There are two main contributions we make in this work: firstly, we develop a new
image representation feature suitable for developing classification or learning based colour
constancy, and secondly, we develop a novel colour constancy framework that can classify or
recognise illuminants based on Random Forest. We will present experimental results on a
number of publicly available testing databases and show that our new technique outperforms
state-of-the-art techniques.

3.2 A Novel Random Forest Approach to Colour Constan-
cy

The basic idea of our Random Forest-based approach is to treat the problem of estimating
the unknown illuminant of the input image as an illuminant classification problem. Random
Forest is an ensemble classifier that consists of many decision trees and outputs the class that
is the mode of the classes output by individual trees [Bre01]. It is one of the most accurate
learning algorithms and for many data sets it produces a highly accurate classifier [LW02].
Random Forest is a generic classification technique, and here we present an approach to
adapting it for tackling the colour constancy problem.
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3.2.1 The Selection of Colour Values in Illuminant Estimation

An efficient framework for modelling real-world data is highly important, just like with
any issue of pattern categorisation. A major difficulty for colour constancy algorithms is
extraction of colour features from images to perform effectively. In this regard, the main
approach that is adopted is concerned with selection of colour values.

The majority of algorithms rely on image colour signals to estimate illuminants. The
input usually consists of raw data from digital cameras (e.g. three-channel RGB signals).
In some cases, conversion of the colour signals to certain data without device dependence
(e.g. XY Z or L ∗ a ∗ b∗) is performed [FR98]. However, since the precision of diagonal
transformation is diminished in device-independent spaces, device outputs are employed
directly in the majority of techniques for illumination estimation. Gamut mapping techniques
afford greater importance to colour space due to its impact on gamut characterisation and,
implicitly, on the performance of the techniques. However, the choice of colour spaces in
Gamut mapping techniques has been shown to have an influence on illumination estimation.
CRULE was the original Gamut mapping technique in which characterisation of the 3D
gamuts was undertaken based on the (R,G,B) space [For90]. However, the technique pre-
sented shortcomings regarding the application of absolute colour values, so it was improved
by a different study [Fin96] based on projection of the (R,G,B) colours to a 2D relative
colour space as (R/B,G/B). Colour by Correlation is another widely used Gamut mapping
technique that is based on the chromaticity space (r,g). Similarly, the (r,g) image signals are
employed by the neural network technique [CFB02] as the input information for the neural
network system. Meanwhile, the sensor correlation technique [TEW01] is carried out in
the absolute colour space (R,B) and its underlying assumption is that a greater amount of
information about the light source is contained in colours with a higher level of lightness.

The choice of colour spaces has been the focus of ample debate, particularly with regard
to whether their composition should include absolute or relative colour values and how
many dimensions they should have. 3D and 2D colour spaces differ in that the former
rely completely on the three-channel colour information from cameras, whereas the latter
make it easier for the gamut calculation to be performed by leaving out one information
channel. Essential for reflection of the illuminant attributes, the lightness information is
incorporated in the colour spaces employing absolute values [FHH97]. By contrast, lightness
information is not included in colour spaces using relative values and image data processing
is two-dimensional. In these spaces, gamuts are primarily indicative of low-lightness colours
and therefore they do not differ significantly from various illuminants. Furthermore, signals
with small values are more affected by noise, which means that sensitivity to noise is greater
among colours spaces using relative values.
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Colour constancy research started using probability distributions due to the introduction
of a Bayesian model-based approach to illumination estimation [BF94, BF97]. The premise
underpinning this approach is that a previous probability distribution determines how likely
the occurrence of a specific illuminant or surface is in a scene. Representation of this prior
probability distribution takes the form of multivariate normal distribution for illuminant
power distributions as well as for surface reflectance functions. Colour indexing is a different
technique for detecting objects [FF95] that considers the inherent attribute of objects to
be their colour probability distribution. It achieves object detection by comparing the
chromaticity histograms of objects in images and in the object database. Colour indexing
has prompted the use of chromaticity histograms in probability distribution representations,
despite not being classified as a colour constancy algorithm. In addition to offering key
statistical data for images, chromaticity histograms are indicative of the light source under
which the images were captured as well.

In the case of the neural network technique, the chromaticity values of an image are
used as input data for the neural network system [CFB02]. This is in fact the chromaticity
histogram of the image. Meanwhile, in the case of Colour by Correlation, the potential
colour distributions under various light sources are exploited by the correlation matrix. The
chromaticity histograms of a given reflectance database usually supplies the information.

In our technique, we first derive two opponent colour signals, Red-Green (RG) and
Blue-Yellow (BY ), from the original RGB signals according to Equation (3.1):

RG = R−G, BY = (R+G)/2−B (3.1)

The RG, BY value is in the range (−255,255), we translated this range to (0,255) by
two following steps:

Firstly, add 255 to each value then the range is translated to (0,510); Secondly, divided by
2 of each value and round up to an integer, then the value is translated to the range (0,255).

We then treat each of the two opponent signals as an 8-bits per pixel greyscale image and
construct pixel histograms HRG and HBY for the RG image and the BY image respectively.
Here HRG and HBY are 256 dimensional vectors. HRG(i), i = 0, 1, 2,· · · , 255, is the frequency
of the pixels in the RG image having a quantized value of i, and similarly, HBY (i), i = 0, 1,
2,· · · , 255, is the frequency of the pixels in the BY image having a quantized value of i.

The two histograms are obviously dependent on the contents of the image. As our task is
estimating the colours of the illuminant, our representation should be relatively independent
of content; otherwise the image contents will cause estimation errors. For example, a yellow
leaf in daylight may be estimated wrongly as in Tungsten light because of the high frequency
of yellow colour in the image. To avoid this problem, we only take into account the existence
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Fig. 3.1 The figure is shown the binary histogram which is content independent, only labelled
the colour appeared. The first row is the original RG,BY histogram, and the bottom row is
the one after binary by Equation 3.2.

of a colour rather than the number of times it appears in the image or the number of pixels
having that colour. A simple way to achieve this is to binaries HRG and HBY to ensure that
each chromaticity is counted only once. Our image representation feature is therefore two
256 dimensional binary vectors obtained as Equation (3.2):

hRG(i) =

{
1, HRG(i)> 0
0, otherwise

;hBY (i) =

{
1, HBY (i)> 0
0, otherwise

(3.2)

And finally, we cascade the two binary vectors hRG and hBY into one 512 dimensional
feature vector FRGBY = (hRG, hBY ) for the construction of our Random Forest-based recog-
nition or classification based colour constancy algorithm. The RG, BY binary histogram is
shown in figure 3.1.

3.2.2 Constructing the Illuminant Recognition Random Forest

To generate a decision tree, the first step is the choice of the split function. In our case, we
assumed the images under the same illuminant would have similar feature vector FRGBY . So
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the split function will be based on FRGBY . In building a random tree, we randomly select a
dimension of the feature vector of the input image and then based on the value of that chosen
dimension distribute the image to either the right child or the left child of a binary tree node.
For example, if dimension i of FRGBY has been selected as the testing dimension, the training
images will be split according to Equation (3.3):{

Image goes to the le f t child, FRGBY (i) = 0
Image goes to the right child, FRGBY (i) = 1

(3.3)

After each split, the input images at the current node In will be divided into two groups: Il

and Ir; these are then further split until it has reached the leaf nodes.

For a typical decision tree, we should generate multiple hypothesised tests and pick the
best split dimension and threshold value as the split function of each tree node. At each
non-leaf node, N different dimensions in the feature vector FRGBY are randomly selected and
then we perform N different splits according to Equation (3.4). For each split, we calculate
the maximum information gain to evaluate the merit of the split. At each node, after splitting
the samples to the left node or the right node, we can compute their corresponding illuminant
class histograms. The class information of the training dataset is the known illuminant of
each training image. A good split means the class histogram of the left node should be quite
different from the class histogram of the right node. The score function is:

Score(split) = ∆E =− |Il|
|In|

E(Il)−
|Ir|
|In|

E(Ir) (3.4)

where E(I) is the Shannon entropy of the class distributions in the set of samples I. |Il| is
the number of samples contained in the left child and |Ir| is the number in the right. In is the
set of training sample in node n. After comparing the scores of the splits, the split with the
best score will be selected and the dimension i related with this split will be recorded at the
current node as the split dimension.

The decision tree generation process will be stopped when certain tree construction
criteria such as maximum tree depth have been met. Each leaf node is then associated with an
illuminant distribution histogram, H(k), k = 1, 2, K, where K is the total number of possible
illuminant classes, and H(k) records the probability of the input image being under the k-th
illuminant when it falls onto that leaf node.
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3.2.3 Illuminant Estimation based on Random Forest

For a test input image, after extracting the hRG and hBY features, we let the image features
go through all the trees. When the image reaches a leaf node of the m-th tree, we save the
illuminant distribution histogram of the leaf node Hm(k), k = 1, 2,K, where K is the total
number of possible illuminant classes. Suppose we have M trees in the random forest, we
sum all M illuminant histograms together:

H(k) =
M

∑
m=1

Hm(k) (3.5)

The l-th illuminant is estimated as the illuminant of the input image if H(l)≥ H(k) for
all k.

3.2.4 Recover the Colour Under Canonical Illuminant

After labelling the l-th illuminant as the estimate illuminant for the input image, we can
simply use the diagonal model of illumination change to recover the image colour like taken
under a canonical illuminant. The diagonal model is independent of the colour channel; for
example, the colour signal values of a white patch taken under a white, canonical illuminant
is (Rc,Gc,Bc), and the response under a unknown illuminant is (Re,Ge,Be). Then the mapping
from the unknown illuminant to canonical illuminant can be achieved by scaling the tree
channels by (Rc/Re,Gc/Ge,Bc/Be), and the same scaling works for other, non-white patches.
This is indicated by Equation (3.6):

RO

GO

BO

=


Rc
Re

0 0
0 Gc

Ge
0

0 0 Bc
Be


RI

GI

BI

 (3.6)

RI is the input pixel red channel value and RO is the output after the correction, same
as the other two colour channels. Under ideal condition, a white patch under canonical
illuminant, the colour channel values (Rc,Gc,Bc) should be (255,255,255). However, as our
work only focuses on estimating the unknown illuminant for the input image, so the error we
tested is based on our estimated illuminant value and the ground truth illuminant value, as
well as other algorithms we used for comparison purposes.
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3.3 Algorithms Evaluation

In the previous sections, we have described a general Random Forest framework for illu-
minant classification. We now evaluate its performances for various parameter settings and
compare it with that of other leading colour constancy methods.

We evaluate our algorithm performance on two public benchmark datasets: The first
dataset consists of 321 images of constructed scenes taken under 11 different illuminant
sources in the Lab SFU [BMFC02]. For each illuminant source the spectral distribution is
known. Thus the dataset is of high quality but does not represent the full variation of typical
scenes as outdoor scenes are missing. The second database [BMF00] is a large database
containing 11346 images in several indoor or outdoor scenes. The images were actually
frames in a video; each image has a grey ball at the right down corner to calculate the ground
truth of the illuminant.

Following a common practice in the literature, we calculate the angular error according
to equation 3.7 from [BCF02] as the performance indicator:

Errorangular = cos−1((T ·E)|T |−1|E|−1) (3.7)

where T is the ground truth illuminant value and E is the estimated value by the colour
constancy algorithms. The error is calculated by the degree distances between the two colour
vectors. Note that results with Lab SFU dataset are averaged over 50 different random trails
and results with grey ball dataset are averaged over 30 trails. Futhermore, the dataset is 80%
for training and 20% for test.

3.3.1 Random Forest Parameter Setting Evaluation

There are several important parameters that could influence both the computation cost and the
algorithm performance, so before initiating the experiments, we need to set these parameters.
All the values of the parameters we set are from the test based on Lab SFU datasets and there
are 11 classes in this dataset. In each class, 80% of the image is used for training and the
remaining 20% for test. The original images are under sRGB colour space.

Different Colour Features

In addition to using the RG and BY colour signals to drive the image representation features
as described in Section 3, we have also tested using other colour signals to derive the binary
histogram of equation (3) for building the Random Forests, including, the original R, G
and B signals to build a 3x256 dimensional binary feature vector; r = R/B and g = G/B to
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build a 2x256 dimensional binary feature; and rg and by to build 2x256 dimensional binary
feature, where r = R/(R+G+B), g = G/(R+G+B), and b = B/(R+G+B), rg = r−g,
by = ((r+g)/2−b.

Lastly, we have also tested the RGBY colour features in a 2D way: F ′
RGBY = (hRG*hBY ),

then the feature F ′
RGBY will be a N*N matrix. We tested this feature still in a one-dimensional

way: we reshaped the F ′
RGBY from (N,N) to (1,N ∗N), to match the input of the forest.

Fig. 3.2 The algorithm performance when different colour features are used to construct the
image representation features. The X-axis is the tree number, and the Y-axis is angular error
result. There are results for the Lab SFU dataset.From the result we can see the RG and BY
colour signals worked under 1D framework produce the best result compared to others.

The results are shown in Figure (3.2). As the number of trees increases, algorithms
performance with all features is getting better. RG and BY feature have the best result when
the forest scale is increasing over 5 trees. The RG and BY features under 2D framework have
a more stable performance, but not the best. r and g, rg and by combinations perform worse
than the original R, G and B signals.

There are two reasons why we developed our opponent colour feature, and both of them
have been confirmed by experiment: Firstly, an opponent colour space model is more similar
to human visual system[WN97], human have two different retina cells: cones and rods, deal
with illuminants and chromaticity. Our opponent colour signals are doing this in the same
way: RG channel is more sensitive with illuminant intensity as a bandpass function, and BY
is a lowpass function which is sensitive to absolute chromaticity value [Pit00]. This could
provide more information to train the forest. Secondly, one of the reasons that we transfer
R, G, and B colour features to RG and BY opponent chromaticity colour signals is trying to
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reduce the feature from 3D to 2D thus simplifying the algorithm. It has been shown that using
the opponent chromaticity signals can not only capture the illuminant information well but
also can relax the conditions imposed on the color constancy models [Fin96]. Furthermore,
experiment results have shown that these features can indeed extract illuminant information
from images more efficiently.

Random Forest Scape (Number of Trees)

The random forest size is another important parameter, with an appropriate size of the forest;
the algorithm could have the maximum performance and reduce the computation cost. Figure
(3.3) shows the angular error results for different sizes of the Random Forests for both
datasets. The algorithm can reach an acceptable result even with only one tree, and then as
the number of trees increases, the performance reaches a saturation point rapidly, meaning
that so long as we use a sufficient number of trees in the forest, our method will have stable
performance. Our results show that using 100 trees is sufficient, and we set 100 as our
Random Forest scope.

Fig. 3.3 The algorithm performance for different forest sizes. The X-axis is the tree number,
and the Y-axis is angular error result. When the tree numbers reached 100, the performance
is pretty stable and sufficient for both datasets.
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3.3.2 Comparison of Colour Constancy Algorithms

The second experiment is the evaluation of different algorithms for the two data sets with
three ground truths (The grey ball dataset’s ground truth values have been modified under
a linear colour space since the original data set is captured under a non-linear colour space
[BMFC02]). The forest size here is 100 and the percentage for training is 80%. The results
are averaged over 50 different trials in Lab SFU dataset and 30 in grey ball data set. In
this comparison, we use two different ways of constructing features for training, the 1D
1*512 dimension vector FRGBY , and the 1D 1*65536 vector (reshaped from 2D 256*256
matrix, will be labelled as Random Forest 2D in evaluation). The algorithms included for
comparison are classic algorithms like the grey world [Buc80], the max-RGB algorithms
[L+77], shades of grey [FGJ98], grey edge [GGVdW07], and the gamut mapping algorithms
with different gamut weighting methods[For90, GGVDW10, CK02]. We also include some
learning-based methods, such as: Using Natural Image Statistics [GG11] and Exemplar-
based [JD12], which are some of the state-of-the-art methods with the best performance. All
the results for these algorithms are from the website www.colorconstancy.com, an academic
evaluation platform for colour constancy. Results of the Gamut mapping requires training
data. The following results are obtained using 31 images (all images recorded under the
"syl-50MR16Q"-illuminant) to construct the canonical gamut. This canonical gamut is then
used to estimate the illuminant for all images, including the training images. This is done to
be able to make a comparison with other methods. Interestingly, most of the learning-based
methods were not tested on the Lab SFU data-set, the missing result was labelled as a "*".
One possible reason could be that the images in this data-set are somehow insufficiently
natural for the learning model as the images were taken under lab condition.

Table (3.1) shows the results of the Random Forest algorithm performance in two bench-
mark datasets. In all the experiment results, the Random Forest with 1D feature vector always
has better results than the 2D version. In the Lab SFU data set, our algorithm is better than all
of the statistical methods and also performs similarly to the gamut mapping methods. How-
ever, it must be noted that the gamut mapping results contain the estimation of the training
images, so we believe the "true" performance could be a little bit worse. As grey edge and
gamut mapping also need to set some parameters in different datasets (Minkowski-norm ρ is
varied between 1 and 15, and the smoothing value σ is varied between 1 and 12), the results
are also with the reference parameter-setting labelled from the www.colorconstancy.com,
pursued as the best performance of the algorithms.

The Natural Image Statistics used Weibull parameterization, related to the image attribute
(e.g., grain size and contrast), and applied an MoG-classifier to determine the correlation
and weighting between the Weibull-parameters and the image attributes (number of edges,
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Algorithms Lab SFU Grey-ball(Original) Grey-ball(Linear)

Grey world 9.8 7.9 13
Max-RGB 9.1 6.8 12.7

Shades of Grey 6.4 6.1 11.6
Grey edge 2nd order 5.2 6.1 10.6

pixel-based Gamut mapping 3.7 7.1 11.8
Edge-based Gamut mapping 3.9 6.8 12.8

Intersection-based Gamut mapping 3.6 6.9 11.8
Natural Images * 5.2 9.9
Exemplar-based * 4.4 8.0

Random forest 2D 4.8 6.7 10.6
Random forest 1D 4.2 5.6 8.2

Table 3.1 Comparison of Colour Constancy Algorithms

amount of texture, and semantic information of the scene). Then, based on these image
characteristics, the proper colour constancy algorithm (or best combination of algorithms) is
selected for a specific image. Meanwhile, the Exemplar-based method focuses on surfaces in
the image. The first step is segmentation of images by surfaces, then for each surface, the
nearest neighbour models in a training image must be found and its illumination is estimated
based on comparing the statistics of pixels belonging to nearest neighbour surfaces and the
target surface. The final illumination estimation results from combining these estimated
illuminants over surfaces to generate a unique estimate. In the "grey ball" dataset, in which
all the images are video frames, these two algorithms could provide better results than ours
(except with the linear ground truth of Natural Image Statistics, ours is better), but obviously
the structures of these two algorithms are more complex. Even so, from Table (3.1) we can
still see that the performance of the Random Forest framework is still close to the Exemplar-
based method, thus proving the competitive position of our method. Figure (3.4,3.5) shows
some visual examples of colour correction results of an image based on illuminants estimated
by different algorithms. The image is randomly selected from each dataset and it is seen
that the visual result of the random forest method is also better with lower angular errors
compared with statistical methods and gamut mappings ( for some algorithms we mentioned
in our experiment, the code is needed to generate the compared photos, but this is difficult to
obtain).
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Fig. 3.4 Colour constancy colour correction results of grey world, max RGB, grey edge and
Random Forest in Lab SFU dataset. Top row, left: original, middle: corrected with ground
truth data, right: Random Forest (angular error 4.6). Bottom row, left: grey world (angular
error 6.9), middle: max RGB (angular error 11.8), right: grey edge (angular error 15.5).

3.4 Conclusions

In this chapter, a new colour constancy algorithm has been introduced. Based on the assump-
tion that images taken under the same illuminant should have similar colour appearance,
treating the unknown image illuminant estimation task as an illuminant classification problem,
we adopted a new colour features to construct the forest: RG and BY colour signals, and used
random forest method as a strong classifier to achieve the goal of colour constancy: estimate
the unknown illuminant for input image. Compared with other algorithms on two benchmark
datasets, random forest is more efficient and can outperform other state of the art algorithms.

However, as a classification method, Random Forest can only provide a few discrete
illuminant estimations based on how the datasets have been classified. In the two test
datasets, the SFU has the most specified illuminant classes (11 strongly controlled lab-based
illuminants). For each illuminant, images under the same classes have a very similar ground
truth, so we could say in this case the SFU dataset has an ideal classification for our Random
Forest algorithm. In the second grey ball dataset, the challenge is that the dataset only briefly
divided into 15 categories, and it is not even based on the illuminant but the scenes. Under
this situation, even in the same class, the ground truth variance is more diffused than the SFU
lab dataset. Compared with continuous methods, like grey world, if the illuminant situation
is very complicated, the performance of random forest would get worse, due to the lack of
efficient classification of the dataset. How to divide the dataset into an appropriate number
of classes could be an issue for further improvement. This issue will also have a negative
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Fig. 3.5 Colour constancy colour correction results of grey world, max RGB, grey edge and
Random Forest in Grey ball dataset. Top row, left: original, middle: corrected with ground
truth data, right: Random Forest (angular error 3.3). Bottom row, left: grey world (angular
error 1.1), middle: max RGB (angular error 11.3), right: grey edge (angular error 9.3).

influence on the final recovered image. Providing a few discrete illuminant estimations means
providing only a few discrete recover results. If an image is taken under a non- standard
illuminant, or an illuminant does not exist in the current training dataset, the angular error
could be significantly high. Therefore, based on the current foundation, future work should
focus more on Random Forest regression development, to provide a similar continuous
function.



Chapter 4

Experimental Work Based on
Synthesised Data

4.1 Introduction

The limitation of the classification framework for illumination estimation has been addressed
in the preceding chapter. Ideally, the natural illuminance distribution ought to be a continuous
function; however, the number of illuminant categories supplied by the datasets gives the
possible number of estimation results if the data classification is not detailed enough or
has an insufficient number of classes. Two possible options are available to enhance the
algorithm and address this issue, namely, employment of a more classified training dataset or
application of the clustering technique for a more specific classification of the data.

The proposed implementation approach based on synthetic dataset is outlined in the
present chapter. This dataset contains data on illuminant spectral distribution, surface
reflection, and camera characterisation. A comparison of the proposed approach with several
important algorithms is conducted and the outcomes of experimental work employing the
synthetic dataset are presented. The significance of such experimental work lies in the fact
that there is knowledge of the ground truth, ambiguities related to camera characterisation
and pre-processing are unlikely to occur, and accurate manipulation of each of the different
factors influencing colour constancy is possible, thus affording a good insight into those
factors. Furthermore, compared to other data, synthetic data could supply a greater number
of classes for our classification framework training because they can be employed to produce
a greater amount of illuminant spectral information.
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4.2 Synthetic Dataset

The synthetic dataset was first introduced in [BMFC02] and can be accessed over the Internet
(http://www.cs.sfu.ca/ colour/data). It has high relevance for computational colour constancy
research. The 321 images of scenes captured under eleven carefully selected light sources
constitute the essential part of the dataset. They have been employed in the earlier test. In
addition, the dataset includes a number of standardised sets of spectra for synthetic data
empirical work, as well as data for fluorescent surfaces.

Given that the present thesis is concerned primarily with unique illuminant settings, the
premise regarding the homogeneity of illumination across the whole (synthetic) scene is
particularly important.

4.2.1 Illuminant Spectral Data

Illuminant spectral data measured in the human visual range constitute the first element of
the dataset. In keeping with the format employed by the PhotoResearch PR-650 spectropho-
tometer, the spectra are made up of 101 measurements in the range 380-780 nm in 4 nm
steps. A sample of illuminant spectral distribution measured with the spectrophotometer is
illustrated in Figure (4.1).

Fig. 4.1 The spectral distribution of the illuminant in visual light wavelength range; the
X-axis and Y-axis respectively indicate the wavelength and the intensity of illumination
reaching the spectrophotometer.

As previously mentioned, the image data in the Simon Fraser University (SFU) dataset
are associated with eleven sources of illuminant spectra (see Chapter 2.6), which were
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chosen in such a way so as to provide maximal coverage of the range of chromaticities of
both natural and artificial illuminants, whilst taking into account stability over time and
physical appropriateness. The sources comprise three fluorescent lights (Sylvania warm
white, Sylvania cool white, and Philips Ultralume), four different incandescent lights with
power of 12 V, and four lights employed together with a blue filter (Roscolux 3202). There is
a close similarity between the spectrum of the incandescent source Sylvania 50MR16Q and an
ordinary incandescent lamp. The spectra of the other three are comparable to daylight of three
distinct colour temperatures (Solux 3500K, Solux 4100K, Solux 4700K). The bulbs cover
the outdoor illumination range to an acceptable degree when they are employed alongside
the blue filter.

4.2.2 Surface Reflection Data

Fig. 4.2 A sample of the intensity distribution of surface reflection; the X-axis and Y-
axis respectively indicate the wavelength and intensity of the illumination reaching the
spectrophotometer.

The surface reflection intensity distribution data constitute the second element of the
synthetic dataset. A number of sources have provided the 1995 surfaces in the dataset, which
comprise 24 Macbeth Colour Checker patches, 1269 Munsell chips, 120 Dupont paint chips
[VGI94], 170 natural objects [VGI94], 350 surfaces from the Krinov dataset [Kri53], and
57 extra surfaces whose measurement was undertaken in [BCF02]. In addition to being
selected as a superset of the reflectance sets employed in other colour constancy studies, this
set helps to model the world to calibrate (train) the algorithms and to assess the algorithms.
A sample of surface reflection intensity distribution is illustrated in Figure (4.2), with the
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Sylvania 50MR16Q serving as the canonical light source and reflecting the light reaching the
spectrophotometer.

4.2.3 Camera Characterization Data

The canonical illuminant employed in the current test is the Sylvania 50MR16Q, because
this is the illuminant that can ensure optimal camera balance. In other words, the camera
response to pure white is more or less identical for each of the three channels under this
illuminant. The individual measurement of the camera response function by the three colour
channels is depicted in Figure (4.3).

Fig. 4.3 The response function of the camera sensors under Sylvania 50MR16Q as the
canonical light source; the X-axis and Y-axis respectively represent the wavelength and
intensity of the illumination reaching the spectrophotometer and the three colour channels
(R, G, B) each being used for the measurement of the response function.

4.3 Production of Synthetic Data

The benefit of using synthetic images in experiments is that they enable control of the entire
environment. Furthermore, the reliability of results from algorithm assessment is ensured
through the production of images in a random extensive amount. Synthesised images also
enable users to establish the number of patches that constitute a scene, every chromaticity
occurring in the image being allocated a patch.
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Under a given light source, the calculation of the RGB colour of a patch (surface) is
carried out with the formula below, based on its surface reflectance S j, the spectral distribution
of the illuminant Ek and the spectral sensitivities of camera sensors ρ:

R = ∑
i

Ek
i ·S

j
i ·ρ

R
i ,G = ∑

i
Ek

i ·S
j
i ·ρ

G
i ,B = ∑

i
Ek

i ·S
j
i ·ρ

B
i (4.1)

The wavelength domain is spanned by the index i, equivalent to wavelengths in the
380-780 nm range. The sensor sensitivities of a SONY DXC-930 CCD video camera are
used, with disabled gamma correction and with calibration for tungsten light.

For every illuminant, the ground truth is determined first. Ideally, the surface reflectance
in the RGB channels would be perfect reflectance, and therefore Equation (4.2) can be applied
to obtain the illuminant ground truth:
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Ek
i ·ρB

i (4.2)

The next step is selection of the illuminant spectra for every research section in such a way
as to cover more or less homogeneously the (r,g) chromaticities of the standard conditions of
illumination. Normalisation of every illuminant spectrum is performed to ensure a maximum
response of 255 among the RGB channels for the pure white captured by the camera under
every light source.

Figure (4.4(a)) presents the chromaticity of every one of the eleven illuminants in relation
to the camera. These illuminants are placed in the relevant cells with a width of 0.02 units
that were created through the division of the (r,g) space.

The 97 spectra making up the second illuminant were measured within and around the
SFU campus during different hours of the day and in different climatic conditions. Although
abnormal lighting (e.g. near neon advertising lights) was not included, certain reflected light
was included, as long as it was within a reasonable range. Figure (4.4(b)) illustrates the
chromaticities associated with this illuminant.

Arbitrary linear combinations of spectra are employed from the two sets in order to
achieve the targeted coverage density. What warrants this is the fact that light from at least
two sources is frequently merged in illumination. Furthermore, the developed illumination
spectra will demonstrate behaviour of physical sources with chromaticities identical to the
developed ones, provided that the diagonal model is maintained. The chromaticities of the
training set derived through this approach are presented in Figure (4.4(c)).

The same procedure is applied to obtain the illuminant set for testing, with the excep-
tion that the density of the (r,g) space is four-fold greater. Figure (4.4(d)) illustrates the
chromaticities obtained.
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Fig. 4.4 The chromaticity distributions of the different illuminant sets employed in the present
paper [BMFC02]; (a) the eleven illuminants used in the development of the test images; (b)
the plotting into space of the chromaticities of an extra set consisting of multiple sources,
including several illuminations measured within and around the SFU campus; (c) the training
set developed on the basis of these sources; (d) a comparable set employed for testing with a
greater density of population in the chromaticity space.[BMFC02]

Figure (4.5) shows the (r,g) chromaticities of the reflectance dataset captured with the
Sony DXC-930 camera under the canonical light source.

4.4 Experiments

As we mentioned before, the advantage of using synthesised data is generating any arbitrary
number of illuminant classes for our Random Forest framework training, and for each class,
a large number of training samples (images) could be generated as well. So in our case,
two experiments are produced. The first experiment involves comparative analysis with the
prior experiment carried out in [BF02]. In this experiment, to make the comparison fair
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Fig. 4.5 The chromaticities of the reflectance dataset captured with the Sony DXC-930
camera under the canonical light source. [BMFC02]

enough, we follow every step in [BF02] strictly; while the second experiment involves use of
synthetic data for training and real-world image datasets for testing, which is our original
target, to evaluate the efficiency of the synthesised data using for estimating the real world
illuminants.

4.4.1 Error Measures

Three major error measures are usually employed in colour constancy research.

In the first error measure, the illuminant ground truth (R,G,B) and the equivalent estimate
are considered vectors in (R,G,B) space and the angle between them is determined in degrees.
The angular error is calculated according to the equation below, if the target illuminant and
the estimate are respectively T = (RT ,GT ,BT ), and E = (RE ,GE ,BE):

cos−1((T •E)T−1E−1) (4.3)

The second error measure represents the vector distance in (r,g) space of the illuminant
chromaticity and the corresponding estimate. It is calculated with the equation below,
if (rT ,gT ) = (RT/ST ,GT/ST ) and (rE ,gE) = (RE/SE ,GE/SE) with the target illuminant
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chromaticity and the estimate respectively being ST = RT +GT +BT and SE = RE +GE +BE

: √
(rE − rT )

2 +(gE −gT )
2 (4.4)

Although the two measures can be interchanged to a greater or lesser extent, the first
measure is more relevant for (R,G,B) algorithms, while the other measure is nearer the
amount targeted for reduction by a number of chromaticity algorithms.

The third error measure is concerned with the error in the end-result of colour constancy,
representing how much the corrected image differs from the precise target image captured
under the canonical light source. Such a result necessitates registered images with identical
geometry for every illuminant, which is why it is not easy to obtain with image data. To
fulfill the prerequisite of identical geometry, every illuminant must derive from the same
source alongside filters, which means that a general set of illuminants as employed in the
present study is unsuitable. Although in the restricted case of chromaticity mappings, this
issue is less pronounced, geometry fluctuations are still problematic. Synthetic data facilitate
examination of results and in this thesis the RMS error is employed across synthetic scene
surfaces in (r,g) between the target data and the corresponding mapped estimate. More to
the point, the calculation of the RMS error can be performed through the equation below if
the observed response for channel or chromaticity component k for pixel i and the equivalent
amount for the target image are respectively considered to be ρi

(k) and τi
(k):

(
1
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1
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)2
) 1

2

(4.5)

In the above, K and N respectively denote the number of channels of chromaticity
elements, which is generally 2, and the number of synthetic surfaces or image pixels.

4.4.2 Production of Data for Training and Testing

In the previous work in [BF02], the experiment steps are:

1. Randomly select 4 synthetic surfaces from 1995 surfaces.

2. Randomly select one illuminant from training dataset in Figure 4.4 (d).

3. Generate a scene (image) with 4 selected surfaces in step 1 taken by camera in Figure
4.3, under the selected illuminant in step2.

4. Repeat step 1 to 3 1000 times, then 1000 generated scenes with 4 colours are acquired.
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5. Start again from step 1 with 8, 16, 32, 64, 128, 256, 512, and 1024 synthetic surfaces,
then each series of surfaces being associated with 1000 generated scenes with arbitrary
selection of surfaces and illuminant from the reflectance database and the illuminant
test database.

In our experiment, for getting a comparative result, we generated the same test database
following the steps above. The difference is how we generate the training dataset:

1. Randomly select 1 illuminant A from training illuminant shown in Figure 4.4 (c).

2. Randomly select 1024 synthetic surfaces from 1995 surfaces.

3. Generate a scene (image) with 1024 selected surfaces in step 2 taken by camera in
Figure 4.3, under the selected illuminant in step1.

4. Repeat step 1 to 3 1000 times, then 1000 generated scenes with 1024 colours are
acquired under the selected illuminant A.

5. Start again from step 1, generate another 1000 scenes with 1024 colours under illu-
minant B, C, D . . . until all 97 illuminants in training set has been selected. Then a
training dataset with 97*1000 images is generated.

Since the data is created by using synthetic data, so the actual images are no need to
generate, only the colour signals. So each image in training dataset is a 3*1024 two dimension
matrix.

For every experiment, the algorithms will be assessed as to how they perform with 4,
8, 16, 32, 64, 128, 256, 512, and 1024 synthetic surfaces, each series of surfaces being
associated with 1000 generated scenes with arbitrary selection of surfaces and illuminant
from the reflectance database and the illuminant test database, respectively. The root mean
square (RMS) error is calculated across 1000 results for every error measure, algorithm and
number of scenes. The RMS error can be calculated with the equation below, with the error
for the ith synthesised scene being denoted by Ei for a certain error measure:(

1
N

N

∑
i

E2
i

)1/2

(4.6)

In the above, N = 1000.
The RMS has been selected due to the fact that it affords an approximation of the standard

deviation of algorithm estimates around the target, based on the premise that errors with
mean zero have a normal distribution more or less (this roughly holds for the majority of
algorithms) [BF02]).
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4.4.3 Experiment with Matte Data

Solely matte surfaces are employed for training purposes because the proposed algorithm
functions in Lambertian space based on the premise of lack of specular reflection. Two
Grey World techniques are among the algorithms selected for detailed examination [Buc80,
VDWG05]. More specifically, GW is the initial Grey World version, while DB-GW is a more
refined version that depends on database training to obtain the average colour parameters
[VDWG05]. The White Patch algorithm employed is the SCALE-BY-MAX algorithm
[L+77].

The other two algorithms used in the experiment are several versions of Forsyth’s Gamut
mapping technique [For90, Fin95, FH98], the neural network technique (NEURAL-NET)
[CFB02], and Colour by Correlation [FHH99]. Initially, Forsyth’s technique was known as
CRULE ("coefficient rule"), while ECRULE ("extended CRULE") denoted the illumination
constraint set applied to CRULE. The Gamut mapping technique was enriched with two
new concepts by the Colour in Perspective algorithm (CIP) developed by Finlayson [Fin96],
namely, compatibility with the chromaticity space and additional constraint of the diagonal
maps through their restriction to maps equivalent to anticipated illuminants. As the framework
of the Gamut mapping technique, the creation of the solution set can be approached in a
number of ways. In the present case, the initial maximum volume heuristic is indicated by
MV; the averaging of the constraint set is indicated by AVE, with the application of a convex
estimation to the illumination constraint if need be; the numerical integration of the constraint
set due to its non-convex nature is indicated by ICA ("illumination constrained average").

For the Colour by Correlation technique (C-by-C-01), the original version of the algorithm
proposed by Finlayson and colleagues [Fin96], the illuminant with maximum posterior
probability is denoted by MAP, the chromaticity estimate determined by taking the average
weighted by the posterior distribution is the MMSE estimate, and the MLM estimate is
determined by identifying the maximum from the combination of the posterior distribution
and a Gaussian mask. Additional details on the algorithm is provided in [BMF00].

Two minimal colour constancy techniques are incorporated in the results as well, namely,
NOTHING and AVE-ILLUM. The former is based on the premise that the visual system does
not require calibration for the actual illuminant, in other words, that the actual illuminant is
the canonical or target illuminant. The latter is based on the premise that the illuminant is the
average of the illuminants in the dataset that have been subjected to normalisation.

Figure (4.6) shows the plotting of the error for the chosen algorithms according to the
number of matte surfaces. The algorithms typically perform better with the rise in the number
of surfaces in the scenes, as this expands the amount of information available to them. Table
(5.1) presents the error measure results derived from three techniques of error measures
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Fig. 4.6 Error in (r,g) chromaticity in relation to the number of surfaces for several algorithms
with the highest performance

applied for a number of eight surfaces of a scene. This particular number has been chosen
because the author of the dataset deems it is most similar in difficulty to the data from a
broad range of images captured with a real camera [Bar99, BF02]. It is not usually possible
to compare the absolute errors detected with synthesised and captured data, but the research
still seeks to examine how relative performance is altered across the two conditions. The
numbers need to be more or less identical to ensure maximum validity, which can be done by
indicating eight synthetic surfaces that could be compared with the results from the image
data.

The error of both NOTHING and AVE-ILLUM remains the same regardless of the
number of surfaces, because neither technique is dependent on the scene. Consequently,
neither of them is included in Figure 4.6 as the error is not within the range. By comparison to
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Algorithms angular error median error max error rg error RMS(rg)

NOTHING 16.45 13.67 37.65 0.114 0.113
AVE-ILLUM 11.79 8.72 37.65 0.086 0.089

GW 8.00 5.34 31.32 0.058 0.062
DB-GW 6.51 4.38 32.75 0.048 0.054

SCALE-BY-MAX 9.03 6.91 30.12 0.067 0.072
CIP-MV 26.27 18.43 67.83 0.200 0.240
CIP-AVE 18.12 12.75 40.87 0.130 0.141
CIP-ICA 10.51 8.32 45.34 0.077 0.081

NEURAL-NET 5.23 3.02 39.91 0.038 0.045
C-by-C-01 10.79 7.65 46.01 0.078 0.082

C-by-C-MAP 5.63 4.02 35.66 0.042 0.048
C-by-C-MLM 5.63 3.95 38.95 0.039 0.045

C-by-C-MMSSE 5.25 3.35 47.12 0.034 0.041
CRULE-MV 6.75 4.89 31.23 0.052 0.058
CRULE-AVE 8.39 6.31 59.31 0.061 0.066
ECRULE-MV 6.04 3.97 37.12 0.046 0.052
ECRULE-AVE 7.22 5.05 31.21 0.051 0.054
ECRULE-ICA 7.15 4.23 36.41 0.051 0.053

Random Forest SYN 4.31 2.51 32.67 0.033 0.039

Table 4.1 The performance of different algorithms in relation to the number of error measures.
The indicated values represent the RMS across 1000 scenes produced in a synthetic manner.
For each scene, there are eight surfaces chosen arbitrarily from the reflectance dataset.
The scenes were captured under an illuminant chosen arbitrarily from the dataset of test
illuminants. Note that the minimum error is not shown in the table because it is always 0. As
for the max errors, even some of the latest algorithms can have relatively high worst errors as
shown in the public academic website for colour constancy (www.colorconstancy.com).

NOTHING, AVE-ILLUM has greater efficiency as a minimal algorithm due to the distribution
of the test illuminants all through the dataset and the location of the canonical illuminant
near the edge of the set (its redness is above average).

A similar explanation helps to shed light on why the CIP-MV algorithm performs so
poorly. This algorithm possesses bias, as demonstrated in [Bar99]. More to the point, the
bluest illuminant corresponding to the observed chromaticities is selected by the maximum
volume constraint in the (R/B,G/B) chromaticity space. Therefore, the use of these parame-
ters could have an adverse impact and a large number of surfaces is needed to increase the
performance of CIP-MV above that of NOTHING and AVE-ILLUM. On the other hand,
the performance of the CIP-ICA algorithm was consistently higher not only than the perfor-
mance of the minimal algorithms, but also the performance of the other two CIP techniques.



4.4 Experiments 63

Meanwhile, the performances of the C-by-C-01 algorithm and CIP0-ICA were similar. The
calculation of the canonical gamut in the five distinct Gamut mapping techniques involves
determination of the entire reflectance set under the canonical light source (i.e. Sylvania
50MR16Q), followed by calculation of the convex hull of that set. The experiment revealed
that the ECRULE-ICA technique performed better all the time. In fact, compared to MV and
AVE, the ICA technique has less bias.

In order to maximise the camera response function, every illuminant ground truth has
been subjected to normalisation (all three colour channels possess maximal value with perfect
pure white reflection). This explains why SCALE-BY-MAX performs so well. However, the
error is not entirely null, due to the fact that the perfect reflectance in the dataset is excluded
from the experiment. Furthermore, whereas the GW algorithm has a general estimator,
the DB-GW has a specified estimator that is closely correlated with the dataset. The high
performance of the DB-GW algorithm with a high number of surfaces can be explained
in terms of the fact that an average grey value resulted from the production of synthetic
data from the dataset with increase in the number of surfaces. Moreover, due to being
optimal for RMS error, the performance of the C-by-C-MMSE algorithm exceeded that of
the C-by-C-MAP algorithm. In the case of the neural network technique, the error occurred
between C-by-C-MAP, C-by-C-MMSE and C-by-C-MLM.

By comparison to other learning-based algorithms relying on the distribution of input
chromaticities, the proposed algorithm has produced the optimal chromaticity estimates.
As indicated by the same trend in the earlier experiment, there was a fast decrease in the
number of errors of Random Forest technique as the number of surfaces was increased.
Alongside the results in the table, this provides evidence that, even when synthetic data are
used, the Random Forest demonstrates efficiency and reliability as a classifier for the issue of
processing extensive amounts of data.

4.4.4 Experiment with Real-World Images

Algorithm testing by using synthetic training data is the goal of the second experiment. The
algorithm must perform satisfactorily to enhance the practical significance of this experiment.
The training data remain unchanged from the earlier ones, but a larger number of illuminant
classes are used compared to the preceding two datasets and synthetic data are used to train
the SY N algorithm.

The results reveal that the algorithm trained with synthetic data performed much more
poorly than anticipated. However, none of the three tests showed any flaw. The results
could potentially be explained in terms of the fact that synthetic data and real-world images
continued to have significant differences, despite the careful approach to gathering data.
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Algorithms Lab SFU Grey-ball(Original) Grey-ball(Linear)

Grey world[5] 9.8 7.9 13
Max-RGB[5] 9.1 6.8 12.7

Grey edge 2nd order[6] 5.2 6.1 10.6
pixel-based Gamut mapping[20] 3.7 7.1 11.8
Edge-based Gamut mapping[20] 3.9 6.8 12.8

Intersection-based Gamut mapping[20] 3.6 6.9 11.8
Random Forest 1D 4.2 5.6 8.2

Random Forest SYN 6.8 9.8 13.8

Table 4.2 The performance of the Random Forest algorithm with real-world images, as
trained by synthetic data

Another possible explanation is that the illuminants were not entirely realistic in the real
world, as some of them used a random linear combination technique. This could elucidate
why no other learning-based problem has been approached with the use of a synthetic training
dataset. For instance, only discrete estimation results can be generated by the Colour by
Correlation, but just a few studies have indicated the use of data in this manner.

4.5 Conclusions

The present chapter proposed the use of a synthetic dataset, which helps algorithm training
by supplying a random large number of images and illuminants, to address the problem of
the classification framework for illumination estimation, namely, that the possible number of
estimation results will be determined by the number of illuminant classes supplied by the
datasets if classification of data is not comprehensive enough or if it contains an insufficient
number of classes. Comparative analysis with several popular algorithms was carried out and
the results of experiments conducted with synthetic data were presented. Moreover, unlike
most other studies, we attempted to assess the realistic relevance of the dataset by testing
the algorithm trained with synthetic data on real-world images. The results of the experi-
ments indicated that the two datasets remained considerably different, therefore highlighting
the need to improve the manner in which synthetic data are produced. Nevertheless, the
experiment confirmed that the proposed Random Forest algorithm performed effectively and
demonstrated robustness. In the following chapter, the second option is discussed, namely,
the application of the clustering technique to enhance the specificity of data classification.



Chapter 5

A Clustering Classification Framework
for Colour Constancy

In the previous chapter, we specified our approach to trying to improve the Random Forest
classification framework with a large classified synthetic data-set. However, the result of
the experiment displayed a bit of regression. A possible reason for this is the unknown
difference between real images captured by camera and synthetic data. For this reason, we
attempt a different approach, which is using cluster methods to classify the training data
more specifically.

In this chapter, we introduce a novel clustering classification colour constancy framework
(referred to as the 4C method). In the new 4C method, we assume that the training data
contain the RGB values of the white point of the scene, referred to as RwGwBw, which is
obviously the colour of the illuminant under the imaging system. It is always possible to
obtain these measurements by placing a neutral white patch in the scene when collecting
training images, and some of the data-sets in this work [BMF00, BF97] use this approach to
obtain the RwGwBw values of the white point (patch) of the scene. Based on the assumption
that similar illuminants will have similar illumination colours (colours of the white patch of
the scenes), we first use a clustering algorithm to group similar RwGwBw’s of the training
samples into the same cluster. We then treat the RwGwBw’s in the same cluster as belonging
to the same illumination source and each cluster as one class of illuminant. The colour
constancy problem, i.e., that of estimating the unknown illuminant of an image, becomes
that of identifying which illuminant class (cluster) the illuminant of the image belongs to. To
achieve this, we use a classification algorithm to classify the image into the illuminant class
(cluster). We present experimental results on publicly available testing data-sets and show
that our new method is competitive with state-of-the-art methods.
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5.1 Random Forest Regression

This approach is motivated by a desire to attempt to provide more prediction illuminant
labels when the data-set can only offer a few. Providing a few discrete illuminant estimations
means providing only a few discrete recover results. However, the Random Forest could
achieve our goal by using regression method.

In our last work, for a test input image, after extracting the hRG and hBY features, we let
the image features go through all the trees. When the image reached a leaf node of the m-th
tree, we saved the illuminant distribution histogram of the leaf node Hm(k), k = 1, 2,K, where
K is the total number of possible illuminant classes. Suppose we have M trees in the Random
Forest, we sum all M illuminant histograms together:

H(k) =
M

∑
m=1

Hm(k) (5.1)

The l-th illuminant is estimated as illuminant of the input image if H(l)≥ H(k) for all k.
Thus, we will first try to adopt a weighting function by using the prediction table H(k),

instead of just labelling the input image with the highest scoring illuminant label (since
samples in the same leaf node can be treated as king of relatively near neighbour). For each
label k, there will be reference to a (R,G,B) ground truth value with the labeling illuminant
k, so the final predicted (Re,Ge,Be) can be calculated by:
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(5.2)

N is the number of top ranking values used in this weighted average function. We simply
performed a quick test with the same experiment condition as shown in Chapter 3. The result
is shown in Table (5.1), with N = 1 being our original version.

Algorithms Lab SFU Grey-ball(Original) Grey-ball(Linear)

Random forest N=1 4.2 5.6 8.2
Random forest N=2 5.0 6.7 9.6
Random forest N=5 6.8 7.5 10.1

Random forest N=10 8.0 7.8 10.3

Table 5.1 Random Forest performance test with weighting function of the ranking list in the
same leaf node

However, the performance becomes increasingly worse as N is increasing. We will
analyze the reason for this in the following section.
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Fig. 5.1 The ground truth distribution from the SFU data-set. From the figure we can see the
value points are gathered into 11 groups, the distance between each group is relatively far
away. [BMFC02]

Let us see the ground truth distribution of the three public data-sets. The first one is the
SFU data-set with 11 illuminants that have been carefully chosen and the images in the same
class (under the same illuminant) have a very close ground truth value. Therefore, in this
case, the data-set is very suitable for our classification framework. If the estimation produced
an incorrect result, since the distance between clusters is relatively greater than a natural
ground truth distribution, it could have a negative effect on the final performance.

Fig. 5.2 The ground truth distribution from the grey ball data-set. The data are abundant and
almost cover the whole colour space. However, the data are classified by scene instead of
ground truth. [CF03]
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In the second "grey ball" data-set, since it is a large data-set, it should be suitable
for regression, the distribution of ground truth almost covering the whole colour space.
Nevertheless, why is the regression result still worse than the original result? The answer
is that, from the data-set, the image was not labelled with illuminants, as we mentioned
in Chapter 3, when we used this data-set for training; furthermore, the class number 15 is
based on the scene, not the ground truth, and even in the same scene, the illuminant can
still vary. In Figure (5.3), we selected several images from the same scene in the grey ball
data-set and we can see the grey balls in the bottom right corner are not strictly the same in
these images. Nonetheless, we treated these images as one class for training in the previous
implementation.

Fig. 5.3 The images selected from the grey ball data-set [CF03]. All the images were
taken from the folder Granville Island Market2, which we used as one class in our previous
implementation. Form the images we can see that, as the grey ball in the bottom right corner
was used to compute the ground truth, it still looks varied in the same scene.

There is another benchmark data-set we have not used for training, namely, the Colour
Checker data-set [GRB+08]. This data-set consists of 568 images of scenes under different
lighting conditions, with a large variety of content: people, landscapes, buildings, objects,
indoors, and outdoors. Each scene’s illuminant is obtained using a Gretag MacBeth Colour
Checker Chart that was placed in the scenes (through analysis of the achromatic patches).
The main advantage of this database is that it contains more realistic images and of higher
quality. Figure (5.3) shows examples of images in this data-set, while in Figure (5.4), we can
see the ground truth distribution of this data-set, also very discretely.

Therefore, without a pre-process of the training data, our algorithm will have limited
performance. In this case, we will adopt the clustering method to generate enough classes for
training.
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Fig. 5.4 Examples of images the Colour Checker data-set [GRB+08]

Fig. 5.5 The ground truth distribution from the Colour Checker data-set [GRB+08]. From
the figure we can see that, without a good training method, our Random Forest algorithm
cannot yield a good performance.
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5.2 The Clustering Classification Colour Constancy Method

The clustering classification colour constancy (4C) method is illustrated in Fig (5.6). In the
left column, we illustrate the clustering stage. From the training images, we first extract
the RwGwBw’s of the white patches that have been placed on the scenes during training data
collection. We then use a clustering algorithm to group similar RwGwBw’s into the same
cluster. Each cluster is then treated as one class of illuminant source. In the middle column,
we illustrate the classification stage of the 4C method. Firstly, we extract the features of
the training images, which are then applied to a classifier that in turn will classify the input
image into one of the illuminant source classes. In the right column, we illustrate how a
trained classifier can be used to estimate the illuminant class of the testing image. For an
image with unknown illuminant source, we first extract the image feature, which is then fed
to the classifier that will output an estimate of the class of the illuminant source.

Fig. 5.6 The 4C colour constancy method.

The two challenging issues are how to cluster the images into illumination groups
appropriately and how to build the classifier for classifying the input image. For clustering,
there are many standard techniques available. In our work, we use the popular K-means and
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FSCL algorithm. The challenge is to determine the value of K. Similarly, there are many
classification techniques we can use to build the classifier, and we propose the use of the
Random Forest-based classifier and Support Vector Machine method to tackle the problem.
The challenge here is what image features to use to build the classifier.

5.2.1 Illuminant Colour Clustering

We firstly use K-means clustering to cluster the colours RwGwBw’s extracted from the white
patches of the training image into K clusters. Although simple to implement, the basic
K-means algorithm can be unreliable as the final clusters are highly dependent on the initial
centres. To alleviate this problem, we have implemented a random initialization step to
choose the initial cluster centres. To initialize one cluster centre, we randomly chose 10% of
the training samples and take their average to form the initial values of the cluster centre. We
found this method worked quite robustly and was pretty stable. Another issue is that we do
not know what K should be. Fortunately, in our case, this is not critical and we will show
that our framework can work stably for a wide range of K (from 5 to 50). For each cluster
(class), we average the RwGwBw’s of the images in the cluster and use it as the colour of the
white point colour of that illuminant class. The clustering result is shown in Figure (5.7).

Fig. 5.7 The sample classes chosen in the same rg chromaticity space scale, before and after
clustering. The left side is 3 original different classes of totally 15 classes from Greyball
dataset, from the image we can see the samples in the original class, especially samples in
the yellow classes, are very sparse in the space. The right side is the result after clustering by
our method, 10 were selected from 50 classes (K value). It is clearly shown that the data are
more closer than before and more suitable for training.

Secondly, we will test another clustering method, which is an extension of K-means
clustering, frequency sensitive competitive learning (FSCL) [AKCM90], to compare the
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performance of different clustering methods. The classical K-means algorithm has the "dead
units" problem. That is, if a centre is initialised far away from the input data set in comparison
with other centres, it may never win the competition, so it may never update, becoming a
dead unit. To solve the "dead units" problem, the FSCL algorithm adopts a punish strategy:
each centre counts the number of times when it has won the competition and reduces its
learning rate consequently. If a centre has won too often, "it feels guilty" and it pulls itself
out of the competition. The FSCL algorithm will be designed in the following way:

1. Initialise the illuminant classes, Ci(0), i = 1,2, . . . , I, with the prototypes w(i) (in our
case it is a three-dimensional vector in (R,G,B) space), set the counters associated with each
class to 1, i.e., ni(0) = 1;

2.Present the training sample, X(t), where t is the sequence index, and calculate the
distance between X(t) and the classes, Di(t) = D(X(t),Ci(t)), and modify the distance
according to D′

i(t) = ni(t)Di(t);
3.Find j, such that D′

j(t)≤ D′
i(t) for all i, update the class and counter:

for each cluster Ci, where i = 1,2, . . . , I, update the prototype w(i) to be the centroid of
all samples currentl in Ci,

N j(t +1) = N j(t)+1
4. Repeat step 2 until prototype w(i) does not change significantly or cluster membership

no longer changes.
In addition, we will still test for the same range of K as above.

5.2.2 Illuminant Classification by Support Vector Machine

The implementation of the Random Forest-based classifier has already been shown in Chapter
2. Therefore, in this chapter, for comparison purposes, we will adopt another one of the
best classifiers, namely, support vector machine (SV M), which will be used to test our
framework performance. Vapnik’s [SS04] Support Vector Machine theory has been applied
successfully to a wide variety of classification problems [CGM02, HL02, LL03]. SV Ms
have also been used to address classification/regression problems including financial market
forecasts, travel time prediction, power consumption estimation, and highway traffic flow
prediction [YCK02, WHL04, DZJ02]. Futhermore, it is no surprise that researchers use the
SV M method to tackle the illuminant classification problem; a previous study [FX04] applied
support vector machine regression to estimate a continuous-valued function that encoded the
fundamental interrelation between a given input and its corresponding output in the training
data. This function could then be used to predict outputs for given inputs that were not
included in the training set. This work is similar to a neural network. However, a neural
network’s solution is based on empirical risk minimisation. In contrast, SV R introduces
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structural risk minimisation into the regression, as one of the character of SV M, and thereby
achieves global optimisation [CFB02].

Colour Feature to Represent Illuminant Estimation

Most state-of-the-art methods prefer using binarised 2D chromaticity space histograms (r,g)
to represent the input image data. The chromaticity histograms have the potential advantage
that they discard intensity shading that varies with the surface geometry and viewing direction,
which is most likely unrelated to the illumination’s spectral properties. However, as we
have proved in our framework, our new RG,BY colour signals could perform better with the
illuminant intensity. For this reason, we will still use these features in the implementation
of our SV M classification method. The colour feature extraction is the same as shown in
Chapter 3. Finally, the two binary vectors we cascaded are still one 512 dimensional feature
vector FRGBY .

The Support Vector Machine Framework Contraction

Fundamentally, in the simplest scenario in a 2D space, the purpose of SV M is to identify
a linear function to categorise points in two distinct classes according to their features. In
a space of greater dimensionality, data points are considered by SV M as p-dimensional
vector and divided with a (p−1)-dimensional hyperplane. The SV M training algorithm can
be identified as a non-probabilistic binary linear classifier because, for a series of training
examples categorised into one of two groups, it creates a model for allocating new examples
into one of the two groups. Examples are represented by an SV M model as points in space
and their mapping is done in such a way as to ensure that a maximum gap exists between
the divided groups. Subsequently, the mapping of new examples is done in the same space
and predictions are made regarding the group they fall into according to the side of the
gap they are found. On the downside, the linear hyperplane is sometimes impossible to
locate. Furthermore, SV M is capable of undertaking not only linear classification, but also
non-linear classification based on the so-named "kernel" function, with data point inputs
being automatically mapped in features spaces of great dimensionality.

In the case of nonlinear SV M, kernel functions characterise the feature space. Knowledge
exists about a number of these functions, but a theoretical framework for their selection is
yet to be developed. The Radial Basis Function (RBF) kernel is chosen in this study because
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it performs well with regard to algorithm convergence and robustness. It is expressed as
follows:

K(X ,X
′
) = exp(−

∥∥∥X −X
′
∥∥∥2

2σ2 ) (5.3)

The empirical risk and the norm of the weights are reduced at the same time to derive
the nonlinear classification function in SV M, which in this case is the C-support Vector
Classification. Referred to as structural risk minimisation, the process is expressed as:

sgn(ωT
φ(x)+b) = sgn(

l

∑
i

yiaiK(X ,X
′
)+b) (5.4)

In the above, the training vectors xi are mapped into a space of greater dimensionality by
φ(xi), while the label of the indicate vector is denoted by yi . The experiment parameters
have been established in keeping with earlier studies due to the existence of a number of prior
assessments of the parameter setting in relation to illumination estimation [FX04, AGA07,
CB00], as well as to make it easier to undertake comparison under the same condition. SV M
implementation is underpinned by a code derived from a well-known SV M library that is
compatible with a range of programming languages [CL11].

5.3 Algorithm Evaluation

We evaluate our new 4C method on three public benchmark data-sets: Lab SFU [BMFC02]
consisting of 321 images, Grey Ball [BMF00] contains 11346 images and Colour checker
[BF97] consisting of 568 real-world images. Following a common practice in the literature,
we calculate the angular error according to equation (5.5) from [BCF02] as the performance
indicator:

Errorangular = cos−1((T ·E)|T |−1|E|−1) (5.5)

where T is the ground truth illuminant value and E is the estimated value. The error is
calculated by the degree distances between the two colour vectors of the same as before,
all the results with Random Forest are averaged over 50 different random trials (each with
different 80% training and 20 % testing samples). The tree number in the random forest is
100 (we have varied the number of the trees and results are saturated at 100). Furthermore
the SV M experiments are also the average values of 50 trials (each trail applies a FSCL
clustering then randomly selects 20% for test in each cluster.)



5.3 Algorithm Evaluation 75

5.3.1 Comparison of Colour Constancy Algorithms

Table 5.2 Comparison of Colour Constancy Algorithms with the 4C Framework

Algorithms
Data-sets

Lab SFU
Greyball

(Original)
Greyball
Linear

Colour checker
Original

Colour checker
Linear

Grey world 9.8 7.9 13 9.8 6.4
Max-RGB 9.1 6.8 12.7 8 7.6
Grey edge
2nd order

5.2 6.1 10.6 7.1 5.1

Pixel-based Gamut
mapping

3.7 7.1 11.8 6.9 4.2

Edge-based Gamut
mapping

3.9 6.8 12.8 7.7 6.5

Intersection-based
Gamut mapping

3.6 6.9 11.8 6.9 4.2

Exemplar-based * 4.4 8.0 5.2 2.9
Natural Images * 5.2 9.9 6.1 4.2

SVR * * 13.1 * 8.1
Bayesian * * * 6.7 4.8

4C RF K=5 4.48 4.98 9.11 4.9 4.3
4C RF K=10 4.40 4.69 8.62 4.88 4.31
4C RF K=15 4.48 4.68 8.31 4.75 4.23
4C RF K=50 4.57 4.64 8.01 4.78 4.23
4C RF K=100 4.60 4.68 8.01 4.73 4.29

4C RF FSCL K=5 4.44 4.86 8.97 4.85 4.27
4C RF FSCL K=10 4.40 4.54 8.54 4.78 4.31
4C RF FSCL K=15 4.34 4.45 8.20 4.80 4.19
4C RF FSCL K=50 4.40 4.47 8.04 4.81 4.24

4C RF FSCL K=100 4.44 4.50 8.03 4.80 4.23
4C SV M FSCL K=50 3.73 4.17 7.6 4.42 4.21

NetColorChecker * 3.90 * * 3.10
Deep learning * * 6.60 * 2.16

In this experiment, we finally include all three data sets we mentioned in the literature, as
the adoption of a clustering method. The experiment is the evaluation of different algorithms
for the three data sets with five ground truths (The grey ball data-set’s ground truth values
have been modified under a linear colour space since the original data set is captured under a
non-linear colour space [BMFC02], as well the colour checker data set [SF10]). The forest
size here is 100 and the percentage for training is 80%. The results are averaged over 50
different trials in the Lab SFU data-set and 30 in the grey ball data set. The compared
algorithms included are classic algorithms like the grey world [Buc80], the max-RGB
algorithms [L+77], shades of grey [FGJ98], grey edge [GGVdW07], and the gamut mapping
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algorithms with different gamut weighting methods[For90, GGVDW10, CK02]. We also
included some learning-based methods, such as: Using Natural-Image Statistics [GG11],
Exemplar-based [JD12], support vector regression [FX04], Bayesian method [GRB+08],
and two deep learning based colour constancy methods [LGHL15, OK16]. Deep Learning
methods are expected to have the best performances.

These two versions of deep learning methods have tackled colour constancy problems in
different ways: The NetColorChecker [LGHL15] approach formulate a regression approach
to estimate the illuminant by using Convolutional Neural Networks (CNN) and training with
the ImageNet dataset. In the previous work, algorithms of colour constancy mostly constrain
to image features like chromaticity information, illuminant intensity information, and other
low level features, and the ground truth are hand labelled. In this method, the first training
step is to compose a multi-scale image feature include pixels, edges, object parts and object
models. After that, the ImageNet dataset, a much larger dataset compared to the current
colour constancy dataset, is used for training. The ground truth is obtained by using current
colour constancy algorithm gray-shades. The last step is retraining the parameters obtained
in the previous step by using current benchmark datasets (like Greyball and ColourChecker
dataset).

The Deep Learning method of [OK16] bears some similarity to our 4C method. Firstly
they also treated colour constancy as an illuminant classification problem, using K-means
method to cluster the training images. They chose K = 25 and the employed a classic CNN
architecture [KSH12]. The CNN consists of five feature extraction layers of convolution
and the maxpooling, followed by three fully-connected layers. The sparse connections in
the layers 3-5 for multi-GPU implementation are replaced with dense connections for the
single GPU system, and the final output of the CNN is a vector of length K, which K refers
to the illuminant cluster number (25 in this case). Finally, the chromaticity of the estimate
illumination was determined by the average value of all images ground truths in cluster K,
same as ours. It is worth pointing out that we developed our 4C independently.

All the results for these algorithms are from the website www.colorconstancy.com, an
academic evaluation platform for colour constancy. Results of Gamut mapping algorithms
requires training data. The following results were obtained using 31 images (all images
recorded under the "syl-50MR16Q"-illuminant) to construct the canonical gamut. This
canonical gamut is then used to estimate the illuminant for all images including the training
images. This is done to be able to make a comparison with other methods. Interestingly,
most of the learning-based methods were not tested on the Lab SFU data set, the missing
result was labelled as a "*". One possible reason could be that the images in this data-set are
insufficiently natural for the learning model as the images were taken under lab condition.
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Moreover, for some learning-based methods, the performance on nonlinear ground truth of
the natural images was not tested, as the colour feature r,g is more suitable for a linearized
ground truth.

We have evaluated our 4C method with different Ks, and for each K the result is the
mean value of 50 trials. The result is very impressive. From Table (5.1), we can see that
for the Grey Ball data set, our new technique outperformed all other methods except for the
latest deep learning neural network methods. For the Colour Checker data-set, our method
also performed better than others except for the deep learning methods and one of the latest
and much more complex technique [JD14] with the linear ground truth. For the Lab SFU
data-set, our new Random Forest method achieved a very good performance, but not as good
as the best techniques in the literature. We notice that Lab SFU data are all man-made objects
under artificial illumination sources whilst the other two data-sets are natural scenes under
natural illumination sources. Therefore, it is possible that the 4C method works best for
scenes containing rich colours like the natural scenes in the Grey Ball and Colour Checker
data-sets. Another reason is related to the ground truth distribution, the distance between
clusters is very great and samples in each cluster are very close, which means that, if the
prediction is wrong, the error will be relatively high than a more evenly distributed situation.
It is also seen that the number of clusters does not affect greatly the performance of our
method (in fact, in the latest deep learning method, they used the same approach to cluster
the training images, which shows that the K determine problem is still unsolved). In addition,
our SV M with FSCL clustering beat the previous SV R algorithm, with regression model,
demonstrating that our new 4C method is a stable and robust technique.

5.4 Conclusive Remarks

In this chapter, we have developed a new colour constancy technique called the clustering
classification colour constancy or 4C method. We first used a clustering technique to cluster
the training images into groups based on the colours of the white points (patches) of the
training images. We then treated each cluster as an illumination class, and developed a
classification method to classify the images into these illuminant classes. We have tested our
new method on publicly available benchmark datasets and showed that our method is was
competitive to with state-of-the-art methods.





Chapter 6

Video Illuminant Recognition and Tonal
Stabilization

The colour constancy problem does not exist only in still image, but also in videos. These
fluctuations are typically caused by the camera automatically adjusting of its tonal settings
while shooting. In this chapter, we presents a method for video illuminant recognition, and
furthermore, try to reduce undesirable tonal fluctuations in videos, which are easily noticeable
when the sequence is viewed.

We address the colour constancy problem from still image to video. The video tonal
stabilization problem is still a unsolved problem, and current algorithms [FL11, BTS+15,
BBC+12] are only focusing on keeping the tonal stable during the video playing, not really
trying to recover the incorrect illuminant. From this point, we are trying to combine these
two problems together, as firstly keeping the tonal stable and secondly recovering the frame
colour to canonical illuminant, and propose an algorithm for improving the performance of
the video. Our approach operates on a continuous video shot by first cutting the video into
one or more scenes based on features presenting the characteristics of the illuminants. We
then correct a sequence of frames in the same scene by using the Random Forest illuminant
estimation framework: for every scene, we extract the features of each frame in the same
scene and return an illuminant estimation result, then we will use the most-voted result as the
estimation of this scene and correct the tonal information. Finally, a smooth function between
different scenes will be applied to adjust the flick and flash occurring at the boundary of
the neighbour scenes. Finally, we evaluate our method on some test videos to determine its
performance.
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6.1 Introduction

In recent times, there has been an unprecedented growth in captured video content, as devices
for video capture have become more and more affordable and video sharing websites have
become increasingly popular. For instance, on the YouTube website, video content with a
combined duration of around 24 hours is uploaded every minute [CDL08]. To a great extent,
this content is produced unprofessionally by amateur videographers with the help of basic
video cameras.

A feature that sets most amateur video footage apart from professionally-made videos
is that the movement of the camera is not controlled adequately and the exposure and
colour balance vary considerably, as amateur videographers lack the skills or gear needed
to avoid these issues. As shown in Figure (6.1), the camera automatic exposure and white
balance control are responsible for the variations in tone: modifications in lighting and frame
compositions cause ongoing slight adjustments to the tonal settings. However, it is not
advisable to turn off auto-exposure because it makes avoidance of over- and under-exposure
challenging as the capture that the camera is capable of with a fixed exposure setting is not
usually as wide as the dynamic range of the scene. By contrast, it is possible to turn off
automatic white balance, but this option is not available with all cameras. Nonetheless, tonal
variations due to illuminant modification still occur even if the automatic white balance is
not on.

Fig. 6.1 Multiple frames from a video sequence taken with an iPhone; marked colour variation
is due to the auto white balance of the camera.[FL11]

A range of approaches have been proposed to eliminate the camera shaking effect and thus
stabilise the video motion. Two such approaches have been recently put forth in [LGJA09]
and [MOT+06]; meanwhile, some approaches are geared towards eliminating tonal variation
or improving tonal stabilisation [FL11, BTS+15, BBC+12]. The variation is addressed by
most approaches based on identification of a mapping to the anchor frame. However, given
the complexity of the issue, this solution will be unsuccessful if the colour of the anchor
frame is not correct.

A new solution for dealing with video tonal stabilisation is put forth in the present chapter.
Based on a continuous video shot, this solution involves using the characteristics of the
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illuminants to separate the video into one or multiple scenes; subsequently, the Random
Forest framework for illumination estimation is applied to ensure the correctness of the
frame sequence in the same scene. An estimate for illumination will be generated based on
the extraction of the features of every frame in the same scene and the estimate with the
highest number of votes will be considered the scene estimation and used to rectify the tonal
information. Furthermore, the flick and flash effect occurring between adjacent scenes will be
adjusted through application of a smooth function between the scenes. Following alignment
of the sequence, several clips taken with different test videos will be used to demonstrate
that the proposed solution is viable. Furthermore, the performance of the approach will be
demonstrated in relation to illuminant detection of video frames and retrieval of frame tonal
information will be undertaken under straightforward illuminant fluctuating conditions. The
premise applied is that there is a gradual change in scene lighting conditions and that they do
not undergo spatial fluctuation over the frame.

6.2 Related Work

The fields of computational photography, image and video processing, and computer graphics
have addressed various related problems.

6.2.1 Camera Response Recovery

The modelling of the digital video capture pipeline involves the following steps [Poy12]:
conversion of the analogue linear RGB values reaching the camera sensor into digital values,
division of the values through luma chroma separation, processing for brightness and colour
adjustment, and encoding to the desired digital video format. Non-linear operations may
be included in the procedures of conversion from analogue to digital and the following
processing. A tonal effect may arise in this pipeline due to the likely variation in the
response function of the camera between different cameras with different operational settings.
Sequence stabilisation could be achieved through response function inversion if the camera
response at every frame were known.

Parametric [MP94, MN99, TRK01], semi-parametric [CM+05], and non-parametric
techniques [DM08] are among the techniques developed to model and retrieve the camera
response. In general, these techniques are compatible with still, geometrically registered
images with only exposure variation, and therefore a series of suitably large precise equiva-
lences between all frame pairs are needed for the techniques to be applicable to video and
the computation of such equivalences might prove challenging. Furthermore, a result demon-
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strating numerical stability might not be obtained due to the insufficiently large exposure
change between sequential frames, even if there is availability of the necessary equivalences.
Additionally, these techniques would have to be extended to manage more general camera
parameter alterations.

6.2.2 Colour Transfer

The transfer of colour from the anchor to the rest of the frames may seem enough to
accomplish tonal alignment. In fact, over time, many different colour transfer techniques
have been introduced [AP10]. One study [RAGS01] prompted various efforts to achieve
compatibility between different universal colour statistics of two images, like mean and
variance in certain colour spaces. However, camera and object motion cause considerable
variation in frame statistics, which means that these techniques are inapplicable for purposes
of tonal stabilisation. The relative rapidity with which such modifications can take place
signifies that further modifications would be triggered by endeavours to attain compatibility
between the universal statistics. Meanwhile, local techniques have been proposed to match
image regions at local level and introduce an equivalent offset [TJT05, KMHO09]. Despite
the great potential of such techniques, it is still enormously difficult to match regions in a
reliable way within the presence of camera and scene motion.

A scribble interface has been employed in several recent studies [LLW04, LAA08] with
notable recolouring results. In another study, on the basis of a robust non-linear parametric
transfer model, the scribble interface was applied in a system created particularly for inter-
image colour transfer managed by users [AP10]. However, the present thesis aims to
demonstrate that a more straightforward transfer model is appropriate for accomplishing
tonal stabilisation, without having to rely on user interaction.

6.2.3 Colour Constancy and White Balance

Over time, a range of white balance algorithms have been put forward and more detailed
information about them can be found in [AAKA06] and [Hor06]. The principle underlying
the majority of such algorithms is matching pixel values with particular scene features (e.g.
average reflectance or colour of the illuminant). Tonal variations are generated when such an
approach is used on a frame-by-frame basis, due to the deviation between frames displayed
by statistical estimates of the scene features in question. Furthermore, it is impossible to
reverse white-balance corrections because they are orthogonal to certain universal colour
manipulations (e.g. saturation). For some tasks, different techniques need to be combined,
but this is not the case here, as the tonal issue in videos is the sole concern.
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6.2.4 Current framework

The approach presently applied to achieve video tonal stabilisation [FL11] is based on
the tonal alignment algorithm, which is designed to make it seem that, for a particular
anchor frame, identical tonal settings were used to shoot a sequence of neighbouring frames
by adjusting the frames accordingly. Alignment is usually established among the frames
mediating a pair of sequential anchors and the fusion of two resulting sequences in keeping
with how far each frame is from each anchor gives the end-result. This fusion ensures that
the tonal settings at the anchors that exhibit differences are smoothly interpolated.

Fig. 6.2 The flow of the algorithm of adjustment map update.[FL11]
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An adjustment map Ai is created for every frame fi, delineating how the adjustment of the
colour channels for every pixel should occur to achieve the target aligned value. Following
creation of the adjustment maps, they can be applied to the frame to obtain the aligned
sequence. The anchor map (i.e. identity mapping) is known, and therefore the aim is to
generate a technique that will enable the maps to be effectively and reliably propagated along
the sequence of frames. At a more formal level, an approach is sought by the algorithm to
determine Ai+1 based on knowledge of fi, Ai and fi+1. Figure (6.2) presents the flow of this
algorithm.

Among the first endeavours to solve this issue, the technique could yield reliable results in
achieving tonal stabilisation in the majority of cases. Nevertheless, the right anchors must be
found for the technique to perform effectively, and what is more, anchor identification does
not guarantee that the colour of the anchor is appropriate. Given these considerations, the
implementation of the proposed still image colour constancy framework will be approached
by first developing a technique for video illuminant recognition and subsequently attempting
to retrieve the frame colour in several uncomplicated scenarios.

6.3 Algorithm Framework

The core of our method is that, compared with the tonal alignment algorithm, instead of
adjusting a sequence of adjacent frames to the anchor frame, we assume our still image
illuminant estimation framework could give a correct result, then for each frame, the anchor
frame is the same scene taken under the canonical illuminant. Therefore, the key problem
of the technique is how to extend the illuminant estimation framework from still images to
consistent video frames.

The pipeline is shown in Figure (6.3):

1. For an input video, the video will be initially cut into different scenes S(i), i= 1,2,3, · · ·
and buffer area B(i), i = 1,2,3, · · · between two scenes.

2. For each scene S(i), we estimate the illuminant class C( j) for each frame f (k) in the
same scene S(i), and the C(K) appearing most frequently will be selected as the estimated
illuminant for the scene S(i). Furthermore, all the video frames in the same scene will be
colour corrected under the canonical illuminant from illuminant C(K).

3. For each buffer area B(i), i = 1,2,3, · · · between two scenes, given a single frame
f (k), we calculate the distances between the current frame to the last frame of the last
scene DL(k) and the first frame of next scene DN(k). The last frame of the last scene has
the correction parameter (RL,GL,BL), and the first frame of next scene has the correction
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Fig. 6.3 The video tonal stabilization framework: firstly, the input frames are cut into different
scenes by scene detection. After that, a buffer area is set between different scenes and finally
a linear correction model is applied to smooth the boundary of the scenes.

parameter (RN ,GN ,BN). Therefore, the correction parameter for the current frame f (k) will
be:

Rk =
DN(k)

DL(k)+DN(k)
RL +

DL(k)
DL(k)+DN(k)

RN

Gk =
DN(k)

DL(k)+DN(k)
GL +

DL(k)
DL(k)+DN(k)

GN

Bk =
DN(k)

DL(k)+DN(k)
BL +

DL(k)
DL(k)+DN(k)

BN

(6.1)

There are three key challenges: how to properly divide the video into different scenes
based on illuminant, how to adequately correct the image colour to canonical light, and how
to smooth frames in the buffer areas to avoid flickers during scene change.

Our contribution is that, compared with the current work only focusing on alignments
between frames, we combine the tonal alignment and colour correction tasks together. In
other words, it means the anchor frame in our case is the frame taken under the canonical
light, which we think it is the correct colour for objects shown in the frame.
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6.3.1 Video Illuminant Recognition and Scene Detection

A film is divided into basic temporal units known as shots through scene/shot transition
detection [CNP06]. A shot is composed of several interconnected and sequential images that
are captured contiguously by one camera as a continuous action in temporal and spatial terms.
Video post-production relies significantly on this procedure, which is also important for
automated indexing and video recovery according to content or summarisation applications.
Vast video archives are made accessible by the latter; for example, to generate a visual
overview of the entire film, a representative picture may be selected by an application from
every scene and the processing of such indexes enables a search engine to produce results for
queries about all the films containing a particular scene.

For computers, cut detection is not such a straightforward procedure as it is for people,
because information regarding the time of capture and type of capturing camera is not
available for every frame of a video. At the moment, it seems that a cut detection algorithm
must have extensive artificial intelligence to be capable of accurately identifying all the cuts.

There are two stages in the process of cut detection, namely, scoring, whereby a particular
score is allocated to every pair of sequential digital video frames indicating how similar or
different the two frames are, and decision, which involves assessment of the allocated scores,
with a high score being indicative of cut detection.

Errors are likely to occur with this approach for two reasons. One reason is that a decision
hit will be triggered by a score even if it is only slightly greater than the threshold value.
Therefore, to increase the average difference between the "cut" and "no cut" score as much as
possible, a broad distribution of values is essential in the first stage. The other reason is that
a careful approach must be adopted in the selection of the threshold, statistical techniques
being particularly helpful in this regard.

Scene Difference Scores

Differences in visual content can be accessed through a wide range of scores, the most
frequently used ones including:

Sum of absolute differences (SAD). The most straightforward of existing algorithms, this
technique involves pixel-by-pixel comparison of two sequential frames, with the absolute
values of the discrepancies of each two equivalent pixels being added up. The positive number
obtained in this way serves as the score. False hits may occur due to the high sensitivity that
SAD exhibits to the slightest of scene alterations, including rapid camera motions, explosions,
and even turning on of a light in a dark scene. By contrast, soft cuts rarely elicit a reaction
from SAD. Nonetheless, because of its detection with highest probability of every visible
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hard cut, SAD is employed on a regular basis in the creation of a fundamental set of "possible
hits".

Histogram differences (HD). This algorithm shares close similarities to SAD, with the
exception that it is designed to determine the discrepancy between the histograms of two
sequential frames. A histogram represents a table listing the number of pixels shaded in
every colour included in a frame. False hits are less likely to occur with HD because its
sensitivity to slight scene alterations is not as high as that of SAD. Nonetheless, HD does
have a limitation, in that the visible content of two images can be significantly different,
despite the histograms of the images being identical. For instance, the histogram of an image
depicting the sea and beach and the histogram of an image depicting a cornfield and sky can
be the same. Furthermore, detection of hard cuts is not absolute with HD.

Edge change ratio (ECR). This algorithm undertakes the comparison of the content of
two frames based on the following procedure: conversion of the two frames to edge pictures;
extraction of likely outlines of objects in the pictures; and dilatation-based comparison of the
edge pictures to determine how likely it is that the objects in the first frame are also present
in the second frame. For the purposes of score generation, few algorithms are more effective
than ECR. It not only demonstrates high sensitivity to hard cuts, but it is also capable of
detection of numerous soft cuts. However, detection of some soft cuts (e.g. wipes) is not
possible when a basic version of ECR is used because the fading-in objects are classified as
common objects that move through the scene. Nonetheless, particular types of soft cuts can
be detected by ECR if manual extension is applied to it.

A higher performance can be achieved by merging two or more of such algorithms.

Decision Approaches

Different methods can also be employed in the decision stage of cut decision, including:
Fixed threshold: This method involves comparison of the scores to a pre-established

threshold, with cut detection occurring if the threshold is lower than the scores.
Adaptive threshold: This method involves comparison of the scores to a threshold, with

different scores in the video being considered to adjust the threshold to the features of the
current video. As with the fixed threshold, cut detection occurs if the threshold is lower than
the scores.

Our Framework

In our case, as the objective is to detect the illuminant changing in the videos, we ignore
the content change and use illuminant relative features to recognise the scene change. For
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this reason, the change we are trying to recognise will be soft cut, not hard cut, since the
illuminant change is a consequence changing process, and therefore some methods suitable
for hard cut (e.g. sum of absolute differences) are not be applied in this case. Furthermore,
because the content change is ignored, the edge change ratio will not be considered neither.

Despite deciding to choose histogram differences, extraction of the proper feature to
illustrate the characteristics of different illuminants is still a challenging task. The feature we
use in this case is RGBY colour feature, which is the one used in still image colour constancy
model in the previous work.

Fig. 6.4 The illuminant changing range in video "entrance", the illuminant started to change
around frame 60 until 75, a totally different illuminant.[FL11]

We start from a sample of video clips named "entrance". It contains 261 frames and
during the whole video, there is one illuminant changing duration between frames 60 and 75.
We visually hand-labelled this change area and the frames are shown in Figure (6.4).

Then, for each frame in an input video, we first derive two opponent colour signals, Red-
Green (RG) and Blue-Yellow (BY ), from the original RGB signals according to Equation
(6.2).

RG = R−G, BY = (R+G)/2−B (6.2)

We then treat each of the two opponent signals as an 8 bits per pixel greyscale image and
construct pixel histograms HRG and HBY for the RG image and the BY image respectively.
Here HRG and HBY are 256 dimensional vectors. HRG(i), i = 0, 1, 2,· · · , 255, is the frequency
of the pixels in the RG image having a quantized value of i, and similarly, HBY (i), i = 0, 1,
2,· · · , 255, is the frequency of the pixels in the BY image having a quantized value of i.
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Lastly, we calculate the HRG and HBY histogram differences FD between frames:

FD =
255

∑
i

HRG(i)−HBY (i) (6.3)

For a shot video with N frames, we will get the histogram differences feature FD(N −1),
with each element in this feature showing the differences between two neighbour frames.

As we focus on illuminant change in videos, and most cases of illuminant change in the
video are a continuous process, referring to a soft cut in the shot detection area, we define
two different situations and deal with each with different strategies. The first condition is
the section with a low-level FD value, indicating the relative frames are under the same
illuminant. Since our feature is illuminant sensitive, we define this situation as a scene. The
second condition is the section with a high level FD value caused by dramatic changing of
neighbour frames illuminants. We define this condition as the buffer area. How to decide the
boundary between scene and buffer area is depended on the FD value, and we set the mean
value of FD as a threshold value. If the current frame FD value is lower than the threshold
and the next frame difference value is higher, then that next frame will be labeled as the new
buffer area, otherwise it will be labelled with the current frame with the same illuminant.
In contrast, if the current frame FD value is higher than the threshold and the next frame
difference value is lower, then this will be the end of the current buffer area.

Firstly, we have tested our RGBY feature with the most commonly used RGB colour
signals (calculate the difference histogram by all three channels). Three comparisons of
histogram distances of features RGB and RGBY are performed after extracting the feature
from test videos "entrance", "greycard", and "sofa" [FL11]. We visually hand-labelled the
illuminant changing area to test the performance of both features.

The first video is "entrance". The illuminant changes from frame 60 to 75. The X-axis is
the frame number and the Y-axis is the FD value.

Fig. 6.5 The illuminant feature comparison in the video "entrance": the illuminant starts to
change around frame 60 until 75.The left is RGB feature and the right is RGBY .
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The second video is "greycard", it is the most complicated case in the test data course of
the change of both illuminant intensity and chromaticity. The change occurs from frames 55
to 63, 126 to 140, 336 to 366, 458 to 471, 550 to 555.

Fig. 6.6 The illuminant feature comparison in the video "greycard". The left is RGB feature
and the right is RGBY .

The third video is "sofa" and the illuminant change in this test video is also very dramatic.
The change occurs from frames 55 to 65, 177 to 184, 237 to 245, 304 to 309, 353 to 365, and
592 to 595.

Fig. 6.7 The illuminant feature comparison in the video "sofa". The left is RGB feature and
the right is RGBY .

Comparison of the three test videos reveals that the RG,BY features in the labelling area
always exhibit a peak, which could indicate they are more illuminant-sensitive than the RGB
features. However, from the figures we can still observe some noise occurs in the histogram:
for example, in some areas, the occurrence of the causes our algorithm to create a wrong
scene cut, and to avoid this disadvantage, we apply a median filter to smooth the histogram.
The filter result is shown below, we can see the noise is greatly reduced. After this procedure,
the video is cut into M scenes and M−1 buffer areas.
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Fig. 6.8 The illuminant feature after application of the median filter, the illuminant change
area is more obvious and the noise has been successfully reduced.

6.3.2 Scene Illuminant Estimation based on the 4C-Method

In the previous section, we have shown our illuminant scene detection with RGBY colour
signals could recognise the illuminant change in the video successfully, and the next step
will be an attempt to recover the frame colour into canonical illuminant. Since our algorithm
need training first, we apply the Greyball data-set with 11346 images for training, The use of
this dataset is justified because it has a large number of training samples and because these
images are also actually video frames, similar to the test videos. The number of training
classes is 50, which is the K value of K −means.

For all the frames in the same scene, we will generate same colour correction parameters.
However, since our algorithm can not perfectly predict the illuminant, to increase the accurate
rate, we will use a voting strategy to decide which illuminant will be the prediction result.
For example, all the frames in the same scene will have their own predicted illuminant label,
and the most frequent result will be the final label for the current scene.
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6.3.3 Linear Correction

We will create a linear correction framework [FL11], similar to the literature, to smooth the
buffer area illuminant change. For each buffer area B(i), i = 0,1,2, · · · ,M−2 between two
scenes, given a single frame f (k), we calculate the distances between the current frame to
the last frame of the last scene DL(k) and the first frame of next scene DN(k). The last frame
of the last scene has the correction parameter (RL,GL,BL), and the first frame of the next
scene has the correction parameter (RN ,GN ,BN). Therefore, the correction parameter for the
current frame f (k) will be:

Rk =
DN(k)

DL(k)+DN(k)
RL +

DL(k)
DL(k)+DN(k)

RN

Gk =
DN(k)

DL(k)+DN(k)
GL +

DL(k)
DL(k)+DN(k)

GN

Bk =
DN(k)

DL(k)+DN(k)
BL +

DL(k)
DL(k)+DN(k)

BN

(6.4)

6.4 Experiment And Recover Results

The previous section has already shown that our colour feature can recognise the illuminant
change in the videos. In this section, we will show some video-recovered results from the test
datasets. The first video sample is "entrance". Figure 6.9 shows the original input frames. We
selected several frames that covered all of the scenes in the video. From the frame, we can
see that, when the illuminant is changing from the shadow area to the outdoor sunshine, it
has a significant influence on the frames. Meanwhile, the frames captured under the sunshine
obviously have an incorrect illuminant.

We firstly tried to apply our previous still image colour constancy algorithm to recover
the video directly. Each frame has been recovered separately, as independent images. The
result is shown in Figure (6.10), from which we can see the algorithm cannot output a good
prediction result for all frames since there is no image colour constancy algorithm that could
perfectly recover image colours and the video problem has different issues with the still
image, which is the second dimension constancy: timeline.

Moreover, we have conducted another test on the colour-recovering strategy, after the
scene and buffer area detection step; for each scene, we only generated one feature for
estimating the illuminant. The super feature combines all the frame features in the same
scene by "or" math operation of all the binary RGBY histogram features (see Chapter 3 for
binary process). It makes sense in two ways: all the frames in the same illuminant should
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Fig. 6.9 Original input of video sample "entrance", the frames are selected from different
parts of the duration.[FL11]

Fig. 6.10 Correct directly by separate frame

have the same correction parameter and with more information provided, the4C prediction
would be more accurate.

However, the result shown in Figure (6.11) verifies our questioning: none of the colour
constancy algorithms is perfect; in this case, for each scene, the chance of prediction would
be just one, and if the prediction is not correct, it will negatively influence the final result and
also the buffer area recovery, since the function is strongly depended on the parameters of
the neighbour illuminants.

Figure (6.12) shows the recovered result using the voting strategy. From the video, we
can see the illuminant has been recovered correctly. Based on this result, the buffering area
can also correctly transfer the colour to canonical illuminant. The comparison is shown in
Figures 6.13 and 6.14.
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Fig. 6.11 Correct illuminant with one super feature

Fig. 6.12 Correct illuminant with voting strategy

However, the limitation of the algorithm is also very clear; even though the voting strategy
does improve the accuracy of the prediction, it can still go wrong sometimes. When this
happens, the video correction will yield an incorrect result. Furthermore, the disadvantage of
the classification method is that provision of only a few classes is not enough to cover the
entire illuminant change situation. If the ground truth is not included in the training dataset,
or the frames have an illuminant that is too unusual (as the frames shown in Figure 6.15), the
nature of the video will worsen this disadvantage, as the second dimension of constancy is
timeline. The next few figures are the frames from "sofa" and "greycard"; in both of them,
the illuminant changes are more complicated, and therefore our algorithm can only recover
parts of the scene correctly, while other parts with very unusual illuminant fail to provide a
satisfying recover output. Nevertheless, as an extension research topic for current still image
colour constancy algorithms, the work warrants further research; for example, a combination
of current tonal stabilisation algorithms to provide anchor frames with correct colour is a
viable research direction.
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Fig. 6.13 Buffer area before linear correction.[FL11]

Fig. 6.14 Buffer area after linear correction.
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Fig. 6.15 The original input video frames of "sofa".[FL11]

Fig. 6.16 The failed correction of input video frames of "sofa".

Fig. 6.17 Comparison between the video frames of "greycard"; the top line is the original input
frames, the bottom line is the relative "corrected" frames achieved with our method.[FL11]
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6.5 Conclusion

In this chapter, we have designed a video illuminant recognition framework with our illu-
minant sensitive colour feature RG, BY to provide a successful scene illuminant detection
result. Furthermore, we implemented our still image colour constancy algorithm to tackle the
two-dimensional video colour constancy problem, instead of finding the anchor frame, which
is the most widely used video tonal stabilisation method. We tried to recover all the frames
colour to the canonical illuminant. We adopted the voting strategy to increase the accurate
rate of prediction and recover the illuminant change buffer area with a linear function. We
tested our method on several videos, with results showing that the method could perform
well on videos without dramatic illuminant changing. However, limitation occurred when
the illuminant change situation was very complicated and there were not enough classes for
training; in such a situation, the algorithm could not produce a satisfying result, but as a
new way to try to jointly deal with the two video problems (i.e. tonal stabilisation and video
colour correction), the work conducted so far warrants further discussion and research.





Chapter 7

Conclusions

The principal aim of this thesis was to propose an efficient statistical algorithm for illumi-
nant estimation. First, we presented a review of the state-of-the-art illuminant estimation
algorithms, highlighting the relevance and potential of the framework based on the learning
method. We then presented our new algorithm and experiments on different image datasets.
The results showed that the new approach delivered good illuminant estimation, most of
the time outperforming the state-of-the-art algorithms and sometimes achieving as good an
estimation as much more complex algorithms. Furthermore, we improved our still image
illuminant estimation framework into video frames, to tackle the video tonal stabilisation
problem, although the result still left room for improvement, showing good potential for
further research.

In this Chapter, we summarise the main contributions of this thesis together with a
discussion of the possible applications of the work.

7.1 Contributions

In Chapter 3, our work started from developing a new novel colour constancy algorithm:
we treated the illuminant estimation problem as an illumination classification problem, then
applied a strong and robust classifier, Random Forest, as our core technology to develop the
algorithm. This yielded the first contribution of our work, namely, creation of a new colour
signal RG, BY , which could indicate the illuminant character more obviously than other
colour features, and the outcome of the comparison conducted demonstrated the advantage
of our new colour feature. Secondly, we used our new colour feature to build a successful
illuminant classifier by implementing Random Forest to the illuminant estimation problem.
We evaluated our algorithm on two datasets, for which the data had been already classified
(or could be treated as classified, as the grey ball data were used as the same scene with the
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same illuminant assumption), and the performance has shown our technique was robust and
competitive with other state-of-the-art methods. After that we discussed the disadvantage of
our method: as a classifier, the data need to be well-classified before training, and to reduce
the negative effect and improve the performance of our algorithm, we came up with two
potential approaches, namely, using a large dataset to generate more classes for training and
classifying the training data more specifically.

In Chapter 4, we specified our approach to the implementation with synthetic dataset.
To deal with the disadvantage of the classification framework for illuminant estimation,
the synthetic dataset was used as it could provide an arbitrary large number of images
and illuminants for training. The synthetic dataset had all the necessary physical based
components of creating colours: the illuminant spectral data, surface reflection data, and
camera characterisation data. By using the data provided, we generated a much larger
training dataset to construct our Random Forest, and compared in the same way with the
previous experiment. The result showed that our method still provided good performance
with synthetic data, and furthermore, we also tried to test the algorithm on real-world image
dataset to evaluate the realistic meaning of the dataset, which has not been comprehensively
studied before. However, the experiment showed there was still a huge gap between these
two datasets, meaning that better ways need to be found to optimise the generation of the
synthetic data. Therefore, future work should focus on classifying the data more specifically
by using the clustering method.

In Chapter 5, the ground truth of the illuminants was mostly collected by the white
point of the scene, referred to as RwGwBw, which was obviously the colour of the illuminant
under the imaging system. It is always possible to obtain these measurements by placing a
neutral white patch in the scene when collecting training images, and some of the datasets
adopted this approach. These white points could be used to cluster the training images into
different clusters based on similar illuminant. Starting from this, we introduced a novel
clustering classification colour constancy framework referred to as the 4C method. Based
on the assumption that similar illuminants will have similar illumination colours (colours
of the white patch of the scenes), we first used a clustering algorithm to group similar
RwGwBw’s of the training samples into the same cluster. We then treated the RwGwBw’s in
the same cluster as belonging to the same illumination source and each cluster as one class
of illuminant. The colour constancy problem, i.e., that of estimating the unknown illuminant
of an image, became that of identifying which illuminant class (cluster) the illuminant of
the image belonged to. To achieve this, we used a classification algorithm to classify the
image into the illuminant class (cluster). In our work, we have tested the classic K-means and
frequency sensitive competitive learning (FSCL) as the clustering method and the Random
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Forest and support vector machine (SV M) as the classification method. Furthermore, the
experiments were conducted on three benchmark datasets, and one of them was "Colour
Checker", which required clustering of the images before training. After comparison with
a large range of classic statistical methods, gamut mapping methods and leading machine
learning methods (include the very latest deep learning neural network colour constancy
algorithm), the result showed that our 4C framework was competitive with state-of-the-art
methods.

In Chapter 6, to explore further potential development in colour constancy relative
problem, we addressed the colour constancy problem from still image to video. The video
tonal stabilisation problem is still an unsolved problem, and current algorithms are only
focusing on keeping the tonal stable during the video playing, not really trying to recover the
incorrect illuminant, since applying colour constancy algorithms directly to recover video
frames was not realistic (the experiments conducted supported this). However, even with
this disadvantage, we were still trying to combine these two problems together, as firstly
keeping the tonal stable and secondly recovering the frame colour to canonical illuminant,
and proposed an algorithm for improving the performance of the video. Our approach
operated on a continuous video shot by first cutting the video into one or more scenes based
on features presenting the characteristics of illuminants. We then corrected a sequence of
frames in the same scene by using the Random Forest illuminant estimation framework:
for every scene, we extracted the features of each frame in the same scene and returned an
illuminant estimation result. Subsequently, we used the most-voted result as the estimation of
this scene and corrected the tonal information. Finally, a smooth function between different
scenes was applied to adjust the flick and flash that occurred at the boundary of the neighbour
scenes. Through a series of experiments conducted in different ways, we demonstrated
that each component in our framework could improve the quality of the video to a certain
extent. However, there was a limitation in that, when the illuminant change situation was
very complicated and there were not enough classes for training, the algorithm could not
produce a satisfying result. Nevertheless, as a new approach to try to deal with the two
problems in videos together (i.e. tonal stabilisation and video colour correction), the work
warrants further discussion and research.

7.2 Future Work

As outlined in the following part, a number of viable lines of inquiry could contribute to the
expansion of colour constancy research.
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Dichromatic Reflection Model

As previously indicated, the Mondrian World imaging model [L+77] is the simplified
reflection model that underpins the present work. The assumptions associated with this
model regard the spatial homogeneity of the illuminant, the flatness and coplanarity of the
objects, and the Lambertian nature of surface reflectance. To minimise the complexity of the
colour reflection framework, the spatial distribution of the illuminant, scene geometry and
the impact of the direction of incident and reflected light on object spectral reflectance are
not considered by the Mondrian World either. However, the assumptions of this model are
always incompatible with real-world scenes, despite evidence from studies [Bra04, For90,
FCB96] attesting to the richness of Mondrian World that make it a suitable framework for
preliminary analysis.

To characterise the division of the specular and diffuse reflection components, the Dichro-
matic Reflection Model was proposed by Shafer in 1985 [Sha85], based on the assumption
that the scene had just one illuminant, with no ambient light or object inter-reflection. The
light, L(λ ,Θ), is characterised by this model as being reflected from a point on a dielec-
tric, heterogeneous material and consisting of the light Ls (λ ,Θ) and the light Lb (λ ,Θ) ,
respectively reflected from the material surface and the material body. The incident and
emitted light angles and the phase angle in relation to the surface normal are defined by the
vector Θ = (θi,φi,θr,φr), while the wavelength parameter is denoted by λ and the surface
or specular reflection component is denoted by Ls. Being similar to the illumination in
terms of spectral power distribution, Ls takes the form of a highlight or gloss on the object.
Meanwhile, the body or diffuse reflection component Lb gives the defining object colour of
the surface while also comprising the object shading attributes:

L(λ ,Θ) = Lb (λ ,Θ)+Ls (λ ,Θ) (7.1)

The spectral and geometric reflection attributes of Ls and Lb are separated by the Mon-
drian World and are modelled as outcomes of spectral power distributions, cs(U) or cb(U),
and geometric scale factors, ms(B) or mb(B), characteristic of the reflected light intensity.

Segmentation of colour images and extraction of photometric invariant features are
the two main applications of the DRM model. In the case of object segmentation, scene
incidental events (e.g. shading and specularities) pose considerable difficulty. For these
events, it is possible to anticipate how colour distributions will behave based on the model
supplied by DRM. A line is generated by the object body reflectance from the colour space
source with an angle influenced by the colour of both the object and the illuminant. Another
line in the direction of the colour of the illuminant is generated by specularities. The issue
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stems from the fact that information on body reflectance and illuminant colour is necessary
for accurate image segmentation and the other way around [KSK90, MS97]. Therefore, a
relevant line of inquiry that could be pursued in future research and contribute to the computer
vision field is the extension of the proposed Mondrian World to the dichromatic reflection
model.

Colour Constancy for More Than One Illuminant

The working premise underpinning most colour constancy algorithms is that the illuminant
has a homogeneous spectral distribution throughout a scene. However, the occurrence of
more than one illuminant means that this premise seldom holds true in practice. This topic
has been the focus of many studies [GLG12, FFB95, JD14]. The first technique that was
introduced was applicable exclusively to images of the outdoors and could differentiate
shadow areas from non-shadow ones [KIT05] . Subsequently, additional techniques capable
of this differentiation were developed, but the output images they produced were visually
distinct from the initial input image [FH01, LD05]. A different technique was designed
to replicate the attributes of opponent and double-opponent cells by employing retinal
mechanisms and adjustment [SS02] . The Exemplar-based technique discussed in the
experiment part is the most recent technique that takes into account multiple light sources
[JD14]. The work employed the approach of unsupervised learning of a suitable model for
every training surface in training images as a way of dealing with the colour constancy issue.
The process began with image segmentation into various surfaces, followed by identification
of the closest neighbour models for every surface in a test image and approximation of its
illuminant on the basis of the comparison of the statistics of pixels associated with the closest
neighbour surfaces and the target surface. The fusion of the approximated illuminants across
surfaces into a single estimate gives the final illuminant estimation result. At the moment,
this is the main approach used to address the issue of multiple illuminants. Therefore, it
would be worth investigating in a future study how the proposed framework could be applied
from one illuminant to multiple illuminants.

Digital Camera White Balance

In the field of digital photography, most digital cameras have means to carry out colour
correction based on the type of scene illumination, where automatic illuminant selection
could benefit the illuminant estimator presented in this work. The camera white balance
is actually the colour constancy problem. For this reason, future work should focus on the
commercialisation of the algorithms presented in this thesis into real processing pipelines.
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