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Abstract

The 7175-T7351 aluminium alloy was studied to determine its suitability for

the step-aside gearbox housing on the Rolls Royce Trent 1000 engine. The

industrial motivation of this work was to reduce the weight of the gearbox housing

using this lightweight material to ultimately improve the specific fuel consumption

of the aircraft. This involved obtaining the mechanical properties of the

aluminium alloy via a series of uniaxial mechanical tests with parameters based on

the operating conditions of the gearbox housing during a typical flight cycle.

Furthermore, a constitutive viscoplasticity model, with the inclusion of material

ageing parameters, was developed to predict the material’s cyclic response under

strain-controlled isothermal fatigue conditions at the gearbox housing’s operating

temperatures. With this capability, a prediction for when the strength of the

gearbox housing falls below the required design strength for safe use could be

made.

The room temperature hardness tests demonstrated the effect of time spent at

elevated temperatures on the material’s hardness. It was found that the higher the

soak temperature, the greater the initial rate of decrease in room temperature

hardness and the lower the asymptotic value of hardness that was reached. For

example, up to 24 hours of soaking at 200◦C, the hardness decreased by 33%, and

up to 1000 hours the hardness had decreased by 55%. For the same durations at

180◦C, the hardness decrease was 17% and 47% respectively. Soaking at 120◦C

had an insignificant effect on the hardness of the material, indicating that the

microstructure was thermally stable. Hardness testing could be used as a method

to assess the strength of the gearbox housing for service monitoring during

certifcation.

Similar to the hardness tests, the elevated temperature tensile test results also

revealed degradation in the mechanical strength of the alloy after prior soaking at

elevated temperatures. The tests at 200◦C on the as-received material decreased

the yield stress by 31% and after soaking at test temperature for 20 hours prior

to testing, the yield strength dropped by 52%. After a 2 hour temperature, the

yield stress decreased from 220MPa to 165MPa which is alarming since the gearbox

housing spends about 18 minutes at 200◦C and 190MPa during climb. This suggests

that in less than 6 flight cycles, the material’s strength will fall below the maximum

operating stress of the gearbox housing and will be unsafe for continued use.

Samples were soaked for up to 400 hours at 200◦C and prepared for

microstructural analysis. EBSD images showed that the grains were not
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significantly affected by the temperature exposure and showed no signs of

coarsening. TEM and EDX analysis revealed that the majority of the particles

within the grains were zinc-magnesium rich particles and were assumed to be

MgZn2 precipitates based on the TEM particle identification. The precipitate size

and inter-particle spacing were found to increase with soak time. The change in

monotonic yield strength was therefore attributed to the coarsening of these

precipitates. The material characterisation suggested that, although the

7175-T7351 aluminium alloy initially appeared to have desirable mechanical

properties, it is unsuitable for this or similar applications due to the rapid decrease

in strength and thermally unstable microstructure. Furthermore, if an aluminium

alloy is considered for this application, then it may be vital to account for material

ageing behaviour.

The unified, uniaxial viscoplasticity Chaboche model was implemented to predict

the material response strain-controlled isothermal fatigue tests at 160◦C and 200◦C.

A material ageing term was added to the model to account for the material ageing

that decreased the yield strength with time. With this addition, two assumptions

were made: 1) material ageing only affects isotropic hardening and 2) isotropic

hardening can be de-coupled into material ageing (as a function of time at elevated

temperature) and mechanical softening (a function of accumulated plastic strain).

The tests at 160◦C and 200◦C showed that numerical and experimental results

were in good agreement, providing accurate isothermal cyclic stress behaviour of

the 7175-T7351 aluminium alloy. Furthermore, it was shown that the mechanical

softening and material ageing components could be de-coupled. However, when the

model was used to predict stress-controlled isothermal fatigue data and a cyclic

stress relaxation tests, a number of deficiencies arose. The predicted ratcheting and

ageing rate was greater than expected. The material ageing term may require an

additional function to change the ageing rate depending on whether the material is

elastically or plastically loaded. Norton’s creep power law could not predict term

long stress relaxation behaviour but it was sufficient enough to describe to short-

term viscous effects under the strain-controlled fatigue conditions. Despite these

deficiencies, the model provided an initial point for a unified, viscoplasticity model

for the 7175-T7351 alloy. Due to the rapid ageing of the material, the model could

be used to predict if or when a material’s strength is unsuitable for safe operating

use.
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Nomenclature

Roman Symbols

A Norton creep law constant

Ci Kinematic hardening parameter that determines the rate to reach the

saturation value ai

E Young’s modulus

M Total number of back stresses

Nf Number of cycles to failure

Q Drag stress saturation value for isotropic hardening

R Total isotropic drag stress

T Temperature

Tm Melting temperature

Z Viscous parameter in the Chaboche model

ai Kinematic hardening parameter that determines a saturation value for

χi

b Isotropic hardening parameter that determines the rate at which the

saturation value Q is reached

f yield function in the Chaboche model

k Initial cyclic yield strength

n Norton power law constant

p Accumulated plastic strain

t Time

t0f Time to failure for the virgin creep sample

tpf Time to failure for the prestrained creep sample

Greek Letters

ε̇cmin Minimum creep strain rate

γ Shear strain

χ Total back stress

ω Damage factor
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α Triaxiality material constant

φ The ratio of the minimum secodary creep rate

ψ Total back stress

σ1 Principal stress 1

σ2 Principal stress 2

σ3 Principal stress 3

τOrowan Orowan bowing stress

σa Stress amplitude

σel Magnitude of the elastic region of a material

σm Mean stress

σmax Maximum stress

σmin Minimum stress

εp Plastic strain

τshear Particle shear stress

σv Viscous stress

σy Yield stress
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1 Introduction

An increased demand for air transportation has led to the increase of aircraft emissions

that are harmful to the global climate (CO2, NOx). It has been established that CO2

contributes to the greenhouse effect and global warming [1], and the NOx gases

contribute to the formation of smog and acid rain [2]. The Advisory Council for

Aviation Research and innovation in Europe (ACARE) have set targets to significantly

reduce the environmental impact of aircraft transportation by 2050 in Europe (relative

to 2000). Two strategies have been put forward to progress towards those goals: 1)

reduce the weight of the aircraft to improve its specific fuel consumption and 2)

increase the combustion temperature to increase engine efficiency and reduce CO2

emissions. Both of these strategies will require insight into the behaviour of the

component materials to ensure that they will meet design requirements during

operation.

Aluminium alloys are widely used for aerospace applications for its low density,

high specific strength and good fatigue properties. Typical components that are made

of aluminium are the wings, airframe and fuselage [3]. Their light weight allows for

greater range and speed of the aircraft and may also play a role in reducing opertional

costs. However, aluminium alloys have limited use at elevated temperatures due to

the evolution of their metastable microstructure. It is well documented that exposure

to elevated temperatures facilitates the coarsening of precipitates (known as material

ageing) which can be detrimental to the material’s strength. This can be seen in the

ageing curves of aluminium alloys where extended time at elevated temperatures will

decrease the material’s hardness and yield strength (examples of ageing curves of the

2000, 6000 and 7000 series aluminium alloys can be found here: [4–6]).

This work looks into the concept, put forward by Rolls-Royce plc., that the weight

of the step-aside gearbox (SAGB) housing could be reduced by replacing the current

materials (cast aluminium and cast titanium alloys) with the wrought aluminium alloy

7175-T7351 (provided by Amari-Aerospace ltd). Cast aluminium alloys or titanium

alloys are utilised for the housing due to the complexity of its geometry. Some cast

aluminium alloys used in aerospace are able to retain their strength at elevated

temperatures but have moderate yield strength at those temperatures [7]. Titanium
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alloys have relatively high mechanical properties and good thermal stability [8] at the

operating temperatures of the step-aside gearbox housing but they are more expensive

to manufacture and have a higher density (4400-4800kg.m−3) than aluminium [9]. The

7175-T7351 alloy has a room temperature 0.2% proof stress of 454MPa, an ultimate

tensile strength of 521MPa, and a similar density to cast aluminium alloys [9]. If the

material is suitable for housing applications, then it may be possible to decrease the

component weight which would lead to a reduction in fuel consumption. The question

of how the wrought material will be fastened or joined together is yet to be explored

but precision manufacturing capabilities are available worldwide which could lead to a

reduction in manufacturing costs.

The SAGB housing is located on the intermediate fan casing, as shown in Figure

1.1, and a finite element model of the SAGB housing can be found in Figures 1.2 and

1.3, which was provided by Rolls-Royce plc. It is connected to the radial drive shaft

and drives the angular drive shaft which ultimately transmits power to the accessory

gearbox components such as the hydraulic, oil and fuel pumps, combustors and electric

generators [10].

Figure 1.1: An image of the Trent 1000 showing the location of the step-aside gearbox
[11].
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Figure 1.2: FE model image of the step-aside gearbox labelling the 2 areas where
operating temperature profiles were obtained (provided by Rolls-Royce plc.).

Figure 1.3: FE model image of the step-aside gearbox labelling the third area where
operating temperature profiles were obtained (provided by Rolls-Royce plc.).

Figure 1.4 shows the points along the top flange where stress measurements were taken

since the top flange will carry the highest load in the housing. Figure 1.5 shows the

magnitude of the stresses at some of the points and temperatures of the housing at

three different locations during a single excursion. The dashed lines represent a +30◦C

uncertainty which the component may be subjected to due to operational flexibility.
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Figure 1.4: The position of the points where the stress was calculated on the top flange
(provided by Rolls-Royce plc.).
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Figure 1.5: (a) Stress profile at several points on the top flange (see Figure 1.3) over a
typical flight cycle and (b) temperature profiles of the step-aside gearbox housing over a
flight cycle provided by Rolls-Royce plc. The dashed lines represent a +30◦C uncertainty
at each location.

The first objective was to characterise the 7175-T7351 aluminium alloy through a

series of elevated temperature mechanical tests such as tensile, creep and

stress-controlled isothermal and thermo-mechanical fatigue tests. This would provide

insight to the material’s mechanical behaviour under loading conditions that represent

simplified flight conditions. The second objective was to develop a constitutive model

to predict the stress-state of the aluminium alloy under strain-controlled uniaxial

isothermal fatigue conditions. If the stress response can be accurately predicted, then

this modified model would be the initial step towards material behaviour prediction.

Building a more complex model that incorporates other factors that affect fatigue life

such as damage, ratcheting, and anisothermal conditions will require further work but

would increase the predictive accuracy for when the material is subjected to more
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realistic operating conditions. Further work would also be required for multi-axial

stress-strain predictions since uniaxial predictions would not account for potential

additional hardening behaviours.

With the ability to predict material behaviour during operation, a design criteria

can be implemented to determine if or when the component fails to meet the required

strength for safe use. The prediction of material strength would need to be verified by

inspection which should be included in the certification procedure. This model could

be used for other elevated temperature applications where aluminium alloys could be

implemented such as other gearboxes on an aircraft engine and automotive engines.

For this objective, the unified, viscoplasticity, Chaboche, model was chosen for stress

prediction and its capability to describe cyclic hardening behaviour and stress relaxation

due to creep based on multiple material constants [12].

The novelty of this work involved incorporating the material ageing behaviour in

the Chaboche model to describe the change in material yield as a function of time at

temperature, specifically for the 7175-T7351 aluminium alloy. A bespoke loading

waveform of decreasing strain amplitude, where the maximum allowable strain at any

time was 10% greater than the monotonic yield strain, was used to induce appreciable

plasticity per cycle without exceeding the material’s ultimate tensile strength (UTS).

This allowed enough data to be obtained so that the material constants could be

determined for the modified, ageing-sensitive Chaboche model. If the material

behaviour during operation can be accurately predicted, then the possibility for the

creation of innovative designs for weight reduction can be made. Hence, improvements

in engine performance and efficiency can be gained and harmful emissions and

manufacturing costs can be reduced. Previous works by Marquis [13] and Cailletaud

[14] have incorporated material ageing in the Chaboche model but were carried out on

under-aged aluminium alloys (2024 alloy that was aged at room temperature after

quenching and the ASTM 319-T5 alloy).

A literature review is presented in chapter 2. This will set the background of this

thesis in greater detail and discuss the applications of the 7175-T7351 in aerospace, the

effect on the manufacturing methods on mechanical properties, the phases within the

material of interest, and previous works on constitutive models to predict material

behaviour subjected to cyclic plasticity. The mechanical behaviour of metals with
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reference to the 7000 series alloys, and experimental and microscopy techniques will

also be covered.

Chapter 3 will provide a description the equipment and test methodology used for

all mechanical testing at elevated temperatures. Details regarding the adjustments

needed for temperature measurement of fatigue samples and strain measurement for

tensile testing are also presented. Information regarding the effects of ambient

temperature control on the strain measurement during stress relaxation tests are given

in the appendix.

Chapter 4 presents the results of the material characterisation of the 7175-T7351.

The implications of the effects of time at temperature on the material’s yield strength

are discussed and represented by the hardness, tensile and stress-controlled isothermal

fatigue and thermomechanical tests.

A microstructural analysis of the 7175-T7351 alloy is presented in chapter 5, where

precipitates within the alloy are identified and measured after the material was soaked

at temperature for up to 400 hours. The change in size and spacing of the precipitates

are described in detail and how they correlate to the material’s monotonic yield stress.

The modification of the Chaboche model to include material ageing effects for the

prediction of the material’s stress-strain behaviour is detailed in chapter 6. The

constitutive equations, optimisation process of material constants, and the

implementation in MATLAB are outlined. Furthermore, a comparison between the

numerical and experimental stress of the strain-control isothermal fatigue tests, as well

as the model’s prediction of stress-controlled fatigue tests and stress relaxation tests

are provided.

A discussion relating the relevance of this work to elevated temperature

applications can be found in chapter 7. Chapters 8 and 9 present the overall

conclusions and suggestions for future work that could improve the experimental

methods and further develop the current model, respectively.
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2 Literature Review

2.1 Introduction

As the demand for air transportation increases, the amount of fuel consumed increases.

As a result, there are growing concerns regarding the impact of aviation on air pollution,

climate change and community noise pollution. ACARE 2050 have set targets to tackle

these concerns in Europe. One of the main goals is to reduce CO2 emissions per passenger

kilometre by 75%, NOx emissions by 90% and perceived noise emissions by 65%, relative

to 2000 emissions, by 2050 [15]. One way to improve the specific fuel consumption is to

improve the efficiency of the aero-engine. An increase in the combustion temperature will

lead to an improved overall efficiency but as a consequence, the amount of NOx emissions

would also increase. This can be mitigated through the use of various techniques, such

as lean premixed prevapourised combustion or water or steam injection, that promote

lean combustion and reduce NOx gas formation [16]. Another way to reduce specific

fuel consumption is to reduce the weight of the aircraft as this would result in less fuel

being consumed and less emissions being produced [9, 17–20].

In aviation, the improvement of aero-engine performance has been closely linked to

the progression of materials and manufacturing processes. Figure 2.1 shows that as

new technology was introduced over the years, the fuel consumption decreased and the

load factor (ratio of lift to aircraft weight) increased which indicates an improvement in

performance indices [21]. The development of titanium and nickel alloys demonstrates

this trend by allowing increased engine operating temperature and efficiency [22].
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Figure 2.1: Historical Trends in U.S. Fleet Fuel Consumption and Technology Uptake
(no data available for entire U.S. fleet during 1990 and 1991)[21].

However, for airline companies, their main concern has been to reduce operating costs

and lead times, which causes aircraft design to be more market and customer driven,

whereas previously the main design driver was technology [20, 23, 24]. Occasionally

during the design stage of a component, a comparison of a few design variables is made,

typically with the same manufacturing technology and cost being a secondary concern.

This may be due to time and budget constraints [25]. Aircraft manufacturers now realise

that the requirement to reduce costs needs to be tackled in the design phase. Burt and

Doyle have identified that 70% to 80% of total avoidable cost is controllable within

this point [26]. Without a broader range of options, the optimal choice of material and

fabrication process to reduce structural weight, manufacturing and operational cost may

be overlooked. Therefore, a more critical assessment of materials and manufacturing

methods should be conducted.

During the early years of powered flight, the main aircraft design driver was weight

minimisation, in order to accommodate for the limited capability of the propulsion

system. In general, 75% to 80% of aircraft are made of aluminium alloys and are

mainly used in low temperature components such as the fuselage, air frame and wings.

These alloys are desirable for aerospace applications due to their low density, relatively

high specific strength, moderate cost, good ductility, fracture toughness and corrosion

resistance, and ease of control of their properties [24, 27]. The table 2.1 below

compares some mechanical properties of titanium and aluminium alloys obtained from

CES Edupack 2009 Granta Design software [28]. Titanium alloys have superior tensile
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and fatigue strength than aluminium alloys, but their density is 1.5 to 1.9 times

greater. Wrought aluminium alloys can possess much greater tensile and fatigue

strength than cast aluminium while maintaining the same density. If wrought

aluminium alloys can be used for this application, then the weight of the gearbox can

potentially be reduced.

Table 2.1: Comparison of a few mechanical properties between titanium and aluminium
alloys [28].

Material Ti Alloys Wrought Al Alloys Cast Al Alloys

Density (kg.m−3) 4400-4800 2500-2900

Young’s modulus (GPa) 110-120 68-80 72-89

Yield Strength (MPa) 750-1200 95-610 50-330

UTS (MPa) 800-1450 180-620 66-386

Fatigue strength, 107 cycles (MPa) 589-617 57-210 32-157

Fracture toughness MPa.m0.5 55-70 21-35 18-35

This chapter will discuss, in general, the manufacturing processes of aluminium

alloys, how they are strengthened, and talk more specifically about the 7000 series

aluminium alloys to which the 7175 alloy belongs. Aspects of mechanical behaviour

such as plasticity, creep, isothermal fatigue and thermomechanical fatigue will also be

discussed as well as constitutive models used to predict those behaviours. Lastly, the

literature review will cover different types experimental methods (sample heating for hot

testing, temperature and strain measurements) and microscopy techniques discussed.

2.2 Aluminium Alloys Designations and the Solid Solution

Strengthening Method

Generally, aluminium alloys can be categorised based on two fabrication processes:

cast and wrought alloys. The initial stage of manufacturing cast and wrought

aluminium products begins either with casting the molten metal directly into moulds

with dimensions close to the finished product [29] or semi-continuous casting of ingots

for mechanical processing (rolling, forging, extrusion and so on) [30], respectively.

Cast aluminium alloys are identified by a four digit numerical system as shown in

Table 2.2. For 2xx.x to 9xx.x the first digit represents the major alloying element and

the second two digits serve to identify different alloys in the same series. The final digit
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after the decimal point indicates whether the alloy is a casting (.0), or an ingot (.1 or

.2) [31].

Table 2.2: Cast aluminium alloy designation system [31]

Main Alloying Element Current Designation

Aluminimum, 99% minimum 1xx.x

Copper 2xx.x

Maganese 3xx.x

Silicon 4xx.x

Magnesium 5xx.x

Unused Series 6xx.x

Zinc 7xx.x

Tin 8xx.x

Other Elements 9xx.x

Table 2.3 shows the wrought aluminium alloy designations. The first digit represents

the major alloying element. The second digit indicates alloy modifications of an already

existing alloy. For 2xxx, 5xxx, 6xxx, 7xxx and 8xxx, the last two digits identify a specific

alloy (without physical significance) [31].

Table 2.3: Wrought aluminium alloy designation system [31]

Main Alloying Element Current Designation

Aluminimum, 99% minimum 1xxx

Copper 2xxx

Maganese 3xxx

Silicon 4xxx

Magnesium 5xxx

Magnesium and Silicon 6xxx

Zinc 7xxx

Other Elements 8xxx

2.3 Crystalline Structures in Metals

When a molten metal has solidified after casting, the atoms self-organise into small solid

particles called nuclei. As the nuclei grow, they form grains whose atomic arrangement

is described as a crystal lattice. Each grain grows independently and impinges on each

11



others growth at the interface between grains. Figure 2.2 shows an example of the

arrangement of atoms within different grains. It can be seen that there is a mismatch in

orientations between each grain which creates a grain boundary. The red circle depicts

a triple point which is where all 3 grains share a common boundary.

Grain Boundaries

Grain Boundary
Triple point 

Grain

Grain

Grain

Figure 2.2: A schematic example of grains in different orientations.

A crystal lattice is the periodic array of atoms that is characterised as having

translational symmetry. A unit cell is the smallest repetitive arrangement of atoms in

3D space within a crystal lattice. Bravais established 14 types of space lattices but for

this review only body-centred cubic (BCC), face-centred cubic (FCC) and hexagonal

close packed (HCP) will be covered as examples as shown in Figure 2.3. The length of

the cell edges is represented in terms of lattice parameters (a, b and c) and the

position of the atoms are measured from a reference lattice point in the form of

fractional coordinates based on the unit length of the cell [32].
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(a)

a
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(b)

a
a

a

c

(c)

Figure 2.3: A schematic example of (a) body-centred cubic (BCC), (b) face-centred
cubic (FCC) and (c) hexagonal close packed (HCP) [32].

Miller indices are a convenient way to specify the planes, directions and the positions

of atoms within a crystal lattice. A family of planes are determined by integers h, k,

l which are dependent on the type of unit cell within the lattice. For hexagonal and

rhombohedral lattice systems, the additional index, i is used. The notation (hkl) denotes

the lattice plane and 〈hkl〉 denotes the lattice direction [32]. This will used to identify

the phase of particles from transmission electron microscopy images (TEM) later in this

thesis.

2.3.1 Crystal Lattice Defects

Taylor, Orowan and Polanyi independently proposed the concept of dislocations in 1934

[33–35] and suggested two fundamental types of dislocations: edge dislocation and screw

dislocation. An edge dislocation is an extra half-plane in the crystal lattice of the

material which distorts the nearby planes of atoms, demonstrated in Figure 2.4. The

direction of the dislocation is parallel to the shear stress acting on the lattice. The

motion of a screw dislocation, on the other hand, is perpendicular to the direction

of the shear stress. Dislocation motion can be impeded by other dislocations, hence,

as the dislocation density within the bulk material increases, the amount of obstacles

to dislocation motion and the amount of energy required to unlock the dislocations
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increases. Note that real dislocations have edge and screw components.

Dislocation

Figure 2.4: A schematic representation of a edge dislocation.

Force

Figure 2.5: A schematic representation of a screw dislocation.

The addition of alloying elements contribute to the material’s strength through solid

solution strengthening. The foreign element atoms (solute atoms) and are dissolved

into the pure material whose atoms are referred to as solvent atoms. The solute atoms

replace solvent atoms in the crystal lattice and therefore introducing non-uniformity as

shown in Figure 2.6. Higher solubility of solute atoms can be achieved when the solute

atoms are of similar atomic size to the solvent atom. Stress fields are created around

the solute atoms which obstruct the dislocations (described in the next section) and

impedes their motion. An additional stress is required to unlock the dislocation which

increases the yield strength of the material in turn [36, 37].
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Substitutional
Atoms

Figure 2.6: A schematic example a substitutional atom and its effect on the surrounding
atoms.

2.4 The Effects of Casting and Rolling on the Mechanical Properties

of Aluminium Alloys

2.4.1 Solidification of Molten Aluminium After Casting

The mechanical properties of the two types of aluminium alloys mentioned depend on

their microstructure which is derived from their thermomechanical processing and

composition [24, 38–41]. Microstructural features and defects that are a result of the

casting process can have detrimental effects on the mechanical properties of aluminium

alloys. During solidification of the molten metal, dendritic microstructures are formed

which create dendrite arm spacing (DAS). Researchers have found that the increased

DAS decreases tensile and fatigue properties of cast aluminium [42–45]. Fig. 2.7 shows

that as the DAS increases, yield strength, ultimate tensile strength (UTS) and

ductility decreases. The magnitude of the spacing is mainly influenced by the

solidification rate for a given composition. When dealing with large complex

components, it becomes more difficult to maintain strict control over cooling rates.
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(a)

(b)

Figure 2.7: Tensile properties of 4.5% Cu alloy versus dendrite arm spacing [42].

Porosity is another inherent feature of castings that arises during solidification, where

the two main sources are gas porosity and shrinkage (see [46] for further details). In

terms of fatigue properties, it is well documented that an increase in the number and size

of the pores and the distance between them in cast alloys reduces the material’s fatigue

strength [38, 47–51]. Linder et al studied the effect of porosity on fatigue strength for

an AlSiMg10 aluminium alloy, manufactured by sand and permanent mould casting.

The fatigue strength was compared at 5E+05 cycles for each case. For the sand cast

samples, when pore fraction increased from 0.7% to 4.1%, the fatigue strength decreased

by 16%. For the permanent mould cast samples, when pore fraction increased from

0.2% to 4.0%, the fatigue strength decreased by 13% [38]. Therefore, it is important

to have precision control over the casting process to yield high quality castings for

optimal mechanical properties, especially for aerospace applications since components
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are subjected to fluctuating stresses.

2.4.2 Mechanical Deformation - Rolling

The rolling process of wrought aluminium alloys (see Figure 2.8) involves passing the of

cast ingots through rollers to deform the ingot (reduction in thickness and an increase

in length occurs). As a consequence, directionality effects on mechanical properties are

induced [52], where the tensile properties are greatest in the rolling direction and are

lower in the normal directions. Furthermore, a greater rolling reduction would lead to

a greater yield strength and UTS but at a cost of reduced ductility [53, 54].

Roller

Roller

Work Piece

Figure 2.8: A simplified representation of the rolling process for aluminium.

The increased yield strength and UTS from the rolling process is owed to the

increased amount of dislocations induced in the material [31].

2.4.3 The Effects of Heat Treatment - Ageing of Aluminium

The alloying elements take the form of second phase particles known as precipitates.

Depending on their composition, some wrought and cast aluminium alloys can be heat

treated to enhance their mechanical properties. They are referred to as age-hardenable

alloys. The ageing process was inadvertently discovered by Alfred Wilm in 1903. It

had been well established that quenching steel from a high temperature increased its

hardness. Wilm found that applying the same technique to an Al-Cu alloy produced a

softer alloy in comparison to the prior untreated alloy. However, days after quenching

the alloy, he noticed that the its hardness had increased significantly upon a second

measurement, indicating an increase in strength relative to the pre-treated condition

[55].
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The first stage of the heat treatment process is solution heat treatment, which

involves increasing the solubility of the matrix and dissolving the alloying elements

into a single phase region. This is achieved by heating and holding the aluminium

above the temperature at which only one phase is thermodynamically stable (solvus

temperature) for a sufficient amount of time. The solute is redistributed from the

precipitate phase into the matrix through diffusion [55].

The alloy is then quenched to form a supersaturated solid solution which retains the

soluble elements in a solid solution. The rapid cooling prevents the formation of grain

boundary precipitates which increases the amount of available solute during precipitate

formation within grains [55].

The final stage is the age-hardening process, where the alloy is held at room

temperature or at an elevated temperature below the solvus for an amount of time

that is dependent on the desired precipitate form. The solute begins to nucleate and

form second phase particles. Table 2.4 shows the temper codes designated for types of

thermal treatments. Sometimes supplementary strain-hardening (stretching,

compression) is applied to the alloy which can be identified by additional numbers that

proceed the first number in the temper code. A simple example of the age hardening

process is shown in Figure 2.9 [56].

t

T

Solvus
Temperature

Solution
Treatment

Ageing

Quench

Figure 2.9: A schematic example of the ageing process of aluminium alloys.

Figure 2.10 describes a simplified evolution curve of the material’s strength and

hardness during age hardening. With a sufficient amount of time at temperature, the

alloy will reach peak strength where ductility is at its minimum. If ageing continues

after this point, the tensile strength will begin to decrease due to the coarsening of the

precipitates and the alloy will be overaged. Ilangovan et al [57] demonstrated this
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Table 2.4: The description of heat treatments and their designated codes.

Code Description

T1 Cooled from an elevated temperature and naturally aged

T2 Cooled from an elevated temperature, cold worked and naturally aged

T3 Solution heat treated, cold worked and naturally aged

T4 Solution heat treated and naturally aged to a substantially stable condition

T5 Cooled from an elevated temperature shaping process and artificially aged

T6 Soultion heat treated and artifically aged

T7 Solution heat treated then stabilised

T8 Solution heat treated, cold worked then artificially aged

T9 Solution heat treated, artifically aged and cold worked

T10 Cooled from an elevated temperature, artifically aged then cold worked

phenomena with Al-4.5Cu alloy, although it should be noted that some alloys are

purposely overaged to maintain precipitate stability and thus mechanical properties.

Ageing Time

Hardness / Yield Strength

Underaged

Peak-
Aged

Overaged

Figure 2.10: Simplified ageing curve for aluminium.

Generally, the age sequence of precipitates are: supersaturated solid solution,

transition structures, and finally stabilised aged phase. The initial ageing stage forms

Guinier-Preston zones (GPZ), which are metastable coherent clusters of solute atoms.

A coherent precipitate will match perfectly at the interface with the metal matrix and

the lattice planes cross this interface in a continuous manner. This is only possible if

the interfacial plane has the same atomic configuration (orientation and interplane

distance) in both phases. Figure 2.11a shows an example of a coherent precipitate

where the lines represent the lattice planes. As ageing continues, larger precipitates
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grow by “consuming” smaller ones. The strain fields around the precipitates grow and

are then reduced by the formation of semi-coherent zones. The mismatch between the

crystal lattice planes of the metal matrix and the precipitate particle at the interface

causes the strain to increase and forms dislocations. Finally, incoherent, stabilised

phase particles are formed where there is no continuity of planes between the particle

and the matrix. Figure 2.11 demonstrates the interaction between the different

precipitate phases and matrix [32].

(a) (b)

(c) (d)

Figure 2.11: Different crystallographic relationships between matrix and second phase
particles, where the interface between the two is represented by the bold black line. (a)
Complete coherency, (b) coherency with strained, but continuous, lattice planes across
the boundary. (c) semi-coherent, partial continuity of lattice planes across the interface.
(d) incoherent equilibrium precipitate; no continuity of lattice planes across the interface
[32].

The precipitates act as barriers to dislocation motion which has an important role

on the strength of the material. However, the strengthening mechanism of the

precipitate is dependent on the characteristics of the precipitate and its interface with

the matrix. Therefore, two models are used to explain the strengthening mechanism of

the precipitates.

τshear =
πrγ

2bL
(2.1)

The first model involves dislocations cutting through the particles in the slip plane
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which is known as the Friedel effect. The second phase particles are coherent with the

matrix and are small enough that they can sheared by the dislocation. Equation 2.1

presents this model and states that the stress required to shear the particle, τshear, is

proportional to the particle radius, r. γ is the specific energy at the interface, b is the

Burgers vector, γ is the surface energy and L is the distance between 2 pinning points.

τorowan =
Gb

2r
(2.2)

The second model involves the dislocations circumnavigating around impenetrable

second phase particles in slip plane which is known has the Orowan bowing effect.

Equation 2.2 presents this model and states that the additional stress is required to

bend the dislocation between the particles, τOrowan, is inversely proportional to the

particle radius, r. When the dislocation has completely moved passed the particles, a

dislocation in the form of a closed loop is left around them [32].

Figure 2.12 shows the relationship between precipitate radius and the shear strength

of the material, where r0 is the critical particle radius. When the particle radii are

smaller than r0, precipitates are coherent and dislocations are able shear them (the

Friedel effect). Therefore, the increase in particle radii increases the strength of the

material up to r0. When particle radii are larger than r0, precipitates are semi-coherent

or incoherent and dislocations pass around or over them (Orowan bowing effect).

r

Particle
Shearing

Orowan
Bowing

r0

τ

Figure 2.12: The effect of precipitate radius on shear strength [58].

In most cases, the choice of heat treatment for aluminium alloys is driven by the

design requirements but there are limitations on what the heat treatment can achieve.

Researchers have generally found that either the optimal tensile strength or fatigue
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fracture resistance can be only achieved at the cost of the other mechanical property

[59–63]. However, heat treatments can be more complex to maximise one mechanical

property, for example, fatigue strength, without decreasing tensile strength. Chen et al

[64] studied the effect of interrupted ageing for a dwell period at a lower temperature

of an Al-Cu alloy. They found that this method produces shearable and shear resistant

precipitate phases that lead to an increase in both yield strength and ductility. Lumley

et al [65, 66] found that the interrupted heat treatment, T6I6, of the age-hardenable

alloys such as the 7050 aluminium alloy could further increase the yield strength and

UTS by 10-15% and simultaneously increase fracture toughness.

σy = σ0 +
k√
D

(2.3)

Hall and Petch [67, 68] observed that grain boundaries impede dislocation motion

since the slip planes between grains are not aligned. Therefore for a dislocation to move

from one grain to another, additional energy is required to unlock the dislocation. The

grain size can be controlled by the rate of solidification from the liquid phase and by

plastic deformation due to processes such as rolling, forging and extrusion. Equation 2.3

is the Hall-Petch equation where σy is the yield strength, D is the grain diameter, k is

the strengthening coefficient and σ0 is the resistance of the lattice to dislocation motion.

This equation demonstrates the yield strength increases as the grain size decreases. This

is due to a phenomena called dislocation pile-up, where multiple dislocations along the

same slip plane build up at the grain boundary and increases driving force for dislocations

from oe grain to another. The size of the grains limits the number of dislocations that

can pile-up at the boundaries which means that smaller grains will increase the yield

strength on the material.

2.5 The 7000 Series Aluminium Alloy

In aerospace, the 7000 series alloys are usually used for structural components such as

aircraft wing, airframe and fuselage sections because of their remarkable combination

of low density, high strength and easy formability [9]. The main alloying elements, in

order of weight percentage, are zinc, magnesium and copper. Their composition makes

them susceptible to stress corrosion cracking [69, 70] and therefore a trade-off in tensile
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strength is usually made to increase corrosion resistance and fracture toughness by over-

ageing these alloys to produce stable precipitates. It has also been found that decreasing

impurity content, increases both strength and fracture toughness. For example, the 7175

and 7475 alloys are based on the 7075 except stricter control of iron and silicon impurities

has been achieved [24]. Iron and silicon are inherent within these alloys and are unable

to be dissolved in the solid solution. They bond with the aluminium to form coarse

intermetallic particles [71].

During heat treatment, the ageing sequence in Al-Zn-Mg-Cu type alloys at

temperatures below 190◦C is as follows [72]:

α(ssss)→ GPzones→ η′ → η

The η′ phases are rod-shaped and round-shape [73] with a hexagonal closely packed

crystal lattice (a=4.96Å and c=14.02Å [74]). There has been some dispute with regards

to the composition of this phase. It is commonly assumed that the composition is MgZn2

but researchers have found Zn:Mg ratios of 1.2 and higher [74]. The η phase is a stable

precipitate with a hexagonal closely packed crystal lattice (a=5.22Å and c=8.57Å [74]).

It should be noted that one of the morphologies mentioned may be a projection of the

other in different orientations.

Other intermetallic phases can exist within Al-Zn-Mg-Cu alloys such as the S phase

(Al2CuMg), T phase (Mg3Zn3Al2), chromium-rich E phase, Mg2Si, and Fe-rich phases,

where the latter two are caused by impurities. The Fe-rich phases such as the Al7Cu2Fe

and Al3Fe are the largest class of particle within this material and be as large as 10µm

[75]. They known to be detrimental to fracture toughness and in general have a negative

impact on mechanical properties [76–78].

2.6 Mechanical Behaviour of Materials

2.6.1 Plasticity

Plasticity refers to the residual deformation in a material after the applied load has been

removed. It has been experimentally demonstrated that during plastic deformation,

Hooke’s law is no longer valid and cannot describe the non-linear relationship between

stress and strain. Figure 2.13 shows a schematic example of an engineering stress-strain
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curve of a metal loaded uniaxially, where some mechanical properties of a material can

be obtained from the graph. σy represents the material’s yield stress. This is the stress at

which plastic deformation occurs within the material. For some metals such as steel, the

point of yielding is very distinctive. However, for other metals such as aluminium, the

transition between elastic and plastic deformation is gradual. Therefore, it is common

to take a proof stress which is the stress that permanently deforms the material by 0.2%

strain [32].

σy

σUTS

E

σA

E

Fast Facture

ε

σ

Elastic Perfectly-Plastic Curve

εp

Figure 2.13: A schematic example of a uniaxial stress-strain curve.

Elastic perfectly-plastic materials would exhibit a stress-strain curve that follows

the red dashed line following the yield stress. However, metals usually exhibit work

hardening or softening, indicated by an increase or decrease in applied load with further

straining. The dashed line parallel to the linear elastic curve represents the approximate

path that the stress and strain will follow when the metal is unloaded at σA assuming no

time dependent effects. εp is the plastic strain in the material when the load is removed.

σUTS is the ultimate tensile strength of the material which is the maximum stress at

maximum load before fracture failure occurs. Beyond this point a localised reduction

in cross-sectional area occurs which decreases the load-bearing capacity of the material

[32].

τy =
1

2
max(|σ1 − σ2|, |σ2 − σ3|, |σ3 − σ1|) (2.4)
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σy =
1√
2

√
(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2 (2.5)

Several researchers have put forward criteria to determine when yielding occurs in a

material. The Tresca criterion [79] states yield occurs in a material when the maximum

shear stress, is equal to the yield shear stress of that material, τmax = τy as shown

in equation 2.4. The von Mises criterion [80], shown in equation 2.5, states that yield

occurs when the maximum distortional energy within material is equal to the maximum

distortional strain energy at yielding under uniaxial tension.

σ1

σ2

Tresca

Von Mises

Figure 2.14: A representation of the yield surface predicted by Tresca and von Mises on
2 principle stress axes.

Figure 2.14, shows the boundaries of the yield surfaces predicted by both criteria

that determines when plastic flow occurs in a material. The largest difference in their

prediction of yielding occurs under pure shear stress. For ductile materials, the choice

between von Mises or Tresca yield criterion requires careful measurement of material

yield behaviour. Tresca provides a conservative prediction of yielding since it describes

plastic deformation at regions where von Mises still predicts elastic behaviour.

Therefore, von Mises may be more accurate depending on the application of the

material and is generally used in design. Other works on yield criteria such as the

maximum principal stress yield criterion (William Rankine), maximum principal strain

yield criterion (Adhemar Jean Claude Barre de Saint-Venant) have been documented.

These criteria state that yield occurs when one of the principal stresses or strains
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exceeds the material’s yield stress or strain which is unsatisfactory when describing

yield under pure shear stress conditions [81].

When plastic deformation under uniaxial loading has occurred, some materials

exhibit hardening behaviour that is usually described as isotropic and kinematic

hardening [82]. Other forms of hardening (e.g. hardening due to torsional loading) can

occur under multiaxial stress-states but for this thesis only uniaxial sress-states are

considered. Isotropic hardening depicts the expansion of the yield surface radius,

increasing by a magnitude of R (drag stress). During kinematic hardening, the size of

the yield surface remains constant but the surface translates in the direction of the

maximum principal stress by a magnitude of χ (back stress).

Figure 2.15a and 2.15b show examples of how the yield surface can change during

isotropic and kinematic hardening respectively, where σ1, σ2 and σ3 are the principal

stresses. The black and red circles represent the initial yield surface and the new yield

surface after hardening respectively. The expansion and translation of the yield surface

results in different material properties in the 3 principal stress directions.

σ1

σ3σ2

σy

σy

+R

(a)

σ1

σ3σ2

χ

σy

(b)

Figure 2.15: (a) Isotropic hardening and (b) kinematic hardening [32].

A phenomena called the Bauschinger effect [83] can occur in polycrystalline metals,

where the increase of tensile yield strength due to work hardening decreases the

compressive yield strength. During the reverse loading from tension into compression

after hardening had occurred, as shown in Figure 2.16, dislocations are able to glide

more easily, aided by a back stress generated around the points of dislocation
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resistance. Thus, the yield stress level in the reverse direction is reduced by the

magnitude of the back stress, and the size of the yield surface remains 2σy.

ε

σ

σy

2σy

Decreased yield stress 
in compression

Figure 2.16: A schematic example of the Bauschinger effect.

2.6.2 Constitutive Viscoplasticity Models

The Chaboche model [82, 84] is comprised of a set of constitutive equations (shown

below) that utilises temperature dependent material parameters to predict stress-strain

behaviour of a material and single yield surface. It has the capacity to describe a

wide range of inelastic material behaviour such as cyclic hardening or softening, the

Bauschinger effect, stress relaxation behaviour, stress ratcheting and creep behaviour.

εtotal =
σ

E
+ εp (2.6)

The total strain can be described by equation 2.6, where E is the Young’s modulus,

σ is the total stress and εp represents both the plastic and viscoplastic strains.

ε̇p = 〈 f
Z
〉nsgn(σ − χ) (2.7)
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sgn(x) =


1 x > 0

0 x = 0

−1 x < 0

and〈x〉 =


x x ≥ 0

0 x < 0

(2.8)

ε̇p is the plastic strain rate demonstrated by the flow rule equation below:

f = |σ − χ| −R− k (2.9)

k is the initial cyclic yield strength and Z and n are viscous parameters that describe

the stress relaxation behaviour. f is the yield function that determines when plastic

strain occurs (equation 2.9). The material is elastic when f ≤ 0 and plastic when f > 0.

R = Q(1− e−bp) (2.10)

R is the isotropic drag stress that determines the expansion or reduction of the yield

surface (see equation 2.10). b is the rate at which the isotropic drag stress saturates to

the value Q. p is the accumulated plastic strain as shown in equation 2.16.

dχ = cdεp (2.11)

dχ = da(εp)(σ − χ) (2.12)

χ̇ = C(aε̇p − χṗ) (2.13)

χ is the total back stress due to kinematic hardening. Prager [85] and Ziegler [86]

(see equations 2.11 and 2.12) introduced the linear kinematic hardening model (using

plastic moduli) where χ is collinear with the evolution of plastic strain. However, this

behaviour is not typical. Armstrong and Frederick [87] modified the linear kinematic

hardening model as shown in the equation 2.13. χ is the back stress, C and a are

temperature-dependent material parameters, ε̇p is the plastic strain rate and ṗ is the

equivalent plastic strain rate. The key modification to Prager’s equation is the second

term χṗ which is known as dynamic recovery. This term changes the evolution of χ

28



from linear to an exponential relationship for monotonic uniaxial loading and enables

the prediction of non-linear kinematic hardening. Furthermore, the back stress has a

saturation value, caused by the balance between the rate of dislocation annihilation and

production [12, 88].

χ = ΣM
i χi (2.14)

χ̇i = Ci(aiε̇p − χṗ) (2.15)

p = Σ|dεp| (2.16)

Chaboche proposed the use of multiple Armstrong-Frederick equations to describe

the back stress since it was found to have greater control over the back stress saturation

rate for uniaxial cases [89, 90]. M is the total number of back stresses as shown in

equation 2.14 and χ̇i, in equation 2.15, represents a back stress rate component where

Ci is the rate at which the kinematic hardening saturates to the value ai. However, this

rule has been known to over-predict uniaxial and multiaxial ratcheting [12].

When a material is subjected to stress-controlled cyclic loading with a non-zero mean

stress, ratcheting may occur. This is a cyclic accumulation of inelastic strain which is

characterised by the translation of the hysteresis loops in the direction of the applied

mean stress.

dχi = C

(
2

3
aidεp −H(fi)

〈
dεp.

χi
χ̄i

〉
χi

)
(2.17)

dχi = C

(
2

3
aidεp −

(
χ̄i
ai

)mi
〈
dεp.

χi
χ̄i

〉
χi

)
(2.18)

This behaviour is dependent on the loading conditions and the loading history of

the component. Ohno-Wang [91, 92] directly modified the Armstrong-Frederick rule

by introducing a critical state of dynamic recovery. Equation 2.17 (Ohno-Wang rule I)

assumes that each back stress component χi remains linear until the critical value, ai is

reached, and after that χi remains constant. H is a Heaviside step function (H(x) = 1
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if x ≥ 0, H(x) = 0 if x < 0) and χ̄i is the magnitude of χi. However, this rule

produces closed hysteresis loops and cannot predict ratcheting so Ohno-Wang modified

the rule as shown in equation 2.18 (Ohno-Wang rule II). The Heaviside step function is

replaced with a power law which allows for the partial activation of the dynamic recovery

term before the critical state. The exponent, mi, controls the rate of ratcheting where

smaller values of mi lead to increased ratcheting. Furthermore, as mi tends to positive

infinity, the equation reduces to Pragers’ rule. Similarly to the rule I, each back stress

component simulates non-linear kinematic hardening until it reaches a critical value ai.

After that, it has no effect. An review on the extensive work on prediction of ratcheting

by Abdel-Karim can be found here [93].

σ = χ+ (R+ k + σv)sgn(σ − χ) = E(ε− εp) (2.19)

σv = Zṗ1/n (2.20)

The total stress is summarised by equation 2.19 which is the sum of the stresses

due to hardening and viscous effects. Equation 2.20 is a power law used to describe the

relationship between the viscous stress, σv, and the equivalent plastic strain rate.

Tong and Zhan [94–97] have applied the Chaboche model to nickel-based super-alloys

and highlighted the importance of implementing an optimisation process to improve the

predictive accuracy on the material parameters. Works to predict the isothermal and

thermomechanical fatigue behaviour of 316 steel [98] and P91 steel [99–102] have been

carried out by Hyde and Rouse. Kyaw and Rouse [103] coupled a continuum damage

model [104] with the Chaboche model to predict stress-strain behaviour and fatigue

life of a P91 steel. They estimated the material parameters for isotropic hardening,

kinematic hardening and viscous stress using Cottrell’s stress partitioning method [105]

as shown in Figure 2.17.
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Figure 2.17: A representation of Cottrell’s stress partitioning method [105].

Examining a single branch of a hysteresis loop, the total stress can be decomposed

into stress components: viscous stress, σv, isotropic drag stress, R, initial cyclic yield

stress, k, and the kinematic back stress, χ. σel is the magnitude of the elastic region

which can be determined where the linear stress-strain relationship begins and ends.

k is usually calculated from the second tensile branch from the 0% level to the yield

stress value. Since R is the expansion of the yield surface, the radius of the yield surface

is therefore k + R. χ is translation of the yield surface which can be determined by

subtracting the radius of the yield surface, k+R from the greatest stress value that lies

of the radius, σelMax
. The total plastic strain can be obtained by measuring the width

of the hysteresis loops where the stress-strain relationship is linear.

Other models have been proposed to describe monotonic and cyclic plasticity of

materials such as the Mroz model [106]. This involves the use of multiple “hypersurfaces”

as shown in Figure 2.18. The inner most surface, S1, represents the elastic region. As

the stress point increases within the inner surface and comes into contact with its radius,

the point joins to the surface and together they linearly move with the stress point with

a new modulus. In order to predict the material response accurately, many surfaces are

required where each surface is assigned a linear plastic modulus (represented by E1, E2

and E3). This model is able to estimate piecewise linear stress-strain loops under stable

cyclic loading and the Bauschinger effect. However, the size of each surface must vary
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in such a way that the surfaces do not intercept in order to avoid non-unique solutions.

This creates a difficulty in describing isotropic hardening behaviour [107]. Furthermore,

the model is computationally tedious since entire families of surfaces must be tracked

and it does not accurately predicted ratcheting behaviour [108].

σ1

σ2 σ3
S3

S2

S1

E

E1

E2
E3

σ

ε

Figure 2.18: A representation of the Mroz Model [109] showing the multiple surfaces
and the assigned plastic modulus for each surface.

The Dafalias and Popov model [110] uses the same kinematic hardening rule as

the Mroz model but they utilised a non-linear hardening modulus that allowed them to

reduce the number of surfaces to two: a yield surface and bounding surface. The current

stress state lies on the yield surface and the limiting stress state lies on the bounding

surface. The modulus is derived from the distance between the surfaces as opposed to

the Mroz model that utilises multiple moduli. Both surfaces are of the same shape and

are allowed to isotropically and kinematically harden. One deficiency in this model arises

during the unloading or reloading, or sudden change in load direction. As a result, it

fails to account for complex loading histories and produces unrealistic predictions [108].

Physically-based constitutive models are an alternative method to predict cyclic

viscoplasticity, where key microstructural features and micro-mechanisms that are

directly correlated to the material’s strength are incorporated into the model. Estrin

et al [111, 112] established a unified elastic-viscoplastic constitutive model based on

dislocation density. Cailletaud [113] developed a constitutive micromechanical model

for the 2024 aluminium alloy and 316L stainless steel under monotonic and cyclic

multiaxial loading at room temperature. Sauzay et al [114, 115] established that cyclic

softening of the martensitic 9Cr1Mo steel was related to the degradation of the

microstructure (lath and sub-grain boundary elimination) and the reduction in
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dislocation density. Using the Hall-Petch and Taylor models [116], the macroscopic

backstresses were calculated. Barrett et al [117] implemented a dislocation-based for

the cyclic viscoplastic behaviour of 9-12Cr steels. Their model described cyclic

softening due to the decrease in overall dislocation density, loss of low angle boundary

dislocations, the coarsening of the microstructure, and kinematic hardening due to

precipitate strengthening and dislocation substructure hardening. They later extended

their model to simulate grain boundary strengthening by incorporating lath widening,

high angle grain boundary strengthening due to the formation of dislocation pile-up,

accounting for precipitate strengthening of carbides along grain boundaries and

carbonitrides in the microstructure, and modelling the evolution of edge and screw

dislocations [118]. The advantage of physically-based models are that they are based

on microstructurally driven phenomena which enables prediction of material behaviour

across a wider range of loading conditions. However, this approach requires an

understanding of the evolution of the strengthening mechanisms which means taking

extensive measurements of the key microstructural features.

2.6.3 Numerical and Optimisation Methods

To solve the ODEs presented in the Chaboche model, either explicit or implicit numerical

methods could be used. Both require the use of iterations to advance a solution through

a sequence of steps from an initial state to a final converged state.

Y (t+ ∆t) = F (Y (t)) (2.21)

In an explicit method, the system status of the next time step would be directly

evaluated from the currently known quantities of the dependent variables, demonstrated

in Equation 2.21. Y (t+ ∆t) is the state of the system in the later time step and Y (t) is

the current system state. The explicit method is easier to program and can be calculated

within a shorter time. However, the stability of such a method requires a step size small

enough to prevent divergence from the conditionally stable solution [119].

G(Y (t), Y (t+ ∆t)) = 0 (2.22)

In implicit methods, the dependent variables are defined by sets of equations and an

33



iteration technique or matrix is needed to obtain a solution. Implicit methods are more

complex to program but larger time-step sizes are possible, especially for ”stiff” equations

where a convergence can only be made possible for an explicit methods if very small

time steps are used. An implicit method evaluates some or all of the terms in Y with

regards to unknown quantities at the new time step, t+ 1, and of the previous current

step, t. Implicit methods have high stability and converge if appropriate parameters are

set, but, as a set of equations needs to be solved every step, the computational time

required for the calculations may be larger than explicit methods [119]. For this reason,

an explicit method was chosen to solve the ODEs as ODE45.

The material parameters for the Chaboche model are derived from experimental

data, using assumptions to simplify the hardening and viscous behaviours. However,

the prediction of material behaviour may be limited by such assumptions and as the

model increases in complexity, the number of material parameters will also increase.

This has led to the introduction of optimisation techniques to identify a new set of

material parameters that improve the accuracy of the model predictions.

A gradient-based search method for finding the solution for a local minima was

chosen to optimise the material constants. There are derivative-free approaches that use

genetic-based algorithms to iterate towards the solution (discussed by Chaparro [120])

but it has been found that a number of works have successfully utilised the Levenberg-

Marquardt method [121, 122] to optimise the material constants in the Chaboche model

[94–97, 100–103, 123].

Gradient-based search methods are able to converge to a solution in a relatively

short amount of time but the convergence to the local minimum is strongly dependent

on the proximity of the initial trial solution [120]. This is because the gradient at any

local minima or maxima is zero. If the function, f(xk) contains a minimum at xk = xm,

where x is the set of variables, k is the iteration number, and xm is the solution at the

minimum, then how can xk be found? The most basic approach is called the steepest

descent method [124] which calculates the direction for the fastest decrease of a function

at a given point. The steps of this approach are shown below:

1. Start with an initial guess of the solution, xk0, and set a tolerance on the gradient

so that a convergence to the solution is possible.
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2. If the current iteration does not contain the solution, then compute the next

direction (a vector called pk) that should be taken towards the direction of steepest

descent.

3. Calculate the size of the step length, αk, within the specified time span so that

f(xk + αkpk) < f(xk).

4. Update the variables by setting xk+1 = xk − αkpk and repeat from step 2.

5. If the conditions are satisfied, then the current solution to xk = xm, then xk is the

solution.

This method is a first order method which means that it produces a linear convergence

rate. A solution can be found but may take a “zig-zag” approach to finding a minimum

which can be time consuming for a large scale problem.

Newton’s method for optimisation is a second order approach which tries to find

where the derivative, Of(xm), equals to 0 and the updated variables now becomes

xk+1 = xk − f ′(xk)
f ′′(xk) . This function minimises the second order approximation at a given

point in the function but the drawback to this approach is that for every iteration, the

second order derivatives (the Hessian) needs to be calculated which again, can be time

consuming [120].

The Gauss-Newton method for non-linear least-squares method attempts to minimise

the residuals differences of the sum of squares between the predicted and observed results

demonstrated by the equation below:

rk(x)2 = Σm
k=1(pexp − fk(x))2 (2.23)

where r is the residuals differences, pexp is the experimental observations and fk(x) is

the predicted results. This can only be used to minimise the sum of squares but unlike

Newton’s method, it has the benefit of not required to compute the second derivatives

but instead approximates them using the residuals [125].

The Levenberg-Marquardt method has the advantage of interpolating between the

steepest descent method (first order) and the Gauss-Newton method [125] (second order)

approaches depending on the closeness between the initial and final solution and does
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not need to calculate the second partial derivatives which reduces computational time.

For these reasons, this work also used this method for optimisation purposes.

2.6.4 Constitutive Models with the Inclusion of Ageing Effects

Little research has been carried out to incorporate the material ageing behaviour into

the Chaboche model when the material is subjected to elevated temperatures and

cyclic stresses. It is understandable that this behaviour would not be necessary to

characterise for high temperature materials such as steel and nickel-based superalloys

but this phenomenon does occur in aluminium alloys. Their microstructure will evolve

over time at temperature and will directly affect their load-bearing capacity.

R = Kp1/M + Ca (2.24)

ȧ = (c− βexp(−γp))(a∞(εp)− a) (2.25)

Marquis et al [13] modified the Chaboche model to include material ageing. They

chose to predict the stress state of the 2024 aluminium alloy that was aged at room

temperature after solution heat treatment and quenching. The change in the elastic

region was measured at different age times of the material under monotonic and cyclic

loading up to 0.2% strain. Since a small variation in back stress was induced by ageing,

it was assumed that the material ageing only affects isotropic hardening, represented in

equation 2.24, where C, K and M are material constants, p is the accumulated plastic

strain, and a is the material ageing term. The ageing rate, ȧ, is defined in equation 2.25

where c, β and γ are temperature-dependent material constants, εp is the plastic strain,

and a∞ is the asymptotic ageing value of a that is dependent on plastic strain. They

found that the cyclic straining increases the rate of ageing and were able to accurately

predicted the stress range versus accumulated plastic strain of the material under fully

reversed fatigue conditions at room temperature.

Cailletaud et al [14] carried out a similar study on a cast aluminium, heat treated

to the T5 condition, where the alloy was soaked at various temperatures and times and

its Vickers hardness was measured at certain time intervals. They correlated Vickers

hardness readings to the elevated temperature yield strength of the material as a function
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of time at temperature described the rate of decay from an initial yield strength to the

final asymptotic yield strength caused by ageing.

The step-aside gearbox housing is mounted close to the engine and will be

subjected to elevated temperatures. This can have detrimental effects on the strength

of the candidate material being considered for this thesis. Therefore, the novelty of

this work was developing a constitutive model for the 7175-T7351 aluminium alloy

with the inclusion of ageing terms. The isotropic softening was decoupled into

mechanical cyclic softening due to the load and material ageing due to time at

temperature during the fatigue tests. Generally, it would be important to consider this

material behaviour for all candidate age-hardenable aluminium alloys. Furthermore,

the test method used was novel in the sense that a variable strain-amplitude test was

used to gain enough experimental data to accurately predict material response. By

decreasing the strain amplitude according to the decrease in monotonic yield strength

with time, plastic strain was induced per cycle while remaining below the UTS. This

prevented early failure of the samples.

2.6.5 Isothermal Fatigue

Fatigue is the progressive decrease of material strength as a result of dynamic mechanical

loading. Isothermal fatigue (IF) involves varying loads at constant temperature (noting

that dynamic mechanical systems will see varying temperatures). This mode of failure is

the most dominant in mechanical systems and structures [126]. Figure 2.19 demonstrates

a schematic example of a cyclic loading curve.

t

σ
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σa

σm

σ

Figure 2.19: A schematic example of fatigue loading curve.
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The main features from this curve are the stress amplitude (σa) and mean stress

(σm) which are described by equations 2.26 and 2.27, respectively.

σa =
σmax − σmin

2
(2.26)

σm =
σmax + σmin

2
(2.27)

Rσ =
σmin
σmax

(2.28)

σmax and σmin are the maximum and minimum applied stresses. The R-ratio, Rσ,

is described by equation 2.28 which is the ratio between the maximum and minimum

stress.

The first published paper regarding fatigue dates back to 1837 where W. A. J. Albert

investigated into the continuous failure of the conveyor chains used in the Clausthal

mine [127]. Rankine discovered the effect stress concentrators in machined components

on fatigue fracture behaviour [128]. In 1860, Wöhler carried out the first systematic

study of metal fatigue on railway axles using a stress-life approach [129]. It was not

until Basquin plotted fatigue results using a logarithmic scale that produced the well

known S-N curve [130]. A schematic example of an S-N curves for ferrous and non-

ferrous metals is shown in Figure 2.20, plotting the log of the strain amplitude, ∆ε/2,

against the log of the number of cycles to failure, Nf . An inverse relationship between

the two variables can be seen. Ferrous metals have a fatigue limit, demonstrated by the

horizontal section of the curve, which indicates that fatigue failure will not occur below

a certain stress amplitude value. Non-ferrous metals do not exhibit a fatigue limit [32].
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Figure 2.20: A schematic representation of S-N curves for ferrous and non-ferrous metals.

εe
2

=
σa
E

= σ′f (2Nf )b (2.29)

The fatigue life of a material can be categorised into two groups: low cycle fatigue

(LCF) and high cycle fatigue (HCF). In the HCF region, Basquin’s equation (see

equation 2.29) is used to relate the elastic strain amplitude εe
2 to the number of

reversals to faliure, 2Nf which is twice the number of cycles to failure, Nf . ε′f is the

fatigue strength coefficient and b is the fatigue strength exponent; both parameters can

be obtained graphically from Figure 2.20 [32].

εp
2

=
σa
E

= ε′f (2Nf )c (2.30)

In the LCF region, fatigue life is characterised as a function of plastic strain range.

This behaviour is typically found in components operating at elevated temperatures,

where a component expands and or contracts. Coffin and Manson [131, 132] described

the relationship between the plastic strain amplitude,
εp
2 and the number of reversals to

failure 2Nf . ε′f is the ductility coefficient in fatigue and c is the ductility exponent in

fatigue which can be obtained graphically from the SN curve [32].
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Figure 2.21: A schematic example of the constant life design curves for fatigue loading.

σa = σ0(1− σm
σUTS

) (2.31)

σa = σ0(1−
(

σm
σUTS

)2

) (2.32)

σa = σ0(1−
(
σm
σy

)
) (2.33)

The mean stress can have a significant effect on component fatigue lifetime.

Goodman [133], Gerber [134], and Soderberg [135] developed models (see equations

2.31 to 2.33 respectively) that relates the mean stress, σm, to the stress amplitude that

will provide safe operating conditions, σa. These models are demonstrated graphically

in Figure 7.2, where σ0 is the fatigue strength in terms of stress amplitude when

σm = 0, and σy and σUTS is the yield stress and UTS of the material respectively. It

has been found that most experimental data falls between the Goodman and Gerber

lines which suggests that the Goodman model is a more conservative estimate of the

mean stress effect [32].

Typically there are 3 stages of fatigue failure: crack initiation, crack propagation

(also known as the Paris region [136]) and fracture as shown in Figure 2.22.
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Figure 2.22: A schematic example of a crack growth rate graph.

da/dN is the crack growth rate, ∆K is the stress intensity factor range and m and

C are material constants used in Paris’ Law to determine stage II crack growth (see

equation 2.34). An important feature in Figure 2.22 is the fatigue threshold, ∆Kth.

Stress intensity factor range below this value will be insufficient to cause crack

propagation to occur.

da

dN
= C(∆K)m (2.34)

The majority of fatigue life is spent in the Paris region which may be used to

determine the component lifetime of a material for SAGB housing applications.

Vratnica et al [137, 138] studied the effect of compositional variation of over-aged

7000 series forged alloys on fracture toughness. They found the alloys with the lowest

impurity levels had the greatest fatigue threshold (resistance to crack initiation). Crack

initiation and nucleation always occurred at coarse intermetallic (IM) particles (Fe and

Si containing particles about 2.0µm in size or greater). They also found that the Mg2Si

and soluble phase particles that were smaller than the Fe-containing particles retarded

crack growth by making the crack growth path more tortuous. The fracture surface of

the samples they tested contained both Mg2Si and Fe-containing particles, where the Fe

particles cracked more readily. Therefore, the Fe-containing particles were not effective

at resisting crack propagation.

Alpay [139] had similar findings to Vratnica. Almost all Al7Cu2Fe particles on the

crack path were fractured, with no evidence of plastic deformation. However, Mg2Si

and CuAl2Mg particles were found unfractured and believed to impede crack growth by
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either causing the crack to branch or by increasing the crack growth path.

Jian et al [140] studied fatigue behaviour of an Al-Zn-Mg-Cu alloy heat treated to

T7451 temper. The initiation of fatigue damage occurred at Fe-rich particles found

near or at the free surface. The fracture of the inclusion particles was induced when the

accumulation of cyclic loading reaches the ultimate tensile strength.

Lindigkeit et al [141] studied the effect of microstructure on fatigue crack propagation

of Al-Zn-Mg-Cu alloys in various heat treatments within a vacuum. They found that

underaged alloys containing shearable precipitates possessed a greater crack propagation

resistance in comparison with overaged alloys that contained impenetrable precipitates.

Crack propagation resistance also increases with ductility and decreased precipitate size.

Desmukh et al [142] found that for the 7010 alloy, the overage heat treatment gave

lower tensile strength but the highest value of fatigue crack propagation threshold.

However, it also yielded the highest fatigue crack growth rate compared to near-peak age

and peak age heat treated alloys; a similar finding to Lingigkeit. They attributed this to

homogeneous deformation in the Paris region of crack growth and easy void nucleation

at the coarse, non-shearable η precipitates.

2.6.6 Thermomechanical Fatigue

Thermomechanical fatigue (TMF) is the synergistic damage process caused by

fluctuating thermal and mechanical loading. In the past, isothermal LCF data was

used to predict the life of components under TMF loading. Researchers such as

Thomas et al have found that TMF can be more detrimental to component lifetime

than isothermal fatigue at maximum temperature [143].

TMF is usually described as either in-phase (IP), or out-of-phase (OP). IP TMF is

where maximum and minimum temperature are synchronised with maximum and

minimum mechanical loads, shown in Figure 2.23. OP TMF is where maximum

temperature corresponds with the minimum mechanical loading and vice versa, shown

in Figure 2.24.
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Figure 2.23: In-Phase TMF loading conditions.
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Figure 2.24: Out-of-Phase TMF loading conditions.

Halford [144] describes the effects of phasing and states that phasing effect is material

dependent. Many researchers have found oxidation can heavily contribute to damage

during out-of-phase thermo-mechanical fatigue. At high temperature and compression,

an oxide layer forms in the initiated or propagating crack. When the material experiences

lower temperatures under tension, an interfacial strain between the oxide layer and

bulk material is induced which causes spallation of the layer and thus removal of bulk

material. This phenomena will continue to occur until failure of the material [145, 146].

Many works have been carried out on high temperature materials such as nickel-based

superalloys [123, 147–152] and steels [123, 153–157].

As far as the author is aware, the study of TMF behaviour in 7000 series aluminium
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alloys has not been explored and the majority of work on the TMF of aluminium alloys

has been carried out with automotive engine applications in mind. The cast aluminium

alloys A356 and A357 have been thoroughly studied. Bose-Filho et al [158] investigated

the effects of the microstructure and defects on TMF life for various Al-Si alloys via the

following manufacturing processes: thixoforming, injection moulding and permanent

mould casting. They found that the casting processes and chemical composition that

produced a reduction in porosity and have an absence of secondary dendrite arm spacing

had greater lifetimes under TMF loading.

Azadi et al [159] found that varying the strain ratio (maximum strain to minimum

strain), Rε, had no significant effect on high temperature LCF or OP-TMF lifetime of

A356. However, the high temperature LCF lifetime of A357 was more influenced by

strain ratio due to its different strain hardening behaviour as a result of its composition.

The high temperature LCF lifetime was greater than OP-TMF lifetime due to severe

conditions under TMF loadings with variable temperatures.

Merhy et al [160] characterised the crack growth of the A357 heat treated to the

T7 specification. They found that at high temperatures and low frequencies, time-

dependent crack growth highly influences crack advancement. Furthermore, the crack

path largely depended on microstructural features such as the secondary dendritic arm

spacing and the size and shape of Si particles. The cracks remained perpendicular to

loading direction within the matrix and either debonded or fractured the Si particles in

its path. This created mixed cracking mechanisms.

Huter et al [161] found that aluminium alloys with high copper content contained

hard particle phases that caused crack initiation independent of applied mechanical

loading. On the other hand, alloys with low copper content had greater global

deformations throughout the specimens. Furthermore, heat treatments that caused

large overageing decreased the TMF life compared to a limited overaged heat

treatment.

2.6.7 Creep Deformation

Creep is a time-dependent, thermally activated plasticity under constant stress where

permanent deformation can take place below the yield stress of the material. Since the

term “high temperature” is relative to different metals, the temperature is expressed as
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a homologous temperature which is a ratio of the actual temperature, T , and melting

temperature, Tm. Creep generally occurs in aluminium at T > 0.3Tm [162].

There are typically 3 stages of creep as shown in Figure 2.25, where ε̇c is the creep

strain and t is time. Stage I (primary creep) is caused by the applied load to the

specimen. The creep rate decreases and the material enters stage II (secondary creep)

where the creep strain rate is at a minimum. At this point the rate of work hardening is

balanced by the rate of recovery (eg. the reduction of dislocation density) and the creep

strain, increases linearly with time. An Arrhenius equation is usually used to calculate

the minimum creep rate in terms of activation energy required for creep (equation 2.35).

ε̇c,min = Ae−Q/RTσn (2.35)

where A is a material constant, Q is the activation energy for the controlling mechanism,

T is absolute temperature and R is the universal gas constant.

During stage III (tertiary creep), an acceleration in creep strain rate is observed

caused by the accumulation of voids and microcracks. As a result, the cross sectional

area of the material is reduced, leading to full fracture [32, 163].

Primary Secondary Tertiary

t

εc

Figure 2.25: A schematic example of a creep curve.

The evolution of creep deformation depends on the temperature and stress

conditions. Creep deformation mechanisms are categorised into the following: grain

boundary sliding, diffusion creep, dislocation creep and dislocation gliding. Multiple

mechanisms may occur at any time but usually one mechanism is dominant. Ashby

[164] created deformation maps for various materials to schematically demonstrate
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which conditions will produce the dominant creep mechanism as shown in Figure 2.26.

For different materials, the type of dominant creep deformation mechanism will

depend on the homologous temperature and applied normalised shear stress (σ/G).

σ/G

T/Tm

Dislocation Glide

Dislocation Creep

Coble
Creep

Elastic Region

Nabarro-Herring Creep

Figure 2.26: A schematic example of a Ashby creep deformation map [164].

Coble [165] proposed a diffusion mechanism known as Coble creep which occurs at

lower homologous temperatures. This is when the diffusion of atoms at the grain

boundaries is greater than the diffusion through the lattice. When he measured the

diffusion coefficient of aluminium and oxygen ions in alumina, he found that the

coefficient for aluminium was several orders of magnitude greater than oxygen. If the

creep rate was limited to the lattice diffusion of atoms, then the least mobile species

would control the diffusion rate. However, he observed that the diffusion of oxygen

ions was enhanced along the grain boundaries and controlled the overall creep of the

material.

Nabarro-Herring creep [166] involves mass transport of vacancies through the

grains over grain boundaries. Excess vacancies are created at grain boundaries

perpendicular to the tensile axis with a uniaxial tensile stress and eventually diffuse

towards grain boundaries that are parallel to the stress. The grains elongate without

the aid of dislocation slip or climb.

Dislocation creep is a time dependent process where dislocations are able to climb

over obstacles assisted by the diffusion of vacancies to the dislocation. This mechanism

is enhanced with increasing temperature. At higher stresses, dislocations are able to
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glide on slip planes [167].

ε̇cmin = Aσn (2.36)

Equation 2.36 is the Norton creep power law [168] which predicts the minimum

creep strain rate, ε̇cmin, for a creep stress at a particular temperature. This relationship

describes a linear correlation may be found by plotting the logarithmic secondary creep

rate against the logarithmic applied stress. The material constants A and n can then

be deduced from the equation of the straight line.

ω = AD/A (2.37)

Kachanov [169] initiated the development of continuum damage models (CDM) to

predict creep behaviour in a phenomenological way and present it from the viewpoints

of mechanics. He suggested that the strain rate and damage rate (void formation and

crack growth) of a material are both dependent on stress, temperature and damage. He

defined damage as the reduction of the load-bearing area as shown in equation 2.37.

ω is a damage variable that ranges from 0 (no damage) and 1 (full fracture), A is the

undamaged cross-sectional area and AD is the effective area where the area of the voids

are subtracted from the damaged area. By selecting the equations to describe those two

rates, the duration of the tertiary creep stage can be predicts and the creep life can be

approximated.

σe = σ/(1− ω) (2.38)

This variable was used by Robotnov [170] to describe the effective stress that is

applied to a damaged cross sectional area (equation 2.38) which in turn allowed strain

and damage to be coupled.

ε̇cr = dεcr/dt = A

(
σeq

(1− ω)

)n
(2.39)

ω̇ = dω/dt =
Mσχr

(1− ω)φ
(2.40)
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The Kachanov-Robotnov model is described by equations 2.39 and 2.40, where A,

M , n, χ, and φ are time and temperature material constants, σeq is the von Mises

equivalent stress and ˙εcr is the creep strain rate. To account for multi-axial behaviour,

the uniaxial creep law can be written in terms of von Mises stress in equation 2.40,

where ω can be expressed in terms of rupture stress, σr, in equation 2.41 [171, 172].

σr = ασ1 + (1− α)σeq (2.41)

where σ1 is the maximum principal stress, σeq is the von Mises equivalent stress and α is

the triaxiality material constant which lies between 0 and 1. Other researchers such as

Liu and Murakami [173] and Sdobyrev [174] have also worked on creep damage models.

φ =
ε̇pmin
ε̇0
min

(2.42)

Prior plastic deformation has been found to have varying effects on creep behaviour

which was dependent on the material and the prestrain treatment. To quantify creep

resistance or enhancement, the parameters φ (equation 2.42) and ψ (equation 2.43)

represent the ratio between the minimum secondary creep rate and rupture time,

respectively, of prestrained samples and the virgin (non-prestrained) samples [175]:

ψ =
t0f
tpf

(2.43)

where ε̇pmin and ε̇0
min are the minimum creep rate of prestrained and virgin sample,

respectively. When φ > 1, prestrain causes creep enhancement and when φ < 1, creep

resistance occurs.

Similarly, ψ is ratio of the rupture time of the virgin sample t0f , to the rupture time

of the prestrain sample, tpf . Similar to the parameter, φ, when ψ > 1, prestrain causes

a reduction in creep life and when ψ < 1, creep life is extended [176].

Researchers have studied the effect of creep on 7000 series aluminium alloys and

have observed microstructural features that interact with creep damage. Park et al

[76] studied the effect of static and cyclic creep on 7075-T6 alloy. They found a greater

amount of void formation in the statically-loaded creep samples. Fracture was

transgranular and appeared to nucleate at Cr-rich dispersoids (E-phase) for both cases.
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This agrees with the previous work conducted by Ludtka and Laughlin [177]. These

dispersoids were located within the grain and acted as void formation sites that led to

ductile fracture. The larger sized E-phase in the static crept surface increased the rate

of creep strain. Ludtka also found that the stress exponent, n, of Norton’s creep law

increased as temperature decreased indicating the increasing influence of stress on

creep behaviour. On the other hand, this ductile fracture behaviour might explain the

increase in toughness of the 7075 aluminium alloy.

Embury et al [178] studied the effects of substructures and orientation on creep

behaviour of 7075-T6 alloy. They found that samples containing a dense uniform

dislocation structure had a greater creep rate than samples with elongated subgrains.

However, as temperature increases, the secondary creep rate within the two types of

microstructure become similar. Grain orientation had no effect up to 150◦C but had

considerable influence at 450◦C. They suggested that grain orientation was only

important when grain boundary sliding was the dominant mechanism for deformation.

Fine GPZs were found to be the major factor that contributes to creep strength and

unstable grains may facilitate dislocation motion which enhance creep rate. Howard el

al [179] studied grain anisotropy on creep resistance of 7075 alloy. They found that a

substantial strengthening effect is observed when the material is deformed parallel to

the major axis of the grains.

Wilshire and Willis [180] studied the effect of prestraining on both partially-solution

treated and fully-solution treated 316 stainless steel. They found that under each heat

treatment, the minimum creep rate and creep ductility decreased. However, the failure

time for the partially solution treated samples decreased whereas the opposite occurred

for the fully solution treated samples. The effects of prestrain treatment depends on the

microstucture of the material. Oshashi et al [181] applied pretension up to 3% on 316

steel at 650◦C. They found that creep resistance under both axial tension and torsional

loading increased with prestrain. Previous studies by Kikuchi and Ilschner [182] found

that small pre-strains at room temperature of AISI 304 stainless steel had improvements

on creep strength. As prestrain increases, creep life increases but the strain to failure

decreases. Kowaleski et al [183] found that room temperature deformation of copper

will decrease secondary creep rate but decrease overall creep life.

While some researchers have noted increased creep resistance after prestraining
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others had found that in other materials, creep resistance decreased. Zhang [184]

found that prestraining in nickel based C263 superalloy, creep life and rupture strain

was reduced with increasing plastic prestrain at room temperature. The minimum

creep rate also slightly increased with prestrain. Djakovic et al [185] studied creep

behaviour in the aluminium alloy 2650-T8. After prestraining to 4.9% at room

temperature, creep life was reduced by a factor of 5 which was caused by grain

boundary cavitation. Tai and Endo [175] prestrained a chrome steel at 600◦C and

concluded that the greater the prestrain, the greater the creep enhancement.

Cortellino et al [176] studied small punch creep tests of P91 steel to assess whether

creep life data could obtained from small pieces of material. The initial impression of

the small punch essentially induced a prestrain into their samples before it was crept.

They used a modified Liu-Murakami creep damage model to account for the initial

plastic strain and utilised the two parameters, φ and ψ to describe the variation of the

minimum creep rate and failure time induced by prestraining, respectively.

2.7 Experimental Techniques

This project involved conducting a range of uniaxial mechanical testing at elevated

temperatures. This section will briefly discuss the different techniques used for strain

and temperature measurement, and heating techniques used for elevated temperature

testing.

2.7.1 Strain Measuring Techniques

The machine cross-head motion can be tracked with the load as a function of time,

where the displacement of the cross-head is assumed to be the displacement of the

specimen. However, errors in strain and stiffness are introduced through the deflection

of the entire load frame under the applied stress. Compared to other strain measurement

techniques mentioned in this section, the machine cross head displacement provides the

least accuracy [186].

Strain gauges are often used for strain measurement for their accuracy and ease

of use. However, accurate strain measurement of strain gauges are highly dependent

on the quality contact and adhesion between the gauge and test specimen. For this

reason, strain gauges are mainly used to obtain information regarding the elastic region
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of the material since debonding of the gauge may occur in the plastic region. There are

other systematic errors that have an effect on the global accuracy of strain gauges, for

example, errors due to transverse sensitivity and temperature [186].

Extensometers are also used to measure strain and there two types: contact

(clip-on and sensor arm) and non-contact (video and laser) extensometers. Clip-on

extensometers are mounted onto the gauge section where the extension of the sample

is transferred to the internal transducer within the clip, as shown in Figure 2.27a. The

movement range of the clip-on extensometer is limited to a few millimetres. Therefore,

the clip must be removed before the failure of the sample to avoid damage [187].

Usually, the clip gauge measures the initial elastic region of the material before it is

manually removed and the machine cross-head is used for the remaining stress-strain

measurement. This minimises the initial error caused by the deflection of the test

frame.

Unlike clip-on extensometers, sensor arm extensometers offer a high movement

range while maintaining accurate measurements and the automation during

measurement (manual removal of the extensometer is not required). A small load is

applied to the sample by the extensometer which creates a microindentation for precise

positioning at the contact point (see Figure 2.27b). However, if the extensometer is

placed on just one side of the sample, the accuracy in strain measurement may be

compromised due to bending or crack propagation in the sample [187].

Clip

Hinged knife 
edge

Measuring 
transducer

Fixed knife
edge

Test 
Specimen

(a)

Measuring 
transducer

Test 
Specimen

Feeler arm

(b)

Figure 2.27: A schematic representation of (a) a clip extensometer and (b) a sensor arm
extensometer measuring the strain of a sample.
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For cases where contact extensometers are an unsuitable for strain measurement,

non-contact extensometry can be an alternative to accurately measure the strain. Video

extensometers require markings on the sample to distinguish the tracking areas from the

surrounding area for strain measurement (see Figure 2.28). The distance between the

tracking areas becomes the gauge length and the movement of the areas are outputted

as signals that are converted into strain [187].

Test 
Specimen

Tracked 
areas Video

gauge

Figure 2.28: A schematic representation of a video extensometer measuring the strain
of a sample.

Laser extensometers evaluate the reflections of the lasers and continually tracks

selected measurement points on the sample which is then used to calculate strain. This

technique does not require markings on the sample and the strain of very small gauge

sections can be measured with high accuracy [187].

2.7.2 Sample Heating Methods and Temperature Measurement Techniques

Environmental chambers encase the sample, grips and the test frame (partially) and

heats the sample via convection. A circulation system maintains uniform temperature

within the chamber to keep a temperature tolerance of about ±1◦C (but a significant

amount of time is required to preheat the furnace depending on the size of the test rig

and desired test temperature [188]). A window can be installed for a line of sight to the

sample in case visual measurement techniques are required.

Split furnaces encases the sample and grips, and it is common practice to use a low

heating rate. It requires the sample be mounted in the test machine before heating,
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meaning that the sample will experience a temperature soak before testing [188]. This

technique would be inappropriate if the material is temperature sensitive, resulting in

changed mechanical properties.

An induction furnace heats an electrically conductive material through

electromagnetic induction. A high-frequency alternating current is passed through a

coil surrounding the sample and heat is generated by internal eddie currents in the

material. Faster heating rates can be achieved compared to the previous heating

techniques. However, the design of the coil is test material dependent and crucial for

uniform temperature distribution across the gauge section of the sample. Therefore,

thermal calibration can be time consuming since it is dependent on the specimen’s

magnetic properties and the manufacture of a bespoke induction coil specific for the

specimen. Additionally, accurate temperature control is required to avoid overshoot

[188].

Thermocouples are commonly used for contact temperature measurement and are

usually welded to the sample. However, it has been found that the heat affected zone can

affect fatigue properties of materials by forming a crack initiation site at the area of the

weld [123]. Alternatively, a pyrometer can be used, which is a non-contact temperature

measurement equipment that detects the energy from the infra-red radiation emitted

from the heated sample. Dual laser beams are sometimes used to obtain the correct

distance between the pyrometer and sample. It is critical that the emissivity of the

sample is known for accurate temperature measurement which may require additional

preparation and calibration before testing [189]. This can be achieved by heating the

material and measuring its temperature using a thermocouple for example, and adjusting

the emissivity on the pyrometer until it matches the temperature readings from the

thermocouple.

2.8 Microscopy Techniques

Scanning electron microscopy (SEM) is capable of producing images for topography

and fractography scanning the sample surface with a focused beam of electrons. The

electrons interact with atoms of the sample at various depths and can produce signals

such as secondary electron (SE) and back-scattered electrons (BSE). SE images are

produced by signals of the electrons emitted from close proximity to the surface, while
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BSE images are produced from electron signals from deeper locations within the sample.

The electrons slow down as they circle around the element nucleus and exit the sample.

The greater the nucleus size, the greater the number of BSE meaning that different

elements within a sample can be presented. These imaging techniques do not require the

sample to be flat but it must be a conductive material. The benefit of SEM is that a large

area, maybe the entire sample, can be focused and imaged and greater magnifications

can be achieved (up to 1,000,000x) compared to optical microscopy (1,000x) [190].

If more information regarding the composition of the material is required then

techniques such as energy-dispersive X-ray spectroscopy (EDX or EDX) can be used.

The incident beam excites an electron from an inner (higher energy) shell of an atom

which leads to it being ejected and replaced by an electron from an outer (lower

energy) shell. This results in an energy difference between the higher-energy and

lower-energy shell being released in the form of an X-ray. This energy level is

dependent of the element of the material and the level of the electron shell (labelled K,

L and M in Figure 2.29). The energy detected can be used to identify the element (see

Figure 2.30) [191]. There are a number of limitations to this method such as an

overlap in energy peaks from different elements (occur when the emission from

different electron shells of different elements are similar in energy), or low

concentrations of elements within a spectrum [192]. EDX cannot provide structural

information regarding the material or particle within it but there are other techniques

that have this capability described below.

Al
K

L
M

Electron beam

Emitted
X-ray

Ejected electron

Figure 2.29: A schematic example of an X-ray emission from an aluminium atom induced
by the interaction with an electron beam.
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Figure 2.30: The results of an EDS spectrum showing the detected elements.

Transmission electron microscopy (TEM) is a technique used to transmit an

electron beam through the sample to form an image. The specimen must be electron

transparent which can be achieved through various preparation techniques such as:

mechanical milling, chemical etching, ion milling or ion etching. In recent years, the

latter two techniques have been used for sample preparation [193, 194] though the

sample may become contaminated by the ion beam. TEM is able to obtain image the

grains, grain boundaries and particles within the microstructure. Additionally,

selected-area diffraction patterns can be obtained which can be used identify the phase

of a particle. Figure 2.31 shows a schematic representation of a diffraction pattern

from a particle. The brightest spot appear in the centre of the pattern and the

surrounding spots provides two axes of the lattice parameters. Each spot corresponds

to atom positions in the crystal lattice, hence, the distribution of diffraction spots

depends on the crystal structure and orientation of the crystal [195].
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θ

Centre	spot

Figure 2.31: An example of a diffraction pattern showing how the angle between planes
were measured.

The first step is to measure the d-spacing between the centre spot and those that

surround it and the angle between them (θ). Afterwards, a materials database, such as

the International Centre for Diffraction Data (ICDD), can be used to obtain the lattice

parameters, a, b, and c (depending of the type of Bravis lattice of the particle). If the

phase of the particle is not known, then EDX can be used to determine the composition of

the particle as a starting point for searching for possible phases in a materials database.

Then it is required to index the diffraction pattern and determine the lattice position of

the atoms to determine the phase of the particle [196].

cosθ =
4

3a2

[
h1h2 + k1k2 + 0.5(h1k2 + h2k1) +

3a2

4c2
l1l2

]
dh1k1l1dh2k2l2 (2.44)

1

d2
hkl

=
4

3

(
h2 + hk + k2

a2
+
l2

c2

)
(2.45)

If the crystal structure of a particle is hexagonal, then the angle between planes, θ

can be calculated using Equation 2.44, where h, k, and l are the Miller indices that are

assigned to spots in the diffraction pattern, and a and c are the lattice parameters as

described in Figure 2.3. dhkl is the distance between a family of planes (hkl) which can

be calculated using Equation 2.45 [195].
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Figure 2.32: A schematic representation of the X-ray powder diffraction process.
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Figure 2.33: A schematic example of intensity versus diffraction angle of an X-ray powder
diffraction pattern where the peaks represent a plane of atoms.

2dsinθ = nλ (2.46)

Another method for particle identification is called X-ray powder diffraction which

is used to determine the crystal structures and atomic spacing of a material, where the

diffracted intensity is plot against the diffraction angle 2θ. The diffraction behaviour

of the X-rays is characterised by Bragg’s law [197], which relates the wavelength to the

distance between planes and the angle of incidence. The positions of the peaks in a

powder pattern are determined by the size, shape and symmetry of the unit cell. They

also identify the planes of atoms that are parallel to each other. The peak intensities

shows how much of a particular atoms lie in the structure, or how much of a phase is

present in a sample. Therefore, the powder pattern is a fingerprint of the phase.

Electron backscatter diffraction (EBSD) is a SEM-based microstructural

crystallographic characterisation technique used to study polycrystalline materials.

The obtained diffraction pattern are in the form of Kikuchi bands (see Figure 2.34)
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that are used to identify different grain orientations within the material and different

phases, where the lattice spacing is found by measuring the space between the band

edges [198]. The main drawback of using EBSD is that the samples may require

further preparation since the technique requires that a small, flat sample of a

particular size due to 70◦ tilt positioning in the SEM chamber.

Figure 2.34: An example of the pattern Kikuchi bands obtained from EBSD.
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3 Material, Test Methodology and Equipment

3.1 Material

A wrought 7175 aluminium alloy, heat treated to the T7351 specification according to

the SAE AMS2772F procedure, was purchased from Amari-Aerospace ltd. in the form

of 1.5m X 1.0m X 0.03m hot rolled plate. The chemical composition of this alloy is

shown in Table 3.1. The melting temperature of this alloy ranges between 532◦C to

635◦C [28].

Table 3.1: Element composition of the 7175-T7351 aluminium alloy provided by Amari-
Aerospace ltd.

Zn Mg Cu Cr Ti Fe Mn Si Other Al

wt % 5.7 2.5 1.6 0.2 0.04 0.06 0.02 0.03 0.02 Bal

The plate was mapped and cut according to Figure 3.1 so that a record of each

type of test specimen could be traced back to a position in the plate before they were

manufactured. Figures 9.1 and 9.2 demonstrates the coordinate systems used to

designate sample names for fatigue and creep samples. Tensile samples were labelled

either “L” or “T” to specify that the sample axis was parallel or perpendicular to the

rolling direction respectively, followed by a number.

Fatigue Creep

Tensile, 
Rolling

Tensile, 
Transverse

T1 starts hereAll Dimensions in mm

Figure 3.1: A schematic of the plate used to manufacturing samples.
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3.2 General Test Conditions

The choice of temperatures and stresses used for mechanical testing were based on

the simplified operating conditions of the SAGB housing during flight. Figure 1.5a

characterises this stress variation at several positions on the top flange of the housing

during flight. From this profile, the minimum and maximum stress for the testing was

chosen to be 100MPa and 190MPa. Similar to the stress flight profile, Figure 1.5b shows

the operating temperatures over a flight cycle at the top flange, “flange T”, the area

closest to the engine, “max T”, and the bearing housing location, “bearing T”. The

subsequent test temperature range used was therefore 120◦C to 230◦C.

3.3 Hardness Measurements

Hardness is a measure of resistance to deformation which provides an indication of a

material’s strength. Vickers hardness testing was used to measure the room temperature

hardness of the samples for reasons that will be explained in sections 3.3.1 and 3.3.2.

A square-based pyramid diamond indenter, with opposing indenter faces set 136◦ from

one another was used. The indenter was pressed into the samples with a specified load

for 10 to 15 seconds. The indenter was then removed, leaving a square impression in the

sample. The sample was to be flat to obtain accurate readings and the surface roughness

was not an issue for macro Vickers hardness tests. However, for micro Vickers hardness

tests, it was required to polish the surface before testing. The average length of the

diagonal lines, d, was measured in millimetres and the Vickers hardness was calculated

using equation 3.1, where F is the applied kilogram force [199].

HV =
2Fsin(136

2 )

d2
(3.1)

3.3.1 Discrepancy Check in Plate Hardness

Hardness measurements were recorded to check for any major discrepancies in material

properties throughout the plate. Sections A to D and 0 to 4 were water-jet cut from

the plate, as shown in Figure 3.1, along the length and width of the plate. Macro-scale

Vickers hardness (using a 10kg load) was measured, using the machine shown in Figure

3.2, along the length and width on the top surface, and depth of the 7175-T7351 plate.
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Figure 3.2: The machine used for macro-scale Vickers hardness testing.

Micro-scale Vickers hardness testing (using a 1kg load on a Buehler Instrument

Model 1600-6400 in Figure 3.3) was used to generate a depth profile of sections 0 and 2.

The reason for using this measurement scale was that once the sample height was set (in

the y axis direction per-se), the platform could then traverse in the x and z axis directions

with a ±0.05mm uncertainty to acquire micro Vickers measurements at desired positions

on the sample’s face. The depth profile would reveal whether there were significant

differences in hardness through the thickness of the plate between the edge and the mid-

width of the plate. The first indentation was taken about 1mm from the bottom edge,

followed by indentations every 2mm. Marco-Vickers hardness measurements were taken

at various depths to verify the micro-Vickers hardness measurements. The surface was

polished to a 1mm finish for a clear image of the indentation to measure the diagonal

length of the impression made by the indenter.
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Figure 3.3: The machine used for micro-scale Vickers hardness testing.

3.3.2 Plate Hardness After Exposure To Temperature Over Time

A requirement from Rolls-Royce plc. was to obtain tensile data after the material was

“soaked” for 1000 hours at test temperature prior to testing. However, this would not

provide insight into the rate at which the mechanical properties would change over time

at temperature. A simple method to observe this behaviour using hardness testing

was devised. Rectangular blocks cut from the sections 0, 2, B and D as shown in

Figure 3.1 were placed in furnaces set to 120◦C, 160◦C, 180◦C, 200◦C and 230◦C. Room

temperature Vickers hardness (using a 10kgf load) was measured on all planes of the

samples (described in Figure 3.4) at intervals over a period of 1000 hours (6 weeks).

Short Transverse 
Direction

Rollling / Longitudinal 
Direction

Long Transverse 
Direction

Transverse

Plane
Longitudinal

Plane

Rolling
Plane

Figure 3.4: Drawing of a sample used to measure Vickers hardness of each plane of the
samples and the assigned plate directions.

3.4 Tensile Test Methodology and Equipment

Figure 3.5 shows the geometry of the flat dog-bone test specimens used for tensile testing.

The samples were manufactured in such a way that the applied load acted parallel or
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perpendicular to the rolling direction of the plate. This was to examine the effects of

plate directionality on tensile properties.

R
25

190

52

350

12,5 0,01

25 0,01

69 0,01

30

R25 Rounds Tangent to Surface

0,01

0,4

All dimensions in mm

Figure 3.5: Geometry of tensile test specimens.

Room and elevated temperature (20◦C, 120◦C, 160◦C, 180◦C, 200◦C and 230◦C)

tensile tests were conducted on an Instron 5985, using an environmental chamber for

temperature control (Figure 3.6). The tensile samples were either as-received or soaked

at elevated temperature for up to 1000 hours. K-type thermocouples were used to ensure

the Instron grips reached test temperature before testing commenced.

Contact extensometers (clip or sensor arm extensometer) could not be used since

the tests continued until failure of the sample and the extensometer would not be able

to be removed during the test. Therefore, strain measurements were recorded using an

Imetrum video gauge. Black specks were sprayed on a white baron nitride coating on

the samples to produce distinguishable features for the video gauge to track that did not

discolour during heat exposure. The strain was calculated in real time by producing a

signal proportional to strain measured over the gauge length between 2 tracked areas on

the sample. One potential disadvantage with using this technique was that if the pattern

of the target tracking area change significantly (for example the pattern was close to

the necking area), the video gauge would not be able to recognise the original pattern

of the tracked areas and would stop calculating the strain of the sample. Therefore, the

full monotonic stress-strain curve could not always be obtained.

An attempt was made to spot weld a K-type thermocouple onto a used test piece,

as a means of measuring the surface temperature of the samples, but this could not be

done. The thermocouple would attach to the spot welder instead of the sample which

may have been due to the insufficient power to melt the area of the sample to where
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the thermocouple should have joined. Flash tape (adhesive tape capable of being used

at 250◦C) was used instead to attach thermocouples to the top, bottom and centre of

the sample’s gauge section. It was found that the temperature difference between the

bottom and centre of the gauge section, and the centre and top of the gauge section

was within the 1◦C limit. According to the standard BS EN ISO 6892-2:2011, the

maximum permissible difference along the test sample is 3◦C, and the permissible

difference between the test sample and the test temperature was ±3◦C. Once the test

temperature was reached, the sample was left for an extra 3 minutes to ensure

temperature uniformity. Samples were pulled in tension at a rate of 1mm.min−1.

Figure 3.6: Tensile test setup on the Instron 5985 with an environmental chamber.

3.5 Creep Tests

Denison dead weight machines were used to carry out creep tests (test parameters can

be found in Figure 3.2). The applied stress and temperature ranged from 100MPa to
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190MPa and 160◦C to 200◦C respectively. Strain was measured using an extensometer

that mounted onto the knife-edges of the sample. The sample temperature was measured

with 3 thermocouples; one at the top, bottom and centre of the gauge section (see

Figure 3.7). The deviation in sample temperature was within ±3◦C of the specified

test temperature and along the gauge length which was in accordance to BS EN ISO

204:2009. The geometry of the test samples can be found in Figure 3.8. Samples were

placed in the machine and heated to the specified temperature before the test commenced

for 80 minutes in total.

Table 3.2: Test parameters used for creep tests.

Temperature (◦C) Stress (MPa)

160

100

120

150

190

180

100

120

150

190

200

100

120

150

190

The Mayes 250 machine was used to prestrain and creep test samples at 180◦C. The

temperature and strain measurements were conducted in the same manner as the creep

tests on the deadweight Denison machines (see Figure 3.7). The aim was to study how

creep behaviour changes in the event of a component being overloaded. The values of

engineering prestrains for this test was based on the full monotonic stress-strain curve

obtained from the Mayes 250 at 180◦C (Figure 3.9a). The monotonic yield strain was

found to be 0.4% and the UTS strain was 0.96%. Therefore, the chosen prestrains were

0.6%, 1%, 2.5%, 5% and 10%, and the creep stresses ranged from 120-190MPa. Full test

parameters can be found in Table 3.3.
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Figure 3.7: A demonstration of the creep test setup. This section would then be encased
in a split furnace to be tested at elevated temperatures.
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Figure 3.8: Geometry of creep and prestrained creep test specimens.
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Figure 3.9: (a) Full ε− σ curve at 180◦C obtained on the Mayes 250 and (b) a close up
of the ε− σ noting the yield stress).

Table 3.3: Test parameters used for prestrained creep tests at 180◦C.

Stress (MPa) Engineering prestrain (%)

120

0.6

1

2.5

5

10

150

0.6

1

2.5

5

10

90

0.6

1

2.5

5

10

Significant necking occurred when samples were prestrained at 5% and 10%. Since it

was not possible to measure the minimum cross section while the sample was mounted

on the Mayes 250, spare samples also prestrained to 5% and 10% were then removed and
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the cross section of these measured instead. The surface of the strained samples were

coated with white paint and imaged against a black background as shown in Figure 3.10

using a low resolution microscope. After the image was converted to black and white,

the boundary of the neck regions was then traced in MATLAB and used to calculate the

diameter (see Figures 3.12 and 3.13). The “height” on the y-axis refers to the height of

the boundary that was traced around the necked region (see Figure 3.11). The applied

load was adjusted to ensure the correct creep stresses were applied to the samples after

the prestrain loading.

Original Image

(a)

Original Image

(b)

Figure 3.10: (a) The necked region of 5% prestrained sample and (b) Necked region of
10% prestrained sample at 180◦C (166 pixels per mm). (The red dots can be ignored).
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Figure 3.11: A schematic example showing how the definition of height and diammeter
of the prestrain samples.
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Figure 3.12: (a) The traced boundary of 5% prestrain sample and (b) the measured
diameter along the gauge length shown in (a) (166 pixels per mm).
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Figure 3.13: (a) The traced boundary of 10% prestrained sample and (b) the measured
diameter along the gauge length shown in (a) (166 pixels per mm).

3.6 Fatigue Tests

IF and TMF tests, under both stress and strain control, were conducted on an Instron

8862 TMF thermomechanical fatigue system and heated using a radio-frequency

induction furnace. An extensometer was used for sample strain measurement and

external forced air cooling was used for anisothermal test conditions. Figure 3.14
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shows the specimen geometry. Thermocouples failed to join to the samples for

temperature measurement which was most likely due to the insufficient power from the

spot welder to locally melt the sample. The thermocouples would often join to the

spot welder instead. Therefore, a study was carried out to see whether a pyrometer

could be used for non-contact thermal measurements, as discussed in section 3.6.1

8 45 TYP

6,5
R

26
0,

05

R
2 POS'N

0,5 0,025

16 0
-0,02

150

25
0

-0,05

7,02

8 
X

 1
 D

E
E

P
C

O
U

N
T

E
R

 B
O

R
E

0,1 A

CHAMFER 45 X 1
2 POS'N

0,1 A

A

All dimensions in mm

Figure 3.14: Isothermal and thermomechanical fatigue test specimen geometry.

3.6.1 Pyrometer Temperature Measurement Investigation

Emissivity is a measurement of the efficiency with which a surface emits thermal energy

in comparison to a perfect black body surface, which has a emissivity value of 1. In order

to take accurate temperature measurements, the emissivity of the test specimens must

be known. To obtain a consistent emissivity value for each sample, the surface of their

gauge sections was abraded parallel to the sample axis using SiC grit papers P2500 and

P4000, followed by an application of black stove spray paint from PlastiKote. According

to the ISO/FEPA standards, P2500 and P4000 abrasion papers have average particle

sizes of 8.4µm and 5µm [199]. To check for emissivity consistency, the gauge sections of 3

fatigue samples were removed and a hole was made using an electrode to a depth about

half way down the gauge length for the placement of a thermocouple. These sections

were then raised to various temperatures using a heating plate as shown schematically

in Figure 3.15. A thermal camera was used to manually set the emissivity value to

match the thermocouple reading. Ultimately, an emissivity of 0.88 was determined for

this material as shown in Figure 3.16 by the close temperature reading match between

the pyrometer and the thermocouple. The CTLF-CF2-C8 high performance pyrometer
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shown in Figure 3.17 was used for temperature measurement, has a working distance

of 150mm and a 1.9mm diameter spot size and was capable of measuring temperatures

from -50◦C to 975◦C.

Figure 3.15: A schematic representation of the setup used to obtain the emissivity of a
coated sample.
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Figure 3.16: The emissivity on the pyrometer was set to 0.88 to match the temperature
measured by the thermocouple.
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Figure 3.17: Experimental setup used for fatigue testing.

3.6.2 Stress-Controlled Fatigue Tests

Stress-controlled IF and TMF tests were first carried out to determine the initial material

behaviour under simulated operating conditions of the SAGB housing. In order to make

comparisons between both types of tests, the loading rates must remain the same. The

maximum loading rate was controlled by the maximum achievable cooling rate during

thermal cycling between 200◦C to 120◦C for TMF tests. Table 3.4 shows the IF test

parameters.

Table 3.4: Stress-controlled isothermal fatigue test matrix.

Temperature (◦) σmax (MPa) R-ratio Frequency (Hz)

160 190

0.25 0.01200 120, 190

TMF tests were carried out either in-phase or completely out-of-phase and the

minimum temperature was set to 120◦C. Table 3.5 shows the test parameters used for

TMF testing. The same waveform and stress range was implemented as the isothermal

fatigue tests.

According to BS ISO 12111-2011, the maximum allowable indicated temperature

variation over the gauge section is ±10◦C axially. Thermal calibration of the induction

furnace was carried out with the aid of the SC7500M FLIR IR camera. A sample
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Table 3.5: Stress-controlled thermomechanical fatigue test matrix.

Temperature Range (◦C) Phase (◦) R-ratio Frequency (Hz) σmax (MPa)

120-160 IP

0.25 0.01 190
120-160 OP

120-200 IP

120-200 OP

was raised to static temperatures of 100◦C, 150◦C and 200◦C, and the gauge section

temperature was measured with the thermal camera. The red line in Figure 3.18a

shows where the temperature measurements were taken starting from pixel height 194

to 329 (full image size = 640x512px). Thereafter, the same sample was thermally cycled

between 120-160◦C and 120-200◦C. For both cases, the temperature remained between

±10◦C of the target temperature across the sample gauge section. It was also found that

the maximum frequency to produce a stable thermal cycle was 0.01Hz. Figures 3.18 and

3.19 show the measured temperature under constant and dynamic heating conditions

respectively.

To protect the extensometer, an upper and lower strain limit of ±3% was set. This

was to prevent complete fracture of the sample which could cause the extensometer to

fall. Once this strain level was met, the test was terminated and it assumed that the

sample was going to fracture had the test continued.
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Figure 3.18: An image showing the heated sample and where temperature measurements
were taken (a) and the recorded static temperature measurements at (b) 100◦C, (c)
150◦C and (d) 200◦C.
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Figure 3.19: The measured dynamic temperature along the gauge length between (a)
120-160◦C and (b) 120-200◦C.

3.6.3 Isothermal Fatigue Tests with Decaying Strain Amplitude

In order to predict the material’s stress response during isothermal thermal fatigue at

elevated temperatures, it was useful to understand the material’s stress response and its

hardening and creep behaviours, as well as account for the material’s change in strength

as a function of time at temperature. The Chaboche model was chosen for the purpose

of this work, which utilises temperature-dependent material parameters for stress-strain

prediction. These parameters are a function of plastic strain and are estimated from

experimental data. Therefore, plastic strain in the test specimens must be induced per

cycle.

It was demonstrated in the tensile tests that the yield stress of the material initially

decreases rapidly with time at temperature. This suggested that large amounts of plastic

strain would be accumulated during a constant amplitude isothermal fatigue test at

200◦C, due to the decreasing yield stress. Failure of the sample would occur rapidly and

insufficient material data may be acquired to accurately predict the material behaviour.

Therefore, a method was designed to induced appreciable plasticity per cycle while

remaining below the material’s UTS to avoid failure.
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Figure 3.20: Ideal fully reversed load profile for the strain-controlled tests.

A relationship that describes the sample’s monotonic yield strength and time at

temperature was first established which was obtained from tensile data. This allowed

a novel triangular waveform of decreasing amplitude to be created for fully reversed

(Rσ=-1) fatigue tests, where the maximum allowable strain at any time was +10%

greater than the sample’s monotonic yield strain as shown in Figure 3.20.
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Figure 3.21: A demonstration of the initial result of stress-controlled isothermal fatigue
with decreasing stress amplitude.

Initially, these tests were carried out under load controlled but the results showed

that due to the lack of work hardening, the test machine struggled to meet the maximum

and minimum target load and excessively strained the sample in the process. This
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behaviour is demonstrated in Figure 3.21.
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Figure 3.22: The load profile at (a) 160◦C and (b) 200◦C. The red stepped line represents
the duration at a certain amplitude before stepping down.

Due to the restrictions of the Instron’s software, simulating a smooth decreasing

strain amplitude was not possible. Instead, multiple “test blocks” of constant strain

amplitude were programmed, where the strain amplitude of each successive test block

was lower than the previous one. The termination of a test block occurred when the

applied strain was +0.5% greater than the desired strain profile. For example, the blue

line in Figure 3.22a represents the ideal test maximum strain amplitude for the 160◦C

isothermal strain-controlled fatigue test, which is +10% greater than the monotonic

yield strain at 160◦C. The red ”stepped” line represents the test blocks of constant

strain amplitude which show the magnitude of the strain amplitude and the time at

which the test block begin and finish.

To make comparisons with the stress-controlled fatigue data with a positive R-ratio

(Rσ=0.25), the loading rate was kept constant to avoid strain-rate effects on material

behaviour by varying the frequency of the waveform as the strain amplitude decreased.

Samples were soaked at 160◦C and 200◦C for 0 hours, 75 hours, 100 hours or 400

hours. The sample name designations indicate the soak temperature (“160◦C” or

“200◦C”) and soak time in hours (“0h”, “75h”, “100h” or “400h”). The samples were

tested under fully reversed isothermal strain-controlled fatigue conditions at 160◦C and

200◦C. A summary of test conditions for each sample can found in Table 3.6.
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Table 3.6: Strain-controlled isothermal fatigue test matrix

Sample ID Soak time Test and Soak Temperature Frequency Strain-ratio

(Hours) (◦C) (Hz) Rε

160◦C-0h 0

160

Variable -1

160◦C-100h 100

160◦C-400h 400

200◦C-0h 0

200
200◦C-75h 75

200◦C-400h 400

To avoid problems with a changing mean strain level between the changes in strain

amplitude, the mean strain was set to 0% in the control software. As a result, the

controller would force the sample to 0% strain at the beginning of each cycle. To

achieve this, the extensometer was placed on the sample and the strain reading on the

extensometer was reset to 0% after the sample had reached test temperature. However,

the original distance between the extensometer arms at 0% was used to calculate the

change in strain, rather than the new distance between the arms caused by the thermal

expansion of the sample. Therefore, to reduce the error in the strain measurement, the

extensometer was placed on the samples to give a reading of -0.37% or -0.47% before

heating the sample to 160◦C or 200◦C respectively. After the thermal expansion, this

brought the extensometer reading close 0% before it was reset to 0%. The extensometer

was recalibrated before each test.

3.6.4 Stress Relaxation Tests

Stress relaxation tests were carried out to obtain the viscous stress parameters that

describes the creep behaviour of the material. The samples were either as-received or

soaked at 160◦C or 200◦C for 75 hours or 400 hours. The samples were strained to

+10% above their monotonic yield strain corresponding to the strain profile previously

obtained for the strain-controlled fatigue tests (Figure 3.22) at a rate of 5E-03%.s−1

and crept for 2 hours as shown in Figure 3.23a. The sample’s geometry was identical

to the creep sample as shown in Figure 3.8 and the tests were carried out on the Mayes

250. The duration for the sample temperature to become uniform before testing was 80

minutes.
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Figure 3.23: The strain profile used for (a) static stress relaxation tests and (b) cyclic
stress relaxation tests.

Fully reversed stress relaxation tests were carried on the Instron 8862, as shown in

Figure 3.24, using samples soaked 75 hours at 200◦C prior to testing. Each test cycle had

a 1 hour dwell period at 0.15%, followed by two dwells periods each for 2 hours at 0.25%

and 0.35%. The ramping rate in between dwell periods was 5E-03%.s−1. Afterwards,

the samples were fully reversed to -0.35% (see Figure 3.23b). The sample geometry for

this type of test is shown in Figure 3.14.

Figure 3.24: The experimental setup of the cyclic stress relaxation tests before the
sample was fully mounted.

Adjustments had to be made to the testing environment for the fully reversed stress

relaxation tests. Drops in the stress level during the dwell periods occurred which did
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not reflect material behaviour and had to be corrected. For more details regarding this

test method, refer the appendix.
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4 Material Characterisation

4.1 Hardness Discrepancy Check of the 7175-T7351 Plate

Hardness tests were conducted on the top surface along the length and width of the

plate at locations 0-4 and A-D as shown in Figure 3.1 in section 3.1. Figure 4.1 shows

the Vickers hardness along the width and length of the plate. The variation in hardness

at these locations on the plate was not significant, where the range of mean values lied

between 150HV10 and 156HV10.
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Figure 4.1: Hardness measurements on the rolling plane of various locations along the
(a) width and (b) length of the 7175-T7351 plate.

The micro-Vickers hardness readings throughout the depth of the plate at locations

0 and 2 (the edge and middle of the plate) are displayed in Figure 4.2 shows that the

overall mean hardness and standard deviation did not vary significantly between the

two sections of the plate, and the hardness readings shown in Figure 4.1 lie within the

scatter of the depth hardness. It was therefore valid to assume that there was no obvious

discrepancy in strength along the length, width and depth of the plate that would affect

the subsequent mechanical testing results.
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Figure 4.2: Hardness depth profiles of (a) section 0 and (b) section 2 using macro and
micro Vickers hardness measurements showing the mean and standard deviation of the
micro-Vickers measurements.

4.2 Hardness of the Plate After Time at Various Temperatures

A requirement for tensile testing was to expose the samples up to 1000 hours at a range

of elevated temperatures before testing. However, this did not provide insight into how

the aluminium alloy evolves with time at temperature. Therefore, room temperature

hardness measurements were obtained from samples that were soaked between 0-1000

hours at temperatures ranging between 120◦C and 230◦C.

It was found that the hardness was homogeneous between each plane (as described

in Figure 3.4 in section 3.3.2) for each soak temperature, as demonstrated in Figure 4.3.

Therefore, the hardness measurements from transverse plane was used to represent the

plate and used for comparative purposes.
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Figure 4.3: The hardness readings of all 3 planes of the samples up to 1000 hours of
exposure at (a) 180◦C and (b) 230◦C.

The initial room temperature hardness ranged between 156HV10 and 160HV10. It

can be observed in Figure 4.4 that the rate of decrease in hardness was greater at

higher soak temperature. Figure 4.4a shows the hardness on the transverse plane up

to 24 hours of soaking at each temperature. The decrease in hardness at 24 hours at

200◦C and 230◦C was 34% and 48% respectively, which indicates that the reduction

in material yield strength is initially rapid. At 120◦C, the alloy retained its initial

hardness, indicating that the microstructure of the alloy was stable at this temperature.

Figure 4.4b shows the change in hardness readings after an extended period of time at

elevated temperatures. Up to 1000 hours, the hardness reached an asymptotic value

which is dependent on the soak temperature. The asymptotic values, from lowest to

highest soak temperatures, are 154HV10, 102HV10, 83HV10, 70HV10 and 64HV10 (3%,

36%, 48%, 56% and 60% decrease from the initial hardness value for each temperature).

This suggests that the rate of change in material strength greatly reduced as time at

temperature increased.
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(a) (b)

Figure 4.4: The room temperature Vickers hardness after exposure to various
temperatures up to (a) 24 hours and (b) from 168 hours up to 1000 hours.

4.3 Tensile Test Results

Figure 4.5 shows the yield stress and UTS of 5 as-received samples tested at room

temperature and 230◦C. Referring to the directions names chosen for the plate in

Figure 3.4, the gauge length of the samples were either parallel (“Longitudinal”) or

perpendicular (“Long Transverse”) to the rolling direction. It can be seen that the

tensile properties are similar in both directions at both temperatures.
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Figure 4.5: A comparison of 7175-T7351 mechanical properties in the longitudinal and
long transverse directions at room temperature and 230◦C.
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(a)

(b)

Figure 4.6: The microstructure of the 7175-T7351 plate revealed by a chemical etchant
(5ml HF, 20ml HCl, 20ml HNO3, 60ml H2O) - (a) dark field image parallel to the rolling
direction and (b) dark field image perpendicular to rolling direction (some grains are
outlined in white).

Figure 4.6 shows the microstructure in the longitudinal (Figure 4.6a) and

transverse (Figure 4.6b) planes of the as-received material. It can be seen that the

grain size and arrangement are very similar which would explain the similarities in

mechanical properties. In both figures a large variation in grain size is shown, ranging

from small grains, approximately 3.42µm2, to coarse grains, approximately 14960µm2.

The 7175 plate was hot-rolled, specifying that the material was raised above the its

recrystallisation temperature before it was mechanically deformed. This would have

allowed for grain growth and recrystallisation to occur before the elongation and
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alignment of the grains caused by the rolling process. The black particles that can be

seen are distributed throughout the plate and are aligned in the rolling direction.

Figure 4.7 shows a backscatter image of one of those black particles and where an

EDX spectrum was acquired. The EDX analysis shown in Table 4.1 identified the

composition of the particle as being high in aluminium, iron and copper. These

intermetallic particles have been found to be detrimental to the fracture toughness of

the material.

Figure 4.7: A back-scatter electron image of a Al-Cu-Fe rich particle on the longitudinal
plane.

Table 4.1: EDX analysis results of the spectrum acquired in Figure 4.7.

Element weight %

O 1.47
Mg 0.69
Al 54.43
Si 0.33
Cr 0.76
Fe 11.73
Ni 0.76
Cu 27.93
Zn 1.9

Total 100

Figure 4.8 shows tensile properties of the as-received material at elevated

temperatures up to 230◦C. At 120◦C, the yield stress was unaffected by temperature
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this (similar to the unchanged room temperature hardness readings observed after

soaking at 120◦C, validating that the microstructure is thermally stable), but the UTS

decreased by 20.15%, demonstrating a reduction in material hardening. As test

temperature rose significantly above 120◦C, the yield stress and UTS decreased. At

200◦C and 230◦C, the yield stress dropped by 31.36% and 46.15% respectively.
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Figure 4.8: The mechanical properties of the 7175-T7351 at elevated temperatures.

Figure 4.9a shows the tensile properties of the samples that were soaked at

temperatures ranging from 120◦C to 230◦C for 1000 hours before being tested at room

temperature. Compared to the as-received material, the material yield stress at 120◦C

soak remained virtually unchanged, but a permanent decrease in both yield and UTS

can be seen at higher soak temperatures. Both observations correlate to those from the

hardness test data. Figure 4.9b shows that when samples were tested at the respective

soak temperature, the yield stress and UTS had decreased significantly. Referring back

to the loading conditions of the gearbox housing (see Figure 1.5a), this shows that the

strength of the material would eventually decrease below the maximum operating

stress of 190MPa.
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Figure 4.9: The average yield stress and UTS of the 7175-T7351 at (a) room temperature
and (b) elevated temperatures after temperature soak for 1000 hours. The soak
temperature in part b was the same as the test temperature.

Figure 4.10 are ESBD images that show the grains of the 7175-T7351 plate in the

as-received condition and after it had been soaked for 1000 hours at 120◦C, 180◦C and

230◦C. Despite the duration and soak temperature, the grain structure remains similar

to the dark field images shown in Figure 4.6, suggesting that the change in strength

was correlated to the change in size and or spacing of the precipitates. More details

regarding this will be covered in section 5.
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(a) (b)

(c)

Figure 4.10: ESDB images of the 7175-T7351 microstructure of (a) the as-received and
the material after 1000 hours soak at (b) 120◦C and (c) 230◦C.

The yield stress of the material was studied more closely after it was soaked at 160◦C

and 200◦C for up to 1000 hours. Figure 4.11 shows that the rate of decrease in yield

stress was much greater at 200◦C than 160◦C. For example, after 20 hours of soaking at

200◦C the yield stress decreased by 29%, whereas at 160◦C the decrease was only 8%.
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Figure 4.11: The yield stress after soaking at (a) 160◦C and (b) 200◦C.

4.3.1 Definition of a Relationship Between Time at Temperature and Yield

Strain

For the fatigue test data obtained for chapter 6, an expression that described the yield

strain as a function of time was required for the 7175-T7351 alloy at 160◦C and 200◦C

(where samples were loaded at a rate of 1mm.s−1) to design a novel loading waveform.

The data presented in Figure 4.12 shows the monotonic yield strain at 160◦C and

200◦C after periods of soaking at those temperatures. The fitted curve in the graphs,

determined by equation 4.1, was used to assume the monotonic yield strain of the alloy

after spending t hours at temperature.

εy(t) = εy0 +A(1− exp(−Bt)) +Dt (4.1)

εy0 is the initial yield strain and A, B and D are fitting constants used to describe

the rate of decrease of yield strain. An initial estimate of the constants obtained from

MATLAB’s curve fitting function was used to find an optimal set of constants that

provided a better fit to the experimental data using a non-linear least squares method.

Table 4.2 shows the numerical values for the material constants at 160◦C and 200◦C.

The magnitude of the maximum strain during the fully reversed fatigue test was εy+10%

(for example, strain was consistently around 10% above the monotonic age-dependent

yield point).
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Table 4.2: The constants obtained to describe the yield stress of the material after
temperature soak at 160◦C or 200◦C.

Constants εy0 A B D

160◦C 0.5285 -0.2193 0.0218 -7.12E-06

200◦C 0.4485 -0.2139 0.0828 -6.51E-05
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Figure 4.12: Yield strain vs time at (a) 160◦C and (b) 200◦C.

4.4 Creep Test Results

The creep test results of the as-received material are demonstrated in Figure 4.13 below.
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(a) (b)

(c)

Figure 4.13: Creep test results at (a)160◦C, (b)180◦C and (c) 200◦C.

By taking the natural log of the secondary creep rate and applied stress and fitting

a linear line to the data (see Figure 4.14), the constants A and n for Norton’s creep

law can be obtained. Table 4.3 shows that the stress exponent, n, did not vary greatly

between each temperature, suggesting that the creep mechanism did not change for each

test condition.
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Figure 4.14: The natural log of applied stress plotted against the natural log of the
secondary creep rate for each temperature.

Table 4.3: Norton creep power law constants at 160◦C, 180◦C and 200◦C.

Temperature (◦C) 160 180 200

n 5.20 5.52 5.80

A (MPa1/n.s−1) 3.11E-20 4.05E-20 5.25E-20

Table 4.4: A comparison between the experimental and predicted minimum creep rate
at 160◦C.

Stress (MPa) 100 120 150 190

Experimental min creep rate (s−1) 7.81E-10 2.02E-09 6.43E-09 2.20E-08

Predicted min creep rate (s−1) 5.61E-10 3.50E-09 5.26E-09 2.11E-08

Table 4.5: A comparison between the experimental and predicted minimum creep rate
at 180◦C.

Stress (MPa) 100 120 150 190

Experimental min creep rate (s−1) 4.44E-09 1.21E-08 4.16E-08 1.54E-07

Predicted min creep rate (s−1) 6.93E-09 6.57E-09 3.87E-08 1.87E-07

Tables 4.4 to 4.6 compares the experimental and estimate minimum creep rates

using the obtained power law constants. It can be seen that the predicted results can

accurately predict the experimental minimum creep rate.
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Table 4.6: A comparison between the experimental and predicted minimum creep rate
at 200◦C.

Stress (MPa) 100 120 150 190

Experimental min creep rate (s−1) 2.09E-08 6.02E-08 2.20E-07 8.65E-07

Predicted min creep rate (s−1) 4.09E-08 1.90E-08 3.58E-07 9.04E-07

4.5 Prestrained Creep Test Results

An initial investigation into the effect of prestrain on secondary creep rate was carried

out to simulate the overload of the SAGB housing during flight. Figure 4.15 shows

the creep life of each sample with varying engineering prestrain levels. In Figure 4.15c

the magnitude of the scatter is quite significant, where the material exhibited both

enhancement and reduction in secondary creep rate at the same prestrain level. The

minimum creep rate for each stress was plotted against the true prestrain levels in Figure

4.16 and it shows that no obvious relationship can be seen between the two variables.

94



(a) (b)

(c)

Figure 4.15: The creep life of the samples with a prior engineering prestrain at 180◦C
and stressed at (a) 120MPa, (b) 150MPa and (c) 190MPa.
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Figure 4.16: The minimum creep rate versus true prestrain at 180◦C and stressed at (a)
120MPa, (b) 150MPa and (c) 190MPa.

A large increase in creep life can be seen when the sample was loaded to an

engineering strain of 10%, and 5% when stressed at 150MPa prior to creep. It was

previously shown in section 3.5 that a significant necked region developed in the gauge

section after the sample was prestrained to 10%. However, after the 5% prestrain, only

a slight decrease in gauge diameter was observed. The possibility that the neck may

have created a notch effect and introduced a multiaxial stress state in the material was

investigated later in this section. It should be noted that experimental validation of a

multiaxial stress-stress was not carried out.

The measured diameter profiles obtained previously were used to create an
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axisymmetric FE model of the 5% and 10% prestrained samples (assuming the necking

was symmetrical halfway along the gauge length). A uniaxial load was applied to the

model to induce a 190MPa pressure to the minimum cross-sectional area and the

maximum principal stress, σ1, equivalent von Mises stress, σeq, and the rupture stress

(see equation 2.41 in section 2.6.7), σr, was calculated along its radius, demonstrated

in Figure 4.17c. The coefficient of multiaxiality, α, was assumed to be 0.3 since this is

a typical value used for ductile materials (eg. P91 steel at 600◦C [176]). This was a

simple study to determine the stress distribution along the radius of the prestrained

samples. Figure 4.18 shows the magnitude of the three stresses with distance along the

path of interest highlighted in Figure 4.17c. Figure 4.17a shows that the 5% prestrain

on the sample produces a relatively uniform stress distribution along the radius of the

minimum cross-section. This suggests that a multiaxial stress state was not in effect

while the samples were loaded. Therefore, the creep behaviour of the sample

prestrained at 5% and crept at 150MPa should be considered an anomaly. Figure

4.17b shows that when the sample was prestrained by 10%, there was a high stress

concentration (192-196MPa) at the radius of the cross-section which decreased to a

minimum (166-172.5MPa) at the centre of the sample. This indicates that the necked

region may act as a significant stress concentrator in the sample and introduce a

multiaxial stress state under load but future work should be undertaken to verify this.

97



(a) (b)

(c)

Figure 4.17: The FE model used to predict the maximum principal stress, equivalent
von Mises stress and the rupture stress (α=0.3) for (a) 5% and (b) 10% prestrained
sample. (c) Shows the profile where the stress was calculated.
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Figure 4.18: The FE predicted stress distributions for samples prestrained at (a) 5%
and (b) 10%.
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Since the relationship between the amount of prestrain and the minimum creep rate

was not clear, stress relaxation tests were carry out to determine whether the viscous

stress parameters were similar to those obtained from Norton’s creep law prediction of

the minimum creep rate of the prestrain samples. Figure 4.19 shows plots of the natural

logarithm of minimum creep rate versus the applied stress for each true prestrain level

to obtain the constants Z and n from Norton’s creep power law (presented in Table 4.7).
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Figure 4.19: Plots showing the natural log of the minimum creep rate versus the natural
log of the creep stress for the true prestrains levels at (a) 0.138%, (b) 0.530%, (c) 2.000%,
(d) 4.370% and (e) 9.000%.
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Table 4.7: The viscous stress parameters obtain from the prestrained creep tests at
180◦C

Average true prestrain (%) n Z

0.138 4.03 4.17E-17

0.530 8.01 1.26E-25

2.000 6.13 2.63E-21

4.370 6.37 5.64E-22

9.000 5.84 1.85E-21

σ = σv + σy (4.2)

To calculate the viscous stress of the stress relaxation tests (with dwell periods at

0.5%, 4% and 8% engineering strains), it was assumed that the stress relaxation period

below the material’s yield surface was linear and that hardening was negligible. By

fitting a line of best fit to the linear region, the upper boundary of the yield surface was

chosen to be the first stress value that deviates from the fitted line by 3MPa, displayed

by the red diamond in Figure 4.20. The total stress was assumed to the sum of the

yield stress and the viscous stress as shown in equation. σ is the total stress, σv is the

viscous stress and σy is the yield stress (the red diamond in Figure 4.20). Therefore, by

rearranging the equation, the viscous stress can be calculated.
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Figure 4.20: Calculation of the yield surfaces

Figure 4.21 shows the plots of the natural log of equivalent plastic strain rate versus

101



the viscous stress to acquire Z and n presented in Table 4.8. It can be seen that the creep

constants are not similar. The crept samples after they were prestrained were stressed

within its elastic region while during the stress relaxation tests, the dwell period of

the sample occurred above its yield surface. As a result, different creep mechanisms

may have taken place for each type of creep tests, indicated by the difference in creep

parameters.
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-16 -15 -14 -13 -12 -11 -10

lo
g(
σ

v)

-5

-4

-3

-2

-1

0

1

2

3

4

5

(b)

log(ṗ)
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Figure 4.21: A plot of the natural log of the accumulated plastic strain rate and viscous
stress during dwell periods at engineering strains of (a) 0.5%, (b) 4% and (c) 8%.

σ = σv +R+ χ+ k (4.3)

A different method was used when calculating Z and n for the stress relaxation

tests at 160◦C and 200◦C (see section 6.3), which accounted for the material hardening
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Table 4.8: The power law constants obtained from the stress relaxation tests at 180◦C.

Dwell strain % n Z (MPa.s1/n)

0.5 1.01 5.04E-08

4.0 5.41 4.50E-16

8.0 3.93 5.71E-13

behaviour, from the strain-controlled isothermal fatigue tests at those temperatures.

The total stress was calculated using equation 4.3, where R is the isotropic drag stress

and χ is the kinematic back stress. Therefore, the method used to obtain viscous stress

parameters for the stress relaxation test at 180◦C was repeated for the tests at 160◦C

and 200◦C. Table 4.9 demonstrates a significant difference in Z and n.

Table 4.9: A comparison of viscous stress parameters with and without the inclusion of
the material hardening behaviour.

Sample name 160◦C-400h 160◦C-400h 200◦C-400h 200◦C-400h

without R+ χ with R+ χ without R+ χ with R+ χ

n 3.53 1.48 3.74 1.17

Z (MPa.s1/n) 2.67E-12 1.12E-08 1.44E-11 1.95E-07

4.6 Stress-Controlled Tests Results

The stress-controlled fatigue were carried out using a non-zero positive mean stress to

represent the cyclic stress conditions of the SAGB housing during cruise. It should

be noted that the tests that lasted more than 10000 cycles or reached 3% strain were

interrupted at this point (whichever came first).

4.6.1 Isothermal Fatigue

Stress controlled isothermal fatigue (IF) tests were carried out at 160◦C and 200◦C.

Figure 4.22 show the sample strain evolution with cycle number at 160◦C. It can be seen

in part a that the hysteresis loops translate in the positive strain direction (ratcheting)

as the number of cycles increase. The hysteresis loops also show that no appreciable

plasticity took place and that the applied stress was less than the sample’s yield stress.
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Figure 4.22: (a) Stress-strain data of selected cycles tested under IF conditions
(σmax=190MPa, T=160◦C) and (b) the maximum and minimum strain per cycle. The
test was interrupted after 10,486 cycles.

Figure 4.23 shows that at 200◦C, the test was terminated after 306 cycles since it

reached 3% strain which represented failure of the sample. Figure 4.23a shows that a

small amount of plastic strain took place in the first cycle but was followed by elastic

loading for the next successive cycles. Eventually, the sample began accumulating plastic

strain, demonstrated by the non-linear stress-strain behaviour similar to cycle 300. Also,

ratcheting in the positive strain direction took place at 200◦C. The accumulation of

plastic strain accounts for the accelerated increase in maximum and minimum strain

shown in Figure 4.23b. This suggests that the material has aged and eventually the yield

strength decreased below the applied stress. This test result, as well as the hardness

and tensile data, supports the notion that simple exposure to elevated temperature is

detrimental to the mechanical strength of this alloy. This is an important material

behaviour to account for if this aluminium alloy is considered for the step-aside gearbox

housing application since it will directly affect the lifetime of the component.
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Figure 4.23: (a) Stress-strain data of selected cycles tested under IF conditions
(σmax=190MPa, T=200◦C) and (b) the maximum and minimum strain per cycle. The
test was interrupted at cycle 306 when 3% strain was reached.

When the maximum stress was reduced to 120MPa, the number of cycles before test

termination greatly increased as shown in Figure 4.24, from 306 cycles at σmax=190MPa,

to 4,242 cycles. This was to be expected but it should be noted that a similar material

strain response was observed. Initially, the sample was ratcheting while remaining elastic

under the applied load. Eventually, the sample began to accumulate plastic strain before

reaching the 3% strain limit as demonstrated in Figure 4.24b. This also supports the

idea that the material’s strength had decreased below the applied stress due to ageing.

This occurrence was at a much later time than the previous test because of the lower

maximum stress.
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Figure 4.24: (a) Stress-strain data of selected cycles tested under IF conditions
(σmax=120MPa, T=200◦C), (b) the hysteresis loop of cycle 4,140 and (c) the maximum
and minimum strain per cycle. The test was interrupted at cycle 4,242 when 3% strain
was reached.

4.6.2 Thermomechanical Fatigue

Thermomechanical fatigue (TMF) tests were carried out in-phase (IP) and out-of-phase

(OP) conditions to investigate the effect of those loading conditions on fatigue life with

a positive R-ratio of 0.25 (as with isothermal testing). Figure 4.25 shows the results

of the IP TMF test with a temperature range of 120-160◦C and σmax=190MPa. The

amount of plasticity for each hysteresis loop was minimal which was similar to the IF

condition at 160◦C. However, the ratcheting behaviour was greater than the isothermal
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fatigue condition (shown in Figure 4.22) which reached the 3% strain limit (terminating

the test).
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Figure 4.25: (a) Stress-strain data of selected cycles tested at under IP TMF conditions
(σmax=190MPa, T=120-160◦C) and (b) the maximum and minimum strain per cycle.
The test was interrupted at cycle 10486.

Figure 4.26a shows that when the sample was tested in the OP TMF condition

(temperature range = 120-160◦C, σmax=190MPa), p-shaped hysteresis loops were

formed. This complex behaviour started after the first cycle, where Figure 4.27

displays a schematic representation of the hysteresis loop. As the sample was

approaching the maximum stress, it was simultaneously pulled in tension

mechanistically and thermally contracting due to the decreasing temperature. Cycle 10

was examined in Figure 4.28 to see how the strain, stress and temperature change with

time. A spike in strain level from 0.42% to 0.52% occurred about 14 seconds before the

maximum stress. During that time, the strain rapidly decreased and synchronised with

the stress waveform. It would be unlikely that the thermal contraction would become

dominant while the stress was still increasing towards 190MPa. One possible

explanation would be that the extensometer arms experienced slippage but the reason

behind the phenomena remains unclear. The test was stopped at just over 5,000 cycles

since it was clear that the sample would have continued to 10,000 cycles before hitting

the 3% strain limit as the maximum strain level was relatively stable at about 0.525%.
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Figure 4.26: (a) Stress-strain data of selected cycles tested under OP TMF conditions
(σmax=190MPa, T=120-160◦C) and (b) the maximum and minimum strain per cycle.
The test was interrupted at cycle 5194.
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Figure 4.27: A schematic example of a hysteresis loop of the TMF OP condition shown
in Figure 4.26.
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Figure 4.28: (a) Strain vs time and (b) stress and temperature vs time of cycle 10 of
the OP TMF test at 120-160◦C.

When the sample was subjected to IP TMF conditions with a temperature range of

120-200◦C, the fatigue life decreased from 10,486 cycles to 600 cycles compared to the

test with a temperature range of 120-160◦C. However, when compared to the IF test at

200◦C (Figure 4.23) the number of cycles before the test was terminated for the IP TMF

condition was double compared to IF condition. Similarly to the IF condition, plastic

strain was induced in the first cycle, followed by elastic loading and ratcheting until the

last few cycles where significant plastic strain was accumulated as shown in Figure 4.29a.

Figure 4.30a shows the material strain response during OP TMF loading. As the load

approached maximum stress, the strain due to thermal contraction increased. Eventually

in each cycle, the strain due to thermal contraction became more dominant than the

mechanical tensile strain, which led to a decrease in the total strain before maximum

stress was reached. The opposite behaviour occurred as the sample approached minimum

stress where the temperature approaches its maximum. From Figure 4.31, it can be

seen that the stress value of maximum strain increases with the number of cycles. This

behaviour may also be attributed to the material ageing. Initially, the sample’s yield

strength was greater than the applied load and the strain due to thermal contraction

of the sample evenly opposed the tensile strain (more or less). However, as the yield

strength decreased with time at high temperature, the maximum strain per cycle began

to increase because the sample began to yield and the amount of plastic strain per
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cycle increased before thermal contraction became dominant. This phenomena was also

responsible for the ratcheting of the hysteresis loops in the positive strain direction.

0 0.5 1 1.5 2 2.5 3
Strain / %

40

60

80

100

120

140

160

180

200

S
tr

es
s 

/ M
P

a

Cycle 1
Cycle 100
Cycle 300
Cycle 600

(a)

0 100 200 300 400 500 600
Cycle number

0

0.5

1

1.5

2

2.5

3

S
tr

ai
n 

/ %

Min strain
Max strain

(b)

Figure 4.29: (a) Stress-strain data of selected cycles tested under IP TMF conditions
(σmax=190MPa, T=120-200◦C) and (b) the maximum and minimum strain per cycle.
The test was interrupted at cycle 600 when 3% strain was reached.
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Figure 4.30: (a) Stress-strain data of selected cycles tested under OP TMF conditions
(σmax=190MPa, T=120-200◦C) and (b) the maximum and minimum strain per cycle.
The test was interrupted at cycle 1,598 when 3% strain was reached.
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Figure 4.31: The stress at which maximum strain occurs per cycle for the OP TMF
condition at 120-200◦C.

When σmax=120MPa, the number of cycles to test termination under IP TMF

increased compared to σmax=190MPa, from 600 to 6,062 cycles, which is to be

expected. The IP TMF condition in Figure 4.32 exhibited ratcheting behaviour but no

apparent plastic strain was induced. As shown in Figure 4.33, the material behaviour

in the OP TMF test showed that the strain response was highly influenced by the

out-of-phase thermal straining of the material. The maximum strain level in Figure

4.33b remained stable compared to the other test conditions.
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Figure 4.32: (a) Stress-strain data of selected cycles tested under IP TMF conditions
(σmax=120MPa, T=120-200◦C) and (b) the maximum and minimum strain per cycle.
The test was interrupted at cycle 6,062 when 3% strain was reached.
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Figure 4.33: (a) Stress-strain data of selected cycles tested under OP TMF conditions
(σmax=120MPa, T=120-200◦C) and (b) the maximum and minimum strains per cycle.
The test was interrupted at cycle 10,486.

Figure 4.34 shows the lifetime of all fatigue test conditions with a maximum

temperature of 200◦C versus stress amplitude. Under IF conditions, the samples were

constantly subjected to elevated temperatures where the material was continually

ageing. This produced the shortest test duration since the material’s yield stress

decreased with time at test temperature and quickly reached the 3% strain limit.

During IP TMF testing, the temperature was cycling in phase with the stress meaning

that maximum temperature corresponded to maximum stress. Under these conditions,

the amount of time spent at high temperature and stress was less than the IF

condition, which in turn decreased the rate of material ageing. When the stress was

out of phase with the temperature, the samples would have aged at the same rate as

the IP TMF samples. However, at maximum stress the samples’ yield strength was

greater since the temperature was at a minimum and therefore accumulated much less

damage. The OP TMF condition resulted in the greatest fatigue life. It can be seen

that regardless of the stress amplitude, the fatigue life is directly dependent on the

amount of time the samples were at high temperature, and whether they were highly

loaded at high temperature.
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Figure 4.34: The cycles to test termination versus the stress amplitude of IF and TMF
tests for test with a maximum temperature of 200◦C.
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5 Microstructural Analysis of the 7175-T7351 Aluminium

Alloy

5.1 Microstructural Overview

Figure 5.1 shows an overview of the microstructures of the samples that were soaked at

200◦C from 0-400 hours. The dark patches that obscure the particles in Figures 5.1a

and 5.1b are diffraction shadows (circled in red). These were caused by the absence of

electron detection, which is dependent on the grain orientation and sample tilt. It can

be seen that the particle sizes generally increases along with inter particle spacing as the

soak time increases (measurements are detailed in section 5.3.1). Also, relatively large

particles can be seen on the grain boundaries outlined by the red lines.
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(a) (b)

(c) (d)

Figure 5.1: TEM images showing and overview (x6000 magnification) of the 7175-T7351
microstructure after soaking at 200◦C for (a) 0 hours (as-received material), (b) 24 hours,
(c) 75 hours and (d) 400 hours.

5.2 Element Mapping

Obtaining diffraction patterns for particle phase identification proved to be problematic

as the matrix pattern would frequently interfere with the particle pattern. Therefore,

element maps of the samples that were soaked for 0 hours, 24 hours and 75 hours

were used to show the concentration of elements at the positions of the particles using

SEM. With this information, an inference can be made on the phase composition of the

observed particles based on the phase identification in Section 5.3.
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Figure 5.2: An SEM image of the as-received material showing the area inside the white
box where element mapping took place.

(a) (b) (c)

(d) (e)

Figure 5.3: Element mapping of “Map Data 8” shown in Figure 5.2, where the white
areas represent the element locations of (a) aluminium, (b), zinc, (c) magnesium, (d)
copper and (e) chromium.

Figure 5.2 shows the electron image of the as-received material, highlighting the area

that was mapped. Figure 5.3 shows that the concentrations of zinc and magnesium can

be seen at the positions of the particles. Furthermore, an overlap of a zinc-magnesium

rich area and a copper-chromium rich area occurs at the position of the larger particle.
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Figure 5.4: An SEM image used for element mapping of the material after it was soaked
for 24 hours at 200◦C.

(a) Aluminium (b) Zinc (c) Magnesium

(d) Cu (e) Chromium

Figure 5.5: Element mapping of the microstructure in Figure 5.4, where the white pixels
represent the atom locations of (a) aluminium, (b), zinc, (c) magnesium, (d) copper and
(e) chromium.

Similar observations can be seen for the sample that was soaked for 24 hours in

Figures 5.4 and 5.5. Zinc and magnesium are finely dispersed particles within the
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matrix. Copper-rich particles lie on the grain boundaries and chromium-rich particles

are also seen within the grains near the boundary.

Figure 5.6 shows the electron image of the sample that was soaked for 75 hours and

the areas used to obtain element maps. The larger particles shown in Figure 5.7 are rich

in zinc, magnesium and copper whereas the smaller particles in Figure 5.8 are only rich

in zinc and magnesium. Chromium-rich particles can also be seen in Figure 5.7.

Figure 5.6: An SEM image highlighting two areas used for element mapping of the
material after it was soaked for 75 hours at 200◦C.

118



(a) Aluminium (b) Zinc (c) Magnesium

(d) Copper (e) Chromium

Figure 5.7: Element mapping of “Map Data 1” highlighted by the white box in Figure
5.6, where the white pixels represent the atom locations of (a) aluminium, (b), zinc, (c)
magnesium, (d) copper and (e) chromium.

(a) Aluminium (b) Zinc (c) Magnesium

(d) Copper

Figure 5.8: Element mapping of “Map Data 3” highlighted by the red box in Figure
5.6, where the white pixels represent the atom locations of (a) aluminium, (b), zinc, (c)
magnesium and (d) copper.
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5.3 Particle Identification

A TEM image of a sample that was soaked for 400 hours at 200◦C is shown in Figure

5.9a. An EDX analysis was performed on the particles labelled s6, s7, s8, s10 and s11 and

they were found to be rich in zinc and magnesium. A diffraction pattern was obtained

for particle s8 as shown in Figure 5.9b. It revealed the crystal lattice structure and the

atomic spacing of that particle which was used to determine its phase. The d-spacing

between the atoms from the centre spot and the angle between first spot anti-clockwise

from the horizontal and the other detected spots (the angle between planes as shown in

Figure 2.31) were measured (see Table 5.1).

(a)

(b)

Figure 5.9: (a) A TEM image of a sample soaked at 200◦C for 400 hours and (b) the
diffraction pattern of the “s8” particle.
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The MgZn2 phase has a hexagonal close packed lattice. The Miller indices, lattice

vectors and d-spacings were obtained from the International Centre for Diffraction Data

(ICDD), Powder Diffraction File (PDF) 00-034-0457 [200]. The angle between planes

in the lattice was calculated (see Table 5.1). The lattice vectors are a and c are 5.2225

and 8.5684 respectively for the MgZn2 phase.

Both the angles and d-spacing were compared to the measurements obtained from

the diffraction pattern to see whether the values correspond to the database values

for MgZn2. It can be seen that the d-spacing and angles of the particle and phase

database match reasonably well. Hence, the particles with high concentrations of zinc

and magnesium are likely to be the MgZn2 phase.

Table 5.1: The d-spacing and the angle between the planes relative to the first spot anti-
clockwise from the horizontal of the particle compared to the database measurements
for the MgZn2 phase.

Particle measurements PDF database for MgZn2 phase

d-spacing (Å) θ (◦) h k i l d-spacing (Å) θ (◦)

4.014 0.0 -1 0 1 1 3.990 0

2.007 -0.2 -2 0 2 2 1.997 0

3.116 18.4 -1 0 1 2 3.105 18.7

2.424 29.7 -1 0 1 3 2.411 29.9

4.300 62.0 0 0 0 2 4.270 62.2

2.149 62.1 0 0 0 4 2.138 62.2

2.421 94.3 1 0 -1 3 2.411 94.4

3.124 105.5 1 0 -1 2 3.105 105.6

4.011 124.4 1 0 -1 1 3.990 124.3

2.195 137.3 2 0 -2 1 2.184 137.4

4.532 152.1 1 0 -1 0 4.510 152.2

2.268 151.8 2 0 -2 0 2.260 152.2

2.193 166.8 2 0 -2 -1 2.184 167.0

The same method was used to identify other particles. Figure 5.10 shows a long dark

particle lying on a grain boundary and its diffraction pattern of the sample that was

soaked for 24 hours. Table 5.2 shows a comparison between the d-spacings and angles

between planes of atoms and the excerpt from the ICDD database (PDF 01-072-9560)

for the Al2Cu phase [200].
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(a)

(b)

Figure 5.10: (a) A TEM image of a sample soaked at 200◦C for 24 hours and (b) the
diffraction pattern of the dark particle on the grain boundary.

Figure 5.11 shows a very coarse dark particle and its diffraction pattern of the sample

that was soaked for 24 hours. Table 5.3 shows a comparison between the d-spacings and

angles between planes of atoms and the Mg2Si lattice parameters (PDF 01-075-5955)

[200].
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Table 5.2: The d-spacing and the angle between the planes relative to the first spot anti-
clockwise from the horizontal of the particle compared to the database measurements
for the Al2Cu phase.

Particle measurements PDF database of Al2Cu

d-spacing (Å) θ (◦) h k l d-spacing (Å) θ (◦)

3.846 0.0 1 1 1 3.832 0

2.394 29.8 1 3 1 2.380 29.7

4.343 63.8 0 2 0 4.295 63.5

2.359 97.7 -1 3 -1 2.380 97.3

3.831 127.4 -1 1 -1 3.832 127.0

2.141 153.6 -2 0 -2 2.141 153.5

(a)

(b)

Figure 5.11: (a) The large dark particle chosen for identification and (b) the diffraction
pattern of that particle.
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Table 5.3: The d-spacing and the angle between the planes relative to the first spot anti-
clockwise from the horizontal of the particle compared to the database measurements
for the Mg2Si phase.

Particle measurements PDF database for Mg2Si

d-spacing (Å) θ (◦) h k l d (Å) θ (◦)

3.712 0.0 1 1 1 3.690 0.0

1.851 0.0 2 2 2 1.845 0.0

1.234 0.0 3 3 3 1.230 0.0

1.087 30.8 5 1 3 1.080 28.6

1.439 41.6 4 0 2 1.429 39.2

1.947 60.8 3 -1 1 1.927 58.5

1.089 75.1 5 -3 1 1.080 73.0

2.284 92.2 2 -2 0 2.260 90.0

1.141 92.2 4 -4 0 1.130 90.0

5.3.1 Particle Spacing and Size Measurements

Figures 5.12-5.34 show the TEM images at 3 locations of the samples that were soaked

at 200◦C for 0 hours, 24 hours, 75 hours and 400 hours. These images were used to

measure the average particle size and the spacing between the 4 nearest neighbours for

each particle. To prevent diffraction shadows from reducing the contrast between the

particles and the matrix, the images were cropped to remove them. Once the images

were converted to black & white and a threshold was set, the particle analysis tool in

Imagej [201] was used to calculate the particle area and positions of the centroids of the

particles. However, TEM revealed particles at various depths of the sample that overlap

with other particles on different planes. Consequently, the particle analysis tool could

not distinguish between 2 particles that were overlapping. Therefore, the measurements

obtain by this method were only used for comparisons between the other images analysed

with this method and should not be considered as absolute measurements. Particles in

the cropped images were a mixture of zinc-magnesium particles and aluminium-copper

particles.
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Figure 5.12: The first TEM image used to measure particle spacing and size for the
as-received material (0 hours of soak time at temperature).

(a) (b)

(c)

Figure 5.13: (a) A cropped image from Figure 5.12 (as-received sample) which was (b)
set to binary (black & white) after setting a threshold. (c) The drawing of particles
detected by ImageJ which were used for particle spacing and size measurements.

125



Figure 5.14: The second TEM image used to measure particle spacing and size for the
as-received material (0 hours of soak time at temperature).
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(a) (b)

(c)

Figure 5.15: (a) A cropped image of Figure 5.14 (the as-received sample) which was (b)
set to binary (black & white) after setting a threshold. (c) The drawing of particles
detected by ImageJ which were used for particle spacing and size measurements.
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Figure 5.16: The third TEM image used to measure particle spacing and size for the
as-received material (0 hours of soak time at temperature).

(a) (b)

(c)

Figure 5.17: (a) A cropped image from Figure 5.16 (as-received sample) which was (b)
set to binary (black & white) after setting a threshold. (c) The drawing of particles
detected by ImageJ which were used for particle spacing and size measurements.
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Figure 5.18: The first TEM image used to measure particle spacing and size for a sample
soaked for 24 hours at 200◦C.

(a) (b)

(c)

Figure 5.19: (a) A cropped image from Figure 5.18 (a sample that was soaked for 24
hours at 200◦C) which was (b) set to binary (black & white) after setting a threshold.
(c) The drawing of particles detected by ImageJ which were used for particle spacing
and size measurements.
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Figure 5.20: The second TEM image used to measure particle spacing and size for a
sample soaked for 24 hours at 200◦C.

(a) (b)

(c)

Figure 5.21: (a) A cropped image from Figure 5.20 (a sample that was soaked for 24
hours at 200◦C) which was (b) set to binary (black & white) (black & white) after
setting a threshold. (c) The drawing of particles detected by ImageJ which were used
for particle spacing and size measurements.
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Figure 5.22: The third TEM image used to measure particle spacing and size for a
sample soaked for 24 hours at 200◦C.

(a) (b) (c)

Figure 5.23: (a) A cropped image from Figure 5.22 (a sample that was soaked for 24
hours at 200◦C) which was (b) set to binary (black & white) (black & white) after
setting a threshold. (c) The drawing of particles detected by ImageJ which were used
for particle spacing and size measurements.
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Figure 5.24: The first TEM image used to measure particle spacing and size for a sample
soaked for 75 hours at 200◦C.

(a) (b)

(c)

Figure 5.25: (a) A cropped image from Figure 5.24 (a sample that was soaked for 75
hours at 200◦C) which was (b) set to binary (black & white) after setting a threshold.
(c) The drawing of particles detected by ImageJ which were used for particle spacing
and size measurements.
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Figure 5.26: The second TEM image used to measure particle spacing and size for a
sample soaked for 75 hours at 200◦C.

(a) (b)

(c)

Figure 5.27: (a) A cropped image from Figure 5.26 (a sample that was soaked for 75
hours at 200◦C) which was (b) set to binary (black & white) after setting a threshold.
(c) The drawing of particles detected by ImageJ which were used for particle spacing
and size measurements.
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Figure 5.28: The third TEM image used to measure particle spacing and size for a
sample soaked for 75 hours at 200◦C.

(a) (b)

(c)

Figure 5.29: (a) A cropped image from Figure 5.28 (a sample that was soaked for 75
hours at 200◦C) which was (b) set to binary (black & white) after setting a threshold.
(c) The drawing of particles detected by ImageJ which were used for particle spacing
and size measurements.

134



Figure 5.30: The first TEM image used to measure particle spacing and size for a sample
soaked for 400 hours at 200◦C.

(a) (b)

(c)

Figure 5.31: (a) A cropped image from Figure 5.30 (a sample that was soaked for 400
hours at 200◦C) which was (b) set to binary (black & white) after setting a threshold.
(c) The drawing of particles detected by ImageJ which were used for particle spacing
and size measurements.
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Figure 5.32: The second TEM image used to crop 2 images to measure particle spacing
and size for a sample soaked for 400 hours at 200◦C.
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(a) (b)

(c)

Figure 5.33: (a) The first cropped image from Figure 5.32 (a sample that was soaked
for 400 hours at 200◦C) which was (b) set to binary (black & white) after setting a
threshold. (c) The drawing of particles detected by ImageJ which were used for particle
spacing and size measurements.
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(a) (b)

(c)

Figure 5.34: (a) A second cropped image from Figure 5.32 (a sample that was soaked
for 400 hours at 200◦C) which was (b) set to binary (black & white) after setting a
threshold. (c) The drawing of particles detected by ImageJ which were used for particle
spacing and size measurements.
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Figure 5.35: The particle spacing between the four nearest neighbours of each particle
after soaking at 200◦C for (a) 0 hours, (b) 24 hours, (c) 75 hours and (d) 400 hours.
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Figure 5.36: The particle size after soaking at 200◦C for (a) 0 hours, (b) 24 hours, (c)
75 hours and (d) 400 hours.

Binsize = 2
IQR(x)

n1/3
(5.1)

Figures 5.35 and 5.36 show histograms of the inter-particle spacing of the 4 nearest

neighbours and the particle size, respectively. A Weibull distribution was fitted to the

histograms to demonstrate the change in probability density function that the particle

spacing and size falling within a certain range. The bin width for each sample was

determined using the Freedman-Diaconis rule [202] (see equation 5.1), which minimises

the difference between the area under the empirical probability distribution and the area
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under the theoretical probability distribution. IQR(x) is the interquartile range (the

difference between the 75th and 25th percentiles of the data set) and n is the number

of observations in the data set x.
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Figure 5.37: A comparison of the distribution curves of (a) the particle spacing between
the four nearest neighbours and (b) the particle size.

Time at 200°C / Hours
0 200 400 600 800 1000

Y
ie

ld
 S

tr
es

s 
/ M

P
a

80

100

120

140

160

180

200

220

240

(a)

0 100 200 300 400
Time at 200°C / Hours

0

500

1000

1500

2000

2500

3000

A
ve

ra
ge

 p
ar

tic
le

 s
iz

e 
/ n

m
2

0

100

200

300

400

500

600

700

A
ve

ra
ge

 d
is

ta
nc

e 
be

tw
ee

n 
4 

ne
ar

es
t n

ei
gh

bo
ur

s 
/ n

m

Particle size
Particle spacing

(b)

Figure 5.38: The change in (a) monotonic yield stress and, (b) average particle size and
distance between the 4 nearest neighbours after time at 200◦C.

Figure 5.37 compares the Weibull distribution curves for the inter-particle spacing

and particle size. It can be seen in Figure 5.37a that as the soak time increases, the peak

of the probability density shifts more to the right, indicating that the particle spacing
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is more likely to increase. Additionally, Figure 5.37b shows that the probability density

of smaller particle size decreases as soak time increases, indicating that the particles

were coarsening with time at temperature. According to the Orowan Bowing equation,

the increase of particle size and spacing are correlated to the decrease in yield strength

which is shown in Figure 5.38.

The element map of the samples soaked for various times at 200◦C showed that

the majority of the particles within the 7175-T7351 are composed of zinc-magnesium

particles. The TEM particle identification analysis revealed that the phase of the zinc-

magnesium particle was most likely MgZn2 since the d-spacing and angle between planes

matched well with the powder diffraction data of that phase. Therefore, it was assumed

that the particles observed in the TEM images were MgZn2 particles. The particle size

and spacing measurements suggest that as the soak time increases, the particle size and

spacing increases. Furthermore, it was shown that the yield stress decreases with time

at temperature which suggests that the size of the particles and the spacing between

them directly correlates to the material’s strength.

142



6 Implementation of the Uniaxial Chaboche Model for

Stress State Prediction of the Rapidly Ageing

7175-T7351 Aluminium Alloy at Elevated

Temperatures

6.1 Introduction

Results in Chapter 4 show that the 7175-T7351 aluminium alloy ages rapidly between

180-230◦C. This phenomenon makes the 7175 most likely to be unsuitable for the

gearbox housing application due to its rapid ageing at temperatures potentially

experienced in the gearbox area of an engine. However, if other candidate aluminium

alloys are considered, then their ageing rate will be dependent on the elevated

temperature and the composition of the alloy. It would be difficult to determine if or

when the material fails to meet design requirements while it is subjected to both

elevated temperatures and cyclic mechanical loading. Therefore, it would be beneficial

to have some capability to predict the material’s fatigue life and in turn, determine its

suitability for aerospace gearbox housing applications. The design of the SAGB

housing could then be optimised for the greatest weight reduction possible to improve

the specific fuel consumption of the aircraft.

Samples were soaked and tested under fully reversed isothermal fatigue conditions

at 160◦C and 200◦C. The soak times were 0 hours (as-received plate condition), 75

hours, 100 hours and 400 hours as described in chapter 3. The sample name designations

(specified in section 3.6.3) indicate the soak and test temperature (“160◦C” or “200◦C”),

and soak time in hours (“0h”, “75h”, “100h” or “400h”). The yield stress data in Chapter

4 showed that the after 400 hours, the variation of yield stress with time at temperature

(both at 160◦C and 200◦C) was small. Therefore, the samples soaked for 400 hours were

assumed to be “fully-aged”, meaning that the sample was thermally stable. Samples

that were soaked between 0 hours and 400 hours were considered to be “partially-aged”.

The partially-aged samples were used to validate model once the material constants were

established. Tests were interrupted if the sample exhibited a rapid decrease in stress

amplitude leading to failure or the test duration exceeded 300 hours. A novel waveform

was used to induce numerically identifiable plasticity per cycle while remaining below
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the UTS of the 7175-T7351 aluminium alloy. This allowed the material behaviour to be

modelled as a function of plastic strain.

This chapter proposes that the modified unified, uniaxial, viscoplasticity Chaboche

model can be used to predict the 7175-T7351 aluminium alloy’s stress responses at 160◦C

and 200◦C with the addition of an isotropic function that accounts for material ageing.

Two key assumptions that were made for the model were that; the material ageing

only affects isotropic hardening and the isotropic hardening can be de-coupled into two

components: mechanical softening (due to the mechanical straining) and material ageing

(due to exposure at temperature that allows for the diffusion of soluble atoms in the

metal matrix). If this behaviour can be predicted, then this model would be a step

forward into the development of the assessment of ageing materials for gearbox housing

application. The modified model will be able to predict the decrease in strength while

subjected to operating temperatures and mechanical straining. It should be noted that

this chapter does not attempt to predict the damage accumulated in the samples during

fatigue that would lead to sample failure.

Section 6.2 will cover the constitutive equations that comprise the Chaboche

model, followed by a description of how the initial material constants of the model

were determine in section 6.3. The objective functions used in the optimisation of the

material constants is described in section 6.4. The implementation of the Chaboche

model and the optimisation process in MATLAB is described in section 6.5.

A comparison between the Chaboche model predictions and the experimental stresses

and the validation of the Chaboche model will be covered in section 6.6. The model

was used to predict the behaviour of a cyclic stress relaxation test and stress-controlled

fatigue tests in section 6.6.4. These findings illuminate the deficiencies in the model

that would need to be addressed for future improvements to the model if predictions of

material behaviour under gearbox housing operating conditions is required.

6.1.1 Initial Comparisons Between Experimental Test Results of the Strain-

Controlled Fatigue Tests

Figure 6.1 shows stress amplitude versus time plots of the isothermal fatigue tests at

160◦C and 200◦C. It also indicates when the fatigue test began for each sample; for

example, the test for sample 160◦C-100h began after soaking for 100 hours at
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temperature. It can be seen that the stress amplitudes of the as-received and

200◦C-75h and 160◦C-100h samples were initially different but they eventually

converge to stress amplitude values of the as-received samples.
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Figure 6.1: A comparison of the stress amplitude versus time at (a) 160◦C and (b)
200◦C.

In Figure 6.2, the hysteresis loops of samples 160◦C-0h, 160◦C-100h, 200◦C-0h and

200◦C-75h were examined after 100 hours and 160 hours at 160◦C and 75 hours and

160 hours at 200◦C. The as-received samples (200◦C-0h and 160◦C-0h) underwent

mechanical loading and material ageing for the entire test duration. However, samples

160◦C-100h and 200◦C-75h had only experienced material ageing before they were

mechanically loaded. A difference in the stress range and induced plastic strain can be

seen between the first cycle of samples 160◦C-100h and 200◦C-75h (Figures 6.2a and

6.2c) and the as-received samples at the corresponding time at temperature.

Eventually the response stabilises and the hysteresis loops are similar (Figures 6.2b

and 6.2d). This suggests that the material’s stress response was dependent on both the

accumulated plastic strain and the amount of time spent at temperature. Hence, the

stress amplitude of the “75h” and “100h” samples were greater than the “0h” samples

due to the lack of cyclic softening (a mechanical contribution).

145



(a) (b)

(c) (d)

Figure 6.2: A comparison of hysteresis loops of samples 160◦C-0h and 160◦C-100h after
(a) 100 hours and (b) 160 hours at 160◦C, and samples 200◦C-0h and 200◦C-75h after
(c) 75 hours and (d) 160 hours at 200◦C.

6.2 The Uniaxial Chaboche Model

The unified, uniaxial Chaboche model is a set of constitutive equations that can be

used to predict changes in the material’s yield surface (kinematic and isotropic

hardening or softening) whilst taking viscoplastic behaviour into consideration (stress

relaxation). The material parameters were obtained sequentially, assuming that

isotropic softening due to mechanical softening and material ageing could be

decoupled. First, the mechanistic material parameters were obtained from the samples

that were soaked for 400 hours at test temperature before being subjected to
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isothermal fatigue conditions, working on the assumption that the material had

“fully-aged”. The implications of this was that the microstructure was assumed to

have stabilised (no further ageing) and that the isotropic softening behaviour was

caused by mechanical straining only. Once these material parameters were established,

the ageing parameters were obtained from the as-received (“0h”) samples, where the

mechanical softening was subtracted from the overall isotropic hardening. The

material parameters were obtained for the equations shown below for this constitutive

model.

εtotal =
σ

E
+ εp (6.1)

The total strain can be described by equation 6.1, where E is the Young’s modulus,

σ is the total stress and εp is the total plastic and viscoplastic strains.

ε̇p is the plastic strain rate demonstrated by the flow rule equation below:

ε̇p = 〈 f
Z
〉nsgn(σ − χ) (6.2)

sgn(x) =


1 x > 0

0 x = 0

−1 x < 0

and〈x〉 =


x x ≥ 0

0 x < 0

(6.3)

Z and n are viscous parameters that describe the stress relaxation behaviour. f is the

yield function that determines when plastic strain occurs (equation 6.4). The material

is elastic when f ≤ 0 and plastic when f > 0.

f = |σ − χ| −R− k (6.4)

For this modified mode, k is the initial cyclic yield strength of the ”fully-aged”, thermally

stable material and χ is the kinematic back stress which is the total sum of the back

stresses.

χ = ΣM
i χi (6.5)
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χ̇i = Ci(aiε̇p − χṗ) (6.6)

p = Σ|dεp| (6.7)

M , as shown in equation 6.5. For this model, M = 2 since it has been shown

in previous works that 2 back stresses allows for short and long term dynamic effects

for various metals such as the ASTM 319 aluminium alloy, and P91 and P92 steels

[14, 98, 100, 103, 153]. χ̇i in equation 6.6 represents a back stress rate component where

Ci is the rate at which the kinematic hardening saturates to the value ai. p is the

accumulated plastic strain as shown in equation 6.7.

R = Rm(p) +Ra(t) (6.8)

Rm(p) = Qm(1− e−bmp) +Hmp (6.9)

Ra(t) = Qa1e
ba1t +Qa2e

ba2t (6.10)

Ra(t) =
σel
2
− k (6.11)

R is the isotropic drag stress that determines the expansion or reduction of the yield

surface. The decomposition of the isotropic hardening or softening is described in

equation 6.8, where Rm is mechanical softening and Ra is material ageing. In equation

6.9, the term Hm is the gradient of the linear secondary region of the drag stress, Rm.

bm is the rate at which the drag stress due to mechanical softening saturates to the

value Qm. In equation 6.10, the material ageing is expressed as the sum of two

exponential terms, using the material constants Qa1, ba1, Qa2 and ba2. The equation

determines an additional stress required to accurately describe the material’s yield

stress at time t before the microstructure has stabilised. Ra was approximated by

equation 6.11 (where σel
2 is the radius of the yield surface) which ensures that Ra

eventually decays to ≈ 0MPa when the material’s yield locus size equals k (the
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asymptotic yield stress). These constants were obtained after the base model for

mechanical effects only was established.

σ = χ+ (R+ k + σv)sgn(σ − χ) = E(ε− εp) (6.12)

The total stress is summarised by equation 6.12 which is the sum of the stresses due

to hardening and viscous effects.

σv = Zṗ1/n (6.13)

σv is the viscous stress as shown in equation 6.13. This describes the linear relationship

between the logarithmic viscous stress and logarithmic equivalent plastic strain rate.

The flowchart in Figure 6.3 demonstrates how the Chaboche model was

implemented in MATLAB. After specifying input values (i.e. Number of cycles, initial

material constants, etc), the algorithm calculates the state variables that determines

material behaviour for the ith cycle. The “Solve ODEs” step utilises the function

ODE45 which is explained in more detail in Figure 6.4. This calculates the state

variables for the jth data point in the current cycle. At the end of the cycle, the last

calculated set of state variables were specified as the first set of state variables of the

next cycle and the process repeats.
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Figure 6.3: Flowchart of Chaboche model implemented in Matlab [123].
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εp(j) = ‹f/Z›n sgn(σ -χ) 

p(j) =|εp|

χ 1 = C1(a1εp -χ1(j-1)p(j))

χ 2 = C2(a2εp -χ2(j-1)p(j))

Incremental calculation of dεp(j), Δχ1(j), Δχ2(j), 
Δσ(j) and therefore εp(j), χ1(j), χ2(j), σ(j) and p(j)

R(j) = Qm(1-e-bmp(j))+Hmp(j)+(Qa eba t(j)+Qa2e
ba2t(j)))

σ(j) = E(ε(j)-εp(j))

σv( ) = Zp(j)1/n

Store new set of 
state variables

1
1

j

Figure 6.4: The flowchart showing the “Solve ODEs” step.

6.3 Determination of Initial Material Constants

This section will explain how the material constants for the Chaboche model were

obtained. Additionally, it will explain how the upper and lower bounds for each

constant were obtained for the optimisation process detailed in section 6.5.

6.3.1 Initial Cyclic Yield Stress and Young’s Modulus

For each tensile and compressive branch of the samples soaked for 400 hours, the Young’s

modulus and the elastic region of the material was statistically determined as part

of Cottrell’s stress partitioning as described in section 2.6.2. This was to obtain the

material constants for isotropic and kinematic hardening, and viscous stress. The stress-
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strain data was divided into ε >= 0 and ε <= 0. For each sub-set of data, a line of best

fit was evaluated (using the coefficient of determination, r2 as an error estimator) for

an increasing number of data points, starting with the first 15 data points to the end of

the tensile branch. The linear regression that yielded the greatest r2 value was chosen

to represented the linear elastic region. If the starting number of data points is too few,

the calculated r2 value from the linear regression may already be at a maximum and

misrepresent the elastic region. Figure 6.5 represents the change of the line of best fit

as the number of data points increase and that as the stress becomes non-linear, the

goodness of the fit of the linear regression will begin to decrease significantly. The stress

value that deviated 5MPa from this linear region was considered to be the elastic limit

of the sample. It was found that if the stress difference was less than 5MPa, then a stress

value within the elastic region would be chosen due to the scatter in the experimental

data. The same approach was used to find the elastic region for ε <= 0. The Young’s

modulus of each loading branch was the average of the 2 gradients obtained for that

branch. The initial estimate of Young’s modulus was measured from the first tensile

branch. The upper and lower bounds for Young’s modulus were set to the maximum

and minimum moduli calculate from this method for the optimisation process.

σ

ε

σ

ε

σ

ε

Figure 6.5: A representation of how the line of best fit changes with an increasing
number of data points to determine the elastic region and Young’s modulus for when
the strain is greater than 0 within the tensile branch.

The initial cyclic yield stress of the thermally stable material, k, was found by

determining the radius of the elastic region in the second tensile branch (the centre

of the linear elastic region to the stress value that deviates 5MPa from the region as

previously shown). The upper limit of k was the yield stress of the material and the

lower limit was 50% of the initial estimate of k for the optimisation process.
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Figure 6.6: Determining initial cyclic yield stress of the thermally stable, k, from the
second tensile branch.

6.3.2 Mechanical Softening Parameters

For samples 160◦C-400h and 200◦C-400h, it was assumed that the decrease in drag

stress of the samples soaked for 400 hours was due to mechanical softening, Rm. The

experimental Rm was estimated using Cottrell’s stress partitioning method [105], where

the yield surface radius, σel
2 , was the sum of Rm + k (equation 6.14).

σel
2

= Rm + k (6.14)

bm = −
(
ln

(
1− Rm

Qm

)
/p

)
(6.15)

The term Hm was determined by finding the gradient secondary linear region of the

drag stress as shown in Figure 6.7a. Once this was found, Hmp was subtracted from the

overall drag stress and the saturation value, Qm, could be identified. Equation 6.9 can

be rearranged (as shown in equation 6.15) to find bm where the values for Rm and p were

the position of a transitional point in the drag stress before saturation, demonstrated by

the red circle in Figure 6.7b. The predicted curve was forced through that point. Figure

6.7c shows the predicted mechanical softening compared to the experimental values.

The tertiary fatigue stage was excluded from this estimation since this current model

does not cover such behaviour.
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Figure 6.7: Drag stress data from sample 200◦C-400h. An estimation of (a) Hm, (b)
Qm and bm after Hmp was subtracted for the drag stress, (c) the overall prediction of
the drag stress versus accumulated plastic strain and (d) a representation of the bounds
implemented in the optimisation process.

The bounds for Qm were taken as the maximum and minimum drag stress values

where the data scatter was most dense after Hmp was subtracted. The bounds for bm

were chosen to ensure that the predicted curve remains on the outskirts of where the

drag stress scatter was dense as shown in Figure 6.7d. The constant Hm remained the

same during the optimisation to ensure that the rate of cyclic softening in the secondary

softening region remained fix that follows the linear softening behaviour.

Figure 6.8 shows an example of how significant differences in the calculated yield

surface occurred which accounts for the scatter in the experimental data shown above.
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For some cases, a detectable deviation from the linear elastic region may not occur at

the beginning of a tensile or compression branch. Therefore, σel can change significantly

between cycles which directly affects the calculation for Rm.

σ

ε

σ

ε
σel σel

Δσ

Figure 6.8: A schematic representation of how the variation experimental data can lead
to significant scatter in the calculated yield surface, σel.

6.3.3 Kinematic Hardening Parameters

The monotonic loading region (first tensile branch) was used to determine the kinematic

hardening parameters, assuming that all hardening was due to kinematic effects. It was

also assumed that the back stress saturates to a maximum value by the end of this

branch. Since there was scatter in the monotonic loading data for both 160◦C-400h and

200◦C-400h samples, polynomial equations were used to approximate the monotonic

loading regions (see Figure 6.9).
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Figure 6.9: The monotonic loading regions of samples (a) 160◦C-400h (b) 200◦C-400h.

χ1 = σ − σy (6.16)

χ2 = σ − σy − χ1 (6.17)

Ci = −
(
ln

(
1− Xi

ai

)
/p

)
(6.18)

When the samples exceed their elastic limit, the back stresses χ1 and χ2 non-linear

kinematic hardening takes place as shown in Figure 6.10. The point of the partition was

chosen to be halfway in the plastic strain range. It was assumed that χ2 had negligible

influence in the χ1 dominant region, allowing the back stress to be calculated using

equation 6.16. As the plastic strain increases, χ1 approaches saturation and χ2 becomes

more dominant. Therefore, χ2 can be calculated using equation 6.17. The back stress

was plotted against the plastic strain (see Figure 6.10) from which a1, C1, a2 and C2 was

approximated. a1 was the maximum stress in the χ1 dominant region. C1 was obtained

in a similar way to bm, where the chosen value for χ1 and εp was taken at a transitional

point on the χ1 curve (as shown in Figure 6.11 by the red circle). The values for χ1 and

p were substituted into equation 2.15 and rearranged to form equation 6.18. For this

case, the accumulated plastic strain, p, was equal to the plastic strain of the monotonic
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curve. Once the parameters for χ1 were found, the same process was repeated to find

the parameters a2 and C2 by substituting χ1 into equation 6.17 for every plastic strain

value.
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χ1 χ2

χ

Figure 6.10: A schematic representation of how the monotonic curve was partitioned
and the data used to determine the material constants for the back stresses χ1 and χ2.
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Figure 6.11: χ1 vs εp for sample 160◦C-400h. The red circle notates the point used to
calculate C1.

The bounds for a1, C1, a2 and C2 were obtained by re-evaluating the associated

parameters with the partition set at one quarter and three quarters of the plastic

strain range as shown in Figure 6.12. This was to ensure that the search range for the

appropriate materials constants was wide enough while remaining within bounds that

make physical sense.
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Figure 6.12: A representation of the method used to obtain the upper an lower back
stress bounds by (a) setting the back stress partition set to one quarter of the plastic
strain range and (b) setting the back stress partition to three quarters of the stress
range.

6.3.4 Viscous Stress Parameters

The samples that were soaked for 400 hours at 160◦C and 200◦C were used to obtain

the viscous parameters, Z and n. Taking the log of equation 2.20 gives equation 6.19.

By plotting log(ṗ) vs log(σv), n can be obtained from the gradient of the line of best fit

and Z is the y-intercept. Therefore, all values of ṗ and σv during the stress relaxation

of the samples are required. Due to the scatter in the data, the stress versus time was

approximated using an exponential fit as shown in Figure 6.13b thereby avoiding positive

viscous strain rates during periods of strain holds. Only the initial 150 seconds was

considered since this was the most important time frame for which the stress relaxation

behaviour would occur during the strain-controlled isothermal fatigue tests.

log(σv) =
1

n
log(ṗ) + log(Z) (6.19)
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Figure 6.13: (a) Stress vs strain and (b) the initial 150 seconds of the dwell period.

ε̇ = ṗ+
σ̇

E
(6.20)

σ̇ =
σi − σi−1

ti − ti−1
(6.21)

The total strain rate can be described by equation 6.20, where ε̇ = 0 during the

stress relaxation period. Therefore ṗ = − σ̇
E and the stress rate, σ̇, was calculated using

a backwards difference method as shown in equation 6.21.

σv = σ −R− χ1 − χ2 − k (6.22)

The viscous stress for every point can be calculated using equation 6.22. R, χ1 and

χ2 were calculated using the material constants obtained previously for Qm, bm, Hm,

a1, C1, a2 and C2.

A plot of ṗ vs σv can be found in Figure 6.14 where the red line represents the line

of best fit which was used to calculate Z and n.
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Figure 6.14: An example of a plot of log(ṗ) versus log(σv) for a fully-aged sample at
200◦C.

The upper and lower bounds for the viscous stress parameters were determined from

the line of the best of different sections along the curve in Figure 6.14 before the knee

of the curve. The highest and lowest values of Z and n were the bounds during the

optimisation process.

6.3.5 Material Ageing Parameters

Once the material constants for the fully-aged samples were established, the ageing rate

of the material was then estimated. The value of k is the initial cyclic yield stress of

the material when it is fully aged, which would not be the same yield stress while the

material is ageing. Therefore, to describe the material’s yield strength as a function of

time at temperature, it can be seen that a stress value, Ra, must be added to k that

decays with time. Furthermore, Ra must decay to a value of 0 to accurately predict the

stress data of the fully-aged samples, working with the assumption that after 400 hours

the material no longer ages.

Ra =
σel
2
− k (6.23)

To determine Ra, k was subtracted from the radius of the yield surface of each tensile

branch, σel2 , (see equation 6.23), while noting the point in time of the cycle. By plotting

Ra versus time in seconds in the curve fitting application in MATLAB, equation 6.10
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was fitted using the least squares method to the data to approximate the constants Qa1,

Qa2, ba1 and ba2.

Ra

t0

Figure 6.15: Approximation of the relationship between the change in Ra with time.

The upper and lower bounds for the material ageing parameters were ±50% of the

estimated values of Qa1, Qa2, ba1 and ba2 to enable a search for the optimum values.

6.4 Objective Functions for the Optimisation Process

F = [F1, F2] (6.24)

F1(x) = ΣM1
i (σ(x)prei − σ(x)expi )2 (6.25)

F2(x) = ΣM2
i

(
∆σ(x)prei

2
−

∆σ(x)expi

2

)2

(6.26)

x = [a1, C1, a2, C2, Z, n,Qm, bm, Hm, Qa1, ba1, Qa2, ba2, k, E] (6.27)

LB ≤ x ≤ UB (6.28)

wj =
ΣN

1 Mj

Mjmax|Aexpi |
(6.29)

An optimisation process was required to determine a new set of constants that

provided a better stress fit to the experimental data when using the Chaboche model.

This process utilised an iterative non-linear least squares algorithm. F in equation

6.24 is an array that contains all objective functions used to define the fitting quality
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of the predicted stress versus time. In this case, two objective functions were used to

for general stress fitting (equation 6.25) and minimising the difference between

predicted and experimental stress amplitude for each ith cycle (equation 6.26). σpre

and σexp represent the predicted and experimental stresses respectively, where M1 is

the total number of data points considered for optimisation. ∆σpre

2 and ∆σexp

2 are the

predicted and experimental stress amplitudes where M2 is the total number of cycles

considered for optimisation. x is the array containing all temperature and time

dependent material constants (see equation 6.27), each with defined upper and lower

boundaries, UB and LB respectively (see equation 6.28), to prevent a time consuming

mathematical search for a local minimum. Furthermore, the bounds prevent the

output of material constants that are not physically realistic but would otherwise be

mathematically suitable i.e. minimise the objective function. A weighting value, wj ,

was applied to the jth objective function as shown in equation 6.29 since objective

function F1(x) contained an entry for every predicted stress value, whereas objective

function F2(x) contained an entry for every stress amplitude per cycle. This was to

ensure equal contribution of each objective during the optimisation process. N is the

total number of objective functions Mj indicates the number of data points for the jth

objective function, and max|Aexpij | is the maximum experimental value associated with

that objective function.

6.5 Numerical Methods and Implementation in MATLAB

y = [εp, p, σ, χ1, χ2] (6.30)

The vector, y, in equation 6.30 contains a set of state variables required to calculate

the predicted stress using the material constants stored in the array x.

σ̇ = E(ε̇− ε̇p) (6.31)

The ordinary differential equations (ODEs) 6.2 and 6.6 can be solved to obtain the

state variables εp, p, χ1 and χ2. The total stress rate can be found from the differential

of equation 2.19 and ε̇p is calculated from the flow rule equation (equation 2.7 in section
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6.2).

ym+1 = ym + Σ6
j=1γjkj (6.32)

The isotropic hardening or softening, R, was fully deterministic and was calculated

after the ODEs were solved. The Dormand prince 4th/5th order Runge-Kutta method

[203] (the Dormand-Prince pair) was chosen to solve the ODEs which estimated the

state variables over the time span t0 to tf . This is represented in MATLAB as the in-

built function “ODE45”. Equation 6.32 shows how the updated state variables, ym+1,

was calculated for the time step m+ 1. The Runge-Kutta coefficients γj and kj are the

step size and calculated gradients, respectively, to find the solution in the step size.

The non-linear least squares function is another in-built function in MATLAB that

uses the Levenberg-Marquardt algorithm [121, 122]. This was used to find the optimal

set of material constants between predefined bounds that yielded the best fit to the

experimental stress data. This algorithm is capable of finding a local minimum if the

initial guess is close to the final solution. For each iteration, the vector containing

material constants, x, is replaced by a new vector, x + ∆ (where ∆ is calculated in

the algorithm), and the difference between predicted and experimental stress, defined

by the objective functions in F , is calculated. If either the magnitude of ∆ or the

reduction in the sum of squares between numerical and experimental stress values (due

to the latest iteration of x + ∆) falls below the predefined limits, then the algorithm

terminates and the latest set of parameters is considered to be the solution. A flowchart

of the optimisation process is displayed in Figure 6.16.
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Figure 6.16: A flowchart of the optimisation process implemented in MATLAB.
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6.6 Chaboche Model Predictions and Discussion

The experimental data shows that the novel variable waveform was able to decrease in

strain amplitude as the material’s yield stress decrease to induce plastic strain per cycle

without exceeding the material’s UTS. This allowed for enough data to be obtained for

analysis and determination of initial material constants. For each cycle presented, the

coefficient of determination for the optimised material constants, (r2), error in the plastic

strain range, e∆εp , and the error in maximum stress, eσmax , between the experimental

and the predicted results were calculated.

6.6.1 Stress Prediction of the “Fully-Aged” Samples

Figure 6.17a shows the experimental stress amplitude and the stress-strain loops for

a few selected cycles and the predicted stress values using the initial and optimised

materials constants for the samples 160◦C-400h. The stress amplitude prediction at

160◦C was within the scatter of the experimental data, but the rate of softening was not

representative of the material behaviour. The gradient magnitude of the predicted linear

softening region increases non-linearly, rather than remaining constant. Therefore, after

2000 cycles the predicted stress would begin to diverge from the experimental stress and

decrease in accuracy. However, despite this issue the model accurately predicted the

material response where the error in plastic strain range was below 14% and the error

in the maximum stress was below 10%. Table 6.1 shows the time and temperature-

dependent material constants before and after optimisation for sample 160◦C-400h.

Figure 6.18 shows the experimental stress amplitude and the stress-strain loops for

selected cycles, and the predicted stress values using the initial and optimised materials

constants for the 200◦C-400h sample. It can be seen that the errors are below 6% except

for cycle 200 in Figure 6.18c, where both the error in plastic strain range and maximum

stress are above 20%. Figure 6.18a shows that the predicted mechanical softening rate,

before the linear softening region, was greater than expected and between cycles 150

and 300, the stress amplitude was less than the experimental values. This resulted in

the predicted yield occurring at a lower stress value which led to an increase plasticity

and a decrease in maximum stress.

Table 6.2 shows the initial and optimised constants sample 200◦C-400h. The

mechanical softening terms (Qm and bm) at 200◦C reached the bounds set by for the
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optimisation, in an attempt to decrease the saturation drag stress value and the rate

at which this value was achieved. Therefore, an improvement in accuracy may be

gained by widening the bounds of these two parameters to allow them to reach more

appropriate values.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.17: Predicted stress for sample 160◦C-400h demonstrating (a) the cycle
softening behaviour and (b)-(f) the hysteresis loops of selected cycles.
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Table 6.1: A table of the initial and optimised material constants for the 160◦C-400h,
and the upper and lower bounds set for the optimisation process.

Constants Initial Optimised LB UB

a1 (MPa) 13.3079 18.9977 5.0979 20.1241

C1 52810 30539.2 30493 130370

a2 (MPa) 14.332 22.1853 9.6494 22.1857

C2 16541 19981.67 13627 20994

Z (MPa.s1/n) 235660 91417.49 1776 2380500

n 1.4817 1.247 1.1776 2.9629

Qm (MPa) -37.0991 -32.3362 -44.3878 -28.78

bm 1.9189 2.22542 1.4 2.4422

Hm (MPa) -4.1922 -4.1922 -4.1922 -4.1922

Qa1 (MPa) 0 0 0 0

ba1 0 0 0 0

Qa2 (MPa) 0 0 0 0

ba2 0 0 0 0

k (MPa) 145 145.6117 110 197

E (MPa) 65000 64500.52 58000 67000
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(a) (b)

(c) (d)

(e) (f)

Figure 6.18: Predicted stress for sample 200◦C-400h demonstrating (a) the cycle
softening behaviour and (b)-(f) the hysteresis loops of selected cycles.
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Table 6.2: A table of the initial and optimised material constants for the 200◦C-400h,
and the upper and lower bounds set for the optimisation process.

Constants Initial Optimised LB UB

a1 (MPa) 14.71 18.1945 8.9680 18.4500

C1 18514 16283 14156 33799

a2 (MPa) 6.139 6.4333 2.8900 11.8100

C2 5246.4 5689.7 4947.1 5689.9

Z (MPa.s1/n) 543820 564700 2080.3 18918000

n 1.1692 1.0121 0.8658 1.214

Qm (MPa) -23.3236 -19.26 -29.18 -19.26

bm 13.7896 6.8948 6.8948 20.6844

Hm (MPa) -0.9368 -0.9368 -0.9368 -0.9368

Qa1 (MPa) 0 0 0 0

ba1 0 0 0 0

Qa2 (MPa) 0 0 0 0

ba2 0 0 0 0

k (MPa) 89 63.0408 44.5 99

E (MPa) 56000 59499 52000 59500
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6.6.2 Stress Prediction of the As-Received Samples

Once the material constants for the “400h” samples were optimised the ageing

parameters could be added to the model. During the optimisation of the ageing

parameters the previously optimised parameters were kept constant.

Figure 6.19a shows that the initial predicted cyclic softening at 160◦C was accurate

but the transition into the secondary linear region occurred too early. Moreover, the

predicted linear softening rate was greater than the experimental softening rate. This

may be due to the inaccuracy of the predicted linear cyclic softening region (due to

the mechanical softening parameters), which the optimisation of the material ageing

parameters (described by two exponential terms) attempted to correct. Figures 6.19b

to 6.19f demonstrate that the yield stress of the material was overestimated and the

back stress saturated soon after yielding occurred. The error in maximum stress did not

exceed 5.18% but the error in the plastic strain range can exceed 20%. Table 6.3 shows

the initial and the final complete set of material constants for the Chaboche model of

the 7175-T7351 aluminium alloy at 160◦C.

Figure 6.20a shows the numerical prediction of the stress amplitude at 200◦C was in

general agreement with the experimental data. The predicted shapes of the hysteresis

loops in Figure 6.20b to 6.20f show good accuracy where most of the errors in plastic

strain range and maximum stress were below 10%. It can be seen that the hysteresis

loops were slightly offset from the experiment loops, indicating that there may be some

shortcomings in the back stress parameters.

These results highlighted a strong dependency of accurate mechanical softening

parameters in order to obtain the material ageing parameters. Repeat tests may be

useful to obtain averaged material constants (optimised simultaneously against all

tests).
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(a) (b)

(c) (d)

(e) (f)

Figure 6.19: Predictions for sample 160◦C-0h. (a) Cycle softening behaviour and (b)-(f)
the hysteresis loops of selected cycles.
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Table 6.3: A table of the initial and optimised set of material constants for the 160◦C-0h,
and the upper and lower bounds set for the optimisation process.

Constants Initial Optimised LB UB

a1 (MPa) 18.9977 18.9977 18.9977 18.9977

C1 30539.2 30539.2 30539.2 30539.2

a2 (MPa) 22.1853 22.1853 22.1853 22.1853

C2 19981.67 19981.67 19981.67 19981.67

Z (MPa.s1/n) 91417.49 91417.49 91417.49 91417.49

n 1.247 1.247 1.247 1.247

Qm (MPa) -32.3362 -32.3362 -32.3362 -32.3362

bm 2.22542 2.22542 2.22542 2.22542

Hm (MPa) -4.1922 -4.1922 -4.1922 -4.1922

Qa1 (MPa) 128.300 73.9433 50 250

ba1 -6.672E-06 -1.8216E-05 -6.672E-05 -6.672E-07

Qa2 (MPa) 0 30.7077 -30.4167 30.7083

ba2 -6.672E-06 -2.0123E-05 -6.672E-05 -6.672E-07

k (MPa) 145.6117 145.6117 145.6117 145.6117

E (MPa) 64500.52 64500.52 64500.52 64500.52
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(a) (b)

(c) (d)

(e) (f)

Figure 6.20: Predictions for sample 200◦C-0h. (a) Cycle softening behaviour and (b)-(f)
the hysteresis loops of selected cycles.
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Figure 6.21: The change in Ra with time predicted by the optimised material ageing
parameters at (a) 160◦C and (b) 200◦C.

As mentioned previously, the isotropic softening due to material ageing should

asymptotically approach 0MPa, assuming the samples soaked for 400 hours were

fully-aged. Figure 6.21 shows the change in Ra with time at 160◦C and 200◦C

predicted by the optimised material ageing parameters. By 400 hours at 200◦C, Ra

decreased to 0.77MPa which was sufficient enough for the prediction of the fully aged

material. However, up to the same time at 160◦C, Ra was 5.37MPa, indicating that

the predicted ageing rate was lower than expected. This be may caused by the

inaccurate rate of mechanical softening obtained before the material ageing parameters

were optimised.

Table 6.4 shows the initial and the final complete set of material constants for the

Chaboche model of the 7175-T7351 aluminium alloy at 200◦C.
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Table 6.4: A table of the initial and optimised set material constants of the Chaboche
model for the 7175-T7351 aluminium alloy at 200◦C, and the upper and lower bounds
set for the optimisation process.

Constants Initial Optimised/Final LB UB

a1 (MPa) 18.1945 18.1945 18.1945 18.1945

C1 16283 16283 16283 16283

a2 (MPa) 6.4333 6.4333 6.4333 6.4333

C2 5689.7 5689.7 5689.7 5689.7

Z (MPa.s1/n) 564700 564700 564700 564700

n 1.0121 1.0121 1.0121 1.0121

Qm (MPa) -19.26 -19.26 -19.26 -19.26

bm 6.8948 6.8948 6.8948 6.8948

Hm (MPa) -0.9368 -0.9368 -0.9368 -0.9368

Qa1 (MPa) 86.91 84.5756 43.455 130.365

ba1 -4.07E-05 -8.90E-05 -0.00041 -2.04E-05

Qa2 (MPa) 54.51 50.8856 27.255 81.765

ba2 -1.59E-06 -2.91E-06 -1.59E-05 -7.93E-07

k (MPa) 63.0408 63.0408 63.0408 63.0408

E (MPa) 59499 59499 59499 59499
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6.6.3 Complete Chaboche Model Validation - Stress Prediction of

“Partially-Aged” and “Fully-Aged” Samples

The complete model was used to predict the test data of the “partially-aged” 160◦C-

100h and 200◦C-75h samples, as well as the fully-aged data from section 6.6.1 to ensure

that a similar stress-response was predicted compared to previously.

Figures 6.22 and 6.23 show the predicted stress of samples 160◦C-100h and 160◦C-

400h. For both cases, the model over-estimated the stress amplitude by a maximum

of 11% and 5% respectively. The prediction of the hysteresis loops in Figures 6.22b to

6.22f showed that the yielding occurred at a greater stress than expected which was

most likely caused by the slow predicted ageing rate discussed previously. As a result,

excluding the first cycle, the error in plastic strain range reached up to 45.4%.

Figure 6.24 shows that the material constants obtained for 200◦C provided a good

prediction for the material response of the 200◦C-75h sample. Both the errors in plastic

strain range and maximum stress were below 12%.

Figure 6.25 shows that when the material constants for 200◦C were used to the

predict the material response of the 200◦C-400h sample, the results were still in good

agreement. Both the errors in plastic strain range and maximum stress remained below

11%.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.22: Predictions for the 160◦C-100h sample using the complete set of material
constants at 160◦C. (a) Cycle softening behaviour and (b)-(f) the hysteresis loops of
selected cycles.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.23: Prediction for the sample 160◦C-400h using the complete set of material
constants at 160◦C. (a) Cycle softening behaviour and (b)-(f) the hysteresis loops of
selected cycles.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.24: Prediction of the stress for the 200◦C-75h sample using the complete set
of material constants at 200◦C. (a) Cycle softening behaviour and (b)-(f) the hysteresis
loops of selected cycles.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.25: Prediction of stress for the 200◦C-400h sample using the complete set of
material constants at 200◦C. (a) Cycle softening behaviour and (b)-(f) the hysteresis
loops of selected cycles.
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6.6.4 Prediction of Stress Relaxation Tests and Stress-Controlled

Isothermal Fatigue Tests

A prediction of the cyclic stress relaxation data of a sample that was soaked for 75

hours at 200◦C is shown in Figure 6.26. A good prediction of peak stress and the size

of the hysteresis loops were obtained for each cycle presented which further validates

the isotropic and kinematic parameters. However, a deficiency can be identified in

the model’s stress prediction from this type of load condition. In Figure 6.24b during

the first dwell period (at 0.15%), a relaxation in the stress was observed which was not

predicted at all by the Chaboche model. Furthermore, for all other dwell periods of each

cycle, the power law only predicted stress relaxation above the material’s yield surface

(characteristic of viscoplastic behaviour), rather than continuing to relax as observed

in the experimental results. This demonstrates that the material exhibits viscoelastic

behaviour, where rate-dependent deformation continued to occur below the yield stress

of the material under constant strain.
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Figure 6.26: Stress relaxation prediction of a sample soaked (for 75 hours) and tested at
200◦C, displaying (a) cycle 1, (b) cycle 5 and (c) cycle 10. For each cycle, the duration
and strain of the dwell periods are as follows: 1 hour at 0.15%, 2 hours at 0.25% and 2
hours at 0.35%.
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The total strain was comprised of elastic, plastic and viscoplastic strain, where the

latter two are described by the variable, εp. In reality, an additional viscoelastic strain

component should contribute to the total strain. The current Chaboche model uses a

Norton’s creep power law to describe the viscous stress behaviour which was dependent

on the accumulated plastic strain rate. Evidently, this relationship was not sufficient

to describe the long term stress relaxation in the viscoplastic regime. The hyperbolic

sine law may be more suitable than Norton’s creep power law to describe the stress

relaxation behaviour since it accounts for the change in creep deformation mechanisms

[204]. However, for the purpose of this work, this behaviour was not a concern during

the strain-controlled fatigue tests since only short term results were considered.
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Figure 6.27: Prediction of stress-controlled isothermal fatigue data at 200◦C
(σmax=190MPa and Rσ=0.25) for (a) cycle 1, (b) cycle 70, (c) cycle 80 and (d) cycle
300.
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Figure 6.27 shows the model’s prediction of the stress-controlled fatigue test

(σmax=190MPa and Rσ=0.25) of cycles 1, 70, 80 and 300. A complete cycle was

represented as “peak-to-peak” stress. Initially the predicted strain ratcheting occurred

at a slower rate than the experimental data but when the model began to predict

yielding in the material, the model’s ratcheting rate rapidly increased, facilitated by

the plastic strain accumulation. As a result, large amounts of ratcheting strain was

induced was predicted which was not representative of material behaviour.
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Figure 6.28: A comparison between predicted and experimental stress of (a) cycle 70
and (b) cycle 300.

Figure 6.28 shows the hysteresis of the predicted and experimental plastic strain of

cycle 70 and 300. It can be seen that the predicted yield stress decreased at a greater

rate compared to the experimental data. As stated previously, the sample was loaded

elastically for the majority of the test. However, the material ageing parameters in the

model were obtained from the strain-controlled fatigue tests where the material ageing

was enhanced by the accumulated plastic strain. Therefore, the predicted ageing would

have been overestimated and the material ageing parameters need to be adjusted to

account for when the material is not plastically deformed.

It has been documented that the AF equations have a deficiency when predicting

the ratcheting behaviour of stress-controlled fatigue with a non-zero mean stress.

Researchers have modified the AF equation in an attempt to correct the hysteresis

loops. The multiplicative kinematic hardening rule, for example, has been proposed to

control the rate at which the saturation back stress is reached without changing the
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saturation value [205]. The Ohno-Wang rule for non-linear kinematic hardening could

also be used to improve the predict rate of ratcheting by introducing the critical state

of dynamic recovery for each back stress component.

6.7 Conclusions

The objective of this chapter was to predict the 7175-T7351 stress response under strain-

controlled isothermal fatigue conditions at 160◦C and 200◦C. It was assumed that the

isotropic softening of the material could be decoupled into mechanical softening and

material ageing (functions of accumulated plastic strain and time respectively).

The novel loading conditions successfully provided plenty of material data while

avoiding fracture of the test samples. As a result, the hardening behaviour was able

to be obtained. If a constant amplitude tests were implemented, the amount of plastic

strain per cycle would have increased from when the tests had begun and would fail

rapidly.

Overall, accurate model predictions were made of the fully-aged samples, 160◦C-400h

and 200◦C-400h, assuming the cyclic softening was solely due to mechanical softening

(material ageing parameters equal to 0). Errors in the plastic strain range and the

maximum stress were mostly below 15%. The model was then used to predict the

as-received material when the material ageing parameters were included. The results

showed that there was strong dependency on establishing accurate material parameters

before the material ageing parameters were introduced. For example, the predicted

secondary mechanical softening region at 160◦C was not representative of the material

behaviour. The model provided an accurate prediction of the stress response of the

material.

The optimisation process determined the final set of material constants that

improved the fitting of the predicted stress to the experimental stress (as shown by the

increased value of the coefficient of determination), using the initial estimated

constants as a starting point. Furthermore, the utilisation of 2 objective functions

proved sufficient to obtain the optimised material constants. As a result, accurate

predictions in stress at 160◦C and 200◦C have been achieved.

Prediction of the “partially-aged” test data and the “fully-aged” test data at 160◦C

and 200◦C were carried out to validate the model. At 160◦C, the model provided a
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reasonable prediction of the stress response but an over-estimation in the stress

amplitude and the yield strength of the material was a result of the inaccurate rate of

material ageing. The prediction of the “fully-aged” data with the completed model

was not the same as prediction with the base model for the same reason stated. At

200◦C, the model exhibited good predictive capabilities to a high degree of accuracy.

Deficiencies in the model arose when attempting the predict the experimental data

of the cyclic stress relaxation and the stress-controlled isothermal fatigue tests.

Norton’s creep power law could not predict the stress relaxation behaviour below the

material’s yield surface. If creep deformation plays an important role in the design of

the SAGB housing, then the governing law for viscous stress behaviour will need to

account for dominant creep mechanisms that takes place at different stress regimes.

The AF equation for kinematic hardening inaccurately predicted ratcheting rate for

the experimental results for the stress-controlled fatigue tests. Modifications to the AF

equation (such as multiplicative kinematic hardening rule or Ohno-Wang rule II) may

be required to increase control over the ratcheting rate to improve the accuracy of the

predicted material stress-strain state. Additionally, the predicted ageing rate was

greater than the experimental data which led to large induced plastic strains and

increased the ratcheting rate. Despite the deficiencies listed, the model provided a

good starting point for the predict of uniaxial isothermal fatigue behaviour of the 7175

aluminium alloy. This model allows the prediction of the decrease in material strength

when subjected to cyclic plasticity at the operating temperatures of the step-aside

gearbox housing. The rapid ageing of this material suggests that monitoring the

material’s strength is more imperative than predicting the fatigue failure of the

material from a design perspective. Therefore, the housing life can be estimated if the

7175-T7351 alloy was chosen for this application. If an aluminium alloy with sufficient

and sustained strength at operating temperatures is considered for this or similar

applications, then the next step in the development of this model would be to predict

fatigue life.
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7 Discussion

The 7175-T7351 aluminium alloy is typically used for wing, fuselage and airframe

applications due to its high strength, low density, and good corrosion resistance and

fatigue strength. These desirable properties this alloy has been considered to replace

the current materials used for the step-aside gearbox hosing of the Trent 1000.

However, the operating temperatures of the housing are higher compared to the

temperature of wings and fuselage and therefore it was crucial to understand the

material behaviour under such conditions to determine its suitability.

According to the received flight temperature profile of the gearbox housing, about

18 minutes (0.3 hours) is spent at maximum temperature (200◦C), and about 9 hours at

cruise where temperatures 160◦C. The results from the tensile tests have shown that the

alloy exhibited rapid material ageing behaviour when the subjected to these operating

temperatures of the gearbox housing. When the test specimens were subjected to a

temperature soak at 200◦C (under zero applied load), the yield stress decreased from

230MPa (at 0 soak hours) to 165MPa after 2 hours. When the soak temperature was

160◦C, the yield stress decreases from 300MPa (at 0 soak hours) to 220MPa after 100

hours and reached an asymptotic yield stress of 180MPa after 1000 hours. The maximum

stress at climb and cruise are 190MPa and 150MPa respectively. It can be estimated

that at in less than 6 flight cycles, the material’s yield stress falls below the operating

stress during. This suggests that the 7175-T7351 alloy is not suitable for the step-aside

gearbox housing application.

The constitutive viscoplasticity Chaboche model, with the inclusion of material

ageing parameters, was developed sequentially and has proven to be reasonably

accurate in material response prediction under fully-reversed isothermal

strain-controlled conditions at 160◦C and 200◦C. However, the errors that arose from

the model were greater at 160◦C and appeared to depend on the accuracy of the first

optimisation step. The non-ageing parameters obtained for 160◦C predicted the

maximum stress and plastic strain range within 5% and 13% error respectively. On the

other hand, the rate of cyclic softening was not representative of the experimental data

and the predicted results would begin to diverge after 2000 cycles. Therefore, when

obtaining the material ageing constants, the process attempts to compensate for the
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inaccuracies of the mechanical softening parameters. This shortfall was less

pronounced for the optimisation of the material constants at 200◦C since the

mechanical softening terms predicted a more representative cyclic softening rate before

the material ageing parameters were found. This issue may be mitigated by expanding

the limits on the material constant, Hm, which was fixed during optimisation process

in an attempt to prevent divergence from the linear softening region. Although the

model has four additional material constants, the sequential optimisation reduced the

computational effort required to find all the optimal set material parameters at one

time.

The model had a few short-comings when attempting to predict isothermal stress-

controlled fatigue and stress relaxation behaviour. The rate of ratcheting was over

predicted. As mentioned in section 6.6.4, the Ohno-Wang rule II [92] could be used

to reduce the rate of ratcheting for greater predictive accuracy. A critical state is

introduced for each recovery term which inhibits the amount of hardening. Smaller

ratcheting strains can be predicted while maintaining the ability to predict non-linear

kinematic hardening. Furthermore, the material ageing rate may need to be adjusted

for load conditions below the material’s yield stress. A comparison of the predicted

and experimental hysteresis loops near the end of the tests showed that the amount of

predicted plastic strain (demonstrated by the widening of the loops) was greater than the

experimental data, suggesting that the predicted yielding of the material occurred sooner

than expected (i.e. the material ageing rate was greater). An alternative function could

be used to alternate from the relationship between the monotonic yield stress and time

at temperature from the tensile tests before yielding occurs, to the predicted material

ageing behaviour from the modified Chaboche model after plastic strain is induced.

The stress relaxation tests showed that the viscoelastic behaviour was not

predicted by the power law over long strain hold durations. The use of the hyperbolic

sine law instead of the power law could be used to predict viscoelastic behaviour since

it accounts for the change in creep deformation mechanisms. Despite that, the model

has potential for fatigue lifetime prediction for ageing materials and would be

important for determining the suitability for applications. To extend the model for

fatigue life prediction, a damage factor could be introduced, based on the decrease of

Young’s modulus. These extensions would be useful for when another candidate
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aluminium alloy possesses sufficient thermal stability and material strength, and the

most important design factor is fatigue life.

TEM and EDX analysis were conducted on samples that were soaked at 200◦C for

up to 400 hours to observe the microstructural evolution of the alloy. Unfortunately, the

pattern interference from the matrix prevented clear diffraction patterns to be obtained

from smaller particles within the grains. Therefore, element mapping via EDX was used

to acquire the element composition of those particles. This revealed that the particles

within the grains mainly consist of zinc-magnesium rich particles. They were assumed

to be MgZn2 precipitates based on particle identification analysis of larger particles that

also had the same concentration of elements. Other key microstructural features such as

dislocation density, grain size and degradation of grain boundaries were not accounted

for which would have had an affect on the yield stress. TEM images of test samples

at different stages of a tensile testing or fatigue could be examined to study how these

features evolve and how they relate to the strength of the material, which in turn, could

be incorporated into the model for direct physical links to the material.

t

T

200oC

160oC

Take-off
& Climb

Cruise Landing

|Ra|

t

Ambient

Figure 7.1: A simplified temperature profile of the step-aside gearbox housing during
flight and the change in the material ageing term, |Ra|.
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The following demonstrates how the constitutive model could be used to predict the

component life for a single flight cycle. Figure 7.1 shows a simplified schematic of the

temperature profile of the step-aside gearbox housing and how the magnitude of the

material ageing term that affects the size of the yield surface, |Ra| may change over a

flight cycle for the 7175-T7351 alloy. It can be seen that during take-off the housing

reaches peak temperature where the rate of material ageing is most rapid, therefore

leading to the quickest reduction in material strength. Even though the take-off occurs

for a short period of time, it would be important to account for the degradation of life for

this alloy during this period since the maximum rate material ageing occurs. When the

aircraft enters cruise, the load on the engines reduces and the temperature of the gearbox

decreases. Some strength may be recovered as shown by the increase in |Ra| when the

operating temperature decreases (reduction of energy that aids dislocation motion). The

majority of the flight cycle takes place at cruise conditions where the material ageing

rate is lower than at take-off. By the end of the flight cycle, the component returns to

ambient temperature and the material recovers some strength, due to the reduction of

thermal energy, but not to its original strength since the microstructure has evolved.

N

σy

tH
tL

SF*σmax

Figure 7.2: A schematic example of how the material yield stress, σy, changes with the
number of flight cycles, N , and the ratio between the time spent at high temperature
and low temperature per flight cycle, tH/tL. The red surface represents the required
design component strength for safe operation.

Figure 7.2 shows how the suitability of a material could be assessed over a number

of flight cycles. The schematic diagram shows how the yield strength of the material
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(represented by the black surface) changes with the number of flight cycles, N , and the

ratio between the time spent at high temperature (200◦C), tH , and low temperature

(160◦C), tL, per cycle . Another surface, outlined in red, represents the stress which the

material’s yield strength must remain above in order for the component to be considered

safe for use, where σmax is the maximum operation stress and SF is a safety factor.

Depending on the tH/tL ratio, the point at where the two surfaces intercept determines

when the material is no longer suitable for use.

Constitutive models for other candidate aluminium alloys could be developed and

evaluated to see which material possesses the greatest life. However, when aluminium

alloys are compared against titanium alloys, it seems that the choice of material for

the gearbox housing may be based on whether the cost of potentially replacing the

gearbox housing multiple times would be less than the money saved by reduced fuel

consumption. For example, titanium alloys are more than suitable for this application

but the manufacturing cost is expensive. However, this material may not require

maintenance due to its high tensile strength and fracture toughness and may not need

to be replaced. If an aluminium alloy were to be used instead, the manufacturing costs

may be lower but the strength over time may decrease and component will probably

need to be routinely replaced. It must have sufficient strength at elevated

temperatures that is thermally stable.
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8 Conclusions

The motivation behind this work was to determine the suitability of the 7175-T7351

aluminium alloy for the step-aside gearbox applications in aero-engines to see whether

it could lead to a weight reduction of the housing. The first objective was to characterise

the alloy using a series of elevated temperature mechanical tests that are similar to the

operating conditions of the housing. The second objective involved the creation of a

viscoplastic model to predict the stress response of this alloy under strain-controlled

IF conditions, which accounted for the evolution of its microstructure during time at

temperature. The validity of this model would be a starting point for which the model

could be “fine tuned” to increase the predictive accuracy of other material behaviour

that may be exhibited under different load conditions. Furthermore, the basic method of

obtaining material constants for this model could be used for other candidate materials

so that their stress-response can be assessed for said application.

The temperature soak between 180◦C to 230◦C over 1000 hours showed that the

greater the temperature, the greater the initial rate of decrease in hardness. After 1000

hours, the hardness significantly decreased by 48-60%. An asymptotic hardness value

was reached depending on the soak temperature. The elevated tensile results showed that

simply testing at 200◦C reduced the yield stress of the material by 31% and soaking the

material at that temperature for 20 hours before testing reduced the yield stress by 52%

(below the maximum stress from the flight profile). Since the hardness of a material

is related to the material’s yield stress, this revealed that the aluminium alloy aged

rapidly at temperatures similar to the gearbox housing during operation. Therefore,

such behaviour was important to characterise for the constitutive viscoplasticity model.

The material exhibited ratcheting behaviour in the positive strain direction under

stress-controlled IF and TMF conditions (R-ratio=0.25). Furthermore, when the

maximum temperature was 200◦C for the IF and IP TMF tests, the material was

elastically loaded for the majority of the test duration but would eventually

accumulate plastic strain and increase the ratcheting rate. This would suggest that the

applied stress exceeded the yield stress of the material after a certain period of time at

temperature. Since the tests were not continued until sample failure, it was not

possible to determine what the dominant mechanism would be. However, it would
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seem that ratcheting is a significant component in the inelastic strain accumulation of

the material.

Norton’s creep law constants were obtained from the creep data for each temperature

(160◦C, 180◦C and 200◦C) and were used to predict the minimum creep rate for each

creep conditions. The results showed that the numerical and experimental results were

in good agreement. During cruise flight condition, the temperature of the step-aside

gearbox housing can range between 160-190◦C. The effect of prestrain on secondary

creep behaviour remains unclear and further testing is necessary to understand the

existing results.

The unified, viscoplastic Chaboche model accurately predicted the strain-controlled

IF response, with the addition of the material ageing parameters, at 160◦C and 200◦C.

It was clear from the prediction at 160◦C that the accuracy of the complete model was

highly dependent on the accuracy of the material constants obtained for mechanical

softening, kinematic hardening and viscous stress behaviour, before the material ageing

parameters were obtained. The prediction of the mechanical softening parameters at

200◦C meant that most of the errors of the plastic strain range and maximum stress

were below 15%. Nevertheless, the predicted stress response was in good agreement

with the experimental stress data.

Deficiencies in the model were highlighted by the attempt to predict

stress-controlled fatigue and stress relaxation data at 200◦C. Currently, it is unable to

accurately predict the ratcheting and viscoelasticity but this is outside the scope of

this work and further discussed in next chapter. However, the model provides a good

starting point in describing the behaviour of the 7175 alloy with the inclusion of

material ageing effects as shown by the coefficient of determination calculated for the

selected hysteresis loops. The prediction of the ageing behaviour at during time at

operating temperatures could lead to a relatively simple lifetime model to rate the

aluminium alloy. This would be based on the time at which the yield strength of the

material falls below the operating stress multiplied by a safety factor.

Due to the rapid ageing of the 7175-T7351 aluminium alloy, the material is most

likely not suitable for this application, especially if the component is overloaded due to

unlikely circumstances (eg. the failure of one engine during take-off). A more thermally

stable material in the component range should be used. However, it has been shown
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that constitutive models for materials that exhibit material ageing are important for the

life prediction of components subjected to elevated temperatures. Constitutive models

for more suitable aluminium alloys can be evaluated based on the evolution of the alloys’

yield strength per flight cycle.
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9 Future Work

There were complications with complete strain measurement during the tensile tests

since the strain measurement was dependent on the video gauge’s ability to recognise

the tracking areas on the highly ductile sample. This could be mitigated by the use

of laser extensometry which does not require a pattern to track on the sample (if the

window on the environmental chamber does not pose a problem). Alternatively, an

investigation into whether the elevated temperature hardness measurements could be

correlated to the elevated yield stress of the material. An estimation of yield stress may

be sufficient enough to demonstrate the effect of temperature on elevated temperature

tensile properties.

Referring to the scatter of the results from the repeated prestrained creep test with

a creep stress of 190MPa, the reliability of the results was questionable without the

support of repeats tests. Therefore, in future work, it would be recommended to carry

out 3-5 repeat tests per combination of test parameters for improved validity of the

results and perhaps then a trend could be established. Also, the Mayes 250 required the

presence of the user to manually switch the machine from displacement control to load

control when the prestrain level was reached. Another machine with automation may

be more suitable for this type of testing.

The Chaboche model in Chapter 6 has shown good predictive capabilities of the

stress response of the 7175-T7351 aluminium alloy under strain-controlled isothermal

fatigue conditions. However, the rate of cyclic softening of the material could be

improved by adjusting the mechanical softening terms Qm and bm by widening the

bounds during optimisation. Additional isothermal fatigue test data at intermediate

temperatures between 160◦C and 200◦C could be carried out to obtain the

temperature dependent material constants. The model could then be generalised by

interpolating the material constants for a specific temperature or for anisothermal

conditions. Zhang et al [206] derived an elasto-plastic non-linear kinematic and

isotropic model for two martensitic steels for anisothermal fatigue conditions.

The prediction of the stress-controlled test revealed that the inadequacy to represent

the ratcheting behaviour when mean stress was a positive non-zero value. For future

works to improve the model, a multiplicative kinematic hardening rule or the Ohno-
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Wang rule II could be used [204]. It has been shown to give the model more control over

the rate at which the saturation back stress is reached without change the saturation

value.

Figure 6.1 shows that some samples exhibit rapid softening by the end of the

fatigue tests which indicated the accumulation of damage towards fracture. A

continuum damage model could be utilised to extend the model and determine the

material behaviour during the tertiary stage. The damage parameters can be

estimated by measuring the change in stiffness of the material with accumulated

plastic strain using Cottrell’s partitioning method. Fatigue life may also be possible to

predict as well.

The comparison between numerical and experimental results of the stress relaxation

tests shown in section 6.6.4 highlighted two deficiencies in the model: 1) it is currently

unable to predict the viscoelastic behaviour of the material and 2) the Norton’s power

law was unsuitable to describe long term stress relaxation behaviour. However, the

power law was able to predict short term viscous effects. The hyperbolic sine law could

be used to amend both these issues since it has been used to predict a smooth transition

between to types of creep mechanisms. Therefore, the hyperbolic sine function could

replace Norton’s power law for more accurate prediction of both long term and short

term stress relaxation behaviour.

Other aluminium alloys that are specifically manufactured for elevated temperature

applications and possess adequate strength could be considered as candidate materials.

For example, aluminium alloys containing trialuminide intermetallic precipitates

(Al3X) or powder sintered aluminium alloys such as the Al-MS89, Al-SF25 or the

Al-MD20 design for heat resistance could be investigated. The Chaboche model could

be established for these materials to predict their stress response. If their strength

retention at elevated temperatures is acceptable, then there are other abnormal flight

conditions that can also be used to test the material’s suitability such as windmilling

(the airflow causing the turbofan of a non-operating engine to spin) and cool climbing

(one engine shuts down during take-off and the remaining engine(s) are required to

carry the full load).
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[6] Büyükdoan S, Gündüz S, Türkmen M. Influence of ageing treatment on

microstructure, mechanical properties and adhesive wear behaviour of 6063

aluminium alloy. Industrial Lubrication and Tribology. 2014;66(4):520–524.

[7] Gunderson AW. Elevated temperature mechanical properties of two cast

aluminium alloys; 1969.

[8] Eylon D, Fujishiro S, Postans PJ, Froes FH. High-temperature titanium alloys -

a review. Physical & Mechanical Metallurgy. 1984;36(11):52–62.

[9] Immarigeon JP, Holt RT, Koul AK, Zhoa L, Wallace W, Beddoes JC. Lightweight

materials for aircraft applications. Materials Characterization. 1995;35(1):41–67.

[10] Rolls-Royce. The Jet Engine. John Wiley & Sons; 2015.

[11] The Rolls Royce Trent 1000, www.rolls-royce.com - Accessed: 30/06/2014;.

[12] Chaboche JL. A review of some plasticity and viscoplasticity constitutive theories.

International Journal of Plasticity. 2008;24(10):1642–1693.

198



[13] Marquis D, Lemaitre J. Constitutive equations for the coupling between elasto-

plasticity damage and aging. Revue De Physique Appliquee. 1988;23:615 – 624.

[14] Cailletaud G, Depoid C, Massinon D, Nicouleau-Bourles E. Elastoviscoplasticity

with ageing in aluminium alloys. Continuum Thermomechanics. 2000;p. 75–86.

[15] ACARE. Strategic research & innovation agenda 2017 update. ACARE. 2017;.

[16] Ommi F, Azimi M. Most effective combustion technologies for reducing

NOx emissions in aero gas turbines. International Journal of Multiphysics.

2012;6(4):417–424.

[17] Williams JC, Starke EA. Progress in structural materials for aerospace systems.

Acta Materialia. 2003;51(19):5775–5799.

[18] Roy MJ, Maijer DM, Dancoine L. Constitutive behavior of as-cast A356. Materials

Science and Engineering: A. 2012;548:195–205.

[19] Lin YC, Xia YC, Jiang YQ, Li LT. Precipitation in AlCuMg alloy during creep

exposure. Materials Science and Engineering: A. 2012;556:796–800.

[20] Securing the future of U.S air transportation: A system in peril (2003).

Washington DC: The National Academies Press: Transportation Research Board

and National Research Council; 2003.

[21] Lee JJ. Historical and future trends in aircraft performance, cost, and emissions;

2000.

[22] Meetham GW, de Voorde MHV, Voorde MH. Materials for high temperature

engineering applications. Springer; 2000.

[23] Tinoco EN. The changing role of computational fluid dynamics in aircraft

development. American Institute of Aeronautics and Astronautics. 1998;(A98-

323415):161–174.

[24] Dursun T, Soutis C. Recent developments in advanced aircraft aluminium alloys.

Materials & Design. 2014;56:862–871.

199



[25] Kassapoglou C. Minimum cost and weight design of fuselage frames Part A :

design constraints and manufacturing process characteristics. Composites: Part

A. 1999;30:887–894.

[26] Burt DN, Doyle MF. American Keiretsu: A Strategic Weapon for Global

Competiveness. 1st ed. McGraw-Hill Companies; 1993.

[27] Rambabu P, Eswara Prasad N, Kutumbarao VV, Wanhill RJH. Aerospace

materials and material technologies volume 1: aerospace materials; 2017.

[28] Design G. CES EduPack 2009; 2009.

[29] Grandfield JF. Ingot casting and casthouse metallurgy of aluminium and its alloys.

Woodhead Publishing Limited; 2011.

[30] Otarawanna S, Dahle AK. Casting of aluminium alloys. Woodhead Publishing

Limited; 2011.

[31] Polmear I. Light Alloys, Fourth Edition: from traditional alloys to nanocrystals.

Butterworth-Heinemann; 2005.

[32] Meyes M, Chawla K. Mechanical behaviour of materials. Second edi ed. Cambridge

University Press; 2009.

[33] Taylor GI. No Title. Proc Roy Soc London. 1934;145A:362.

[34] Orowan E. No Title. Z Physik. 1934;89:605.

[35] Polanyi M. No Title. Z Physik. 1934;89:660.

[36] Fleischer RL. Substitutional solution hardening. Acta Metallurgica.

1963;11(3):203–209.

[37] Labusch R. Statistical, theory of solid soultion. Physica Status Solidi B.

1970;41:659–669.

[38] Linder J, Axelsson M, Nilsson H. The influence of porosity on the fatigue life

for sand and permanent mould cast aluminium. International Journal of Fatigue.

2006;28(12):1752–1758.

200



[39] Somoza a, Macchi CE, Lumley RN, Polmear IJ, Dupasquier A, Ferragut R. Role of

vacancies during creep and secondary precipitation in an underaged Al-Cu-Mg-Ag

alloy. Physica Status Solidi (C). 2007;4(10):3473–3476.
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Appendix

9.1 Detailed Schematics of Sample Location from Plate
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Figure 9.1: A schematic demonstrating the coordinate system used to assign fatigue
sample ID
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Figure 9.2: A schematic demonstrating the coordinate system used to assign creep
sample ID
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Adjustments Made to Stress Relaxation Tests

Intermittent regular dips in stress measurement were encountered which did not

represent material behaviour. To investigate this problem, a thermocouple was placed

close to the extensometer to observe the effect of ambient temperature on strain

readings as shown in Fig. 3.24 while the extensometer was in contact with the sample.

Fig. 9.3 shows that the strain fluctuated with the ambient temperature which

consequently impacted the stress level. As the strain reading in the extensometer

decreased, the machine compensated for this and increased the applied load to

maintain the specified strain.

During the time of the experiment, a change in season was in effect, leading to a

decreased difference between ambient and outdoor temperature. This meant that there

was a lack of response from the air conditioning (AC) unit when there was a significant

drop in temperature around the extensometer. Fig. 9.3 shows the sensitivity of the

strain gauge in the extensometer to the ambient temperature and that heating from the

AC was in regular bursts. The unit was switched to “winter mode” which kept the room

temperature at 22-23◦C. This greatly improved the stability in strain reading as shown

in Fig. 9.4a. Insulation was attached around the extensometer as shown in Fig. 9.5

to see whether strain readings would differ but Fig. 9.4 shows the strain measurement

stability was similar to when the extensometer was not insulated.
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Figure 9.3: The sample strain and ambient temperature versus time before the room
temperature setting was changed.
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Figure 9.4: The sample strain and ambient temperature versus time after the room
temperature was changed (a) with no insulation and (b) with insulation.
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Figure 9.5: Insulated extensometer for the stress relaxation tests.
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