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Abstract

Neurodevelopmental conditions like Attention Deficit Hyperactivity Disorder (ADHD)
and Autism Spectrum Disorder (ASD) impact a significant number of children and adults
worldwide. Currently, the means of diagnosing of such conditions is carried out by
experts, who employ standard questionnaires and look for certain behavioural markers
through manual observation. Such methods are not only subjective, difficult to repeat,
and costly but also extremely time consuming. However, with the recent surge of research
into automatic facial behaviour analysis and it’s varied applications, it could prove to
be a potential way of tackling these diagnostic difficulties. Automatic facial expression
recognition is one of the core components of this field but it has always been challenging
to do it accurately in an unconstrained environment. This thesis presents a dynamic deep
learning framework for robust automatic facial expression recognition. It also proposes
an approach to apply this method for facial behaviour analysis which can help in the

diagnosis of conditions like ADHD and ASD.

The proposed facial expression algorithm uses a deep Convolutional Neural Networks
(CNN) to learn models of facial Action Units (AU). It attempts to model three main
distinguishing features of AUs: shape, appearance and short term dynamics, jointly in
a CNN. The appearance is modelled through local image regions relevant to each AU,
shape is encoded using binary masks computed from automatically detected facial land-
marks and dynamics is encoded by using a short sequence of image as input to CNN.
In addition, the method also employs Bi-directional Long Short Memory (BLSTM) re-
current neural networks for modelling long term dynamics. The proposed approach is
evaluated on a number of databases showing state-of-the-art performance for both AU
detection and intensity estimation tasks. The AU intensities estimated using this ap-
proach along with other 3D face tracking data, are used for encoding facial behaviour.
The encoded facial behaviour is applied for learning models which can help in detection
of ADHD and ASD. This approach was evaluated on the KOMAA database which was
specially collected for this purpose. Experimental results show that facial behaviour en-
coded in this way provide a high discriminative power for classification of people with
these conditions. It is shown that the proposed system is a potentially useful, objective

and time saving contribution to the clinical diagnosis of ADHD and ASD.
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Chapter 1

Introduction

Human behaviour comprises a set of visual communicative signals through which a per-
son expresses himself/herself. It acts as a window to an individual’s thoughts and feel-
ings and provides an insight into a person’s psyche. It is for this reason that the analysis
of human behaviour can be extremely useful in the fields of psychology, mental health,
human-computer interaction, etc. For example, mental disorders such as depression and
Attention Deficit Hyperactivity Disorder (ADHD) directly influence an individual’s be-
havior in his/her day to day life. Analysis of human behaviour is often used in the di-
agnosis and treatment of such disorders. Similarly, many elements of human behaviour
including gestures and facial expressions play an important role in the way humans com-
municate with each other. Understanding the role of human behaviour in the way humans
communicate with each other can help in designing new machine interfaces which make

the human-machine interaction more naturalistic and easier for humans.

A major part of the non-verbal behavioural cues is in the form of facial gestures and
expressions. They are also the one of the most widely studied parts of human behaviour.
The internal emotional state of a person directly influences (sometimes unconsciously)
the movement of facial muscles resulting in different facial expressions and head ges-
tures. For example, an emotional state of ’surprise’ results in the raising of eyebrows
and opening of the mouth. Similarly, the emotional state of "happiness’ is often accom-
panied by the pulling of lip corners (smiles). These facial muscle movements not only
act a window to an individual’s internal emotional state and intentions but they also form
a significant part of human to human interaction, using a non-verbal mode of communi-

cation. Therefore, study of such non-verbal facial cues is of paramount importance for



advancement in the field of human psychology and social-signal processing.

Interest in studying facial expressions started in the nineteenth century when Darwin
(Darwin et al., 1998) suggested that certain basic emotions are expressed in a remark-
ably similar way across cultures and species. He argued that facial expressions are in-
herited and are a result of the process of evolution. In 1978, Ekman and Fiesen(Ekman
et al., 2002) developed the Facial Action Coding System (FACS). It provided a system-
atic and objective way to study facial expressions by representing them as a combination

of individual or a group of facial muscle actions known as Action Units (AU).

Human beings can easily recognize each other’s facial gestures and expressions. How-
ever, in order to develop automated systems whose interfaces have the ability to under-
stand and respond to non-verbal cues such as facial expressions, it is necessary to de-
velop automatic facial expression and gesture recognition algorithms. The development
of such algorithms becomes even more important if we want to collect a large amount of
data for a deeper understanding of such facial cues and the role they can play in the field
of psychology and other related areas. Due to such potential applications, automatic fa-
cial expression recognition algorithms have attracted considerable attention in the past
few years (Sandbach et al., 2012; Sariyanidi et al., 2015; Corneanu et al., 2016; Zafeiriou
et al., 2016). The recent advancement in the field of machine learning and computer vi-
sion has made it possible to automatically recognize facial expressions more accurately
than ever before. However, the problem of automatic facial expression recognition in
unconstrained environments is still a challenging problem, and is far from solved. It is
primarily due to the high degree of variation in the visual appearance of human faces
(caused by person specific attributes, multiple poses, etc.), and non-availability of large

amount of labelled training data.

Recently, deep learning algorithms have shown significant performance improvements
for object detection tasks (Krizhevsky et al., 2012a; Girshick et al., 2014). The recent
success of deep learning algorithms has been attributed to three main factors: (a) Effi-
cient methods for training deep networks, (b) Availability of high performance compu-
tational hardware e.g. GPUs (c) Availability of large amounts of labeled training data.
Although deep learning algorithms have been shown to produce state of the art perfor-
mance on object recognition tasks, there has been considerably less work on using deep
learning techniques in facial expression recognition and in particular facial AU recog-

nition. With the increasing availability of large databases for AU recognition (Mava-



dati et al., 2013; Valstar et al., 2015a), it would be interesting to see if deep learning
algorithms can give a similar leap in performance in the field of facial expression/AU

recognition.

Traditional AU recognition algorithms have used hand crafted appearance features (e.g.
HoG, LBP) and/or shape features computed from the locations of facial landmarks. Since
these hand crafted features are not tuned to the specific task at hand, they limit the per-
formance of the classifier learnt on these features. Deep learning techniques on the other
hand incorporate a multistage technique in which the features are learnt directly from
the pixel values in combination with the classifier. Therefore, in addition to providing
an algorithm which can be trained directly from pixels to labels, the features learnt in

the intermediate stages are designed specifically for the target task.

In this thesis, the aim is to explore the application of neural network architectures, with
specific focus on deep learning architectures, for automatic facial expression/AU recog-
nition. The performance of the existing ANN algorithms is assessed and new ANN algo-
rithms have been explored for improved facial expression/AU recognition. Specifically
we focus more towards Convolutional Neural Networks (CNN) architectures as these are
currently the state of the art for object detection tasks. We also focus on recurrent neural
network architectures such as Long Short-Term Memory (LSTM) which are specialized

for modeling temporal information.

Real world application of automatic facial expression recognition is another aspect that
we explore in this thesis. The steady progress in automatic expressive behaviour analysis
in the last 5 years: detection and tracking of faces (Zhu and Ramanan, 2012b; Mathias
et al., 2014; Xiong and De la Torre Frade, 2013), recognition of facial muscle actions
(Valstar and Pantic, 2012b; Chu et al., 2013a; Valstar et al., 2015b), and accurate head
pose estimation (Zhu and Ramanan, 2012b; Yan et al., 2016), has renewed the interest of
researchers in employing such behaviour analysis in the medical domain, targeting so-
called behaviomedical conditions that alter one’s expressive behaviour (Valstar, 2014).
In particular, this thesis explores the feasibility of using automatic facial expression and
gesture analysis for the diagnosis of Attention Deficit Hyperactivity disorder (ADHD)
and Autism Spectrum Disorder (ASD). Both ADHD and ASD are neurodevelopmental
conditions which impact a significant number of people. It has been estimated that at
least 2.5% of the population (Simon et al., 2009) is affected by ADHD, which is charac-

terized by symptoms such as inattention, hyperactivity, impulsivity, etc. (Barkley, 1997;



Spencer et al., 2007). It usually begins in early childhood and quite often the symptoms
persists into adulthood (Geissler and Lesch, 2011). It is widely believed that both genetic
(Stevenson et al., 2005) and environmental influences (Larsson et al., 2004) contribute
to the underlying cause of this disorder. Presently, the diagnosis of ADHD is made fol-
lowing the criteria of the DSM-5 (APA, 2013), which involve mechanisms to validate
hyperactivity, attention deficit and impulsivity. The diagnosis is made by experts us-
ing a combination of developmental history, collateral information, psychometrics and

behavioural observation and impairment. This is often difficult and time consuming.

ADHD is also known to show co-morbidity with ASD (Autism Spectrum Disorder).
ASD is a neuro-developmental condition which is characterised by impairments in social
interaction and communication and restricted, repetitive or stereotyped behaviours and
interests (Faras et al., 2010). It has been found that a significant number of people with
ASD also show symptoms of ADHD (Rao and Landa, 2013). Treatment methods also
vary for all 3 groups of people i.e. only ASD, only ADHD, and ADHD+ASD. Hence,
accurate diagnosis can have important implications for treatment. However, currently the
manual diagnosis of each of these disorders has to be done separately, which requires

more time.

Although there has been a lot of research in the area of ADHD and ASD and their di-
agnosis using brain scanners and manual observation of subjects for extended periods
of time by psychological experts, there has been relatively much less work in the direc-
tion of developing automated diagnostic tools for ADHD and ASD using easily available
devices (e.g. video cameras). The current methods of diagnosis are not only time con-
suming but they are also susceptible to human decision making bias. Development of
machine learning methods, which can be used as a tool for decision making by human
experts, could not only save time but will also help in bringing more objective, repeatable

measures into the decision making process.

Current available commercial systems such as QbTest, seek to automate the process of
ADHD diagnosis using only the head motion of a person as a proxy for the activity of the
subject. The other aspects of head actions including its pose are not taken into account
directly. The head motion itself is captured using a normal 2D imaging camera which
has limited ability to capture motion in 3D. Facial expression is another aspect which
is omitted from current ADHD assessment systems. Facial expressions and gestures

can provide important cues about the psychological state of a person. There has been



1.1. Motivation and Focus

some work which indicates that facial expressions could be useful in the diagnosis of
certain psychological disorders(Wang et al., 2008; Girard et al., 2013). But to the best of
our knowledge, until now there has been no research which establishes the relationship

between facial expressions and ADHD/ASD.

1.1 Motivation and Focus

Although there has been a lot of work in the use of machine learning for object detec-
tion tasks there has been considerably less work in harnessing the potential of machine
learning and computer vision techniques for human behaviour analysis. Since the face
is the most expressive part of a body, it plays a pivotal role in the expression of human
behaviour. Therefore, automatic facial expression recognition is one of the key focuses
of this thesis. The task of facial expression recognition is particularly difficult as it is af-
fected by multiple factors including shape, appearance and dynamics of facial features,
head-pose and expression intensity. It is not clear what is the best way to combine these
factors when building accurate models for facial expression recognition. Deep learning
based algorithms on the other hand have in recent years shown remarkable performance
for object classification tasks. However, these algorithms have yet to show similar per-
formance in the domain of facial expression recognition. Leveraging their full potential
might require more optimization and adaptation to the facial expression domain. This
thesis proposes a deep learning based approach for automatic facial expression recogni-
tion. The proposed approach is adapted to maximize the performance in this domain by

combining the use of shape, appearance and dynamics with deep neural networks.

The application of the proposed approach for detecting ADHD and ASD from facial
gestures is another key focus of this thesis. The evaluation of any such method requires
a database which is suited for this specific task. Therefore, this thesis also presents a
database consisting of visual data from clinical and control participants recorded using
a RGBD (Colour+Depth) sensor. In addition, a novel approach is proposed to learn and
predict ADHD and ASD from visual behavioural data. The facial expression detector
proposed in this thesis is employed on this dataset and the output from this detector in
combination with other facial gestures is used for automatically predicting ADHD and

ASD in the adult population.



1.2. Research Questions

The main objectives of this research are as follows:

e To explore the existing neural network architectures and to propose a new deep
CNN architecture which is specially adapted for the domain of facial expression

recognition.

e To investigate the role of shape, appearance and dynamics in automatic facial ex-
pression recognition and propose a way to use them in the framework of deep

convolutional neural networks.

e To record a database consisting of visual data from clinical (people diagnosed
with ADHD or ASD) and control participants which can be used for evaluating
computer vision based algorithms for automatic prediction of ADHD and ASD in

adults.

e To propose a novel algorithm which uses facial expression and gestures for auto-

matic prediction of ADHD and ASD in adults.

1.2 Research Questions

Deep neural networks have completely revolutionized the field of computer vision due
to their high performance on large scale object classification tasks. However, their per-
formance in other computer vision tasks including facial expression recognition remains
to be seen. With this we come to our first research question: Can deep learning al-
gorithms produce a similar level of performance improvement in the field of facial
expression recognition, as it has been shown to do in the field of object classifica-

tion?

Facial expression recognition requires the analysis of three main aspects of facial fea-
tures: shape, appearance and the dynamics. Jointly modeling these aspects should (in
theory) produce highly accurate models for facial expression recognition. However, the
performance of the models depends a lot on the way we model these aspects together.
With this we come to our second research question: How can we model the shape, ap-
pearance and dynamics of facial features jointly in a deep learning framework so

as to build highly accurate models for facial expression recognition?
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Neurodevelopmental conditions such as ADHD have traditionally been diagnosed by
experts through a combination of developmental history, collateral information, psycho-
metrics, behavioural observation and impairment. This procedure not only requires a
lot of time and effort, but is also subjective in nature. The subjectivity arises from the
fact that observation of patients leaves room for the personal judgement of a clinician.
Developing an independent automated recommender system can provide an objective
basis for clinical decision making. But such an automated system, which doesn’t depend
on human expertise, may have its own disadvantages. With this, we come to our third
research question: Can such an automated computer vision based system be imple-
mented which can give accurate prediction comparable to a human expert in this

field?

Facial expressions can provide important cues about the psychological state of a person.
There has been some work which indicates that facial expressions could be useful in the
diagnosis of certain psychological disorders (Wang et al., 2008; Girard et al., 2013). But
till now there has been no work establishing the relationship between facial expressions
and ADHD and/or ASD. With this we come to our final question which we aim to answer
through this research: Does facial expressions provide any cues which can help to
distinguish between people with and without ADHD/ASD? If yes, how do they relate

to existing measures?

1.3 Contributions

This thesis proposes the following contributions to the field of clinical psychology and

computer vision:

e Investigate current deep learning algorithms and evaluate them for the task of facial

expression recognition.

e A new deep learning framework which uses shape, appearance and dynamics in
combination with a deep convolutional neural network, for automatic facial ex-

pression recognition.

e A computer vision based approach which uses facial expressions and gestures to

make automatic diagnostic predictions about ADHD and ASD. The aim is to help
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clinicians in the diagnosis of these neurodevelopmental conditions by making it

more efficient and adding more objectivity to their analysis.

e A new database for evaluating computer vision based algorithms on the task of

predicting ADHD and ASD diagnosis.

e Establish any possible relationship between facial expressions and the presence of

neurodevelopmental conditions like ADHD and ASD in adults.

1.4 Publications
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Detection of ADHD and ASD from Expressive Behaviour in RGBD Data.” Auto-
matic Face and Gesture Recognition (FG), 2017 12th IEEE International Confer-
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1.5 Thesis structure

The overall structure of this thesis is comprised of six chapters. It begins with a brief
clinical description of ADHD and ASD in Chapter 2. This chapter gives an overview
of the current methods of diagnosis and treatment of ADHD and ASD. It also describes
the problems associated with the current methods of diagnosis and briefly reviews some
of the recent research works which aim at using automatic behaviour analysis to help in

the diagnosis of these conditions.

Chapter 3, gives an overview of the field of automatic face analysis. It describes the core
components of this field including face detection, head-pose estimation, facial landmark
localization and facial expression recognition and gives a brief review of some of the

important methods employed for each of them.

Chapters 4, 5 and 6 represent the main contributions of this thesis. Chapter 4 presents a
dynamic deep learning framework for automatic facial Action Unit (AU) detection and
intensity estimation. This Chapter describes the main features of this method which in-
cludes the architecture of the Convolutional Neural Network (CNN) and its proposed use
of local image regions, binary masks and image sequences to jointly learn the appear-
ance, shape and dynamics of each AU. The experimental section of this Chapter describes
an extensive set of experiments conducted to evaluate the contribution of different com-
ponents of the proposed system, its sensitivity to system parameters and compare its

performance with other state-of-the-art methods on multiple databases.

In Chapter 5, a new database (KOMAA) is presented which can be used for evaluat-
ing methods attempting to use behaviour analysis for automatic detection of ADHD and
ASD. The database consists of RGBD (Colour+depth) videos of people who have been
diagnosed with either ADHD or ASD or both. It also includes people from the control
group who show no symptoms of these conditions. This Chapter describes the collec-
tion of this database including recruitment of participants, details of recording scenario
and the neuropsychiatric tests which were conducted to gain a deeper insight into the

limitations of the current diagnostic tools.

Chapter 6 describes a novel approach which employs the facial AU detection algorithm
(described in Chapter 4) along with other 3D face tracking data to encode facial be-

haviour. This representation of facial behaviour is applied on the KOMAA dataset

10



1.5. Thesis structure

(described in Chapter 5) to automatically detect people with ADHD and/or ASD. The
Chapter gives a detailed description of this algorithm and the experimental results which

demonstrates the potential benefits of using this approach.

The thesis finally concludes in Chapter 7, by summarizing the main chapters and giving

directions for future research.
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Chapter 2

ADHD and ASD: Current
Diagnosis, Monitoring and

Treatment Methods

Mental health problems are one of the challenging issues facing the field of medical sci-
ence today. In a recent study in UK, it was estimated that more than a quarter of the
population has been diagnosed with at least one mental health disorder (Craig et al.,
2015). Mental health conditions can have a profound effect on an individual’s life, rang-
ing from short term to lifelong disability. Correct and early diagnosis of such conditions
is therefore extremely important in order to provide the right kind of support and help
needed. This chapter deals with a special class of such disorders known as neurode-
velopmental conditions. Neurodevelopmental conditions effect the development of the
brain and usually have their onset in early childhood. These conditions can lead to prob-
lems in the social, academic and occupational domain. This chapter describes two of the
most common neurodevelopmental conditions: Attention Deficit Hyperactivity Disorder
(ADHD) and Autism Spectrum Disorder (ASD). It describes the current diagnosis, mon-
itoring and treatment methods for each of these disorders. It also discusses the clinical
co-occurrence (comorbidity) of these disorders and the current challenges in the diagno-
sis and monitoring of these conditions. Finally, an overview is provided discussing the
existing computer vision based approaches which aim to do automatic analysis of such

disorders.
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2.1. Attention Deficit Hyperactivity Disorder

2.1 Attention Deficit Hyperactivity Disorder

Attention deficit hyperactivity disorder is a neurodevelopmental condition which is char-
acterised by symptoms such as poor attention span, high levels of activity and impulsiv-
ity. The prevalence rate of ADHD is estimated to be about 5% (Polanczyk et al., 2007) of
the general population, of which half of them (2.5%) are estimated to be adults(Simon
et al., 2009). Originally, ADHD was known as a disorder of childhood as the symp-
toms usually develop at a very early age. However, it has been observed that symptoms
often persist into adulthood (Geissler and Lesch, 2011) and the lifelong prevalence of
ADHD is now well acknowledged. It negatively affects the quality of life and is found to
be associated with low self esteem (Hodgkins et al., 2012) and poor social functioning
skills such as increased peer victimization and poor family relationships (Asherson et al.,

2012; Mrug et al., 2012).

A lot of research studies have been conducted but the underlying cause of ADHD remains
unclear. Some potential risk factors have been identified which are found to be associ-
ated with the presence of this disorder. These include biological factors (e.g. genetics,
brain structure), environmental factors (e.g. diet, family environment and early neglect)
and interaction between inherited and non-inherited factors (Tarver et al., 2014). Genet-
ics is thought to be one of the most significant factors behind this condition. With a high
rate of heritability of about 0.7, it is believed that the genes inherited from parents play
an important role in developing this condition. However, until now no single candidate
gene has been identified to be responsible for this condition. It is believed that interac-
tion between multiple genetic risk variants could be involved in its development (Thapar
et al., 2013). Some features of brain structure have also been found to be associated with
ADHD. Brain imaging systems like MRI have shown that people with ADHD may have
abnormalities like reduced brain volume, abnormal white matter in neural tracts, reduced
grey matter in frontostriatal circuits and cortical thinning. Diet is another factor which
has been investigated for association with ADHD. Some studies have found children with
ADHD to be nutritionally deficient in iron, fatty acids and zinc. However, currently there
is not enough evidence to regard these dietary factors as being responsible for develop-
ment of this condition. Unfavourable family environment, adverse parenting practices
and neglect in early development years have also been studied and found to be associ-
ated with people having ADHD. The development of this condition is not completely

explained by genetics nor do all the individuals who are exposed to the environmental
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risk factors go on to develop ADHD. The interaction between genes and environment,
where certain genes influences response to external stimuli (environmental risk factors),
is believed to play an important role in the development of this condition. This interplay
between genes and adverse environmental conditions has been researched in a number
of studies e.g. (kah, 2003; K et al., 2006; Nigg et al., 2010). However more research

needs to be done to reproduce and ascertain the findings of these studies.

2.1.1 Diagnosis

The diagnosis of ADHD is made by clinical experts through a comprehensive evaluation
of the patient. Prior to final diagnosis, the patient has to go through a series of assess-
ments which may include diagnostic interview, behavioural observation and scoring of

rating scales.

Clinical assessment: The assessment process usually starts with an in depth interview
between the physician and the patient. The purpose of this being to establish the patient’s
self perception of his current and childhood ADHD symptoms and impairments. The
assessment is centred around the observation of current behavioural symptoms, early
(childhood) onset of these symptoms and observation of the symptoms and impairments
in multiple environments. The interview can also be done along with family members,
partners, carer or friends to take into account their perception of the same as well. Along
with behavioural symptoms of ADHD, history of developmental, medical and psycho-
logical problems is also taken into account. It is also important to consider the presence
of ADHD-like symptoms and other comorbid disorders in the family due to the high rate
of inheritance of ADHD.

Rating Scales and other instruments: There are number of rating scales available
which are often used to to aid the screening and diagnosis of ADHD. The most prominent

among them are described below:

e Adult ADHD Self-Report Scale (ASRS): This scale consists of a symptom check-
list developed by the World Health Organization. The checklist is based on 18
symptoms described in DSM-4 (APA, 2000) criteria for ADHD diagnosis. The
DSM-4 criteria was later replaced by DSM-5 (APA, 2013). ASRS can be used as

a screening tool for ADHD in adult patients. The check-list consists of two parts:

14



2.1. Attention Deficit Hyperactivity Disorder

part A and part B. Part A is the shorter and consists of 6 item which correspond
to questions which are found to be most predictive of symptoms associated with
ADHD. Part B contains the rest of the 12 items which provide additional cues
to help in the diagnosis of ADHD. The patient has to rate each item on the ba-
sis of how they felt and conducted themselves in the past 6 months. The whole

questionnaire takes around 5 minutes to complete.

e ADHD rating scale IV (ADHD-RS): This scale is also a screening measure for
ADHD in children. It is also based on DSM-4 criteria and is used to obtain rat-
ings from the parent of the concerned child. There are 18 items in this scale of
which 9 items are for measuring inattention and another 9 items for measuring

hyperactivity and impulsivity.

Some other screening questionnaires which can be used to guide assessment of ADHD
include Brown ADD Scale Diagnostic Form (BADDS) (Brown, 1996) which consists of
items to measure attention and executive functioning; and the Wender Utah Rating Scale
(WURS) (Ward, 1993) which measures symptoms of ADHD and other related disorders
which show comorbidity with ADHD. Conners’ Adult ADHD Rating Scale (CAARS)
(Conners et al., 1999) is another self-report questionnaire based on the DSM-4 criteria
for ADHD. It is available in 2 different versions: one for patients and another for their

significant others.

Apart from the screening questionnaires, a number of neuropsychiatric tests have also
been developed to measure the cognitive performance of the patients. These can compli-
ment the diagnostic assessment of ADHD. Some popular neuropsychiatric tests related

to ADHD are described below:

o Cambridge Neuropsychological Test Automated Battery (CANTAB): is com-
puterized test battery aimed at multiple neuropsychological functions including
general memory and learning, working memory and executive function, visual
memory, verbal memory, attention and reaction time, decision making and re-
sponse control. This test is more suitable for cross cultural studies because of its

use of non-verbal stimuli.

e Stop signal reaction time task(SSRT): This task is designed to measure the abil-

ity of the brain to suppress a motor response that has already been initiated. It is a
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computer based task in which a person is required to respond to a stimuli quickly,
except when a stop signal is received. This task is useful for measuring how impul-
sive a person is, one of the three main symptom of ADHD. A person with ADHD

will be slower to respond to the stop signal because of their impulsive nature.

2.1.2 Treatment Methods

With the advancement in medical science, it is now possible to effectively treat the core
symptoms of ADHD. Treatment methods include medication and psychological thera-

pies. Some important methods of treating symptoms of ADHD are described below:

e Pharmacotherapy: Stimulant drugs like methylphenidate and dexamphetamine
have been found effective in treating ADHD symptoms and are generally consid-
ered the first line of treatment. Atomoxetine is another drug which has been shown
to be effective. A number of studies in children and adults have demonstrated the
benefits of these drugs (Banaschewski et al., 2006, 2004; Adler et al., 2009). Stim-
ulant drugs have been found to be effective in 70% of cases (Kooij et al., 2010;
Biederman et al., 2004; Spencer et al., 2005). The advantage with stimulant drugs
is that they are not only effective in treating symptoms of ADHD but also help-
ful in improving related conditions such as mood swings, low self-esteem, anger,
cognitive problems, social and family functions with only mild side effects (Kooij

et al., 2010).

e Psychological therapies: Among psychological therapies, psycho-education is an
important and usually the first step in the treatment of ADHD. It consists of edu-
cating the patient and their significant others (parents, partner, friends, etc) about
the symptoms and impairments as a result of having ADHD, its prevalence, heri-
tability, treatment options, etc. Providing this information has been found to bring
comfort and improve family relationships as a result of having a better understand-
ing of the condition. It also reduces the feeling of guilt and remorse and helps in

restoring the patient’s social network.

e Coaching: is one of the most important psychological therapies available for
ADHD. It involves imparting problem solving skills for practical problems typ-

ically associated with this condition. ADHD being a life-long condition, prevents
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people from learning organizational skills and they are likely to cope poorly and
respond inappropriately to problems related to ADHD. The aim of this kind of
treatment is to provide structured, supportive therapy by teaching them skills such
as efficient time management, acceptance of disorder, dealing with problems in
work and relationships among many other things. Cognitive behavioural therapy
(CBT) for ADHD is another psychological therapy which aims to impart similar

support as a coaching program.

As per current research, the psychological treatment methods such as coaching program
and CBT are not recommended as sole method of treatment as they do not aim to re-
lieve the core symptoms of ADHD. The optimal treatment plan follows a multimodal
approach which includes a combination of pharmacotherapy, psycho-education, coach-
ing and cognitive behaviour therapy which involves the patient as well as his/her close

family, friends or partner.

2.2 Autism Spectrum Disorder

Autism spectrum disorder (ASD) is a neurodevelopmental condition which is charac-
terised by symptoms such as difficulty in social communication and restricted, repetitive
interests and behaviours. Similar to ADHD, this condition also begins in early childhood.
There is increasing evidence that this condition persists in adulthood and is believed to
be a lifelong condition. It adversely affects adult functioning including problems in so-
cial life, relationships and learning abilities. This leads to a high emotional and financial
cost not only for the individual but also their family members. The prevalence rate of
ASD is currently estimated to be around 1% in both children (Baird et al., 2006) and
the adult population (Brugha et al., 2011). Despite the high prevalence rate (which is

increasing every year), people with ASD still find it hard to access diagnostic services.

Genetic factors are believed to play an important role in the development of ASD and
it is considered to be one of the most heritable disorders. The heritability in ASD is
estimated to be close to 90% (Freitag, 2007). Along with genetic factors, certain en-
vironmental factors are also believed to contribute in the development of ASD. These
include complications during the prenatal and perinatal stages, complications during

birth, exposure to viruses like Rubella and increased paternal age. In a recent study con-
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ducted in twin pairs with autism (Hallmayer et al., 2011), it was estimated that prenatal,
perinatal, and postnatal environmental factors contribute almost 60%, while the rest is
contributed by genetic factors. There is also some evidence that there are differences in
the brain chemistry of individuals with ASD. Current research has focussed on the levels
of three neurotransmitters: glutamine, gamma aminobutyric acid (GABA) and serotonin.
These neurotransmitters are involved in excitatory neurotransmission (glutamine), neu-
rodevelopmental and inhibitory neurotransmission (GABBA), and emotion recognition
and response inhibition (serotonin). It has also been observed ASD is much more com-
mon in males as compared to females, with a male to female ratio of 4:1 (Fonbonne,

2005).

2.2.1 Diagnosis

At present there are no well proven clear biomarkers for detection of ASD, hence the
current diagnosis of ASD is based purely on behavioural symptoms. The two most com-
monly used diagnostic manuals are the International Classification of Diseases, tenth
edition (ICD-10) and the Diagnostic and Statistical Manual, fifth edition (DSM-5). Ac-
cording to DSM-5, Autism spectrum disorder is defined as “persistent difficulties with
social communication and social interaction, restricted and repetitive patterns of be-
haviours, activities or interests, present since early childhood, to the extent that these
limit and impair everyday functioning”. The formal diagnosis of ASD is done by trained
clinicians through a combination of clinical interviews, direct behavioural observation
and using other diagnostic instruments/screening measures. The interviews can be con-
ducted either with the patient himself (in case of adults) or with parent/caregiver (in
case of child) or both. Some commonly used structured interviews and other diagnostic

instruments are mentioned below:

e The Autism Diagnostic Interview - Revised (ADI-R) (Lord et al., 1994) is a
standardized interview which contains 93 items related to behaviour at different
ages. It also provides dimensional measures related to communication and lan-
guage, social interaction, repetitive stereotypical behaviour and age of onset. The
interview takes around 2-3 hours and the minimum mental age required for the

patient is 24 months.
e The Diagnostic Interview for Social and Communication Disorders (DISCO)
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(Wing et al., 2002) is another semi-structured interview containing more than 300
questions. The questions deal with social interaction, sterotypical behaviours and
impairments related to communication. It is designed to be used with parents and
caregivers and there is no age restriction. It takes around two to three hours to

complete.

Autism Diagnostic Observation Schedule - Generic (ADOS-G) (Lord et al.,
1989) is a semi-structured instrument used for direct behavioural observation. It
involves standardized play and communication session which are observed and
rated by a trained clinician. There are four different modules available each of
which is customized to the patient’s level of language skills and cognitive devel-

opment. Each of the modules takes between thirty to sixty minutes to complete.

Childhood Autism Rating Scale (CARS) (Vaughan, 2011) is a behaviour rat-
ing scale for children below the age of six years. It consists of 15 items related
to communication (verbal and non-verbal), anxiety, adaptation to change, use of
body, imitation, relation to non-human objects, visual responsiveness, auditory
responsiveness, near receptor responsiveness, activity level, and intellectual func-
tioning. It involves subjective observation of the child’s behaviour which can be

completed by clinician, parent or teacher.

Autism Spectrum Quotient (AQ) is a commonly used screening questionnaire
consisting of fifty questions related to the symptoms of Autism spectrum disorder.
For each question, the subject has to indicate one of the four options: “definitely
agree”, ’slightly agree”, “slightly disagree” or “definitely disagree”. The ques-
tions cover many areas such as social skills, communication skills, imagination,
attention to detail and tolerance of change, which are often associated with ASD.
In a study (Baron-Cohen et al., 2001b), individuals diagnosed with ASD scored
32 or more in about 80% of the cases as compared to only 2% of the cases in con-
trols. A condensed form of Autism Spectrum Quotient known as AQ-10 (Allison
et al., 2012) has also been developed with the aim of having a rapid screening
procedure. It consists of ten items selected from the original AQ questionnaire,
which show high discriminatory power. In their study (Allison et al., 2012), the
authors obtained sensitivity, specificity and predictive values of 0.88, 0.91 and

0.85 respectively, when using a threshold score of 6 in the AQ-10 questionnaire.
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2.2.2 Treatment Methods

Pharmacotherapy: Although the Autism spectrum disorder has been studied for a long
time and is estimated to affect a significant part of the population, up till now there has
been no medicine which is approved for the treatment of its core symptoms in adults.
There is evidence that psychotropic medicines (such as antidepressants, antipsychotics,
sleep medication, stimulants etc.) are sometimes used for individuals with ASD, however
there is an overall need for proper trials to asses the effectiveness of such medications
against ASD symptoms. There is also an urgent need to develop new therapeutic options

which can be customized to individual needs.

Psychological therapies: The effect of psychological therapies in treatment of Autism
spectrum disorder have been studied a number of times. Some studies on Cognitive
bahavioural therapy (CBT) has been done (Spain et al., 2015) which have shown a pos-
itive effect on the co-morbid mental health symptoms. A modified form of CBT was
studied (Russell et al., 2013) for treating OCD and anxiety in adults with ASD. It ob-
served good response on the OCD/anxiety symptoms. The mindfulness technique has
also been investigated (Spek et al., 2013) and was associated with significant reduction
in anxiety, depression and ruminations. CBT and recreational activity was studied in a
controlled trial (Hesselmark et al., 2014) in which people who underwent CBT showed
improvement in understanding difficulties and expression of needs. However, no signif-
icant difference was observed on the quality of life. In another trial (Eack et al., 2013),
Cognitive enhancement therapy was studied in fourteen adults with ASD showing im-
proved cognitive and social skills. In summary, much more research and large scale trials
needs to be conducted to find better psychological interventions which are effective not

only against the co-morbid symptoms of ASD but also against it’s core symptoms.

2.3 Comorbidity between ADHD and ASD

It has been observed that the symptoms of ADHD and ASD very often co-occur. People
with ASD have been found to have difficulties with attention switching and sustaining
attention (Schatz et al., 2002). Problems with attention are so common in people with
ASD that it has been suggested to be a part of the cognitive phenotype of ASD (Allen

and Courchesne, 2001). Despite the growing evidence of co-occurrence of these disor-
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ders, the DSM-4 and ICD-10 guidelines had ASD diagnosis as an exclusion criteria for
ADHD. In other words, dual diagnosis of of both ASD and ADHD in the person was
not allowed. However, the new DSM-5 manual has recognised the comorbidity between

ADHD and ASD and does allow dual diagnosis of these disorders.

The comorbidity between ADHD and ASD has important implications for the impair-
ments, diagnosis and treatment of these conditions. There is some evidence that the
severity of psychological problems increases when ASD is comorbid with ADHD (Yerys
et al., 2009). In a study (Rao and Landa, 2014) it was observed that children with co-
morbid ADHD and ASD suffer from greater impairments and face more problems in
daily life. Also, the standard treatment for each of these conditions are found to be less

responsive for these comorbid conditions (Leitner, 2007).

2.4 Problems and Challenges

Although treatment of both ADHD and ASD is a big concern for people (both patients
and clinicians) involved in this field, the accurate diagnosis of these conditions still re-
mains a major challenge. As described earlier, current methods of their diagnosis rely on
clinical interviews, self-perception and the perception of the family/close friends. This
adds subjectivity to the diagnostic procedure and leaves room for human decision mak-
ing bias. It can lead to erroneous decisions which can prove to be very costly not only

in terms of the economics but also the patient’s mental health and quality of life.

Another drawback of the current methods of diagnosis is that the behavioural symptoms
are either analysed on the basis of patient’s self assessment (which may be subjective and
unreliable) or by the clinicians through manual observation. Manual observation by the
clinicians may be more reliable because of their expertise, however it can be very time
consuming, costly and many times not practical. The neuropsychiatric tests currently
used to aid diagnostics are designed to measure only cognitive performance. However
the neuropsychiatric conditions can alter a person’s expressive behaviour which is not
measured by such tests. Systems which can automate the task of behaviour analysis can
potentially not only save time and money but also help in making the decision making
process more objective. Another challenge in the current system is that the patients have

to go to clinic for any kind of screening/diagnosis to begin. This prevents early inter-
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vention and the delay in treatment can be detrimental to the patient. On the other hand,
automatic behaviour analysis systems have the potential to be used in people’s homes,
schools or workplace to automatically monitor their behaviour and give early warnings
when a behaviour typical of a neurodevelopmental condition is detected. This can help
in the early diagnosis of such conditions and enable the patients to get help at early stages
of their lives. However, development of such automatic systems is difficult because of
the limited research in this direction and the unavailability of large databases which can
be used for such kind of research. Due to their sensitive nature, visual databases in the
field of medicine and mental health are often difficult to collect or be shared with large
number of researchers. This hampers research. The following section gives an overview
of the early research work which has been done in this area targeted towards automatic

behaviour analysis for detection of ADHD and ASD.

2.5 Automatic analysis of ADHD, ASD and other

related conditions

The use of computer vision techniques for monitoring people for ADHD and ASD is
still in its infancy and there has been limited research. Below we describe some of the
existing works which aim towards automatic detection of certain behavioural markers

which could help in the diagnosis of ADHD and ASD.

2.5.1 Detection of ADHD

Some preliminary studies have been conducted to demonstrate the use of depth capturing
cameras to monitor the activities of people. For e.g. (HernAandez-Vela et al., 2011)
uses the method described in (Shotton et al., 2011) to extract a 3D skeletal model of the
human body (see Fig.2.1) using RGB-D image sequences. Using this skeletal model,
they tracked 14 reference points corresponding to skeletal joints and used them to detect

certain body gestures often found in children having ADHD.

For detecting such gestures, they used the Dynamic Time Warping algorithm (Parizeau
and Plamondon, 1990). By measuring the similarity between a temporal sequence of

images with a reference sequence of a gesture, they demonstrated that they can recognize

22



2.5.  Automatic analysis of ADHD, ASD and other related conditions
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Figure 2.1: The 3D skeletal consisting of 15 distinctive points (left) and a sequence
of images where the gesture ”lowerhead” is detected (right) (Hernndez-Vela et al.,
2011)

a set of defined gestures related to ADHD indicators. For e.g. in Fig. 2.1, they show
they are able to detect the gesture “lower head” which is an indicator for ADHD (related

to focus of attention).

In (Sivalingam et al., 2012), a system was developed for tracking people across multiple
cameras and sensors. They used depth measuring cameras (Microsoft Kinect) to monitor
the movement of children in a classroom setting. They used agglomerative hierarchical
clustering to segment different objects and tracked different individuals using covariance
descriptors. One of the applications they proposed for such a system would be to record

the motion tracks and velocity profiles of people, to measure their activity level.

Figure 2.2: Tracking from a single camera (Sivalingam et al., 2012)

QbTest is one of the most successful commercially available systems for monitoring and
diagnosis of ADHD. It measures 3 main indicators of ADHD namely, hyperactivity,
inattention and impulsivity. It combines head motion tracking with a computer based
test. The head motion tracking is designed to measure the hyperactivity of the subject.
For this purpose, the subject taking the test is required to wear a head band which has
a reflector attached to it. A camera in front of the subject (see Fig. 2.3), tracks the

movement of the reflector. However, the system’s ability to capture the motion of the
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2.5.  Automatic analysis of ADHD, ASD and other related conditions

head in full 3D is limited as the camera used does not directly capture the depth of the
reflector from the camera. To measure inattention and impulsivity, the subject has to take
a computer based test in which he/she has to respond quickly and accurately to certain
geometrical shapes displayed on the screen. The whole test lasts for 20 minutes and the
head motion is tracked during the entire time. After the test, the result is compared to
the norm data corresponding to the subject’s age and gender and a report is generated

for assessment by clinicians.
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Figure 2.3: QbTest setup.

2.5.2 Detection of ASD

One of the pioneering works in the field of ASD diagnosis was done by Hashemi et al.
(2012). In this work, the authors developed computer vision based methods to identify
certain behavioral markers based on the Autism Observation Scale for Infants (AOSI)
which is related to visual attention and motor patterns. For assessing visual attention,
they focused on 3 main behavioral markers, namely sharing interest, visual tracking and
disengagement of attention. These behavioral markers were detected by estimating the
head pose in the left-right direction (yaw) and in the up-down direction (pitch). Head
pose was estimated by tracking the position of certain facial features (eyes, nose, ear,

etc.). See Fig. 2.4.

Certain motor patterns (specific sequences of muscle movement) have also often been

regarded as early biomarkers of ASD. In this work they concentrated on detecting asym-
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2.5.  Automatic analysis of ADHD, ASD and other related conditions

Figure 2.4: Tracking of facial features for estimating the head pose. The trian-
gle created by the left year, left eye and nose is used to estimate the yaw angle
(Hashemi et al., 2012)

metric arm position, a motor pattern often found in toddlers diagnosed with ASD (Espos-
itoetal.,2011). 2D pose estimation using an extended Object Cloud Model (OCM)(Miranda

et al.) was employed for detecting such asymmetric patterns (See Fig. 2.5).

Figure 2.5: Example of symmetric and asymmetric arm with the skeleton auto-
matically placed (Hashemi et al., 2012).

In (Rehg, 2011), the authors presented another computer vision based approach for study-
ing autism by retrieving social games and other forms of social interactions between
adults and children from videos. They proposed to do this by defining social games
as quasi-periodic spatio-temporal patterns. In order to retrieve such patterns from un-
structured videos, the authors represent each frame using a histogram of spatio-temporal
words derived from space-time interest points. The frames are clustered based on their
histograms to represent the video as a sequence of cluster (keyframes) labels. The quasi-
periodic pattern is found by searching for co-occurrences of these keyframe labels in

time.

In (Rajagopalan and Goecke, 2014), the authors proposed an algorithm for detecting self-
stimulatory behaviour which is a common behavioural marker in individuals with autism.
They computed a motion descriptor using dominant motion flow in the tracked body

regions, to build a model for detecting self-stimulatory behaviour in videos. Similarly,
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2.5.  Automatic analysis of ADHD, ASD and other related conditions

in (Rajagopalan et al., 2015), the authors measure children’s engagement level in social

interactions using low level optical flow based features.

Most of the above mentioned works have concentrated on detecting certain pre-defined
behavioural markers which are often associated with either ADHD or ASD in children.
However, the performance of these algorithms in actually predicting these conditions
by detecting one or a combination of these markers, still remains to be seen. Facial
behavioural features is another area which has been ignored by these existing approaches.
Faces, which can nowadays be tracked very reliably, can provide important cues for the

detection of these conditions through their expressive behaviour.
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Chapter 3

Automatic Face Analysis

Automatic analysis of human faces has long been a subject of intensive research. This
is due its potential applications in various fields such as human-computer interaction,
biometrics, psychology, mental health, etc. Automatic face analysis encompasses a wide
range of areas which includes detection (localization) of faces in images, facial parts
or landmark localization, face recognition (identification), head pose estimation, facial
expression recognition, gender recognition, apparent age estimation and many others.
This chapter gives an overview of some of the main areas of automatic face analysis

relevant to this thesis.

3.1 Face detection

Locating the face in a given image is one of the first steps in any kind of facial analy-
sis. Usually it involves outputting a bounding box around each face in a given image.
Although current face detection algorithms are quite reliable, it is still considered a chal-
lenging open problem due to occlusions, variable lighting condition and head pose.The
Viola-Jones algorithm is by far the most popular method for face detection and the first
one capable of doing it in real time. It uses haar-like features to train a cascade of Ad-
aboost classifiers. The use of cascaded classifiers makes the algorithm extremely time
efficient. Although this algorithm was fast, one of its drawback is that it worked only for

near frontal faces.
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3.2.  Facial landmark detection and Tracking

Another class of algorithms are based on Deformable Parts-based Model (DPM), which
can potentially model the deformation between parts (Schneiderman and Kanade, 2004;
Mikolajczyk et al., 2004; Zhu and Ramanan, 2012c; Chen et al., 2014). These meth-
ods are inspired from or variations of a class of algorithms for generic object detection
(Felzenszwalb and Huttenlocher, 2005; Felzenszwalb et al., 2010). A major drawback

of these methods is their high computational cost.

Recently deep learning approaches have been demonstrated to show exceptional per-
formance for generic object classification (Krizhevsky et al., 2012a) and detection tasks
(Girshick et al., 2014). In (Zhang and Zhang, 2014), the authors proposed a deep CNN to
jointly predict the face, pose and locations of facial landmarks. In (Ranjan et al., 2015),
the authors employed a DPM approach with features extracted using a deep CNN. Other
deep CNN based approaches include (Farfade et al., 2015; Li et al., 2015; Yang et al.,
2015). A more detailed overview of the recent approaches to automatic face detection

can be found in (Zafeiriou et al., 2015).

3.2 Facial landmark detection and Tracking

Facial points are defined as distinctive facial landmarks, such as the corners of the eyes,
or the tip of the nose (See Fig. 3.1). Their detection and tracking allows face registra-
tion, extraction of geometric features, or local appearance features surrounding the facial
points. Most facial point detection and tracking algorithms rely on separate models for
the face texture and face shape, which is defined as the set of image locations corre-
sponding to the facial points. Therefore, facial point detection and tracking is posed
as the problem of maximising a loss function that depends on the texture model con-
strained to keeping a valid shape according to the shape model. When non-frontal head
poses are considered, they might allow the warping of the facial point locations or of
the facial texture to that of a frontal pose. Therefore, it would be possible to perform
view-independent AU analysis with models trained just for frontal faces. This is particu-
larly interesting as the daunting cost of manually annotating AUs implies that obtaining
labelled examples of the target AUs under a wide range of head poses is practically in-

feasible.

Face shapes are typically modelled using a statistical shape model (Cootes and Taylor,
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3.2. Facial landmark detection and Tracking

Figure 3.1: Set of 68 facial landmarks.

2004). The possible variations of the face shape depend on two different sets of param-
eters. Rigid shape transformations are parameterised using a Procrustes transformation,
i.e. using in-plane rotation, translation and uniform scaling. Non-rigid transformations
are those that cannot be eliminated through Procrustes analysis, and they relate to facial

expressions, out-of-plane head rotations and, to some extent, identity.

Other shape models include graphical models, where facial point detection is posed as
a problem of minimising the graph energy. For example, (Zhu and Ramanan, 2012a)
use a tree to model the relative position between connected points. Here convergence to
the global maximum is guaranteed due to the absence of loops in the graph. Similarly,
a MRF-based shape model was proposed in (Martinez et al., 2013; Valstar et al., 2010),
where the relative angle and length ratio of the segments connecting pairs of points are
modelled, making it invariant to both scale and rotation. This shape model is also able
to pinpoint incorrect facial point localisations are incorrect, and suggest an alternative
that does not affect the other detections. Graph-based shape models are usually more
flexible, as the solutions are not restricted to lie in a linear subspace. This does mean

that the solution is less constrained, which sometimes leads to larger errors.

When it comes to the modelling of appearance, approaches vary significantly. The
most common trends with respect to the way texture information is used include Active
Appearance Models (AAMs), Active Shape Models (ASM)/Constrained Local Models
(CLMs), and regression-based algorithms.
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3.2.  Facial landmark detection and Tracking

AAMs (Matthews and Baker, 2004) try to match the whole face appearance with a ref-
erence face model. To this end, the facial points are used to define a mesh, and the
appearance variations of each triangle within the mesh is modelled using PCA. Face
alignment consists of finding the optimal shape and texture parameters so that the re-
construction error is minimised. The appearance models trained for AAMs are often
incapable of reconstructing generic faces. Furthermore, the error in the reconstruction
is typically measured using the L, norm, which is not a robust error measure. Therefore,
reconstruction errors dominate alignment errors, resulting in poor performance. As a

consequence, it is common practise to apply AAMs in person-specific scenarios.

In the ASM framework, the face appearance is represented as a constellation of patches
local to the facial points. That is, face locations are represented by extracting a represen-
tation over a local patch centred on it. A classifier is trained per point to distinguish be-
tween the true target location and surrounding locations. An example of a well-optimised

ASM is the work by Milborrow and Nicolls (Milborrow and Nicolls, 2008).

Alternatively, Saragih et al. (Saragih et al., 2009) proposed Constrained Local Models
(CLM), where the authors use a non-parametric distribution to approximate the response
map. Accordingly, the resulting gradient ascent shape fitting is substituted by a mean-
shift algorithm. It is therefore an efficient algorithm that can run in real time. Although
the fitting offered is not very precise, it can offer a good trade-off as it can run in real
time and offers high robustness. An extension of the CLM was presented in (Asthana
et al., 2013), which substitutes the Mean-Shift fitting by a discriminative shape fitting

strategy in order to avoid convergence to local maxima.

The work by Zhu and Ramanan (Zhu and Ramanan, 2012b) can be categorised within
the ASM/CLM methodology as it uses local appearance models. The authors use a tree-
based shape model so that the maximum a posteriori likelihood can be attained without
using an iterative procedure, and trained a large number of pose-specific experts. This
results in a very robust algorithm, capable of performing facial point detection on faces
with up to 90 degrees of jaw rotation. However, the precision of the algorithm is often

limited and, in particular, it is usually unable to adapt to the presence of expressions.

In regression-based methods the local appearance is analysed by a regressor instead of a
classifier. More specifically, given a feature vector, regressors are trained to directly infer

the displacement from the test location to the facial point location. Although regression-
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based models are very recent, they are one of the dominating trends nowadays and yield
the best results to date (Cao et al., 2012; Cootes et al., 2012; Dantone et al., 2012; Mar-
tinez et al., 2013; Valstar et al., 2010).

A popular option is to use of random forests regression and fern features to obtain shape
estimates (e.g.(Dantone et al., 2012; Cao et al., 2012; Cootes et al., 2012)). This re-
sults in very fast algorithms, ideal for low computational cost requirements. Among
them, (Dantone et al., 2012) uses conditional random forests to perform regression con-
ditioned to the current face shape. (Cootes et al., 2012) uses random forest voting to
generate a response map in combination with the shape alignment strategy of (Saragih
etal., 2009). Alternatively, (Valstar et al., 2010) and (Martinez et al., 2013) use Support
Vector Regression to obtain point location estimates from stochastically selected local

appearance, and aggregate them into a final prediction.

Cascaded regression strategy (Dollér et al., 2010) is currently the most popular for fa-
cial landmark localization. Cao et al. (2012) uses random forests in a two-level regres-
sion framework and directly regress the full shape, avoiding the shape alignment step.
In Xiong and De la Torre Frade (2013), the authors used a cascaded linear regression
framework and showed performance comparable to Cao et al. (2012). The primary con-
tribution of their paper was proposing the Supervised Descent Method (SDM) that used
Newton optimization for least squares problem to give a mathematical description of
the cascaded linear regression framework. SDM has since been extensively studied and

extended (Yan et al., 2013a; Zhu et al., 2015; Xiong and De la Torre, 2015).

3.3 Head Pose estimation

Estimating the pose of the head can be useful and potentially has a wide range of ap-
plications in any kind of facial analysis. For e.g., the pose of the head can be used to
estimate attentiveness and the direction of gaze. It can also be used as a gesture to con-
vey agreement or disagreement. It also has implications in learning models for landmark
detection and facial expression recognition. Assuming the head to be a rigid object, it
has three degrees of freedom (pitch, yaw and roll). A number of approaches have been
proposed for estimating the pitch, yaw and roll angles to accurately estimate the pose of

the head in 3D space. A brief overview of such approaches is given here.
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3.8. Head Pose estimation

One popular approach involves the use of appearance templates in which a given test
image is matched against a set of template images which have been labelled with pose.
The metric used for matching can be Mean-squared error (Niyogi and Freeman, 1996)
or cross-correlation (Beymer, 1993). One major drawback of such methods is that they
are sensitive to variations in person specific attributes, illumination changes and face
localization. In Sherrah et al. (1999), the authors convolved the images with Gabor filters
to emphasize certain pose-specific features and to make the matching more invariant to

illumination and person specific attributes.

Using an array of face detectors, each trained to detect a specific pose is another widely
used method for head pose estimation. In such an approach, given a test image, all
the trained detectors are applied one by one and the estimated pose corresponds to the
detector with the highest support. Sometimes, a two step procedure is used to make the
the process more efficient. For e.g. in Jones and Viola (2003), in order to avoid applying
all the detectors to each location of an image, a pose detector is applied first and then
depending on its output a face detector specific to that pose is applied. The classifiers
used for training such detectors include SVMs (Huang et al., 1998), AdaBoost (Jones
and Viola, 2003) and Artificial neural networks (Jones and Viola, 2003).

Another popular approach is to employ non-linear regression methods in order to learn a
mapping from the image space to a continuous space of head pose angles. Such methods
have the advantage that the output of the trained regressors is in continuous domain as
compared to other methods which could only learn certain discreet poses. However, in
practice it is a difficult task due to the high dimensionality of the image data. In Li et al.
(2000) and Li et al. (2004), the authors use Principal Component Analysis (PCA) to
reduce the dimensionality and then Support Vector Regression (SVR) to estimate head
pose. Neural networks have been the most popular regression tool for such approaches
(Seemann et al., 2004; Stiefelhagen et al., 2002; Stiefelhagen, 2004; Voit et al., 2006,
2008). In Gourier et al. (2004), facial features have been used to train neural networks
for estimating head pose. Fanelli et al. (2011) use depth data to learn random regression
forests to estimate head pose. Similarly, Kim et al. (2014) use random forests with Binary
Pattern (Ojala et al., 1994) based features extracted from random patches. Approaches
which employ probabilistic graphical models include Demirkus et al. (2014) and Flohr
et al. (2015).

Geometric approaches use the locations of facial features or landmarks to directly esti-
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mate the head pose. For e.g. Gee and Cipolla (1994) use the ratio of distances between
the locations of outer eye corners, mouth corners and the tip of the nose to determine
the head pose. Similarly, Horprasert et al. (1996) use the distances between the inner
and outer eye corners and the nose tip to determine the pith, yaw and roll angles. Since
only a few facial feature locations are required, these methods are relatively simple and
fast. However, they are sensitive to errors in the localization of facial features and require

precise locations of facial landmarks to give reliable results.

As mentioned earlier, the high dimensionality of facial images implies that apart from
pose information, they also contain information about identity, facial expressions, etc.
A common technique used is to project the images onto lower a dimensional manifold
in order to reduce other modes of variation. However, the challenge lies in finding a
dimensionality reduction technique which only recovers the variation in pose while ig-
noring other modes of variation like identity and facial expressions. PCA and its kernel
version (KPCA) are common techniques used for unsupervised dimensionality reduction
(McKenna and Gong, 1998). Other manifold embedding techniques include Isometric
feature mapping (Raytchev et al., 2004; Tenenbaum et al., 2000), Locally Linear Em-
bedding (Roweis and Saul, 2000) and Laplacian Eigenmaps (Belkin and Niyogi, 2003).
However, since these are unsupervised techniques there is no control which modes of
variations are selected. In order to resolve this problem, Srinivasan and Boyer (2002)
computed pose specific eigen spaces by using PCA on groups of images which share
the same discreet head poses. A pose biased distance metric was also proposed (Bala-
subramanian et al., 2007) to manifold embedding for head pose estimation. A detailed
survey of various head-pose estimation methods can be found in (Murphy-Chutorian and

Trivedi, 2009).

3.4 Facial expression recognition

Facial expressions are an essential component of the way humans communicate. Due to
evolutionary processes humans are able to easily recognise each other’s facial expres-
sions. However, automatic recognition of facial expressions is still an unsolved problem
despite many years of research. The problem of facial expression recognition is currently
posed as either the recognition of facial muscle actions (Action Units) defined according

to the Facial Action Coding System (FACS) (see Fig.3.2), or the emotions expressed by
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Figure 3.2: Facial Action Units defined according to Facial Action Coding System
(FACS). Images taken from https://www.cs.cmu.edu

the facial muscle actions (affect analysis). The latter has been researched in two fun-
damentally different ways. According to one viewpoint, there are discreet categories of
basic emotions which arise from separate neural pathways. It is based on the observation
made by Ekman and his colleagues that humans are hard-wired to produce and interpret
certain expressions which convey universally recognized emotions. These emotions are
usually divided into 6 basic classes: Anger, Disgust, Fear, Happiness, Sadness and Sur-
prise (see Fig. 3.3). According to another viewpoint, emotions can be expressed as a
point in the space formed by a few affect dimensions. One of the most popular dimen-
sional model of emotions is the Circumplex model developed by Ressel (1980). In this
model the emotions are assumed to lie in a two dimensional circular space formed by
valence and arousal. Valence represents positivity (pleasant) or negativity (unpleasant)
of emotion, while arousal represents calming or exciting emotional states. This thesis
focusses on facial expression analysis by recognition of facial muscle actions (Action
Units). A brief overview of the important approaches used for automatic facial expres-

sion recognition, is given below.

3.4.1 Traditional approaches

Traditional approaches to automatic facial expression recognition followed a two step
procedure involving feature extraction and recognition using standard machine learning
techniques. Such approaches can be broadly classified according to different types of
features extracted (e.g. geometric, appearance, etc.) and according to the type of ma-
chine learning method used (e.g. SVM, Decision trees, etc.). Below we describe each

category of these methods and the important works related to them.
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Sadness

Anger Disgust

Figure 3.3: Photographs describing six basic emotions from the Cohn-Kanade
database (Lucey et al., 2010).

Appearance features: Appearance features encode texture information useful for repre-
senting facial deformations like wrinkles, furrows and bulges. A number of approaches
exist to extract appearance based features. Local Binary Patterns (LBP) is one of the
most popular descriptors used for appearance modelling in facial expression recognition
(Zhao and Pietikainen, 2007; Shan et al., 2009). LBP features are extracted by compar-
ing the intensity at each pixel with other pixels in its local neighbourhood and computing
a sequence of binary digits known as LBP codes (Ojala et al., 1994). Histograms of these
LBP codes are usually computed over a spatial region to form the final feature vector.
The advantage of LBP features is that they are simple to compute and highly invari-
ant to changes in illumination. Gradient based descriptors like Histogram of Oriented
Gradients (HOG) (Dahmane and Meunier, 2011; Dhall et al., 2011) are another class of
feature descriptors often used for automatic facial expression recognition. HOG features
are computed by counting the discreet gradient orientations in an image region, usually
a small rectangular cell. Scale Invariant Feature Transform (SIFT) is another feature
descriptor similar to HOG, computed from gradient orientations (Ren and Huang, 2015;

Soyel and Demirel, 2010).

Representation using Gabor filters is another popular method for facial expression recog-
nition (Littlewort et al., 2011; Wu et al., 2011b; Glodek et al., 2011). In this method, a
set of Gabor filters each of different scales and orientation, are convolved with the fa-

cial images. Gabor filters can be sensitive to wave-like structures and hence can easily
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represent facial features like wrinkles and bulges, etc. (Shan, 2008). Their differential
nature provides robustness to illumination changes and the smoothness makes them ro-
bust to misalignment of faces. However, computing convolutions with a set of Gabor
filters is not only computationally expensive, it also results in a very high dimensional
representation. Dimensionality reduction techniques such as PCA are often used to re-
move redundant features and keep only the relevant ones. Gabor features have also been
combined with LBP in the form of Local Gabor Binary Pattern (LGBP) features (Zhang
etal., 2005). LGBP features are computed by first convolving with a bank of Gabor filters
and then computing LBP codes on top of the convolved images. Histograms are com-
puted for each of the images which are concatenated to form to a single feature vector.
These features have been shown to outperform LBP features for facial expression recog-
nition (Moore and Bowden, 2011). Other appearance descriptors which have been used
for facial expression recognition include the Discreet Cosine Transform (DCT) (Hesse
et al., 2012; Kaltwang et al., 2012), Haar-like filters Whitehill and Omlin (2006); Kim
and Pavlovic (2010) and quantized local Zernike moments (QLZM) (Sariyanidi et al.,
2013).

Apart from the type of features extracted another very important aspect to consider is
where (or how) these features are extracted from the facial images. Different strategies
have been proposed in the literature. The two most common approaches are: the so-
called holistic and part-based approaches. The holistic approach represents the appear-
ance of the full face bounding box and extracts features directly from it. The bounding
box is usually split into a number of rectangular blocks to encode spatial information
(Jiang et al., 2011). Alternatively, the face appearance can be represented by a combina-
tion of local image patches around each facial landmark (Zhu et al., 2011). In both cases,
a set of feature vectors are extracted from different image patches (be it subdivisions of
the bounding box or patches around landmarks). These vectors are concatenated into a
single feature vector, which is the input to the training and inference routines. Holistic
methods are capable of representing the whole face appearance and not only patches
around points. Furthermore, they are sensitive to flexible shape deformations (e.g. the
lip stretching which is associated with a smile). However, they offer poor registration,
in the sense that since face images are only globally aligned, each pixel will refer to
slightly different parts of the face on different examples. Thus, each feature encoding
appearance will refer to a slightly different part of the face, and extracting generalising

fine-grained patterns from holistically-computed appearance feature vectors is challeng-
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ing. Part-based models offer instead a much better registration. However, they are less
sensitive to flexible movements, and they do not represent the whole face. Furthermore,
works such as Lucey et al. (2011), take the registration step to an extreme where all faces
are registered with a piecewise affine transformation into neutral frontal pose (thus max-
imising registration and yet eliminating an important amount of the expressive informa-
tion). Remarkably, this strategy offers good performance, and highlights the paramount
importance of a good face registration strategy (Jiang et al., 2014a). However, whether
there is a better intermediate option in which less expressive information is lost, is a

reasonable question.

The work by Jiang et al. (2014a) offered an alternative solution. It consists of using
the facial landmarks to create a mesh, as in typical works on active appearance models
Matthews and Baker (2004). Then, face regions are defined by merging some of these
triangles. Which triangles to fuse is manually defined, but the decisions are based on
domain knowledge relating different regions to the facial muscles responsible for the
AU. This strategy showed superior performance in combination with different feature

extraction approaches and for two state-of-the-art databases.

Shape features: Shape features encode information about the geometry and relative
locations of facial features usually represented by facial landmarks. The typical steps
involved in the extraction of shape features include detection of facial landmarks (see
Section 3.2) and use of the location of detected landmarks to compute geometric fea-
tures. The most simple and commonly used approach is to directly use the x and y co-
ordinates of facial landmarks concatenated together (Rudovic et al., 2012; Lucey et al.,
2007). Pantic and Rothkrantz (2004) used differences in the location of facial landmarks
between the current frame and a frame showing a neutral face. Similarly, difference be-
tween facial landmark locations and distances (from the first frame in a video sequence)
were used in Pantic and Patras (2006). Apart from these features, Valstar and Pantic
(2012b) employed additional features such as the angle that a line connecting a pair of
landmarks makes with the horizontal axis, speed of the facial landmark displacements
and the coeflicients of second-order polynomial fitted to describe the motion of facial
landmarks within a 7 frame temporal window. Valstar et al. (2015c) used a set of shape
features consisting of displacement of facial landmarks from the mean shape and from
the previous frame, and distance of each facial landmark from the median locations of

stable (invariant to expressions) facial landmarks. In this work, the facial landmarks
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were also split into groups corresponding to eyes, brow and mouth region and within
each group, the Euclidean distances between two consecutive facial landmarks and the
angle between two consecutive line segments formed by joining two consecutive land-

marks were computed and formed a part of the geometric feature vector.

Shape features are invariant to changes in illumination, however illumination variation
can affect the accuracy of the facial landmark detection and hence can indirectly affect
the shape features. They also usually have a low dimensionality and simple to compute.
However, such features cannot model appearance changes which can be important for
recognition of certain facial expressions or AUs. Approaches which have used a combi-
nation of appearance and shape features have usually outperformed others (Nicolle et al.,

2012; Senechal et al., 2011).

Spatio-temporal features: Spatio-temporal features aim to encode temporal informa-
tion within a range of frames in a temporal window, along with spatial features. Temporal
information can be used to model the temporal structure of facial expressions which can
compliment the spatial features in facial expression recognition. It is particularly useful
for AUs or expression which appear similar in the spatial domain but display a signif-
icant difference in their dynamics. A primary example for such a case is AU43 (eyes
closed) and AU45 (blinks) (Sariyanidi et al., 2015). Temporal information is also im-
portant in learning models for temporal segmentation of facial expressions (onset, peak,
offset, etc.) and other high level tasks such as distinguishing posed expressions from

spontaneous ones.

A number of approaches have been proposed on spatio-temporal features. Among the ap-
pearance based spatio-temporal features, TOP features extracted from three orthogonal
planes: the spatial plane (X-Y), and two spatial-temporal planes (Y-t) and (X-t), where
X, Y and t represent the horizontal, vertical and time axis respectively. TOP features
were first proposed by Zhao and Pietikainen (2007) in the form of LBP-TOP where they
proposed extracting LBP features from the three orthogonal planes for recognition of 6
basic emotions. Their proposed features have also been applied for facial AU detection
(Jiang et al., 2014b). Other variations of TOP features have also been proposed such as
LPQ-TOP (Jiang et al., 2011, 2014b) and LGBP-TOP(Almaev and Valstar, 2013). Due
to their ability to encode temporal information in addition to spatial features, TOP fea-
tures have been shown to outperform their static counterparts. However, these features

are known be sensitive to face alignment errors (Sariyanidi et al., 2015). Other draw-
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backs include high computational cost and high dimensionality of the feature vectors

produced.

Other alternative approaches for encoding spatio-temporal information include dynamic
Haar features (Yang et al., 2007), convolution with spatio-temporal extensions of Ga-
bor filters (Wu et al., 2010) and Independent Component filtering (Long et al., 2012).
To encode temporal information, Geometric feature based approaches typically use dif-
ferences in the location of facial landmarks between the current and the neutral frame
Pantic and Rothkrantz (2004); Baltrusaitis et al. (2015) and the speed of displacements
of facial landmarks Valstar et al. (2015c¢).

Learning and Inference: In traditional approaches, the features extracted from the fa-
cial images are used in learning a machine learning based classifier (for occurrence de-
tection) or a regression model (for facial expression intensity estimation). Various ap-
proaches have been used for learning the statistical models for facial expression recogni-
tion. Support Vector machines (SVM) have been by far the most popular technique em-
ployed for learning classification models for facial expression recognition (Zhong et al.,
2012; Long et al., 2012; Jiang et al., 2014a; Valstar et al., 2015¢). Other methods include
Artificial Neural Networks (ANN) (Padgett and Cottrell, 1997; Jaiswal et al., 2015), k-
Nearest Neighbour (kNN) (Lyons et al., 1999; Donato et al., 1999), Relevance Vector
Machines (Datcu and Rothkrantz, 2005) and Ensemble learning methods such as Ran-
dom Forests (Pfister et al., 2011; El Meguid and Levine, 2014), AdaBoost (Yang et al.,
2011) and GentleBoost (Hamm et al., 2011). These methods take features from an image
or from a sequence of images (spatio-temporal features) to learn and predict facial ex-
pressions. If temporal information is modelled, it is modelled at the feature level. How-
ever, another class of methods model the temporal information at the classifier/regressor
level. Such methods usually employ graphical probabilistic models such as Hidden
Markov Models (HMM) (Lien, 1998; Schmidt et al., 2010) and Conditional Random
Fields (CRF) (Chang et al., 2009; Walecki et al., 2015). HMM and CRF are the linear
chain variations of the more general Dynamic Bayesian Networks (DBN) (EI Kaliouby
and Robinson, 2005; Tong et al., 2010). Graphical models like DBNs are capable of
encoding dependencies between a set of random variables which evolve in time. Hence
they can not only model temporal information but they are also capable of modelling
the relationships between different facial expressions. Apart from these methods, some

other approaches which model facial expression dynamics include the work by Valstar
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and Pantic (2007) which use a combination SVM and HMM for facial AU recognition
and the work by Nicolaou et al. (2012) in which the authors proposed an extension of
RVM capable of learning temporal information for dimensional and continuous emotion

prediction.

A few other approaches have focussed on alternative ways to boost the performance
of facial expression recognition algorithms. Chu et al. (2013b) proposed the Selective
Transfer Machine (STM) for personalized facial AU detection. To overcome the inability
of a generic classifier in generalizing to previously unseen subjects (due to differences
in facial morphology), STM learns a personalized classifier by re-weighing the train-
ing examples according to their relevance with the test subject. Similarly, Almaev et al.
(2015) proposed a method for person specific AU detection by learning the latent rela-
tions between subjects using a reference AU which is easy to annotate, and then transfer
this information for the learning to detect other AUs. Learning the statistical relationship
between different facial expressions is another area which has been exploited to boost the
performance of facial expression recognition algorithms. For e.g. AU6 and AU12 often
co-occur together while AU28 and AU12 do not. Such co-occurrence statistics can help
in improving the accuracy of the detection algorithms. To model such dependencies, a
number of methods have been exploited which includes Restricted Boltzmann machines
(RBM) (Wang et al., 2013), DBN (Tong et al., 2010), Discriminant Laplacian Embed-
ding (Yiice et al., 2015) and a multi-task extension of multi kernel SVMs (Zhang et al.,
2014a).

Approaches for Micro-expression recognition: Micro expressions are a sub-class of
facial expressions characterised by very short duration and low intensity changes in the
shape/appearance of facial regions. The duration of such facial expressions range from
1/3 to 1/25 of a second (Matsumoto and Hwang, 2011; Yan et al., 2013b). These sub-
tle expressions are usually involuntary and therefore can encode emotions that people
may not want to display. Recognition of such emotions can have valuable applications
in the field of psychology and forensics. Automatic recognition of such expressions is
extremely challenging due to the very nature of such expressions (short duration and
low intensity). In recent years a number of approaches have been proposed for micro-
expression recognition. Most approaches employ methodologies which are similar to the
ones used for AU detection and basic emotion recognition. Polikovsky et al. (2009) pro-

posed 3D gradient descriptors for recognition of micro-expressions. They evaluated their

40



3.4. Facial expression recognition

method for recognising 13 different micro-expressions in a database which was recorded
using high speed camera at 200 frames per second. Wu et al. (2011a) used Gabor features
and a combination of Gentle-Boost and SVM for micro-expression recognition. Their

system was evaluated on METT database (Ekman, 2004).

Both the above methods were evaluated on databases containing posed micro-expressions.
However, in recent years a number of databases have become available which are labelled
with spontaneous micro-expressions. SMIC(Li et al., 2013) and CASME II(Yan et al.,
2014) are examples of such databases. Pfister et al. (2011) proposed one of the first
method which was evaluated for spontaneous micro-expressions. They used a temporal
interpolation model to artificially increase the number of frames corresponding to micro-
expressions. By increasing the number of frames, the authors claim they were able to
achieve statistically more stable feature extraction results. The interpolated frames were
used for extracting LBP-TOP features followed by classifier training using multiple ker-
nel learning. Li et al. (2017) employ feature difference analysis for micro-expression de-
tection. For classification of the detected micro-expression frame sequence, the authors
employ Eulerian magnification method for magnifying subtle motions in the videos.
They also use temporal interpolation model to overcome the difficulty posed by short
duration of micro-expressions. This was followed by feature (HOG and LBP) extraction
from three orthogonal planes (formed by 2 spatial and 1 temporal axis). These features
were used for learning a linear SVM. The method was evaluated on both SMIC and
CASME II databases and achieved an accuracy of 75% and 78% on these databases re-
spectively. Another notable work in this direction is by Sariyanidi et al. (2017) in which
the authors proposed to express facial expression variation as a linear combination of lo-
calised basis functions. The coefficients of these basis functions represent intensities of
facial muscle movement. The proposed method achieved an accuracy of 65% on SMIC

database.

3.4.2 Deep learning approaches

In the past few years, deep learning approaches have become extremely popular in the
field of computer vision. This is due to their success in tackling different computer vision
problems, achieving state-of-the-art performance in object classification and detection

(Krizhevsky et al., 2012a; Girshick et al., 2014; Simonyan and Zisserman, 2014; He
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etal., 2016), image segmentation (Shelhamer et al., 2016), face recognition Parkhi et al.
(2015), etc. Inspired by their success, a number of works have employed deep learning
for facial expression recognition recognition. In contrast to traditional approaches, deep
learning approaches do not a have separate feature extraction and model learning step.
Instead, features are learnt in a hierarchical manner through the multiple layers of an arti-
ficial neural network (ANN). Convolutional Neural Networks (CNN) are by far the most
widely used type of ANN. These are characterized by their shared weight architecture
and local connectivity between neurons. Below we describe some of the important ap-
proaches which use a CNN based framework for facial expression recognition. Here we
divide such approaches into two categories: CNN models of basic emotions and CNN

models of facial Action Units.

CNN models of basic emotions: Fasel (2002) was one of the first to use CNNs for the
task of facial expression recognition. He used a 6 layer CNN architecture (2 convolu-
tional layers, 2 sub-sampling layers and 2 fully connected layers) for feeding face images
of size 64x64 pixels. He experimented with 2 versions of his architecture. In the first
version, the filter size in the first convolutional layer was fixed to 5x5 pixels, i.e. the fea-
tures at the first layer were extracted at a single scale. In the second version, the features
at the first layer were extracted at multiple scales, using filters of 3 different sizes (5x5,
7x7 and 9x9 pixels). This CNN consisted of 3 different streams corresponding to each
scale which are connected to each other only at the fully connected part of the network.
Fig. 3.4 shows the architecture of this network. The advantage of this network was that it
was able to extract features at multiple scales. This can be useful because different facial
expressions occur at different scales. However, the activation functions used in their net-
works were sigmoidal which are susceptible to vanishing gradient problem, especially
in case of deep networks. Additionally, no temporal or explicit shape information was

used in learning the models for facial expressions.

Rifai et al. (2012) proposed a method to disentangle features which are discriminative
for facial expressions from all other features. They use features from a CNN (1 layered)
whose filters were pretrained using Contractive Autoencoders (CAE). The feature output
from the CNN provided input for a semi-supervised feature learning framework called
Contractive Discriminative Analysis (CDA). CDA is a semi-supervised version of CAE,
in which the input is mapped onto 2 distinct blocks of features. One of the blocks learns

features which are discriminative for facial expressions, while the other block learns all
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Figure 3.4: CNN architecture consisting of 3 streams used by Fasel (2002)

other features (see Fig. 3.5). Both the blocks are learnt so as to jointly reconstruct the
input. The discriminative features from the first block are then used to learn a SVM for
facial expression classification. The main advantage of this approach is that it is able
to separate out the features useful for facial expression recognition (invariant to pose,
identity, etc.) while the pose and identity specific information gets filtered out through
the other block. However, the CNN used consisted of only one layer which prevents
learning of rich hierarchical features. The CNN weights were also pre-trained and were
not learnt in end-to-end manner. Additionally, no dynamic or shape information was

utilized.

Liu et al. (2015), used 3D CNN for dynamic learning of facial expressions in a video.
They proposed a CNN architecture which can jointly localise certain dynamic parts of
a face (“action parts”) and encode them for facial expression classification. Their archi-
tecture consisted of 7 layers as shown in Fig. 3.6. The input to the network consists of n

contiguous frames of a video in which the face has been detected and normalized to size
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Figure 3.5: Contractive Discriminative Analysis (CDA) framework used by Rifai
et al. (2012).

of 64x64 pixels. The first layer is a convolutional layer consisting of 64 spatio-temporal
filters of size 9x9x3. The resulting feature maps are mean-pooled with non-overlapping
blocks of size 2x2x1. The resulting feature maps are then convolved with a bank of
class (of facial expression) specific part filters to compute part detection maps. These
part detection maps and a set of deformation maps are summed together (with learned
weights), to enforce spatial constraints on the part detections. The resulting feature maps
are partially connected to the sixth layer. In this layer, all the feature maps correspond-
ing to a particular part are fully connected to a separate set of nodes whose size is the
same as that of the number of facial expression classes. This layer is fully connected
to the last layer which outputs decision values for each of the facial expression classes.
The advantages of this approach include implicit detection of facial parts useful for fa-
cial expression recognition and learning temporal information by using a sequence of
contiguous frames as input to a 3D CNN. However, no explicit shape information was
used to model any facial part. Moreover, the temporal information which can be learnt is
limited only to n consecutive frames. Longer range temporal information (greater than n

frames) which can be useful for certain facial expressions, are ignored by this approach.

Jung et al. (2015) used a deep CNN to learn temporal appearance features for learning
facial expressions. Additionally, they also employed a deep neural network to learn tem-
poral geometric features from detected facial landmarks. Both the networks were learned
independently to predict facial expression. The output decision values from each of the
networks were combined (linear combination) to compute the final score for any exam-
ple face image. The CNN architecture used for learning appearance features is shown in

Fig. 3.7. It consists of 2 convolutional layers and 2 fully connected layers. Each convolu-
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Figure 3.6: CNN architecture used by Liu et al. (2015).

tional layer is followed by a max pooling layer. In order to encode appearance dynamics,
the network takes in as input, a sequence of face images re-sized to 64x64 pixels. The
deep network for learning temporal geometric features consists of 2 hidden layers (fully
connected) as shown in Fig. 3.7. The input to this network consists of coordinates of
facial landmarks tracked in a sequence of face images. The advantages of this approach
is the explicit modelling of temporal shape and appearance. The main drawback is that
the shape and appearance information is not modelled jointly in the network. Due to this,
it may not be able to learn the best combination of shape and appearance parameters. As
with previous works, this approach is also limited in the amount of temporal information

which can be learnt as only a fixed number of frames can be used as input to the CNN.

<Cropped Faces> <Conv> <Pooling> <Conv> <Pooling> <FC> <15'o'ftmax>

Model
Integration

<Landmark Points> <Concatenate> <FC> <Softmax>

Figure 3.7: CNN architecture used by Jung et al. (2015).

Another notable work in this area belongs to Kahou et al. (2013), in which the authors
combine face models learnt using a deep CNN architecture with various other models for

facial expression classification. They combined a CNN face model with a bag of words
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model for mouth region, a deep belief network for audio information and deep autoen-
coder for modelling spatio-temporal information. A weighted average of the predictions
from all the models, was used for classifying the emotion expressed by the primary hu-
man subject present in short video clips. The CNN architecture used for modelling the
face is shown in Fig. 3.8. The input to this network consists of face images of size 40x40
pixels which were cropped (randomly during training) from images of size 48x48 pixels.
The network consists of 3 convolutional layers and 1 fully connected layer. Each convo-
lutional layer is followed by either a max pooling or average pooling layer. The network
also consists of 2 local response normalization layers after the first and second pooling
layers. The output layer (softmax) has 7 units corresponding to the 7 basic emotions.
The main advantage of this method was the fusion of different modalities correspond-
ing to appearance, dynamics and audio, resulting in robust models for facial expression

recognition. However, no explicit shape information was utilized.
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Figure 3.8: CNN architecture used by Kahou et al. (2013).

Some other recent works include the Curriculum Learning approach by Gui et al. (2017)
in which the training samples are sorted into a sequence of subsets. These sequence of
subsets are formed so that easier samples occur first and the samples become gradually
harder as the sequence continues. The authors show that reordering the training samples
in such a way benefits optimization of the facial expression models where a model learns
to recognize easier samples first followed by harder samples. Another interesting work
was proposed by Kosti et al. (2017) in which a CNN is used to learn context information
for modelling human emotion . In this work, the authors proposed a CNN consisting of 2
modules: one which learns features from the image region containing the human subject
and another which learns global features from the entire image (including background)
for providing context support. The approach was evaluated on a new EMOTIC database

showing the advantages of using context for emotion modelling.
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CNN models of facial Action Units: Relatively fewer CNN based approaches have
been proposed which are specialized for targeting the problem of facial AU detection.
Gudi et al. (2015) used a deep CNN consisting of 3 convolutional layers, 1 sub-sampling
layer and 1 fully connected layer to predict the occurrence and intensity of Facial AUs.
This approach showed performance comparable to the performance of other participants
of the FERA-2015 Valstar et al. (2015¢) challenge. A similar architecture was used by
Ghosh et al. (2015) in which they evaluated their approach for cross dataset performance
using BP4D, DISFA and CK+ databases. A region learning method was proposed by
Zhao et al. (2016) to learn local appearance changes due to different facial AUs. They
employed a “region layer” whose weights are shared only within a small local patch of

the face defined by the cells of a uniform rectangular grid of size 8 x 8.

The work by Tdsér et al. (2016) focussed on augmenting the training data to increase
the amount of head pose variation. They used the 3D face models provided in the BP4D
dataset to create new head orientations from the existing images. Their evaluation also
showed that training a multi-label CNN for learning all AUs together in a single CNN,
is much harder and showed inferior performance compared to a single label one. In an-
other interesting work by Han et al. (2016) proposed to integrate boosting into CNNss,
by introducing an incremental boosting layer. The approach works by selecting and up-
dating highly discriminative neurons at the fully-connected layer to incrementally learn

a strong classifier over time.

Relation to our work: As we learnt in Section 3.4.1 that the traditional approaches
to facial expression recognition were based on extracting the three main kinds of facial
features: shape, appearance and dynamics. These features compliment each other and
are known to be important for learning robust models of facial expressions. Deep CNN
models on the other hand have proved to be very successful and are fast replacing the
traditional hand crafted feature approaches due to their ability to learn features (from
the data) which are specialized for the target problem. However, most of the existing
deep CNN based approaches (Fasel, 2002; Gudi et al., 2015; Liu et al., 2015), do not
utilize all the key facial features i.e. its shape, appearance and dynamics. Those which
do utilize all three of them (Jung et al., 2015), do not learn them jointly. We believe that
in order to find the most optimum combination of these features, it is necessary to model
them jointly. Also, almost all the above CNN based approaches use a fixed time window

to learn the temporal information. This limits access to temporal information within
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a specific time window only. On the other hand, different facial AUs can occur over
different time scales. For e.g., Smile (AU12) can last for much longer time as compared
to blinks (AU45) which occurs only for a short interval of time. Even within a specific

AU, the variation in its duration of occurrence can be quite large.

The approach for recognition of facial expressions presented in this thesis is based on the
deep CNN framework. However, in contrast to existing methods, the method proposed
in this thesis uses all key facial features (shape, appearance and dynamics) and attempts
to jointly learn them in a single CNN. Additionally, it also attempts to overcome the
problem of a fixed time window by employing Bi-directional Long Short Term Memory

(BLSTM) neural networks for learning long term temporal dependencies.

48



Chapter 4

Dynamic Deep Learning Facial

Expressions

Automatic facial expression recognition in terms of facial Action Units (AUs), is a chal-
lenging problem primarily due to the high degree of variation in the visual appearance
of human faces (caused by person specific attributes, multiple poses, etc.), low intensity
activation of spontaneous expressions, non-additive effects of co-occurring AUs and the
scarcity of training data. Accurate facial AU recognition involves the analysis of three
main facial features: its shape, appearance and dynamics. Each of these can be con-
sidered a source of complimentary information for the modelling of facial action unit
detectors. We hypothesize that learning all the three features jointly can produce highly
accurate models for facial AU recognition. However, the performance of the models

depends a lot on how one models these features together.

This chapter describes a deep learning based framework for facial AU detection in se-
quence of images (videos). In particular Convolutional Neural Networks (CNNs) are
used to model the appearance, shape and the short-term dynamics of facial regions for
AU detection. In contrast to previous approaches, this system learns all the key features
(appearance, shape and dynamics) jointly in a deep CNN. Additionally, it also employs
Bi-directional Long Short-Term Memory (BLSTM) (Hochreiter and Schmidhuber, 1997;
Graves and Schmidhuber, 2005) recurrent neural networks, to model long-term tempo-
ral information. The approach is evaluated on a number of databases to compare its
performance with other state-of-art-methods. A detailed experimental analysis of vari-

ous system components and parameters is also provided to demonstrate the benefits and
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find any possible limitations of the proposed system.

4.1 Methodology

The proposed approach uses small rectangular image regions and corresponding binary
image masks to learn the relevant appearance and shape features, respectively. A se-
quence of consecutive images are used in order to model the dynamics. A transformed
sequence of image regions and binary image masks are used as input to train a CNN.
The dynamic features learnt from this CNN are further used for training a BLSTM neu-
ral network. The output from this BLSTM neural network serves as the final decision
value for the occurrence of an AU. This section describes each component of the system

in detail.

4.1.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a special class of feed-forward artificial neu-
ral networks which employ Convolutional layers among various other types of layers
such as Pooling layers, fully-connected layers, activation function layers, etc. A Con-
volutional neural network usually consists of multiple layers of these types stacked one
on top of another. An initial input is fed into the first layer which is processed and the
output is fed into the next layer. This process is repeated for each layer and the output of
the last layer is taken as the network prediction value. The most common types of layers

often used in CNNs are as follows:

e Convolutional layer: This layer applies convolution operation defined by a set of
trainable filters (weight matrices), to the input feature maps. These filters usually
have a small window size (receptive field) but they fully extend along the the depth
of the input feature maps (see Fig. 4.1). Convolution with each filter produces a 2
dimensional output activation map. These sets of output activation maps are used

as input to the next layer.

e Pooling layer: This layer is used for spatial downsampling of the input feature
maps. The most common type of pooling operation is the max-pooling. In max-

pooling, each of the input feature maps are divided into equally sized overlapping
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Figure 4.1: Working of a Convolutional layer in CNN.

windows and the maximum value of the feature in each window is selected to com-
pute the downsampled map. It does not have any learnable parameters. Pooling
operations reduce the number of parameters in a network and consequently help
in reducing the computation time and also avoiding overfitting. It also helps in

providing some degree of translation invariance to the network.

Fully-connected layer: This type of layer can be viewed as a special case of Con-
volutional layer in which the receptive field size of each filter is equal to the size
of input feature maps. In this special case, the convolution operation turns into an
inner-product of the input feature volume with each filter. The output of a fully-
connected layer is thus a one-dimensional vector of length equal to the number
of filters used. The output of fully-connected layers do no have any spatial infor-
mation and are used for computing high level features/prediction. These usually

constitute the last few layers of a CNN.

Activation function layers: This kind of layer is used for introducing non-linearity
into the output of convolutional layers and fully-connected layers. The most com-
mon type Activation function layer is the Rectified Linear Unit (ReLU) layer. It
applies the ReLU function f(z) = max(0, x) to each element of the input feature
map. The output activation maps have same size and depth as that of the input.
Other kinds of activation functions that are used include the Sigmoid function
f(x) = (1 + e *)~! and the hyperbolic tangent function f(x) = tanh(z). The
use of RelLU is usually preferred over other activation functions because it helps
in training the network several times faster (Krizhevsky et al., 2012b). Like the

pooling layer, this layer also does not have any learnable parameters.
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A loss function is used to compute the prediction error £ from the network outputs and
the ground truth labels. The parameters of the network are learnt so as to minimize
the error E£. The learnable parameters in a CNN (filter weights and biases) are learnt
using the backpropagation algorithm (Werbos, 1974) in conjunction with optimization
methods such as gradient descent. In backpropagation, the error calculated at the output
layer is propagated backwards until each unit in the network has an associated error. It
is based on the application of chain rule and is used to calculate the gradient V E(w)
where w is a vector of all learnable parameters of a CNN. For a detailed description
of the backpropagation algorithm, readers are referred to Bishop (1995). The gradient
V E(w) can be used to find the optimum w using gradient descent. At each iteration, the
update in w is given by,

Aw = —aVE(w) (4.1)

where « is the step-size (learning rate).

CNN architecture of the current system: CNN based classifiers currently provide
state-of-the-art performance on a number of computer vision based tasks such as ob-
ject classification (Girshick et al., 2014), face recognition (Taigman et al., 2014; Parkhi
et al., 2015), etc. However, in contrast to traditional CNN architectures which usually
have only one set of inputs, this approach proposes a new architecture which is designed

specifically for the dual set of inputs (appearance and shape) used by this method.

The CNN architecture that we use in this work is shown in Fig. 4.2. It has 2 input
streams, one for appearance representation A and another for shape representation S. In
each stream, the inputs are first passed through a separate convolutional layer (C'onvla
and C'onv1b) which consists of 32 filters of spatial size 5 x 5. This convolutional layer
is followed by a max-pooling layer of size 3x3. The outputs from both the streams are
merged together after max-pooling, into a single stream. This merged stream consists
of 2 more convolutional layers and 1 fully connected layer. The first convolutional layer
in the merged stream (C'onv2) consists of 64 filters of spatial size 5 x 5. The second
convolutional layer in this stream (C'onv3) consists of 128 filters of spatial size 4 x 4.
The fully connected layer (F'C') has 3072 units, which is followed by the output layer. In
this network, Rectified Linear Unit (ReLU) is used as the activation functions, after each

convolutional and fully-connected layer.
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Figure 4.2: A graphical overview of the inputs to CNN and its architecture: The
colored rectangles in the input image sequence show the different image regions
selected for different AUs. Here, the extraction of image regions (A) and binary
masks (S) for AU 12 is shown. These are used as input to the train the CNN. Loss
function here is the softmax loss for occurrence detection and mean-squared error
(MSE) for intensity estimation.
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Layer | filter size | Input feature-map size | No. of filters | Stride
Convl 5x5 40x80 64 1
Pool 3x3 36x76 - 2
Conv2 5x5 17x37 64 1
Conv3 4x4 13x33 128 1
FC 10x30 10x30 3072 -
Output 1x1 1x1 1 -

Table 4.1: CNN architecture parameters.

4.1.2 Bidirectional Long Short Term Memory

Most existing CNN based methods for AU detection do not use temporal information.
Those which do (e.g. Jung et al. (2015)), use only a short sequence of images in a
fixed time window. This limits the access to temporal information within a specific time
window only. On the other hand, different facial AUs can occur over different time scales.
Fore.g., Smile (AU12) can last for much longer time as compared to blinks (AU45) which
occurs only for a short interval of time (See Fig. 4.3). Even within a specific AU, the

variation in its duration of occurrence can be quite large.

In order to learn temporal features over longer and variable time frames, a recurrent neu-
ral network architecture known as Bidirectional Long Short-Term Memory (Graves and
Schmidhuber, 2005), is used. A BLSTM network is an extension of LSTM network capa-
ble of learning information both in the forward temporal direction as well as in the back-

ward direction. An LSTM network is basically a recurrent neural network in which the
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Figure 4.3: Average duration of each AU in the SEMAINE dataset.

hidden nodes are specialized memory blocks, access to which is controlled by number of
multiplicative gates. Fig. 4.4 shows the different components of a LSTM memory block.
Each memory block has one or more self-connected cells and 3 gates: input, output and
forget gate which provide read, write and reset functions for the memory cells. Tradi-
tional RNNs suffer from the vanishing/exploding gradient problem (Hochreiter et al.,
2001) due to gradient propagation across many recurrent layers each corresponding to
a single time step. The multiplicative gates enable LSTM cells to avoid the vanishing
gradient problem by providing the functionality to store and access information over ex-
tended periods of time. Given an input sequence X = x, ..., 7, a forward pass in an

LSTM network is implemented according to the following equations:

iy = o(Wyiwe + Whihe 1 + Weco 1 + b;) (4.2)
Jie = c(Wapay + Wiphi—y + Wepe—1 + by) (4.3)
gt = tanh(Wyexy + Wichi—y + b.) (4.4)
a=fOa1+i O (4.5)

o = 0(Waory + Wiohi—1 + Weoer + by) (4.6)
hy = ogtanh(c;) (4.7)
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Figure 4.4: Working of a LSTM recurrent neural network. Image inspired from
Jozefowicz et al. (2015). i, o and f represent the input, output and forget gate
respectively. h and c represent the hidden states and cell states respectively.

Yt = Whyhy + by (4.8)

where h is the hidden vector sequence, y is the output vector sequence, o is the lo-
gistic sigmoid function, ¢ is a vector of cell activations, 7, f and o are the activations
of input,forget and output gate respectively. j is the activated input to the LSTM cell.
Wi, Wi and W,,; are the weight matrices between input gate and the input sequence,
hidden units and cells respectively. Similarly, W, ¢,W}; and W.; are the matrices of
weights between forget gate and the input sequence, hidden units and the cells respec-

tively. Similar is the naming convention for W, Wy, Wy, Wi, W, and W,

In a Bidirectional LSTM (BLSTM), there are 2 separate hidden layers. One hidden layer
gets trained in the forward time direction, while the other layer gets trained in the reverse
time direction. At the output layer, features from both the hidden layers are concatenated
to compute the output. This enables learning information from both past and future.
LSTM and BLSTM networks can be trained using the back-propagation through time
(BPTT)(Werbos, 1990) algorithm.

A CNN model is trained first for each AU. From these trained CNNs, the output after
the fully connected layer (£'C'), is extracted for each training/test instance. Sequences of
these CNN feature vectors corresponding to all the frames in a video, are used as input
to train BLSTM networks (one for each AU). The BLSTM used for this purpose had a
single hidden layer consisting of 300 units. The output from this BLSTM network serves
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Figure 4.5: Training using a combination of CNN and BLSTM. The CNN features
extracted from the FC layer are used as input to BLSTM neural network. Here
the input video is first split into overlapping sequences F; each consisting of 2n + 1
consecutive frames. From each of these sequences, images regions and binary
masks are extracted which are used as input to the CNN. The output decision
values corresponding to F; is denoted as O; here.

as the final decision value for the occurrence/intensity of an AU.

4.1.3 Face tracking and landmark detection

Given a sequence of images or a video, the proposed approach starts by first detecting
the face and locations of a set of unique facial landmarks, in each image/frame of the
video. Face tracking and landmark detection has been a highly researched topic (Zhu and
Ramanan, 2012b; Mathias et al., 2014; Xiong and De la Torre Frade, 2013) and current
face tracking algorithms can track faces and their landmarks highly reliably. This system
uses the ICCR face tracker (Sanchez-Lozano et al., 2016) which uses a combination of
cascaded regression and incremental learning to track facial landmarks in a video. The

set of 68 facial landmarks used in this approach is shown in Fig. 4.6.
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Figure 4.6: Set of 68 fiducial facial landmarks.

4.1.4 Face Registration

The orientation and scale of the tracked faces may vary between different frames of
the videos. This can increase the intra-class variance which is undesirable. In order to
minimize the intra-class variance due to multiple orientations and scale of the faces in
different images, a face registration step is performed. In this step, the shape of all faces

are registered against a reference face-shape.
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Figure 4.7: Set of stable facial landmarks (denoted with blue circles). These facial
landmarks are invariant to changes in facial expressions.

A set of stable facial landmarks are selected to encode the shape. Stable facial landmarks
are those landmarks whose locations are invariant to facial expressions. The set of sta-
ble facial landmarks used in this system is shown in Fig. 4.7. The shape defined by the

mean locations of these stable facial landmarks in all training images is taken as the ref-
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erence face shape. A shape preserving geometric transformation (Procrustes transform)
is computed for other faces in the dataset. This transformation involves a combination
of translation, rotation and uniform scaling so as to minimize the differences in loca-
tions between the landmarks of the current face and the reference face. If X is ann x 2
matrix consisting of the Cartesian coordinates of stable facial landmarks of a face, the

transformed matrix is given by:
Y =sXT+C (4.9)

where s is a scaling parameter, 7" is the orthogonal rotation matrix and C' is the matrix
of translation parameters. Procrustes transform involves finding parameters s, X and ¢
SO as to minimise: o
E=Y > (Y —Zy) (4.10)
i=1 j=1
where Y represents the transformed face shape and Z represents the reference face shape.
The transformation parameters obtained for each face are applied to the corresponding

face image and landmarks to get the registered face image and shape (landmarks).

Face registration

Figure 4.8: Face registration step using facial landmarks on the eye corners and
the nose. It reduces the intra-class variance in face images.

4.1.5 Image Regions

Learning facial action unit models can be a difficult task because only a small part of the
face is responsible for the occurrence of a specific Action Unit. Noise from other (non
relevant)parts of the face can inhibit the learning of models with low generalization error.
Implicit learning of facial regions which are responsible for a particular Action Unit is
as difficult task for current machine learning algorithms due to the high dimensionality
of the input image data and the limited amount of training examples available. However,

from domain knowledge one can easily infer which regions show maximum change in
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appearance and/or shape, for each action unit. For e.g. action units 12 (lip corner puller),
25 (lips part) and 26 (jaw drop) are all confined to the mouth region. Similarly, action
units 1 (inner brow raiser), 2 (outer brow raiser) and 4 (brow lowerer) are all confined
only to the eye region. Hence, to block the noise coming from irrelevant parts of the
face and to guide the CNN in learning features which generalize well, the relevant image

image region for particular Action Unit is pre-selected according to domain knowledge.

In order to define an image region, a small set of facial landmarks is selected according
to domain knowledge. The location of these selected facial landmarks correspond to
the region of the face where the target AU produces maximum change in shape and
appearance. The mean location (centroid) of the selected facial landmarks is taken as
the centre around which a rectangular image region of a fixed width w and height h,
is defined. The values of w and h, which can be different for each AU, are selected so
as to construct a minimum sized region which covers most of the appearance and shape
variation caused by the activation of an AU. These were chosen through visual inspection
of average image computed from from all the faces where a specific AU is active. The
rectangular image region is cropped from the original image and is denoted as f (see
Fig. 4.9). A list of AUs and the corresponding facial landmarks selected for defining the
image regions, are shown in Table 4.2. The rectangular regions selected for each AU are

also shown in Fig.4.10.

—

Figure 4.9: Construction of image region for AU 25.

Most existing CNN based approaches use whole face images for learning and predicting
facial AUs. This is in contrast to the proposed methodology which uses local image re-
gions. Using the entire face image will require larger amount of training data as the input
dimensionality will be very high. Using whole face images when only limited amount

of training data is available, may cause overfitting. However, one of the drawbacks of
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Action Unit Facial landmarks w (in pixels) | h (in pixels)
1,2, 4 4 100 50
6,12, 14, 20, 26 | 49-55 100 50
15, 23, 25, 28 80 40
5,7,45 37-42; 43-48 100 40
17 7-11,55,53,51,49 80 80
9 28-31 60 80
10 49-55,65,64,63,62,61; 55-60,49,61,68,67,66,65 80 80

Table 4.2: Facial landmarks, width w and height A used for defining image regions
of each AU. The width w and height h are given for a registered face image of size
180 x 200 pixels.
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Figure 4.10: Visualization of the rectangular facial regions selected for different
AUs.

this method is that it is not possible to learn the correlations between AUs which occur
in different image regions (as defined above) of the face. Learning such correlations can
be helpful because it is well known that certain AUs frequently co-occur together while
certain other AUs rarely occur together. An alternative to this would be to use the en-
tire face image as input to the CNN, which is usually the norm in most AU recognition
systems. However, it will be shown in the experimental section that using the proposed
image regions provides a significant overall gain over using the entire face image. An-
other limitation of this approach is that the image regions are defined manually for each
AU, which may not give the most optimum results. There has been some recent work
which attempts to learn such local regions from the data itself. For e.g. Sariyanidi et al.
(2017) proposed an unsupervised technique to learn localised bases whose linear com-

bination can be used to represent facial expressions. However, more research is required
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to develop such techniques especially for supervised deep learning approaches.

4.1.6 Binary masks

The activation of a facial AU causes changes in the appearance and shape of facial parts.
Change in appearance can be dominating for some AUs (e.g. AU1, AU2) while for some
other AUs change in shape can be highly discriminative (e.g. AU25, AU26). Hence,
learning shape features is equally essential for any method which aims to learn accurate
models for all AUs. However, learning shape variations implicitly while directly training
for AUs is difficult because it not only involves learning which parts of the face are
responsible for shape variation during the activation of a specific AU, but it also requires
precise localization of those parts in each face image. Facial landmark detectors on the
other hand are trained specifically for the task of localising individual parts of a face
and current state-of-the-art detectors can do this task at a high precision (at least for
near frontal faces). The parts of the face whose shape can be discriminative for the
activation of an AU can be specified from domain knowledge while leaving the task of
localising those parts to facial landmark detectors. The traditional way of encoding shape
is to compute hand-crafted geometric features from the locations of facial landmarks
(see section 3.4.1). However, as observed in the field of object classification/detection
and segmentation, learning features using deep CNNs can vastly improve performance.
Therefore, this work employs CNNs to learn the shape features instead of using hand-

crafted features.

In order to guide the CNN to encode shape information of a relevant part of the face,
a binary mask b; is computed corresponding to an image region f;. To compute the
binary masks, the facial landmarks selected for defining the image regions (see Table
4.2) are joined together to form a set of polygons. The order in which the landmarks
are joined is defined in such a manner so that the resulting polygons roughly represent
the segmentation of one or more distinct parts of a face. For e.g., in case of AU12, the
landmarks on the lips are joined so that the resulting polygons give a rough segmentation
of the upper and lower lips. For each AU, the order in which the landmarks are joined
is given in Table 4.2. The binary mask image b; corresponding to the image region f;
is computed by setting all the pixel values of f; which lie inside a polygon to 1 and

all the pixel values which lie outside a polygon to 0 (see Fig. 4.11). This rasterized
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representation of shape computed from facial landmarks enables it to be used directly in
a CNN without any change in the architecture. It not only makes full use of the accurate
landmark localization provided by the detectors but it also allows CNNs to learn the
optimum shape features instead of using hand-crafted geometric features. This fact has
been tested in the experimental section where a CNN is learnt using binary masks only
and its performance was compared to a hand-crafted geometric feature based approach

(Valstar et al., 2015¢).

Figure 4.11: Construction of binary mask for AU 25.

4.1.7 Dynamic encoding

Facial Action Units can be defined as the movement (actions) of individual or group
of facial muscles. By virtue of their definition, facial AUs have a strong temporal as-
pect within them and can provide discriminative features for recognition of any facial
action unit (Valstar and Pantic, 2012a; Almaev and Valstar, 2013). Short term temporal
dynamics (typically involving only few frames) can not only help in localising which
facial region is temporally active but the modes of temporal variation can be used to

discriminate one AU from another.

To encode short term temporal information, image regions { f;_,, ..., fi+» } and their cor-
responding binary masks images {b;_,, ..., b;+,, } are extracted from a sequence of 2n+ 1
consecutive frames of a video centred at the current frame ¢. The resulting sequence of

image regions are transformed to a sequence A = {4;} where

A = / (4.11)

fi — fi, otherwise

Similarly, the sequence of binary mask images are transformed to a sequence S = {.S;}
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where

g — bi, ifi =t (4.12)

b; — b;, otherwise

The resulting image sequences A and S are used as input to a deep Convolutional Neural
Network (CNN). This is in contrast to the previous approaches (Liu et al., 2015; Jung
et al., 2015) which directly use the images within a time window around the current
frame. This method of transforming the image sequences by taking difference from
the current frame, makes it easier to learn the dynamics in a CNN framework. One
limitation of this approach is that it requires accurate tracking of facial landmarks. The
current state-of-the-art trackers can provide very accurate and stable stacking at least for
frontal and near frontal faces. However, in case the landmark tracking fails, the proposed

method is likely to give incorrect results.

It should be noted that here short term dynamics refers to temporal information contained
within a time window of up to one second (typically 0.1 to 1 sec). Anything longer than
that will be referred to as long term dynamics. Short term dynamics can therefore capture
parts of an AU onset, peak or offset. However, in order to capture the entire sequence of
onset-peak-offset of an AU, long term dynamics will be required which is learnt using

BLSTM.

4.1.8 Training with CNN and BLSTM

The sequence of image regions A and the sequence of binary shape masks S for each
training example are fed as input to the CNN described in section 4.1.1. The 2n + 1
images in each of the sequences A and S are stacked together in two separate groups
which are fed into two input streams of the CNN as 2n + 1 channel inputs each. To avoid
overfitting, a regularization technique known as dropout (Srivastava et al., 2014), is used
in which the output of a neuron is randomly set to zero with a certain probability p. This

system used dropout on the fully connected layer (/'C') with probability p = 0.2.

In order to train the network, two kinds of loss functions are used:

1. For AU occurrence detection, which involves classification of each frame into
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whether an AU is active or inactive, a softmax loss function is used. It is given by,
e*i
Ly=-— Z Z Yijlog | =—— (4.13)

where y;; denotes the ground truth labels and z;;, z;;, denotes the output of the
network. The index j runs over all the possible ground truth classes, index & runs

over all the outputs of the network and index ¢ runs over all the training examples.

2. For AU intensity estimation (regression problem), mean squared error (MSE) is

used. It is given by,
N
1
(N

where y;; and z;; represent the ground truth labels and output of the network re-
spectively. Index j runs over all the possible ground truth classes and index 7 runs

over all the training examples.

The training data is normalized so as to have a zero mean and one standard deviation
for each pixel across all training examples. The networks are trained using mini-batch
gradient descent with momentum. A batch size of 100 training examples are used while
the momentum and learning-rate parameters were fixed to 0.9 and 0.01 respectively. The
weight updates are calculated using the back-propagation algorithm. This system uses

the MatConvNet library (Vedaldi and Lenc, 2015) for training the CNN models.

The trained CNNs are used as feature extractors for learning BLSTMs. The output of the
trained CNN after the F'C' layer is extracted for each training example. This results in a
3072 dimensional dynamic CNN features for each example. Sequences of these feature
vectors corresponding to all frames in a video, are used as input to a BLSTM network.
For each AU, a separate BLSTM network is trained. Each BLSTM network consists of
one hidden layer of size 300 units and one output layer of size 1 unit. As in the case
of CNNss, the softmax loss function is used for AU occurrence detection models and
MSE loss function is used for AU intensity models. This system used the Munich Open-
source CUDA Recurrent Neural Network Toolkit (CURRENNT) (Weninger et al., 2015),
for training the BLSTM networks. The training was done using batch gradient descent

with momentum and learning-rate parameters fixed to 0.9 and 0.00001 respectively.
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4.2 FEvaluation

This section describes the experiments conducted to evaluate different components of the
proposed system and to compare its performance with other state-of-the-art approaches.
An overview of the datasets and the performance metrics used in the experiments is given

first followed by the description of various experiments and their corresponding results.

4.2.1 Datasets

The proposed approach was evaluated on the following four different databases:

e SEMAINE: The SEMAINE database (Mckeown et al., 2012) is a part of the
FERA-2015 Challenge dataset (Valstar et al., 2015a). It was recorded to study
social signals that occur when people interact with virtual humans. It consists of
videos in which users are interacting with emotionally stereotyped characters. A
total of 6 Facial Action Units are labeled for each frame in the videos. The dataset
is divided into a fixed training, development and test set. The partitioning is sub-
jectindependent , i.e. the subjects present in the training set are not present in the
test set and vice versa. The training partition consists of 16 sessions, the devel-
opment partition has 15 sessions, and the test partition has 12 sessions. There are
approximately 48,000 images in the training partition, 45,000 in the development
and 37,695 in the test partition.

e BP4D: The BP4D database (Zhang et al., 2014b) is also a part of the FERA-2015
Challenge dataset. It consists of recorded videos in which the subjects are respond-
ing to emotion elicitation tasks. Like SEMAINE, BP4D is also divided into a fixed
set of training, development and test data. The training set consists of 21 subjects
while the development and the test set consists of 20 subjects each. There are 8 ses-
sions for each subject. In total, the training partition contains 75,586 images, the
development contains 71,261 images and the test contains 75,726 images. Each
of these images are annotated with 11 Action Units. For 6 of these Action Units,
only occurrence labels are available. For the other 5 Action Units occurrence as

well as intensity levels are available.

e DISFA: Denver Intensity of Spontaneous Facial Action (DISFA) database (Mava-
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dati et al., 2013) is a publicly available database which consists of non-posed facial
expressions from 27 subjects. The videos in this dataset consist of facial images
of subjects recorded while watching an emotive video stimulus. Each video frame
in this dataset is manually annotated with occurrence and intensities of 12 facial
AUs. The intensities are annotated on a scale of 0-5, 0 denoting the absence of a
AU and 5 denoting the highest intensity for an AU. In total, there are approximately
130,000 video frames in this dataset.

e CK+: The Cohn-Kanade (CK+) database (Lucey et al., 2010) is another publicly
available database which is often used for evaluating emotions recognition algo-
rithms in predicting 6 prototypic basic emotions. This database consists of 593
image sequences from 123 subjects. The sequences consists of both posed and
spontaneous expressions displayed by the subjects. Each sequence starts with a
neutral face and it progressively increases in the expression intensity. The last
frame which corresponds to the peak expression intensity, is annotated with one
of 7 basic emotions namely, Anger, Disgust, Contempt, Happiness, Sadness ans

Surprise.

4.2.2 Performance metrics

A number of performance metrics are used for evaluating the performance of the pro-
posed system. 2AFC and F1 measures are used for evaluating occurrence detection mod-
els while the ICC measure is used for evaluating intensity estimation models. Each of

these performance measures are described in detail below:

e 2AFC: In all the experiments, wherever possible we used the 2 Alternative Forced
Choice (2AFC) score as a measure for evaluating the performance for the task of
AU occurrence detection. The 2AFC score is a good approximation of the area
under the receiver operator characteristic curve (AUC) (Tyler and Chen, 2000) and
is considered to be a good measure for both balanced and imbalanced datasets. It

is defined as follows:

n

3

N 1
2AFC(Y) = o(P;, N;)——, 4.15
(1) =2 Y oB N (415)
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1 if X >Y

o(X,Y) =405, ifX==
0, iifX<Y
where Y is a vector of output decision values from a classifier, P and [V are subsets

of Y corresponding to all positive and negative instances, respectively. n is the

total number of true negatives and p is the total number of true positives.

F1: Although 2AFC measure is used for most of the experimental evaluations, for
some databases F1 measures are also computed for a fair comparison with other

methods reporting on the same dataset. The F1 measure can be defined as follows:

B 2.Precision.Recall

F1= 4.16
Precision 4+ Recall (4.16)
TP

SION = ————— 4.1

Precision TP FP (4.17)
TP

= 4.1

Recall TPLFN (4.18)

where TP is number of true-positives, FP is the number of false-positives and FN

is the number of false-negatives returned by a classifier.

ICC: For intensity estimation of facial AUs, the Intraclass Correlation Coefficient
(ICC) measure (Shrout and Fleiss, 1979), is used for evaluating the performance.
Given the two sources of coding ¥;; and y;2, the ICC between these two sources is

defined as,
W -5

W+ S

where W is the within-target mean squares and .S is residual sum of squares. These

ICC =

(4.19)

can be computed as follows,

3

5= ‘ (yin — Yia)” (4.21)

i=1
where v, = 25:1 v;;/2. In the present case, the two sources y;; and y;, are the

ground truth intensity labels and the predicted intensities from the learnt model.
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4.2.3 Experiments

A number of experiments were conducted to demonstrate the effectiveness of the pro-
posed model and compare its performance with other state of the art methods. The
first set of experiments evaluates the contribution of different components of this sys-
tem and the sensitivity of various parameters on the performance. In the second set of
experiments, the performance of this approach is compared with other state-of-the-art
approaches, on the task of AU occurrence detection and intensity estimation. It should
be noted that in all of the following experiments no data augmentation techniques (e.g.
random cropping, image rotation, etc.) were used to train the models. This was because
all the training examples were pre-processed by doing a face registration step which re-
moves most of the effects (translation, rotation, scaling) added by the data augmentation

techniques.

Effect of using sequence of image regions and binary shape masks:

In order to demonstrate the effectiveness of using image regions and binary shape masks,
a number of experiments were conducted on the SEMAINE dataset. To demonstrate the
advantage of using image regions as opposed to full image of faces, two separate baseline
models were computed. The first model consists of a CNN similar to the CNN in Fig.
4.2, except that the input to this CNN is the full image of a face (aligned) defined by
the face bounding box and the temporal window parameter n = 2. There are no image
regions (defined by facial landmarks) or binary masks as input to this CNN. This baseline
model is denoted as CF,,_,. The second baseline model (CR,,—,) uses the same CNN
architecture but uses image regions (see section 4.1.5) as input. It should be noted that
BLSTM was not used for this set of experiments and the performances are evaluated
based on CNN output only. Fig.4.12 shows a comparison of the performance of these
two models. In this plot we can observe that the performance of CR,,_ is higher than that
of CF,_,, for AU17, AU25 and AU45. For other AUs, the performance didn’t change
significantly. On average, the performance was significantly higher for CR,,_, indicating
that in most cases, using local regions of faces is preferable against full face images.
However, in some cases where an AU is strongly correlated to some other AU which
occurs in a completely different region of the face, using only a local image region (as
input) may not be the best approach. In such a case the network will not be able to learn
these correlations which could have potentially reduced the chances of detection errors.

This might be the case with AU28 where the performance is slightly higher when using
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full face images.

To demonstrate the contribution of shape encoded by binary masks and its joint mod-
elling with appearance represented by local image regions, the performance of three
kinds of baseline models were compared on the SEMAINE dataset. The first baseline
model is CR,,—, computed earlier which uses only appearance represented by image
regions. The second baseline CM,,_, uses shape information only encoded by binary
masks. The baseline model CRM,,_, learns both appearance and shape using the two
stream CNN described in Section 4.1.1. Fig.4.13 shows the performance comparison of
these baseline models. In this figure, it can be observed that the effect of using shape
and appearance information varies significantly with AUs. For instance, in case of AU2,
appearance information dominates its performance and addition of shape information
does not result in any significant change. This was expected considering the fact that
when AU?2 is activated, the shape of eye brow changes little compared to the appearance
changes caused by the wrinkles produced on the forehead. On the other hand, the exact
opposite phenomenon is observed in case of AU45 where shape information dominates
and addition of appearance information results in no significant change in performance.
This observation can also be explained considering that for AU45 (blinks), the shape of
the eye (as tracked by the landmarks on the eyes) undergoes a drastic change when AU45
becomes active (the corresponding shape in the computed binary masks change from a 6
sided polygon with finite area to almost a straight line). Similar observation can be made
for AU25. For all other AUs (AU12, AU17 and AU28), it can be observed that both shape
and appearance information contribute significantly to the performance. Overall, the best
average performance (across all AUs) is achieved when both appearance and shape in-
formation is jointly learnt in the CNN. The average performance of the shape only model
(CM,,—) can also be directly compared with the hand-crafted geometric feature based
approach by Valstar et al. (2015¢) which attained an average 2AFC and F1 score of 0.19
and 0.39 respectively, on this dataset. In contrast, our model CM,,_, achieves an average
2AFC and F1 scores of 0.80 and 0.43 respectively. This shows that the proposed method
of using binary masks enables the CNN to learn more optimal shape features resulting

in significantly better performance as compared to using hand-crafted shape features.

Effect of using dynamic CNN and BLSTM:
We also computed a number of baseline models for demonstrating the effect of using dy-

namics in CNN and the effect of adding BLSTM to our training pipeline. We computed
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Figure 4.12: Performance comparison of full face model and local image region
based model on the SEMAINE test set.
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Figure 4.13: Performance comparison of shape (represented by binary masks)
only models, appearance (represented by local image regions) only models and
shape+appearance models on the SEMAINE test set.
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the performance of our approach with BLSTM (CRML,,_,) along with 3 other methods.
Our first baseline is the CRM,,—, which does not use any temporal window in CNN and
also does not use BLSTM. Hence this baseline does not use any dynamics. Our second
baseline is CRML,,_; which does not use any temporal window during CNN training
but employs BLSTM after CNN training. Our third baseline is CRM,,—, which uses a
2n + 1 = 5 frame temporal window during CNN training, but does not use BLSTM.

Fig. 4.14 shows the relative performance of our final approach CRML,,_, and the other
3 baseline methods. We observe that on average the performance of CRML,,_ is higher
than that of CRM,,—, indicating that BLSTM is able to learn the dynamics resulting
in an improved performance even without using a temporal window during CNN train-
ing. The performance of CRM,,_, over that of CRM,,_ indicates the extent to which,
using a temporal window of 5 frames while training the CNN, can improve the perfor-
mance even without using BLSTMs. However, the best average performance is achieved
with CRML,,_,, which uses a 5 frame temporal window during CNN training and also
employs BLSTM for training with features extracted from CNN. This indicates that on
average, BLSTMs performs better with dynamic features (extracted using a fixed tempo-
ral window in CNN) compared to non-dynamic features (extracted using a single image
in CNN). Taking a closer look at the performance of each AU model, it can be observed
that for AU2, AU12 and AU17 BLSTM alone is sufficient to model the dynamics and
the addition of dynamic CNN features does not change the performance significantly.
On the other hand for AU25, AU28 and AU45 both BLSTM and short term dynamics
learnt using CNNs, contribute to the increase in performance. A possible reason for this
observation could be that in case of AU2, AU12 and AU17 the peak region (apex) lasts
for a longer time and hence long range temporal information is much more beneficial
for these AUs. In case of AU25, AU28 and AU45 the peak region lasts for a compar-
atively shorter interval of time and hence the region where appearance/shape changes

occur (onset/offset) can be captured from short range temporal information.

Effect of using image differences for dynamic encoding in CNN:

The input sequences of image regions and shape masks were transformed by subtracting
them with the current (middle) frame (as described in Section 4.1.7). In order to test
the advantage of using such a transformation, two different sets of models were evalu-
ated on the SEMAINE dataset. The first set of models uses no such transformation and

the sequence of image regions and masks were directly used as input to the CNN. The
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Figure 4.14: Performance (2AFC scores) comparison on the SEMAINE test set
when using BLSTMs with CNNs.

second set of models use transformed sequences of image regions and masks as input
to the CNN. Fig.4.15 shows a comparison of the performance of these models. In this
Fig., it can be observed that when the transformation is used, the performance for AU12,
AU17 and AU4S5 increases by 2.4%, 5.1% and 4.9% respectively. For AU2 and AU28
the performance dropped slightly by 1.1% and 0.7% respectively. Overall, the mean per-
formance over all AUs, is 1.6% higher for the models which use transformed sequences,
as compared to the non-transformed ones. In order to test the statistical significance of
these results, a t-Test was also performed on the classifier outputs from the two kinds of
models for each AU. It was observed that the null hypothesis (data samples are coming
from normal distributions with equal mean and equal variance) was rejected for AU2,
AU12, AU17, AU25 and AU45, indicating that the results are significant for these AUs
(at 5% significance level). It should be noted that BLSTMs were not used for this set of

experiments.

Architectural parameters:

In another set of experiments, we experimented with the architectural parameters of the
CNN. More specifically, we evaluated the effect of adding more max-pooling (mp) lay-
ers (adding one after each convolutional layer), increasing the dropout probability (dp)
at the fully connected (FC) layer and decreasing the size of FC the layer (fs). We took

our proposed model CRM,,_, which was originally trained with the parameters: {mp=1,
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Figure 4.15: Performance comparison of AU models with and without the trans-
formation of input sequences in CNN. The transformation is done by subtracting
the frames in the sequence with current frame (described in Section 4.1.7). The
performance is evaluated on the SEMAINE test set.

dp=0.2, fs=3072} and compared its performance with 4 other models each of which was
trained by changing one of the parameters (mp,dp,fs). The first model was trained with
parameters: mp=2, dp=0.2, fs=3072 by adding an additional max-pooling layer after the
Conv2 layer. Similarly the second model was trained by adding additional max-pooling
layers after Conv2 and Conv3 with parameters: {mp=3, dp=0.2, fs=3072}. In the third
model, only the dropout probability was increased to 0.5, parameters being: {mp=1,
dp=0.5, fs=3072}. In the fourth model, the size of FC layer was reduced to 1024, pa-
rameters being: {mp=1, dp=0.2, fs=1024}. Fig.4.16 shows the performance comparison
of all the five models on the SEMAINE test set. In this plot, it can be observed that the
average performance does not significantly change for each of these models except for
the model where two additional max-pooling layers were used (after Conv2 and Conv3),
in which case the mean performance drops by 2.7%. A possible reason for this drop
could be the significant loss of spatial information that would have occurred after using

2 additional max-pooling layers.

Sensitivity towards test frame-rate:
In the proposed method, the CNNs are trained using image regions and binary masks
(as input) extracted from a short sequence of video frames (face images). These frames

have been recorded at a specific frame-rate and hence the temporal information learnt
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Figure 4.16: Performance comparison of models each with a different set of CNN
architectural parameters. The performance is measured on the SEMAINE test set.

from these sequences could be dependent on the frame-rate of the videos used in the
training stage. Therefore, if the frame-rate of the videos used during the test stage is
different from the one used during the training stage, it may have a negative impact on
the performance of the network. It is important to analyse the extent of this problem
in order to determine how well the models will generalize if they are tested on videos
recorded at a different frame-rate than the videos used for training. There have been some
previous work which have also looked at this issue (for e.g. Sariyanidi et al. (2017)), as
this can be an important factor if the aim is to use the trained models to detect AUs in

videos where the frame-rate can be different.

To analyse this, we conducted an experiment where we tested the sensitivity of the trained
models towards differences in the video frame rate during the training and test phase. In
order do it, we used the AU models trained on the SEMAINE database in which the
videos have been originally recorded at 50fps. The frame-rate in the test partition of
the SEMAINE database was however sequentially lowered at each step by a factor of 0.5
(from the original 50fps) and each time the performance was measured in terms of 2AFC
scores. A plot of the performance at each frame-rate is shown in Fig. 4.17. In this plot,
it can be observed that the performance for all AUs doesn’t change significantly when
the frame-rate is half or even quarter of the original frame-rate (except AU45). For AU2

and AU12, the performance degrades only very slightly even for large down-sampling
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of the original test videos. However for other AUs, reducing the frame-rate beyond a
factor of 0.25, degrades the performance significantly, especially for AU45 where the
dip in the performance is the largest. These results indicate that the performance of the
AU models is robust to changes in the test frame-rate at least up to a factor of 0.5. This
is important because the aim is to apply the learnt AU models to do facial behaviour
analysis for detection of ADHD and ASD (see Chapter 6), where the frame-rate of the

recorded videos can be slightly different.
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Figure 4.17: Performance of the AU models (trained on the SEMAINE database
at its original frame-rate) at different frame-rates of the videos in the test partition
of the SEMAINE database.

Training separate AU models vs training together:

The training of AU models is possible in two different ways: using a separate network
for each AU or training all AUs together which belong to the same facial region. In all
the previous experiments, we used separate networks to train each AU model. In order
to compare the performance of the models trained in these two separate configurations,
an experiment was conducted in which a network (Eye-Net) was trained to predict AUs
belonging to the eye region (AU2, AU45). A separate network (Mouth-Net) was trained
to predict AUs belonging to the mouth region (AU12, AU17, AU25, AU28). Due to
the nature of our approach in which only a specific region of the face is used as input,
it was not possible to train all AUs in a single network. A single network to learn all
AUs can be used but such a network would require the entire face bounding box as in-

put to the network because the image regions defined for one set of AUs (e.g. 12,25)
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may not work for other set of AUs(e.g. 2,45) as they occur in completely different parts
of the face. To minimise the number of networks to be trained but at the same time
using the concept of localised image regions proposed in this work, two separate net-
works were trained. The input region for the first network is defined by the facial land-
marks on the eyes, while that of the second network was defined by the landmarks on the
mouth. These two networks for used training and predicting the AU sets [AU2,AU45]
and [AU12,AU17,AU25,AU28] respectively (see Fig.4.18). These networks had 2 and
4 output units respectively, in contrast to the single AU networks which had only one

output units.
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Figure 4.18: Architecture of the Eye-Net (left) and Mouth-Net (right). Eye-net
takes in as input a region around the eyes to predict AU2 and AU45, while Mouth-
net takes in as input a region around the mouth to predict AU12, AU17, AU25
and AU28 in the SEMAINE dataset.

Fig. 4.19 shows a comparison of the performance when the AUs belonging to the same
region are trained together with the performance of the single AU networks. The per-
formance for each of the networks was measured in terms of 2AFC scores on the SE-
MAINE test set. In the figure, it can be observed that for AU2, AU12 and AU25 there
is a marginal increase in the performance when the AUs are trained together. However,
for AU17, AU28 and AU45, there is a significant drop in the performance when training
the AUs together. Overall, the average performance over all the 6 AUs in the SEMAINE
database, shows a relative performance drop of approximately 3% when AUs are trained
together as compared to training them using separate networks. Although having fewer
networks is desirable because of low computational cost and efficient memory usage, the
above results tells us that training multiple AUs together in a single network is a harder
task and can result in significant performance drop for some AUs. A possible reason
behind this result could be the highly varied nature of different AUs in terms of shape,
appearance and especially the dynamics. Using more data could potentially overcome

this problem. However, in order to do a fair comparison with other existing approaches,
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using additional databases was not considered for the current set of experiments.
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Figure 4.19: Performance comparison between models trained to predict multi-
ple AUs using a single network, against the AU models trained using separate
networks.

Effect of time-window size

In order to find the effect of the size of CNN time-window, a set of experiments was
conducted in which the length of the sequence of image regions and binary shape masks
was varied and performance was measured for each value of sequence length. For this
set of experiments, the models were trained and tested on the SEMAINE database using
the CNN models only (CRM). Fig. 4.20 shows the performance of the models for all
the 6 AUs in the SEMAINE database (frame rate: 50 fps) in terms of 2AFC scores. The
performance was tested for dynamic encoding parameter n = {1,2,5,7, 10} resulting
in sequence lengths of 1, 5, 11, 15 and 21. In the Fig., it can be observed that for most
AUs, the performance increases significantly as the sequence length was increased from
1 to 5. However, increasing the sequence length beyond 5, only a marginal change in the
performance was observed with the average performance peaking at a sequence length of
11. It can also be observed that for different AUs, the peak performance can be obtained
at different length of sequences. This was expected because the duration of activity can
vary a lot from one AU to another (as seen in Fig.4.3). It is also interesting to observe
that AU45 reaches peak performance at a sequence length of 15 frames, which is quite
close to it’s average duration (18 frames) found in the SEMAINE database. However,

since the average performance increases only marginally when the sequence length is
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increased from 5 to 11 and it is more efficient to have a smaller sequence length (in terms
of memory and computation), we used sequence length of 5 to report performance in all

other experiments.
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Figure 4.20: Performance of CRM models for different sizes of input frame se-
quence. The frames were taken from videos (SEMAINE database) recorded at 50
fps.

Effect of sequence length size in BLSTM

In another set of experiments, the maximum length of the video sequence used as input
to the BLSTM, was varied, to check its influence on the performance of the CRM,,—_
models. In this set of experiments, the videos in the SEMAINE database were clipped
so as to form shorter sequences of length /V each (or less). As the video length may not
be equally divisible by N, some video segments formed close to the end of the origi-
nal videos, may have a length less than N. The models were trained and tested on the
SEMAINE database for values of N = {25,50,100,500,3000}. The last value of 3000
corresponds to the maximum length of the original videos in the SEMAINE database.
Fig. 4.21 shows the performance of AU models at different values of N. For most AUs,
maximum performance was achieved when full length of the original videos was used
(corresponding to N = 3000), with the exception of AU17 for which peak performance
was achieved at N = 50. The average performance across all 6 AUs was also observed to
be maximum when whole video sequences were used without any clipping. This was ex-
pected because clipping the videos to shorter sequences prevents learning of long range

temporal information. Clipping the videos randomly to shorter length may also lead to
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cropping out a part of the onset-peak-offset sequence of an AU which can be critical for

learning the temporal evolution.
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Figure 4.21: Performance of CRML models for different sizes of sequence length
used as input to BLSTM.

Performance comparison for occurrence detection

In the next set of experiments, we compare the performance of our method (CRML,,_5)
with other existing methods on the SEMAINE, BP4D and DISFA dataset. For SE-
MAINE and BP4D, we compare the performance of our approach with the Local Ga-
bor Binary Patterns (LGBP, (Wu et al., 2012)), the SVM based approach described in
(Valstar et al., 2015a)and the multi-label Discriminant Laplacian Embedding (DLE) ap-
proach proposed by Yiice et al.(Yiice et al., 2015) (FERA-2015 Challenge winner). An-
other method that we compare against is a geometric feature based approach which uses a
deep neural network (GDNN). For computing the performance of this method we trained
a deep neural network with 4 hidden layers (all fully connected). The input to this net-
work were the locations of 49 facial landmarks within a time window of 5 frames. The
49 landmarks used in this case belong to the interior of the face. The 17 landmarks on
the face contour were not used because these landmarks were assumed to be either not
affected by any AU (landmarks near the ear) or correlated to some of the landmarks in
the interior of the face (movement of contour landmarks on the chin can be correlated
to the landmarks on the lower lip in case of AU25 and AU26). On DISFA database, we

compared the performance of our approach against the CNN based framework of Ghosh
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AU | LGBP GDNN DLE CRML,,—»
2 0.75 0.67 0.66 0.80
12 1 0.52 0.63 0.76 0.74
17 | 0.07 0.14 0.25 0.32
25 1040 0.77 0.61 0.85
28 10.01 0.31 0.26 0.33
45 10.21 0.55 0.35 0.57
Mean | 0.33 0.51 0.48 0.60

Table 4.3: Performance (F1 scores) comparison on SEMAINE test set. The pro-
posed approach is compared against LGBP (Valstar et al., 2015c¢), GDNN and
DLE (Yiice et al., 2015).

AU | LGBP GDNN DLE CRML,,—»
1 0.18 0.33 0.25 0.28
2 0.16 0.25 0.17 0.28
4 0.22 0.21 0.28 0.34
6 0.67 0.64 0.73 0.70
7 0.75 0.79 0.78 0.78
10 | 0.80 0.80 0.80 0.81
121 0.79 0.78 0.78 0.78
14 | 0.67 0.68 0.62 0.75
15 |0.14 0.19 0.35 0.20
17 10.24 0.28 0.38 0.36
23 1024 0.33 0.44 0.41

Mean | 0.44 0.48 0.51 0.52

Table 4.4: Performance (F1 scores) comparison on BP4D Test set. The proposed
approach is compared against LGBP (Valstar et al., 2015¢), GDNN and DLE
(Yiice et al., 2015).

et al. (2015), the approach of decision level feature fusion from facial regions (DFR) by
Jiang et al. (2014a) and the incremental boosting CNN (IB-CNN) approach of Han et al.
(2016). We used a 5 fold cross-validation for reporting the results on DISFA dataset.

Tables 4.3, 4.4 and 4.5 shows the performance comparison on the SEMAINE, BP4D
and DISFA dataset respectively. In table 4.3, we can see that the performance from
our approach is significantly higher on the SEMAINE dataset, as compared to other
approaches. Similarly, we outperform the other approaches on the BP4D and DISFA
dataset as well. Fig. 4.22 shows the weighted average performance on SEMAINE and
BP4D dataset. The weights were calculated as the fraction of the number of frames in
the database to the combined total number of frames in both databases. In this Fig. we
can see that our method outperforms other methods (Yiice et al., 2015; Baltrusaitis et al.,

2015; Gudi et al., 2015; Valstar et al., 2015a), on the FERA-2015 Challenge dataset.

Performance comparison for intensity estimation:

In the next set of experiments, we evaluate our approach on the task of AU intensity
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AU | CNN DFR IB-CNN CRML,,—»
1 0.70 0.69 0.77 0.72
2 0.71 0.76 0.84 0.87
4 0.70 0.78 0.88 0.83
5 0.77 0.88 0.88 0.91
6 0.85 0.93 0.92 0.92
9 0.83 0.87 0.90 0.91
121091 0.93 0.95 0.94
15 | 0.68 0.74 0.51 0.71
17 | 0.68 0.74 0.74 0.74
20 |0.64 0.78 0.62 0.78
25 1084 0.85 0.92 0.97
26 | 0.76 0.76 0.88 0.88

Mean | 0.76 0.81 0.82 0.85

Table 4.5: Performance (2AFC scores) comparison on DISFA database for AU
occurrence detection task. The proposed approach is compared against CNN based
approach (Ghosh et al., 2015), DFR (Jiang et al., 2014a) and IB-CNN (Han et al.,
2016)

estimation and compare our performance with other state-of-art methods reporting on
the same databases. For this purpose, we used the BP4D and DISFA datasets and used
all the AUs which are annotated with AU intensities. In BP4D dataset, only AU 6, 10,
12, 14 and 17 are annotated for intensities. We report the performance on this dataset
for both the pre-segmented (only using examples which have intensity greater than zero)
and unsegmented case. For BP4D pre-segmented dataset, we compare our performance
against the approaches of LGBP (Valstar et al., 2015c), deep CNN (DCNN) described
in (Gudi et al., 2015) and the person-specific normalization (PSN) approach described
in (Baltrusaitis et al., 2015). In case of BP4D unsegmented case, we compare against
LGBP(Valstar et al., 2015c), PSN(Baltrusaitis et al., 2015) and the hard multi-task metric
learning approach (MLKR) described in (Nicolle et al., 2015). For DISFA dataset, we
report our results on all 12 AUs using a 5-fold cross validation and also compare it
with the Latent trees (LT) approach described by Kaltwang et al. (2015) and the Hidden
Markov Model (HMM) approach described by Mavadati and Mahoor (2014).

Table 4.6 and 4.7 shows the performance on the BP4D test set for the pre-segmented and
unsegmented case respectively. For the pre-segmented case, our method outperforms
other methods in 4 out of 5 AUs. In case of unsegmented data, the average performance
of our method is comparable to that of hard-MLKR (Nicolle et al., 2015) (Winner of the
fully automatic intensity sub-challenge in FERA-2015). In both these tables, it can be
observed that the performance for AUG6 is significantly lower when compared to the best

performing approach for this AU. A possible reason for this result is that it is difficult to
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Figure 4.22: Weighted average performance on FERA-2015 test set (BP4D and
SEMAINE) for AU occurrence. The weights were calculated as the fraction of the
number of frames in the database to the combined total number of frames in both
databases (SEMAINE+BP4D). Our method CRML,,_, is compared against DLE
(Yiice et al., 2015), PSN (Baltrusaitis et al., 2015), DCNN (Gudi et al., 2015) and
Geometric and LGBP feats (Valstar et al., 2015c¢).

define the most optimum facial region for AU6 activation. Sub-optimal region definition
for this AU could be one of the reasons for the lower performance. In addition, the
problem of learning AU intensities is compounded by the fact that there could be large
imbalance between different intensity levels in the training data. This could create bias
in the learnt models thereby negatively affecting its performance. We did not specifically
target this problem, which could have led to slightly lower performance as observed in
this case. Table 4.8 shows the performance on the DISFA dataset. In this table it can be
observed that our performance is higher as compared to the HMM approach of Mavadati

and Mahoor (2014) and LT approach of Kaltwang et al. (2015).

AU | LGBP DCNN PSN CRML,,—»
6 0.33 0.42 0.60 0.43
10 | 048 0.54 0.53 0.54
12 | 0.60 0.61 0.73 0.73
14 | 0.50 0.49 0.49 0.61
17 10.10 0.22 0.47 0.56
Mean | 0.40 0.46 0.56 0.57

Table 4.6: Performance (ICC scores) comparison on pre-segmented BP4D Test
set for the task of AU intensity estimation. The proposed approach is compared
against LGBP (Valstar et al., 2015a), DCNN (Gudi et al., 2015) and PSN (Bal-
trusaitis et al., 2015).
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AU | LGBP PSN MLKR CRML,,—
6 0.62 0.72 0.79 0.71
10 | 0.66 0.72 0.80 0.78
12 | 0.77 0.83 0.86 0.86
14 | 0.39 0.54 0.71 0.71
17 | 0.17 0.38 0.44 0.44
Mean | 0.52 0.64 0.72 0.70

Table 4.7: Performance (ICC scores) comparison on unsegmented BP4D Test set
for the task of AU intensity estimation.
against LGBP (Valstar et al., 2015a), PSN (Baltrusaitis et al., 2015) and MLKR

(Nicolle et al., 2015).

AU | HMM LT CRML,,—
1 0.25 0.32 0.24
2 0.22 0.37 0.23
4 0.28 0.41 0.46
) 0.08 0.18 0.22
6 0.17 0.46 0.52
9 0.16 0.23 0.30
12| 0.57 0.73 0.81
15 10.08 0.07 0.12
17 ] 0.11 0.23 0.25
20 ]0.04 0.09 0.16
25 ]0.63 0.80 0.89
26 |0.23 0.39 0.55

Mean | 0.24 0.36 0.40

The proposed approach is compared

Table 4.8: Performance (ICC scores) comparison on DISFA database for AU in-
tensity estimation task. The proposed approach is compared with HMM based
approach (Mavadati and Mahoor, 2014) and Latent Tree based approach (Kalt-

wang et al., 2015).
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4.2.4 Limitations and analysis of failure cases

We analysed the failure cases by observing the false positives returned by some of the
AU occurrence detection models. Fig. 4.23, shows some typical false positives observed
for AU2, AU4, AU12, AU1S5 and AU25. Taking a closer look at these examples, it can
be observed that the problem cases for AU2 includes occlusion of the eye-brows due
to presence of hair on the forehead, presence of glasses and out-of-plane rotation of the
head. It can also be observed that the classifier returns false positives when the subjects in
the images look upwards (eye pupil pointing upwards). A possible reason for this could
be the fact that there are many AU2 examples in the training dataset where the subjects
are looking upwards. The network seems to have learnt this correlation resulting in the

observed misdetections.

For AU4, it can be observed that partially closed eyes are quite often detected as false
positives. The correlation between these in the training data could be the reason for this

observation. Non-frontal head pose is also observed in some of the failure cases for AU4.

In case of AU12, non frontal head pose again seems to be an issue. It can also be observed
that visibility of teeth can lead to false positive detection of AU12. This is due to the

high correlation between these facial events.

In case of AU1S, the classifier seems to get confused with lip stretcher or even smiles
wrongly classifying them as positives for AU15. Non frontal head pose is again a prob-

lem here which also sometimes result in incorrect facial landmark localization.

For AU25, it was observed that the classifier is very sensitive to facial landmark local-
ization. This is because facial landmark locations on the lips are enough to tell if the
mouth is open or closed. Therefore many of the failure cases observed for AU25 are due

to incorrect localization of facial landmarks.

From the analysis of these failure cases it is clear that non-frontal head pose is currently
one of the main limitation of the proposed AU detection model. Occlusion and pres-
ence of eye glasses can also cause misdetections. A number of false positives also occur
due to the correlations between certain facial actions which don’t always occur together
(e.g. partially closed eyes with AU4, visibility of teeth with AU12, etc.). Another lim-
itation is that for some AUs, the classifier can be quite sensitive to localization of the

facial landmarks and consequently incorrect localization can lead to misdetections. It
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remains to be seen that whether using larger datasets can alone overcome any of these
limitations. Developing face frontalization techniques can be a good step in the future
direction and can help overcome the head-pose problem without requiring additional
AU data. Similarly, new techniques for handling occlusion and developing more reliable
facial landmark trackers are good directions for future research. There are also some
existing CNN visualization techniques such as visualization of the intermediate feature
maps and filters learnt during the training (as mentioned by Breuer and Kimmel (2017)).
These could be used to throw more insight into the workings of CNNs and can potentially
suggest ways of improving the architecture itself. However, this is beyond the scope of

this thesis and is considered a promising direction for future work.

AU2
AU4
-

Figure 4.23: Examples of failure cases in AU detection task. Each row shows some
example of the false positives observed for each AU. For each image, the locations
of facial landmarks (denoted by white dots) and the facial region (denoted by black
rectangle) used for the respective AU classifier, are also shown.
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4.2.5 Computational cost analysis:

Finally, we also analysed the computational cost of the main components of the proposed
system. Table 4.9 shows the breakup of the computation time and internal memory re-
quirement of an AU model at the evaluation stage. These costs have been calculated
separately for the pre-processing, CNN and BLSTM stage on a video consisting of 100
frames. The costs have been computed for an Intel Core i7 CPU. Here the pre-processing
stage includes face detection, facial landmark detection, face registration, facial region
cropping and binary mask computation. In Table 4.9, it can be observed that in terms of
computation time requirement, the major current bottleneck is the pre-processing step.
The BLSTM evaluation on the other hand takes only 0.32 sec. However, it should be
noted that the implementation used for BLSTM was written in C++ while for the pre-
processing steps and CNN evaluation, an unoptimized MATLAB code was used. In
terms of the internal memory requirement, it can be observed that BLSTM evaluation
requires the largest amount of memory. Moreover, the memory required by BLSTM
increases linearly with the length of the sequence (number of frames) as the entire se-
quence need to be kept in memory. This additional(variable) memory requirement for

BLSTM can become a significant problem for processing videos of long duration.

Pre-processing | CNN BLSTM
Time requirement (in sec.) 28.53 6.96 0.32
Memory requirement (in MB) 400 520 | 711 + 2.4(Variable)

Table 4.9: Computational cost of different components of the AU detection system.
The cost is calculated for applying an AU model on video consisting of 100 frames.
The variable part (in BLSTM) is the additional memory required by the sequence
of input features (depending on sequence length).

4.3 Conclusion

This chapter described a novel CNN-BLSTM based approach which learns the dynamic
appearance and shape of facial regions for facial expression recognition. The appear-
ance and shape are learnt through local image regions and corresponding binary masks
respectively. The dynamics are learnt through a combination of dynamic features (ex-
tracted from a time-windowed CNN) and BLSTM. It was shown that each component of

the proposed system contributes towards an improvement in performance and achieves
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performance which is comparable or higher than the current state-of-the-art on a num-
ber of databases. The approach was evaluated for facial AU detection and AU intensity

estimation tasks.
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Chapter 5

A study on ADHD and ASD

patients for visual data recording

Evaluation of any medical diagnostic tool relies on the availability of large databases.
Machine learning based methods especially require annotated databases which can be
used for both training and testing purposes. Hence databases are a critical component of
research in this field. A major challenge of working in the area of medical and mental
health technology is that it is hard to find publicly available databases which can be used
for evaluating new approaches. Due to the sensitive nature of the data, researchers find it
difficult to get ethical approval for sharing such databases with other fellow researchers.
Even if a database is available which can be shared, it might not be very suitable for
evaluating a specific kind of approach. In such cases, a new database needs to be created

which is recorded by taking into account the specific needs of the proposed approach.

One of the goals of this thesis was to develop a method which uses automatic facial
behaviour analysis to help in an objective diagnosis of ADHD and ASD. Evaluation of
such an approach would require a database consisting of visual data not only from people
with ADHD and ASD, but also from healthy controls who do not show any symptoms
of these conditions. The database should be suitable for accurate automatic facial ex-
pression recognition and 3D head-pose estimation. For this purpose, the database would
need to be recorded in a controlled setting where the facial images can be captured in
near frontal positions. Availability of depth data along with colour images would also
enable accurate 3D head-pose estimation. Above all, there should be sufficient number

of people in each possible group (ADHD, ASD, Controls, etc.), to measure any statistical
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difference in their facial behaviour.

This chapter describes a new Kinect database for objective measurement of ADHD and
ASD (KOMAA). This database consists of RGBD (Colour + depth) video recordings of
clinical and control participants recorded using a Microsoft Kinect sensor. The database
was recorded to evaluate the approach proposed in this thesis for automatic detection
of people with ADHD and ASD using facial behavioural features (described in Chapter
6). This chapter gives an overview of the KOMAA database including recruitment of
participants, screening questionnaires used for ADHD & ASD, recording of videos using
the Kinect sensor camera and details of the computer based tasks which the participants
were asked to do during the recording. A statistical overview of the participants in the

recorded database is also given.

5.1 Participant recruitment

Clinical participants were recruited with the help of the Nottingham Asperger service
and ADHD clinic situated in Nottingham (UK). All patients undergoing ADHD and
ASD assessment were invited to take part, providing they do not have an intellectual
disability, are over the age of 18 and can provide informed written consent. Healthy
controls were recruited from around the University of Nottingham, via generic e-mail
lists and poster advertisements displayed on appropriate notice boards. The recruited
participants were either students or employees at the University of Nottingham. The
recruited control participants were also required to be over the age of 18 and capable
of providing informed written consent. The ethics approval for this recruitment and the
corresponding study was obtained from the NHS research ethics committee (NRES-The

Black Country, REC ref: 15/WM/0161, Date of approval: 30/06/2015).

To avoid any overlap between the clinical and healthy controls, all participants in the
healthy control group had to score below a certain threshold value on the screening mea-
sures for ADHD and ASD. The following are the two screening measures used in this

study:

1. Autism Quotient AQ10: This widely used screening measure for Autism symp-

toms is a questionnaire consisting of 10 items related to the symptoms of Autism.
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The measure covers the following 5 domains relevant to Autism: i) attention to de-
tail ii) attention switching iii) communication iv) imagination and v) social. The
measure has excellent reliability and validity. The scores from this questionnaire
ranges from 0 to 10. People scoring 6 or more on this questionnaire are usually
advised to go for a comprehensive assessment of ASD. See Chapter 2 for more

details. A full copy of this questionnaire can be found in Appendix A.

2. Adult ADHD Self-Report Scale (ASRS-v1.1): This is a screening measure for
ADHD which was developed by the World Health Organization (WHO). The eigh-
teen item screening measure for ADHD symptoms in adulthood is based on the
DSM-1V items for ADHD. It is divided into 2 parts (Part-A and Part-B). Part-A
has 6 questions which are considered to be highly indicative of ADHD. Part-B has
12 other questions related to the symptoms of ADHD. People scoring 4 or more in
Part-A of the questionnaire are usually advised to go further for a comprehensive
evaluation. The total score from the entire questionnaire ranges from O to 18, with
point possible from each question. A full copy of this questionnaire can be found

in Appendix A.

The participants from both the control group and the clinical group were asked to com-
plete the above screening questionnaires. For the control group, only those participants
who scored less than 6 in AQ10 and less than 4 in ASRS (Part-A), were included in the

database.

5.2 Recording of data

All participants were invited to participate in the study at the Nottingham Asperger ser-
vice and ADHD clinic or at the School of Computer Science , University of Nottingham.
All control participants participated in the study at the School of Computer Science, Uni-
versity of Nottingham. All clinical participants participated in the study at the Notting-

ham Asperger service, except two participants who preferred to come to the University.

During the recordings the participants sit in front of a computer screen and have to read
and listen to a set of 12 short stories selected from the “Strange Stories” task (Happé,
1994). Each story is described in text and depicted by a picture. It consists of situations

involving people saying something non-literal which may include a Lie, White lie, Joke,
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5.2.  Recording of data

Kinect
Participant

Screen

Figure 5.1: Recording setup.

Pretend, Misunderstanding, Persuade, Appearance/Reality, Figure of Speech, Sarcasm,
Forget, Double Bluff, and Contrary Emotions Happé (1994). Participants were asked to
answer 2-3 questions about the intention of the character described in each vignette (a
copy of the 12 Strange Stories used in this study can be found in Appendix B). This task
was originally designed to measure the mentalizing abilities of a person. For this study,
a computer version of this task was created in which the participant can read the stories
on a computer screen. Additionally, a pre-recorded voice was played reading out the
story and the corresponding questions. Participant were required to answer the questions
verbally. Such a setup was designed so as to simulate the effect of a real person to
person conversation, while at the same time keeping the setup as automated as possible.
During the entire task, the participant’s RGBD video and the corresponding audio data
is recorded using the Kinect device. The Kinect device is placed directly behind the
computer screen so as to capture the frontal view of the participant (See Fig. 5.1 for an

overview of the recording setup).

The data was initially recorded using the Kinect Studio software from Microsoft, which
is specially designed for Kinect. However, the files created by this tool are very large in
size (a minute of recording produces files of size over 8 GB). This is because the video
data in these files are stored in an uncompressed format. For each session, the resulting

files were of size close to 100GB. In order to compress the data and also to extract the
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individual data streams (depth maps, colour video) and other meta-data (face tracking
data, skeleton tracking data, etc.), the Social Signal Interpretation (SSI) framework de-
veloped by Wagner et al. (2013), was used. The final database consists of 6 files for
each session. These include the RGB video (in MPEG-4 format), depth data, 3D facial
landmarks data, 3D head-pose data, body skeleton tracking data and the Kinect facial
Animation Units data (see Chapter 6 for more details on Animation Units). Except the
RGB video, all other files are stored in binary format. The total size of files for each ses-
sion is approximately 4GB. All the data files were anonymised by removing any personal

details like names etc. and replacing them with an identity number.

Apart from the Strange Stories task, the participants were asked to complete two ad-
ditional tests which are often used as a diagnostic tool for the assessment of ASD and
ADHD. The purpose of conducting these additional tests was to get an estimate of how
well the scores from such tests agree with the actual diagnosis by the clinicians and with
the symptom scores from questionnaires like AQ10 ans ASRS. The following additional

tests were conducted during the study:

e Reading the Mind in the Eyes test (RME) (Baron-Cohen et al., 1997, 2001a):
In this test, participants are shown pictures of human faces each having 4 words
around it. The participants are asked to pick out the word which best matches the
emotion depicted by the person in the image. The test is designed to assess the
ability of the participants to comprehend emotional states from facial gestures and
expressions. This ability is often impaired in adults with ASD and therefore this
test is frequently used in the diagnosis of ASD. The whole test consists of a total

of 37 images (including one for practice).

e QbTest: This is a computer based test in which a participant is required to re-
spond quickly and accurately to certain geometric shapes displayed on the screen.
The purpose of this task is to measure inattention and impulsivity which is often
observed in adults with ADHD. The test lasts for 20 minutes and during the en-
tire duration, the participant’s head movement is tracked through a reflector and
an infra-red camera (see Chapter 2 for more details). At the end of the test, the
participant’s head tracking data and the performance on the computer based task,
are compared against the norm data to generate scores indicating the participant’s

activity level, attention level and impulsivity during the test.
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5.3 Overview of the recorded dataset

The subjects in this database can be divided into four different categories. The first
category is the control group which consists of subjects who show no symptoms of
ADHD/ASD and have never been diagnosed with either ADHD or ASD. The other three
categories include the ASD group (consisting of subjects who have been diagnosed with
ASD), ADHD group (subjects who have been diagnosed with ADHD) and ASD+ADHD
group (subjects who have been diagnosed with both ADHD and ASD). The total num-
ber of subjects recruited into each category is shown in Fig. 5.2. In this Fig. it can be
observed that the number of participants in the ADHD category is much lower than in

other categories which have at least 10 or more participants each.

@ Controls
® ADHD

ASD
@ ADHD+ASD

Figure 5.2: Distribution of participants in KOMAA dataset.

The gender and age distribution of the participants in each category can be seen in Fig.
5.3 and 5.4 respectively. In terms of gender distribution, the dataset is unfortunately
imbalanced. While the number of females is higher than the number of males in the
control group, in all other groups the number of males is much higher. As far as the age
distribution is concerned, the median ages of the participants in the ASD and Comorbid

(ASD+ADHD) are slightly higher than that of the control and ADHD groups.

In order to test how well the symptom scores provided by AQ10 and ASRS questionnaires
agree with the clinical diagnosis, the distribution of these scores were plotted for all 4
types of diagnosis. Fig. 5.5 shows the mean AQ10 and ASRS scores and their standard
deviation (denoted by the error bars) for each group of participants. In this Fig. it can
be observed that the participants in the control group score significantly lower than the
other groups, which adds confidence to the assumption that the participants in the control

group do not show any symptoms of ADHD or ASD and hence can be safely regarded
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Figure 5.3: Gender distribution of participants in KOMAA dataset.
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Figure 5.4: Median age of participants within different groups in the KOMAA
dataset.

as “controls” for any further analysis. Regarding the clinical groups, on average it can
be observed that the AQ10 scores are lower in the ADHD group as compared to the
ASD and Comorbid (ASD+ADHD) groups. However, the difference is not as high as
the difference between the control and all other clinical groups. A similar pattern can be
observed for the ASRS scores which on average are lower in the ASD group as compared
to ADHD and Comorbid group. However, here again the difference is not as sharp as the
difference between the control group and the other clinical groups. These observations
indicate that there is an overlap between the symptoms of ADHD and ASD captured by
the AQ10 and ASRS questionnaires. It should be noted that this study was explorative
in nature and due to the small number of samples in each category, the results described

here are only for indication.

Finally, the distribution of the scores from another independent test (“Reading the mind
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Figure 5.5: Distribution of average AQ10 and ASRS scores within different groups.

in the eyes”) was also plotted for the controls and each clinical group. Fig. 5.6 shows
the mean scores from Reading the mind in the eyes (RME) test, for each group of par-
ticipants. The standard deviation in their scores is denoted by the respective error bars.
For the RME test, it can be observed that the average score in the control group is only
marginally higher than the ASD group. Also, the scores in the ADHD group are actually
lower than the ASD group. This shows that the RME test does not help significantly (at

least for this dataset) in discriminating between people with and without ASD.

Scores on Mind in the Eyes test

Controls ASD ADHD ADHD+ASD

Figure 5.6: Distribution of ”‘Reading the Mind in the Eyes”’ test scores within
different groups of participants.
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5.4 Conclusion

This Chapter described a new database consisting of audio and visual (RGBD) data from
healthy control participants and from clinical participants who have been diagnosed with
either ADHD or ASD or both (comorbid). The database can be used to evaluate methods
which utilize human behaviour analysis for automatic prediction ADHD and ASD. The
recording setup was specially designed to simulate a real person to person conversation
but at the same time keeping the scenario controlled and the recording setup as automated
as possible. However, the current setting can still be improved to more closely match the
way humans communicate with each other. In the current setup, the whole text of each
story is displayed on the the screen from the beginning while an audio narration of the
same story is played in the background. This could be replaced by display of only the
current text/sentence which is being narrated by the background voice. Using virtual

humans instead of displaying text may also make the conversation more realistic.

Apart from the audio-visual data, the database also has information about each partici-
pant’s scores on screening measures like AQ10 and ASRS, scores on an independent test
like “Reading the mind in the eyes” and their diagnosis by the clinicians. A preliminary
analysis of the data showed that using existing tools, it is relatively hard to differentiate
between ASD, ADHD and Comorbid conditions as compared to discriminating between
healthy controls and people with either of these conditions. This is due to the overlapping
of symptoms captured by the existing measures. Human behaviour analysis especially
facial gestures can provide an alternate source of information could possibly help in dif-
ferentiating between these conditions. An approach targeted in this direction is described

in Chapter 6.
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Chapter 6

Automatic Detection of ADHD
and ASD from Expressive

Behaviour

In Chapter 2, we learnt about neurodevelopmental conditions like ADHD and ASD
which affect a significant part of the population. We also learnt about the current meth-
ods of their diagnosis which includes screening questionnaires, diagnostic interviews
and looking for certain behavioural markers through manual observation. Such methods
for their diagnosis are not only costly, difficult to repeat and time consuming but are also
susceptible to human decision making bias. In Chapter 5, it was also observed that the
existing diagnostic tools like the screen questionnaires (e.g. ASRS and AQ10), “Reading
the mind in the eyes” test and Qb test are not sufficient for distinguishing these condi-
tions. This is due to the overlap of symptoms captured by such tools. On the other hand,
it is known that these conditions alter expressive behaviour which if analysed automat-
ically, can help in a more efficient and objective diagnosis. This kind of approach was
formalized by Valstar (2014) as Behaviomedics. Automatic analysis of expressive be-
haviour has seen a steady progress in the past few years and the current computer vision
based algorithms can perform reliable face tracking and facial expression recognition,
at least under mild environmental constraints. In Chapter 4, we presented our own deep
learning based approach for facial Action Unit detection and intensity estimation, achiev-
ing state-of-the-art performance on a number of databases. Building a system which can

harness the capabilities of such algorithms to aid diagnosis of ADHD and ASD, can help
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in bringing more objective, repeatable measures in the decision making process.

This Chapter describes a novel approach which aims to make the diagnostic procedure
for ADHD and ASD easier, more efficient and more objective through automatic anal-
ysis of a person’s facial behaviour. In this chapter, a machine-learning based approach
is proposed, to automatically aid diagnosis of ADHD and ASD. This approach involves
extraction of high level features from tracked faces in videos to learn classification mod-
els for ADHD and ASD prediction. It uses a version of the method proposed in Chapter
4, for facial AU recognition, and face tracking data from RGBD (colour+depth) images
recorded using a Kinect 2.0 sensor camera to obtain head actions and facial animation
unit parameters. The proposed approach is evaluated on the KOMAA database described
in Chapter 5. This database was collected specifically for this task in which 55 subjects
who have previously been diagnosed with ADHD or ASD as well as subjects from a
healthy control group were recorded in a controlled setting (please refer to Chapter 5
for more details). There are no existing publicly available databases suitable for testing
the proposed method. Hence this methodology has been evaluated only on the KOMAA

dataset.

6.1 Methodology

Training statistical machine learning based classifiers which can automatically differen-
tiate between subjects with ADHD/ASD from healthy controls, is a difficult problem.
The problem becomes even more challenging when the number of training examples is
small. Deep learning based approaches which directly use low level pixel information to
learn high level semantics, currently provide state-of-the-art performance on a number
of computer vision tasks. However, using low level information on the limited number

of training examples in our case, can lead to severe overfitting.

Our approach to training the classifiers involves computing high level feature descrip-
tors corresponding to facial expressions (facial AUs), head pose and head motion. To
compute the behaviour descriptors, each video is first divided into 12 segments corre-
sponding to the 12 stories that the participants have to read while they were recorded.
This has been done manually, but could easily be automated given that the timing of the

delivery of the stories is controlled by the researcher.
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For each video segment, histogram based feature descriptors are computed separately
using pre-trained classifiers/regressors that detect individual behavioural cues. Group-
ing these cues per story helps to preserve temporal information as well as context specific
facial behaviour in response to each story, which would otherwise be lost if histograms
would have been computed over all the frames in a video, at a small price of multiply-
ing the dimensionality of our overall feature vector by a factor 12. The combined set of
feature descriptors from all segments in a recording are used for used for training the
ADHD/ASD classification models (See Fig. 6.3). Below we describe the main compo-

nents of our approach in more detail.

6.1.1 Feature descriptors

Six different sets of features are computed from the recorded video of each subject. Most
of the features are computed on a per-frame basis, which are then converted into multiple
histograms where each histogram is computed over all the frames in a video segment.

The feature descriptors used in our approach are described below:

1) Dynamic Deep Learned Facial Action Units:

Facial Action Units (AU) are movements of individual or groups of facial muscles de-
fined according to the Facial Action Coding System (FACS) (Ekman et al., 2002). Anatom-
ically based descriptors of facial expressions, they can be representative of the emotional
and mental state of a person and can encode a large number of social signals. Intensities
for a set of 6 AUs (AU1, AU2, AU4, AU12, AU15, AU20) and occurrence for AU45
(blinks) were estimated for each frame in video. For this purpose, we used AU intensity
models trained using a version (CRM,,—5) of the deep CNN based approach described
in Chapter 4. Due to larger memory requirement for BLSTMs (which increases linearly
with the length of the input video) compared to the performance gain obtained ( 1%),
the AU models used here do not employ BLSTMs (See Table 4.9 in Chapter 4 for more
details on the computational cost requirement). The models were trained on the DISFA
dataset. The network architecture used for this purpose is shown in Fig. 6.1. Histograms
of AU intensities are computed over all the frames in a video segment. One histogram
H,,, was computed for each AU consisting of 10 equally spaced bins each, covering the

entire range of intensities (0 to 1). For AU45, the frequency of its occurrence and the
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Figure 6.1: Graphical overview of the CNN based approach used for predicting
facial AU intensities.

average duration of its activation are estimated in each video segment. The histograms
of all AU intensities and the AU4S5 statistics S,,45 were concatenated together resulting

in a 62 dimensional AU vector F,,, for each video segment.

Fau - [Haul Hau2 Hau4 Hau12 Hau15 Hau20 Sau45] (61)

2) Kinect Animation Units:

The Kinect also provides Animation Units (AnUs), geometry-based descriptors similar
to mpeg-4 face animation parameters (FAPs) (Pandzic and Forchheimer, 2003). While
they are not based on muscle actions and can not detect facial actions that only cause
appearance changes, the fact that they are obtained from RGBD data and computed in
real-time by the Kinect library, it has been utilized by a number of facial expression
recognition systems (Alabbasi et al., 2015; Mao et al., 2015). The intensity of a number
of AnUs were estimated for each frame in the video using the Kinect v2 library. In order
to aggregate the statistics over each video segment, a histogram of ANU intensities was
computed for each facial AnU. Each histogram consisted of 10 bins resulting in a 10
dimensional feature vector corresponding to each ANU. A total of 10 AnUs (5 corre-
sponding to left and 5 to right part of the face) were used. We used AnUs corresponding
to lip stetcher (AnU4, AnUS), lip corner puller (AnU6, AnU7), lip corner depressor
(AnUS8, AnU9), eye closed (AnU12, AnU13) and brow lowerer (AnU14, AnU15). The
histograms from all 10 AnUs were concatenated, resulting in a single AnU feature vector

F,,, for each video segment.
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3) Head Pose:

One of the major challenges for people with ADHD is their inability to do tasks which
require sustained attention. The pose of the head (in 3D space) can provide valuable
cues about the attention state of a person at a certain instance of time. Since the partic-
ipants in our study were required to complete the task by looking the computer screen,
any deviation of the head pose away from the computer screen would indicate loss of

attention.

The rotation of the head about the X, Y and Z axis (pitch, yaw and roll) were estimated
for each frame of the video using the Kinect 2.0 software (See Fig. 6.2). The X, Y and
Z axis are defined in reference to the location of the Kinect device as shown in Fig. 6.2.
We assumed the median pose of the head to be the most attentive state. Rotation of the
head away from the median pose were computed about the X, Y and Z axis separately.
Rotation in the negative and positive direction (for each axis) were assumed to be equiv-
alent. Histograms of these rotation angles (Hrotx, Hprotys Hpotz) Were computed over
the video segments for each axis separately. Each histogram consisted of 9 bins with
equally spaced bin centres ranging from 0° to 45°. These histograms were concatenated

resulting in a 27 dimensional head pose vector [}, for each video segment.

th = [HRotX HRotY HRotZ] (62)
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Figure 6.2: Rotation of head about X, Y and Z axis defined according to the Kinect
coordinate system. Images taken from https://msdn.microsoft.com

4) Speed of head movement:

Dynamics of head motion has been a less researched aspect in the field of psychological
disorders. In order to investigate the role of head motion, we estimated the speed of
head motion at each frame of the video. For this purpose, we selected a set of stable
facial landmarks (obtained from Kinect) belonging to eye corners and 4 points on the

nose. The location of these stable facial landmarks are invariant to changes in facial
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expressions and hence suitable for estimating the motion of the head. The motion of the
head is estimated by computing the location of the centroid C; = % Zjvzl X;; of the
stable landmarks X;;. The speed of head motion S; at any frame 7 can be estimated by

computing the displacement of the centroid as given below:
Si =|Ci = Cial| * f (6.3)

where f is the frame rate of the recorded video. In order to make speed estimation
more reliable and invariant to any fluctuations in the frame rate, the estimated speed was

smoothed by computing a moving average over 20 consecutive frames.

A histogram of the estimated speeds was computed to aggregate the statistics over each
video segment. The histograms consists of 10 bins resulting in a 10 dimensional speed

vector [y, for each video segment.

5) Cumulative Distance:

Hyperactivity is another major challenge associated with ADHD, implying that individ-
uals with ADHD tend to display much higher levels of motoric behaviour than healthy
individuals. The movement can be in the form of whole body movement or smaller
movements confined to head (rotation) or hands and legs (fidgeting). To encode such
information, the cumulative distance F.; moved by the head during an entire video seg-
ment, was estimated by summing up the displacements of the centroid C; (computed

from facial landmarks obtained from Kinect) given below:
Fu=Y_|ICi = Cil| (6.4)
i=1

where n is the total number of frames in the video segment.

6) Response Times:

The time taken to respond to each set of questions in the study was also used as fea-
tures. Since there were 12 stories, each comprising a set of questions, a 12 dimensional
response time vector F;; was defined consisting of the response times (in seconds) for

each set of questions.
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6.1.2 Feature pre-processing and training models

Normalization: Each set of features (except the F;.;) were divided by the total number
of frames in the video segment, to make them invariant to the length of video recording.
In order to encode facial behaviour statistics from the entire video, a final set of features
F was obtained by concatenating all sets of features (Fo,, Fon, Fhp, Fop, Fed, Fre) from
all video segments. Here the feature set from each video segment contributes in encod-
ing the context specific facial behaviour in response to a specific story in the Strange
Stories task. Each dimension in the resulting feature vector F' is further normalized by
computing the Z-scores given by:

Zy = Tut (6.5)

0

where Fj; is the i'" feature in the j* example, y; is the mean and o; is the standard-

deviation of all values in the i" feature dimension.

Feature selection and training models Due to the high dimensionality of the resulting
feature F' compared to the number of training examples, any classifier trained directly
on the entire feature-set is most likely to overfit the training data. In order to avoid this
problem, a greedy forward feature selection was employed to capture the most relevant
features and reduce the dimensionality. This feature selection method was preferred over
other dimensionality reduction techniques (e.g. Principle Component Analysis (PCA),
Correlation feature Selection (CFS)) because it can be used to find an optimum feature
set by directly optimising on the prediction accuracy, in contrast to other methods like
PCA or CFS in which the objective function is not directly related to the performance
metric. The classification models were trained using Support Vector Machines (SVM)
with a Radial Basis function kernel. SVMs have been one of the most widely used
classifiers due to their convex optimization problem (no local minima) and their efficient
use of kernels which gives them the ability to model non-linear problems. SVMs also
more suitable for problems involving smaller number of training examples as compared
to deep neural networks (state-of-the-art) which usually require large amount of training

data.
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Figure 6.3: Overview of our system. A participant follows instructions on a screen
while being recorded by a Kinect 2 camera. Deep Learning and RGB-D behaviour
analysis of each video segment leads to successful ASD/ADHD classification.

6.2 Experiments

A number of experiments were conducted in order to evaluate the proposed approach.
All the experiments were conducted using the KOMAA database described in Chapter
5. The performance of the proposed algorithm was measured for classification of each
subject into ASD, Comorbid (ADHD+ASD) and Control group. In addition the class
separation provided by the features and the distribution of selected features among dif-
ferent groups, was also analysed. It should be noted that since the ADHD only group
was too small (only 4 participants), there was not enough data to learn a robust classifier

for this group.

6.2.1 Performance evaluation

To evaluate the performance in classifying each subject to the ASD, Comorbid or the
Control group, a 2 step procedure was followed: In the first step a classifier was trained
to distinguish between control and condition groups (participants diagnosed with either
ADHD, ASD or both). In the second step, another classifier was trained to distinguish
between the ASD group and Comorbid (ASD+ADHD) group. When training both kinds

of classifiers, the feature selection step was done only once on the entire dataset. This
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was necessary to obtain a reliable set of features from a small sized dataset. The final
performance was however evaluated using a leave-one-subject-out protocol, in which one
subject is used for testing and the rest of the subjects are used for training the classifiers.
This process is repeated for each subject and the overall score is obtained by averaging
over each test subject. The classification performance is shown in Table 6.1 and 6.2. For
classification into Control and Condition group, a very high classification accuracy of
96%% was obtained. Similarly, for classification into Comorbid(ASD+ADHD) and ASD
only group, a classification accuracy of 94% was obtained. It should be noted that if the
feature selection is performed only on the training set (using an inner 10 fold CV), the
classification accuracy drops to 87% for Controls vs Condition classification and to 55%
for ASD vs Comorbid classification, when using the forward feature selection approach.
We also experimented with the GentleBoost (Friedman et al., 2000) approach for feature
selection (using only the training set). This resulted in a classification accuracy of 89%
for Controls vs Condition classification and 73% for ASD vs Comorbid classification. A
possible reason for the large drop for ASD vs Comorbid classification rate could be the
relatively low number (33) of training examples available. For any further analysis below,
only the results obtained from the forward feature selection (over the entire dataset) will

be used.

Looking closely at the two incorrectly classified subjects for Control vs Condition clas-
sification, it was observed that both the subjects appear to be showing slightly more
activity (in terms of head motion) which resulted in a speed profile looking similar to
the condition group. Additionally, it was noticed that one of the subject is also wearing
glasses which could have prevented reliable detection of AU1 intensity. In the ASD vs
Comorbid group classification category, it was observed that for one of the incorrectly
classified subject Kinect face tracking failed for the first 25% of the entire video duration.
This would have resulted in default (zero) values to be used for the features correspond-
ing to the untracked part and consequently may have lead to its misclassification. The
other incorrectly classified subject in this category was also found to be wearing glasses

which make the estimation of AU1 intensity difficult.

Table 6.1: Classification results for Controls vs Condition (ASD/ADHD) group.

Classifier | Correct | Incorrect
Controls | 16 2
Condition | 37 0
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Table 6.2: Classification results for Comorbid (ADHD+ASD) vs ASD group.

Classifier | Correct | Incorrect
Comorbid | 9 2
ASD only | 22 0

Looking at the individual contribution of different cues, Fig. 6.4 and 6.5, shows the
class separation provided by some of the important features selected by using the forward
feature selection approach. From these figures, it can be observed that for classification
of Controls and Condition group, features such as Speed of head motion (from video
segment corresponding to story 1 and 2) and Animation Unit 8 (lip-corner depressor
from video segment corresponding to story 10 of *Stange Stories task’) were found to
be most discriminative. For Comorbid vs ASD classification, AU1 (inner-brow raiser),
AnUG6 (lip-corner puller) and head rotation about Y-axis turn out be highly discriminative
These features were extracted from the video segment corresponding to story 1, 3 and 8
of the Strange stories task respectively. From a rough visual analysis of the participant’s
videos, it can also be observed that activity levels, head and eyebrow movements can
be good discriminative features for the classification of these conditions. The results
in Fig. 6.4 and 6.5 confirm this hypothesis. Fig. 6.6 and Fig. 6.7 also shows a list of
top 30 features (for both classification problems) ranked according to their individual

classification power.

The above results indicate that the facial behaviour of people with ADHD/ASD can be
different compared to people without these conditions. This difference can be exploited
for the diagnosis of these conditions. Differences in terms of activity levels and inatten-
tion (for people with ADHD) is already well known. However, the above results indicate
that are some differences in the way they display facial expressions as well. This result
is consistent to the findings of a previous study for children with ASD (Del Coco et al.,
2017). For ADHD, previous studies have observed that people with this condition may
find it difficult to recognize emotions from facial expressions (Da Fonseca et al., 2009).
Hence, it is a possibility that people with ADHD may themselves display expressions in

a different way from Control group, which is confirmed by this study.
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Figure 6.4: Top 3 features distinguishing Condition (ASD/ADHD) from control
group. Animation Unit 8 corresponds to lip-corner depressor. S1, S2, S10 denote

video segments corresponding to story 1, 2 and 10 of the ’Strange Stories’ task
respectively.

© Comorbid

©  ASD Only
4.
(42
w
o 34
= 0
2 2 0
S
T 14 O
E (o) 0
o]
04 o = ®
5
-1 800@ - o
&P
4
0 2
0
Rotation y-axis, S8 5 -2 AU1, S1

Figure 6.5: Top 3 features distinguishing Comorbid (ASD+ADHD) from ASD only
group. Animation Unit 6 and AU1 corresponds to lip-corner puller and inner-brow

raiser respectively. S1, S3 and S8 denote video segments corresponding to story 1,
3 and 8 of the "Strange Stories’ task respectively.
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Figure 6.7: Top 30 features for classification of ASD vs Comorbid group. Features
are named in the same way as in Fig. 6.6.
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6.2.2 Distribution of features among different groups

In order to visualize the distribution of important sets of features in different groups of
subjects, the average values of these features is plotted for each group. These features
were extracted by computing histograms over entire (unsegmented) video of each sub-
ject, followed by Z-score normalization. For visualization purposes, an offset of 1.0 (for
AnUS and Speed) and 0.5 (for Rotation about Y-axis and AU intensity) was added to
these features to make them all positive. Fig. 6.8 (first row) shows the distributions
of head motion speed and AnUS (lip corner depressor), respectively, in the control and
condition group. For the head motion speed, it can observed that people in the condition
group move their head at either higher speeds or at very low speeds (close to zero) much
more as compared to people in the control group who displayed most of their head mo-
tion at medium speeds (in the range of 0.1-0.3 cm/sec). For AnU8 (lip-corner depressor)
intensities, it can be observed that people in the condition group show higher intensities
of this Animation Unit many more times than people in the control group. The distri-
butions of head motion speed and AnUS intensities show that these features provide a
high discriminative power for classification of healthy controls and people with condition

(ADHD/ASD).

Fig. 6.8 (second row) shows the distributions of head rotation (about vertical axis) and
AU intensities respectively, in the ASD and comorbid group. In case of head rotation, it
can be observed that people in the comorbid group deviate away from the screen to large
extent many more times compared to people in the ASD group. This result is expected of
the people in the comorbid group because of the presence of ADHD condition. People
with ADHD can easily lose attention or move their head due to their hyperactive nature
(2 core symptoms of ADHD), resulting in the deviation of head away from the screen. In
case of AU intensities, it can be observed that people in the comorbid group also show
higher intensities of AUI many more times as compared to people in the ASD group.
These observations show that both head rotation and AU1 intensities provide a high

discriminative power for classification of ASD and comorbid (ADHD+ASD) conditions.

109



6.2. Experiments

14 T T T T T T T T T T
L r | I Controls
[ Condition
12F 1
[%]
2
2 11 J
()
3
o
[
=08 4
[
2
kS
© 06 4
ot
()
o
o
5041 1
>
<
02 1
0
01 02 03 04 05 06 07 08 09
AnU8 intensity
14 T T T T T T T T T
I ASD
[ Comorbid
12F 1

Average relative frequencies

021

0 5 10 15 20 25 30
Rotation Y-axis (in degrees)

35

40

Average relative frequencies

Average relative frequencies

o
™

o
o

o
~

I
N

T T T T T T T T

T T
[ Controls
[ Condition | -

|

1

01 02 03 04 05 06 07 08
Speed (in cm/sec)

T T T T T T T T T

. ASD
[ Comorbid

|

01 02 03 04 05 06 07 08
AU1 intensity

Figure 6.8: Visualization of average histogram (Z-score normalized) of the most
discriminative features found for each classification problem. These histograms
were computed over all video segments (entire video). The first row shows the
histograms of head speed and AnUS intensities (lip corner depressor), which were
found to be discriminative for controls vs condition classification. The second row
shows the histograms for head-rotation (about Y axis) and AU intensities, which
were found to be most discriminative for ASD vs Comorbid group classification.
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6.2.3 Effect of video segmentation

In order to evaluate the effect of splitting each subject’s video into smaller segments
and then extracting features from them separately as opposed to extracting them over the
entire video, a set of baseline models were trained in which the features were extracted
without splitting them into smaller segments. Fig. 6.9 shows a comparison of the perfor-
mance of these models. In this Fig. it can be clearly seen that the proposed approach of
splitting each video into separate segments each corresponding to a story in the Strange
Stories task, which is aimed to contextualize the facial behaviour, results in a higher
performance as compared to the baseline models. The performance was significantly
higher, in particular for ASD vs Comorbid classification. For controls vs condition clas-
sification, only a marginal improvement was observed. This could be due to the fact that
the most discriminative feature found for controls vs condition group classification, was
the speed of head motion which might not be much affected by the context of the on-
going task. On the other hand, the discriminative features found for ASD vs Comorbid
group classification includes AU intensity and head rotation (about Y axis) which may

be much more dependent on the context of the task.
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Figure 6.9: Performance comparison between segmented and unsegmented (no
video splitting) methods of feature extraction.

6.2.4 Predictive power of individual video segments

An experiment was conducted in which the features from the individual video segments
corresponding to each story in the Strange stories task were used to train separate models

for both classification problems (controls vs condition and ASD vs comorbid). This was
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done to test the facial behaviour response from which stories are more discriminative
for classification. Similar to the previous experiments, in this set of experiments also
the feature selection was done on the entire dataset and the performance of the classi-
fiers were evaluated using leave-one-subject-out cross validation. Fig. 6.10 and 6.11
show the classification accuracies obtained for the 2 classification problems, when each
video segment is used independently. For classification of control and condition group,
segments corresponding to story 2 and 4 can be observed to be most discriminative,
while for classification of ASD and comorbid group, segments corresponding to story
7 and 11 can be observed to be most discriminative. These results show that the con-
text of a specific task (represented by each video segment) can play an important role in
discriminating each group of participants. Since each video segment here consists of a
participant reading and responding to a specific story (from the Strange Stories Test), the
results indicate that some of these stories may cause a facial behaviour response in par-
ticipants which can be more discriminative for their classification. It is also interesting
to note that the story 4 (which consists of a joke) and story 7 (which consists of a double
bluff) have been reported to be relatively more difficult (in comparison to other stories)
to be correctly answered by people with ASD (Jolliffe and Baron-Cohen, 1999). This
relative difficulty in understanding these stories could be causing an emotional response
and result in discriminative facial behaviour. This hypothesis could be one of the reasons
why the video segments of certain stories have been found to have more classification

power than others.
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Figure 6.10: Predictive power of individual video segments (corresponding to each
story in the Strange stories task) for classification of control and condition group.
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Figure 6.11: Predictive power of individual video segments (corresponding to each
story in the Strange stories task) for classification of ASD and comorbid group.

6.3 Conclusion

This chapter described a novel method for making diagnostic prediction of ASD and co-
morbid (ADHD+ASD) conditions using automatic analysis of facial behaviour. Facial
cues such as head motion, facial expression and pose are used in learning models which
can accurately predict ADHD and ASD. The potential of facial expressions and other
facial behavioural features was investigated for classification of individuals with these
conditions. A high performance was achieved for classification of condition and healthy
controls and for ASD and comorbid (ADHD+ASD) conditions. Due to the small size
of the dataset, the dimensionality reduction step had to be done on the entire dataset
(including test data). Doing dimensionality reduction using all subjects is not very un-
common and have been previously done (e.g. Mavadati et al. (2013)) especially when
small number of subjects are involved. Due to this, the classification accuracies achieved
may be towards the optimistic side as compared to the true accuracy achievable with this
approach, which can only be estimated on a very large dataset. However, the main con-
tribution of this approach is to show that the proposed facial behavioural features provide
a high discriminative power which can help in the prediction of these conditions. These
features are able to capture the subtle differences in the motion of head, pose of the head
and facial expressions between people from the healthy control, ASD and the comorbid
group, which consequently helps in distinguishing between these conditions. The con-

text of facial behavioural response was also taken into account by splitting the videos
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into smaller segments each corresponding to a story in the Strange Stories test. This en-
abled extraction of facial behavioural features in context to each specific story and was
shown to improve the classification performance significantly. Overall, this approach
shows promising potential and the initial results provide a proof of concept for its use as

a diagnostic tool for ADHD, ASD and other neurodevelopmental conditions.
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Chapter 7

Conclusions

This thesis proposed a dynamic deep learning framework for facial expression recogni-
tion and applied the same for facial behaviour analysis to aid diagnosis of ADHD and
ASD. This chapter summarises the main approaches proposed and the related exper-
iments conducted in this thesis. It also discusses the limitations of the proposed ap-

proaches and gives directions for future work.

7.1 Facial expression recognition

For facial expression recognition, the main focus was to detect the occurrence and inten-
sity of facial Action Units (AU) automatically for each frame in a given video. In Chapter
4, the proposed deep learning framework was aimed at incorporating the three impor-
tant characteristics which distinguishes one AU from another: shape, appearance and
dynamics. Shape was encoded through binary masks computed from facial landmarks,
appearance was encoded by the image region relevant for each AU. The dynamics was
encoded by using a short input image sequence to CNN (for learning short term dynam-
ics) and using BLSTM (for learning long term dynamics). The approach was evaluated
on a number of databases (SEMAINE, BP4D and DISFA) and was found to achieve
state-of-art-performance for both occurrence and intensity estimation. The contribution
of different components of the system such as the use of image regions, binary masks,
images sequence as input to CNN and the use of BLSTM was measured. Each compo-

nent was observed to contribute significantly in improving the overall performance.
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Apart from the evaluation of different system components, the sensitivity of the system
to variation in the frame-rate of test sequences, architectural parameters (number of pool-
ing layers, dropout probability and FC layer size) and the input sequence length in CNN
and BLSTM, were also analysed. It was observed that the performance of AU models
was robust to changes in the test frame-rate (upto a factor of 0.5 times the frame-rate
during training stage). However, decreasing the frame rate beyond a factor of 0.5, results
in a significant drop in performance for some AUs. For architectural parameters, having
additional pooling layers resulted in a drop in average performance with the performance
dropping significantly when 2 additional pooling layers are used. Changing the dropout
probability and FC (fully-connected) layer size, did not make any significant impact on
the overall performance. On the other hand, the input sequence size in CNN and in
BLSTM were shown to have significant impact for some AUs. It was also observed that
training each AU using a separate network, although less efficient, gives better perfor-
mance as compared to training them together in a single network. This points in the
direction that at the level of shape, appearance and especially dynamics, each AU can
be quite different from one another and consequently an approach in which a common
set of features are used to model multiple AUs, may not work the best (at least for the

current type of architecture).

Limitations:

One of the limitations of the proposed dynamic deep learning framework, is that the
facial regions used for each AU, were defined manually using domain knowledge. This
leaves room for subjective judgement and may not give the most optimum results. It
was also observed that the learnt networks work well for frontal or near frontal faces.
However, the accuracy can drop significantly if there is a large out of plane rotation of
the face. This could be due to the fact that the databases used for training the networks
contained very few images of faces with large out of plane rotation. Bigger databases
containing faces with large head pose variation, could help in training models robust to
pose variation. Occlusion due to presence of hair and eye-glasses were also found to be
limiting the performance of the AU models. Another drawback of the proposed approach
is that to achieve the best average performance, a separate network needs to be trained for
each AU. This significantly increases the computation cost both at the training and test
stage. It was also observed that the performance of the AU models can drop significantly
if there is a large difference (more than a factor of 0.5) between the frame-rates of the

training and test sequences. This is because the temporal information (e.g. rate of change
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of appearance due to facial muscle actions) learnt during the training stage doesn’t match

with the temporal information encountered during the test stage.

Future work:

As a future work, it would be interesting to explore the development of an architecture
which could learn multiple AUs together without any drop in performance or perhaps
increase the performance by learning the correlations between different AUs. In the
current work, there was no particular emphasis on tackling the problem of head-pose.
Large pose variation (especially out of plane rotation) can severely degrade the accuracy
of the current AU models. Techniques for head pose frontalization (e.g. Hassner et al.
(2015)), joint learning of pose and AUs (e.g. Batista et al. (2017)), learning pose specific
models (e.g. He et al. (2017)) and creating new strategies for augmenting the existing
training data with more variation in pose, could help in addressing this problem. Au-
tomatic learning of facial regions relevant to each AU is another direction which needs
more attention. Developing data driven approaches to automatically learn relevant fa-
cial regions could help in achieving more optimum performance. Another interesting
direction would be to explore new loss functions for AU intensity estimation which are
invariant to data imbalance. Such a loss function would enable training using larger
databases without the need to do any sub-sampling. It would also be interesting to ex-
plore ways to learn AU models which are more robust to differences in the frame-rate
during the training and test stage. There are some existing work which have explored this
particular problem. For e.g. Sariyanidi et al. (2017) proposed an unsupervised learning
framework to express facial expression variation as a linear combination of localised ba-
sis functions where the coeflicients of these basis functions represent intensities of facial
muscle movement. This approach was found to be robust to frame-rate variation in train-
ing and test sequences. However, more research is required to develop similar solutions

for end-to-end deep learning frameworks.

7.2 Automatic detection of ADHD and ASD

The aim of this thesis was to apply the proposed facial expression algorithm to aid the
diagnosis of neurodevelopmental conditions like ADHD and ASD. For this purpose,
Chapter 5 introduced the KOMA A dataset which could be used for evaluating approaches
that target behaviour analysis for automatic detection of ADHD and ASD. This database
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consisted of videos of participants from control, ASD and ADHD groups, who were
recorded while doing the ”Strange stories” task in front of a computer screen. This
controlled recording scenario was designed to easily detect behaviour signals which can
help discriminate one group from another. Apart from the video recordings, the database
also consisted of metadata in the form of age, gender, diagnostic status, scores from
screening questionnaires like AQ10 and ASRS and the face and body tracking data from
Kinect. It also contains scores from another neuropsychiatric test: "Reading the mind in

the eyes” (RME) test.

An initial analysis into the dataset revealed that the number of participants who have di-
agnosed with ADHD only was far less than the number of participants in the other groups
(controls, ASD and comorbid). Also, there was a difference in the gender distribution
between the control and clinical group of participants. Future work in this area would be
to recruit more participants not only to increase the overall size of the database but also to
balance the number of participants and gender distribution in each group. The data from
the screening questionnaire scores and RME test also indicated that it is much harder
to distinguish between ASD and comorbid (ASD+ADHD) conditions as compared to
distinguishing between healthy controls and people with either of these conditions. This
indicated that there is an overlap between the symptoms captured by these measures and

motivated the need to find alternative measures.

Finally, in Chapter 6, the KOMAA database was used to evaluate a new approach which
applies automatic facial behaviour analysis for prediction of ADHD and ASD. Facial be-
havioural features were encoded using facial AU intensities (detected using the method
described in Chapter 4), along with 3D face tracking and facial Animation Units data
obtained from Kinect. In addition, the context of the behavioural responses was also
encoded by splitting each video into smaller video segments and computing histogram
based features separately for each segment. SVM based classification models were learnt
from the proposed features and evaluated on the task of classifying people with condition
(ASD/ADHD) from controls and people with ASD from people with comorbid condition
(ADHD+ASD). High classification accuracies were observed for both tasks. However,
as discussed in Chapter 6, it is difficult to estimate the true performance of the algo-
rithm on such a small dataset. In addition, the feature selection step which was done on
the entire dataset could also make the performance appear more optimistic on a small

sized dataset. However, the main contribution of this work are the facial behavioural
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features which were shown to provide high discriminative power for classification of
these conditions. The discriminative power of these features was analysed in terms of
classification accuracies, for each feature individually as well as a group for each video
segment (corresponding to each story in the Strange stories task). The results showed
that these facial behavioural features provide good discriminative and predictive power

and can potentially be very useful in the diagnosis of ADHD and ASD.

Limitations:

The recording scenario used for creating the KOMAA database was designed to simulate
real person to person conversation while at the same time keeping the system free from
the need for any other human intervention. However, on-screen display of predefined text
and playing a pre-recorded voice which reads the text out, may not be best way to simulate
such an interaction and can prevent more naturalistic display of facial behaviour. Another
drawback of the proposed system is that any problem with the accuracy of face tracking
or AU detection (for e.g. due to non-frontal head-pose, occlusion from eye-glasses)
can negatively impact the prediction performance. The performance of the proposed
system has been evaluated only on a small group of people where the distribution of
the people was skewed in terms of the medical diagnosis (ADHD/ASD/Controls) and
gender. This prevents obtaining a true estimate of the system performance, if used in
clinical practice. Lastly, the proposed system has been designed to be used only in a
very specific setting which consists of people doing the Strange Stories test in front of a
computer screen. Therefore, the current system cannot be used to extract people’s facial
behaviour encountered in common day to day situations, and utilize it to make diagnostic

predictions.

Future work:

The approach described in this thesis can be considered as a stepping stone in the di-
rection of automatic behaviour analysis and demonstrates the feasibility of using it for
diagnosis of mental health conditions like ADHD and ASD. Future work in this direc-
tion would involve evaluating this approach on very large databases not only for ADHD
and ASD but also for other mental health conditions like depression, anxiety, Tourette’s
syndrome, etc. The present work did not make use of behaviour signals from hand and
foot movements mainly because it is difficult to track them reliably using the current al-
gorithms. Developing new algorithms which can do precise tracking of the entire body

will enable a more complete behaviour analysis as compared to facial behaviour alone.
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Another interesting direction would be to develop new methods for representing human
behavioural features which can efficiently encode temporal context as well as context
of external stimuli. In order to develop automatic diagnostic systems which can utilise
more naturalistic facial behaviour while at the same time do not require any additional
human intervention, it is important to develop methods to simulate real human-human
interaction. Developing virtual humans which can look, sound and behave like humans,
could be one of the ways to simulate human-human interaction. This will help in bring-
ing out a more realistic behaviour response from the people as they would normally do in
a general setting involving interaction with real people. This is important if the ultimate
aim is to develop automatic behaviour analysis systems which can be deployed in public

places or even in people’s homes to detect/monitor the symptoms of these conditions.
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INHS|
National Institute for AQ - 1 0
Health Research
Autism Spectrum Quotient (AQ)

A quick referral guide for adults with suspected autism who do not have a learning disability.

Definitely Slightly Slightly Definitely

Please tick one option per question only: Agree Agree Disagree Disagree
1 | often notice small sounds when others do
not
5 | usually concentrate more on the whole
picture, rather than the small details
3 | find it easy to do more than one thing at
once
4 If there is an interruption, | can switch back to

what | was doing very quickly

| find it easy to ‘read between the lines’ when
someone is talking to me

I know how to tell if someone listening to me
is getting bored

When I'm reading a story | find it difficult to
work out the characters’ intentions

| like to collect information about categories of
8 |things (e.g. types of car, types of bird, types
of train, types of plant etc)

| find it easy to work out what someone is
thinking or feeling just by looking at their face

10 | | find it difficult to work out people’s intentions

SCORING: Only 1 point can be scored for each question. Score 1 point for Definitely or
Slightly Agree on each of items 1, 7, 8, and 10. Score 1 point for Definitely or Slightly
Disagree on each of items 2, 3, 4, 5, 6, and 9. If the individual scores more than 6 out of 10,
consider referring them for a specialist diagnostic assessment.

This test is recommended in ‘Autism: recognition, referral, diagnosis and management of adults on
the autism spectrum’ (NICE clinical guideline CG142). www.nice.org.uk/CG142

Key reference: Allison C, Auyeung B, and Baron-Cohen S, (2012) Journal of the American Academy
of Child and Adolescent Psychiatry 51(2):202-12.

578 UNIVERSITY OF 'ﬂ
4P CAMBRIDGE autism research centre

© SBC/CA/BA/ARC/Cambridge University 1/5/12




Adult ADHD Self-Report Scale (ASRS-vI.l) Symptom Checklist

Patient Name

Today’s Date

Please answer the questions below, rating yourself on each of the criteria shown using the

scale on the right side of the page. As you answer each question, place an X in the box that
best describes how you have felt and conducted yourself over the past 6 months. Please give

this completed checklist to your healthcare professional to discuss during today’s
appointment.

. How often do you have trouble wrapping up the final details of a project,

once the challenging parts have been done?

Never

Rarely

Sometimes

Often

Very Often

. How often do you have difficulty getting things in order when you have to do

a task that requires organization?

. How often do you have problems remembering appointments or obligations?

. When you have a task that requires a lot of thought, how often do you avoid

or delay getting started?

. How often do you fidget or squirm with your hands or feet when you have

to sit down for a long time?

. How often do you feel overly active and compelled to do things, like you

were driven by a motor?

Part A

. How often do you make careless mistakes when you have to work on a boring or

difficult project?

. How often do you have difficulty keeping your attention when you are doing boring

or repetitive work?

How often do you have difficulty concentrating on what people say to you,
even when they are speaking to you directly?

. How often do you misplace or have difficulty finding things at home or at work?

. How often are you distracted by activity or noise around you?

How often do you leave your seat in meetings or other situations in which
you are expected to remain seated?

How often do you feel restless or fidgety?

How often do you have difficulty unwinding and relaxing when you have time
to yourself?

. How often do you find yourself talking too much when you are in social situations?

. When you'’re in a conversation, how often do you find yourself finishing

the sentences of the people you are talking to, before they can finish
them themselves?

. How often do you have difficulty waiting your turn in situations when

turn taking is required?

How often do you interrupt others when they are busy?

Part B
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One day, while she is playing in the house, Anna
accidently knocks over and breaks her mother’s
favourite crystal vase. Oh dear, when mother finds
out she’ll be very cross. So when Anna’s mother
comes home and sees the broken vase and asks
Anna what happened, Anna says “The dog knocked
it over, it wasn’t my fault!”.

* Ql. Was it true, what Anna told her mother?
* Q2. Why did she say this? 5

4

Katie and Emma are playing in the house Emma
picks up a banana from the fruit bowl and hold
it up to her ear. She says to Katie, “Look! This
banana is a telephone!”

Q1. Is it true what Emma says?
Q2. Why does Emma say this?

Emma has a cough. All through lunch she coughs
and coughs. Father says, “Poor Emma, you must
have a frog in your throat!”.

Q1. Is it true, what Father says to Emma?
Q2. Why does he say that?

4

26/04/2017

One day Aunt Jane came to visit Peter. Now
Peter loves his Aunt very much, but today she is
wearing a new hat; a new hat which Peter thinks
is very ugly indeed. Peter thinks his Aunt looks
silly in it and much nicer in her old. But when
Aunt Jane asks Peter, “How do you like my new
hat?”, Peter says, “Oh, its very nice”.

Q1. Was it true what Peter said?
Q2. Why did he say it?

Daniel and lan see Mrs Thompson coming out
of the hairdresser’s one day. She looks a bit
funny because the hairdresser has cut her hair
much too short. Daniel says to lan, “She must
have been in a fight with a lawnmower!”.

Q1. Is it true, what Daniel says?
Q2. Why does he say this?

A burglar who has just robbed a shop is making his
getaway. As he is running home, a policeman on his beat
sees him drop his glove. He doesn’t know the man is a
burglar, he just wants to tell him he dropped his glove.
But when the policeman shouts out to the burglar, “Hey
you! Stop!”, the burglar turns round, sees the policeman
and gives himself up. He puts his hand up and admits he
did the break-in at the local shop.

Q1. Was the policeman surprised by
what the burglar did?

Q2. Why did the burglar do this, when
the policeman just wanted to give
him back his glove?




During the war, the Red army capture a member of the
Blue army. They want him to tell them where his army’s
tanks are; they know they are either by the sea or in the
mountains. They know that the prisoner will not want to
tell them, he will want to save army, and so he will
certainly lie to them. The prisoner is very brave and very
clever, he will not let them find his army’s tanks. Now
when the other side ask him where his tanks are, he says,
“they are in the mountains”.

Q1. Is it true, what the prisoner said?

Q2. Where will the other army look
for his tanks?

Q3. Why did the prisoner say what he
said?

Brian is always hungry. Today at school it is his
favourite meal — sausages and beans. He is a very
greedy boy, and he would like to have more
sausages than anybody else, even though his
mother will have made him a lovely tea when he
gets home! But everyone is allowed two sausages
and no more. When it is Brian’s turn to be served,
he says, “Oh please can | have 4 sausages, because |
won'’t be having any tea when | get home!”.

Q1. Is it true, what Brian says?
Q2. Why does he say that?

It is Halloween, and Chris is going to a fancy-
dress party. He is going as a ghost. He wears a
big white sheet with eyes cut out to see
through. As he walks to the party in his ghost
costume, he bumps into Mr Brown. It is dark,
and Mr Brown says, “Oh! Who is it?”. Chris
answers, “I'm a ghost Mr Brown!”.

Q1. Is it true, what Chris says?
Q2. Why does Chris say this?

26/04/2017

Sarah, and Tom are going on a picnic. It is Tom’s
idea, he says it is going to be a lovely sunny day
for a picnic. But just as they are unpacking the
food, it starts to rain, and soon they are both
soaked to the skin. Sarah is cross. She says, “Oh
yes, a lovely day for a picnic alright!”.

Q1. Is it true, what Sarah says?
Q2. Why does she say this?

Jane and Sarah are best friends. They both entered the
same painting competition. Now Jane wanted to win this
competition very much indeed, but when the results
were announced it was her best friend Sarah who won,
not her. Jane was very sad she had not won, but she was
happy for her friend who got the prize. Jane said to Sarah,
“Well done, I’'m so happy you won!”. Jane said to her
mother, “l am sad | did not win that competition!”.

Q1. Is it true what Jane said to Sarah?

Q2. Is it true what Jane said to her
mother?

Q3. Why does Jane say she is happy
and sad at the same time?

At school today, John was not present. He was
away ill. All the rest of Ben’s class were at school
though. When Ben got home after school, his
mother asked him, “Was everyone in your class
at school today?”. Ben answers, “Yes mummy”.

[

Q2. Why did Ben say that? =
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&

\

j@i%m

=
=

1



