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ABSTRACT 

 

 

Information about deformation in an area has become vital not only for safety 

assessment but also for maintenance of geodetic infrastructures. The latter is 

necessary to support accurate surveying and mapping applications. This research 

exploits the complementary features of Global Positioning System (GPS) and 

Interferometric Synthetic Aperture Radar (InSAR) techniques to assess the long-term 

deformation in Johor, Malaysia, which can be induced by natural and/or 

anthropogenic activities. Furthermore, modelling and mitigation of tropospheric 

effects in GPS and InSAR are addressed to achieve the best possible precision from 

the two techniques. Indeed, their modelling and mitigation improve the quality of the 

estimation as well as provide valuable resources for atmospheric studies. The 

assessment of long-term deformation in Johor is firstly made by analysing the five 

years (2007 - 2011) point-specific profile at eight Malaysia Real-Time Kinematic 

GNSS Network (MyRTKnet) stations. Two processing strategies, namely Precise 

Point Positioning (PPP) and Double-Difference (DD), are employed to assess their 

capability for deformation monitoring. The latter also make used of the GPS data 

from 27 IGb08 stations and 7 International GNSS Service (IGS) stations. Analysis of 

the results revealed deformation that can be explained by plate tectonic movement and 

earthquakes in the surrounding region. While results from the PPP processing showed 

a higher correlation with the recorded earthquakes, the results from DD have 

improved correlation coefficients at about 4% in the East-West and 5% in the Up-

Down components. These improvements are valuable when the rate of deformation is 

the primary interest. In addition to the point-specific profile, the surrounding 

deformation of Johor has been assessed with the line-of-sight (LOS) velocity maps 

from the InSAR time-series. Two sets of ERS-1/2 data, consisting a total of 67 images 

acquired at two descending tracks (i.e. track 75 and 347), are utilised for the 

generation of the maps. Moreover, the feasibility of Sentinel-1 satellites is also tested, 

which revealed improved coherence owing to their short revisit cycle. Some part of 

Johor showed subsidence and uplift trends, which also agreed with the literature. This 

information cannot be perceived by the GPS alone due to its limited coverage; hence, 

further attests to the benefit of their joint analysis. Numerous developments have been 

implemented in the in-house software (i.e. Punnet) such as the implementation of 

tropospheric correction, outlier’s rejection scheme, statistical analysis to identify the 

control point for phase unwrapping, and a new method to retrieve temporal evolution 

of deformation for a rapidly deforming area. 
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CHAPTER 1 

 

INTRODUCTION 

 

 

 

1.1. Preface 

 

Malaysia is inevitably affected by seismic activities due to its geographical 

location, which is situated within the buffer zone of the Pacific Ring of Fire. A study 

by the Department of Survey and Mapping Malaysia (JUPEM) using data from 

continuous Global Positioning System (GPS) revealed movements up to 25.8 cm, 

interpreted as the result of co-seismic and post-seismic motions from the 2004, 2005, 

and 2007 Sumatran earthquakes (JUPEM, 2009a). Similarly, Vigny et al. (2005) 

detected movements ranging from 2 to 17 cm resulted from the 2004 Sumatra-

Andaman earthquake. Larger displacements occurred in the northern peninsula and 

extended more than 3,000 km from the earthquake epicentre. Interestingly, the 

direction of these movements was towards the west as opposed to the normal velocity, 

i.e. towards the east at 1.2 ± 0.3 cm per year with respect to Eurasia plate (Michel et 

al., 2001). 

 

There are other factors that contribute to the growing demand for deformation 

monitoring in Malaysia. A number of unfortunate tragedies such as the collapse of 

Highland Tower on 11 December 1993, the tsunami in West Coast of Peninsular 

Malaysia on 26 December 2004, and major floods that strike almost every year during 

monsoon season are among the evidence of the need for this monitoring. The rise of 

public awareness and concern especially with the increasing number and complexity 

of engineering structures add onto the list. In general, the primary purpose of 

deformation monitoring is the detection of spatial deformation to provide information 

on the stability and extent of any movement or deformation of an object occurring 

over time (Halim, 1995). It is useful for safety assessment as well as predicting and 

preventing the possibility of failure or disaster in the future. 

 

Two space-based positioning techniques commonly used for monitoring 

deformation with high precision and accuracy are Interferometric Synthetic Aperture 

Radar (InSAR) and GPS. InSAR is suitable for monitoring deformation over large 

areas owing to its spatial coverage. Since InSAR does not rely on ground observation, 

it has advantages for remote, dangerous or inaccessible sites. The uses of this 

technique for deformation monitoring have been reported by various researchers, such 

as for monitoring earthquakes (e.g. by Massonnet et al., 1993; Stramondo et al., 1999; 

Wright, 2002), landslides (e.g. by Fruneau et al., 1996; Refice et al., 2000; Rott and 

Nagler, 2006), volcanoes (e.g. by Massonnet et al., 1995; Lanari et al., 1998; Ara and 

Luz, 2002), land subsidence (e.g. by Wright and Stow, 1997; Amelung et al., 1999; 
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Sowter et al., 2013), and engineering structures (e.g. by Wang et al., 2010). 

Nevertheless, the resultant deformation profile is limited typically to the line-of-sight 

(LOS) of the satellite. 

 

On the contrary, GPS gives better representation in a three-dimensional view, 

but this information is limited only to the observed stations (point-specific 

deformation profile). Other factors such as the cost of setting up GPS stations 

(monument, equipment and operational cost) and the source of power supply (for 

continuous monitoring) must also be considered. However, the uses of GPS for 

monitoring deformation are increasing owing to the rapid increment of permanent 

GPS network in many countries. In Malaysia, JUPEM has established the Malaysia 

Real-Time Kinematic GNSS Network (MyRTKnet) since 2002. Currently, it consists 

of 78 stations, with 50 in Peninsular Malaysia and 28 in East Malaysia. Availability of 

the permanent GPS network has enabled users, among others, to only use single GPS 

receivers for deformation monitoring, hence reducing the overall cost. Many 

researchers have demonstrated the usages of GPS for various applications, such as for 

monitoring plate tectonics (e.g. by Vernant et al., 2004; Qu et al., 2014), earthquakes 

(e.g. by Wdowinski et al., 1997; Ergintav et al., 2007; Li et al., 2014), land 

subsidences (e.g. by Abidin et al., 2001; Baldi et al., 2009), and engineering structures 

(e.g. by Behr et al., 1993; Meng et al. 2007; Yi et al., 2013). 

 

Integrating InSAR and GPS certainly enable better analysis, covering both 

surrounding and point-specific deformation profiles. For this reason, various 

integration techniques were explored and investigated by many researchers. Lagios et 

al. (2012) utilised results from InSAR and GPS to achieve a better understanding of 

seismicity patterns in Cephalonia, Greece, thus enabling a prediction of future 

earthquakes. Similarly, Tang et al. (2012) used InSAR and GPS for monitoring 

subsidence over a coal mining area and concluded that it is more efficient compared 

to the conventional method, i.e. using the electronic total station and levelling 

instrument, especially in the mountainous region. On the other hand, Wang et al. 

(2012) and Cavalie et al. (2013) incorporated InSAR and GPS results to derived 

deformation parameters such as the location of the epicentre, the magnitude of the 

earthquake, and the fault geometry. Another example is the GPS and Earth 

Observation for Structural Health Monitoring (GeoSHM) project, lead by the 

Nottingham Geospatial Institute, The University of Nottingham. GeoSHM integrates 

InSAR and GPS to provide users with real-time measurement of their asset (i.e. 

bridge) as well as a complete picture of the structure in its changing landscape. It is 

without a doubt that both of these techniques are complementary to each other, and 

their integration will enable robust analysis to obtain a complete deformation profile. 
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Despite the capability of providing good results, one of the challenges for 

space-based geodetic techniques like InSAR and GPS is atmospheric heterogeneity 

(Zebker et al., 1997; Hofmann-Wellenhof et al., 2008; Li et al., 2009). As the signal 

propagates from satellites towards the Earth surface, the wave crosses and interacts 

with the atmosphere. The primary interaction is atmospheric refraction which causes 

the signal to change in direction and speed as it passes from one medium to the other. 

In general, atmospheric heterogeneity can be categorised into troposphere and 

ionosphere layers. The troposphere layer extends to about 50 km above ground and 

causes a delay in the signal propagation. It is divided into dry and wet components 

that account for about 90% and 10% of the delay respectively. Nevertheless, the effect 

of the dry component can be accurately modelled using surface measurements of 

temperature and pressure, as opposed to difficulty in modelling the wet part due to 

high variation in water vapour content (Janssen et al., 2004; Leick et al., 2015). 

 

On the other hand, the ionosphere is the upper part of the atmosphere which 

extends in a number of distinct layers from 50 to 1,000 km above the Earth’s surface 

(Janssen et al., 2004). A sufficient number of electrons and ions are present in the 

ionosphere, causing the signal to advance in propagation. The degree of ionisation 

shows considerable variation, generally correlating with geographic location, solar 

and geomagnetic activity, season, and local time (SBAS Ionospheric Working Group, 

2010; Dach et al., 2015). Malaysia experiences high atmospheric activities and 

seasonal variations owing to its geographical location, i.e. close to the equator. There 

is very limited attempt found in the literature to investigate and model the 

atmospheric effects on space-based geodetic techniques, particularly in Malaysia. 

 

GPS addresses the atmospheric effects in a different way than InSAR. Since 

GPS satellites broadcast more than one frequency, the ionosphere can be modelled 

and mitigated considering the refractive index is frequency-dependent. Dach et al. 

(2007; 2015) suggest that in a first (but excellent) approximation, ionospheric 

refraction is proportional to the inverse of squared frequency. Therefore, a linear 

combination such as the Ionosphere-Free Linear Combination can be formed using 

two frequencies (e.g. L1 and L2 for GPS) to minimise or eliminate the ionospheric 

effects (Hofmann-Wellenhof et al., 2008). Several models based on a standard 

atmosphere have been developed to account for tropospheric effects in the absence of 

accurate ground meteorological data such as Hopfield (1969), Saastamoinen (1973), 

and Vienna Mapping Functions-1 (Boehm et al., 2006). Tesmer et al. (2007) and 

Urquhart et al. (2013) found that the most accurate model to date is Vienna Mapping 

Functions-1. 

 

Similarly, the state of atmosphere is never identical when two images are 

acquired at different times for repeated passes InSAR. Therefore, any difference in the 

path delays between these two acquisitions will result in additional phase shifts. 

Unlike GPS, the effects of the troposphere are more prominent in C-band InSAR than 

that from the ionosphere (Doin et al., 2009; Ferretti, 2014). Methods for mitigating 
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tropospheric effects are generally divided into two classes, statistical and calibration. 

The statistical methods rely on the change of the water vapour field with time, or 

knowledge of the typical spatiotemporal characteristics of the atmospheric signal, 

whereas the calibration methods depend on some form of a priori information about 

water vapour fields in a given interferogram. 

 

This study presents an effort to quantify the complete picture of long-term 

deformation in Johor, Malaysia using a combination of GPS and InSAR techniques. 

The deformation can be induced by several factors such as plate tectonic movement, 

landslide, urbanisation processes, development of tropical peatland, sea level rise, as 

well as flood. The GPS data from 8 MyRTKnet stations in Johor (2007-2011) and 

SAR images from the European Space Agency (ESA) (1993-2005) are utilised for the 

investigation. In addition, the potential of the newly available Sentinel-1 satellites is 

also reported. Mitigation of the tropospheric effects in GPS and InSAR is investigated 

to achieve high precision results from the two techniques. This study is one of the first 

systematic assessments of the long-term deformation in Malaysia using these two 

highly regarded space-based geodetic techniques. The results are expected to be 

valuable for a wide variety of applications and studies on the environmental issues. 

The adopted strategy can also be applied for similar investigations in other parts of 

Malaysia. 

 

 

 

1.2. Research Aims and Objectives 

 

The aim of this study is to assess the long-term deformation in Johor, Malaysia 

using two space-based geodetic techniques, namely GPS and InSAR. It is a 

comprehensive study that benefits from their complementary features, which enable a 

better understanding of the deformation from the assessment of both surrounding and 

point-specific deformation profiles. In pursuit of this goal, this study specifically 

addresses several objectives as follows: 

 

i. To investigate and develop a strategy for precise estimation of the 

long-term deformation in Johor, Malaysia using GPS and InSAR. 

 

ii. To model and mitigate the tropospheric effects in GPS and InSAR to 

achieve the most precise and reliable estimation from the 

measurements. 

 

iii. To quantify and assess the rate of long-term deformation in Johor, 

Malaysia, and to analyse the sources of deformation. 
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1.3. Thesis Overview 

 

The structure of this thesis is arranged into eight chapters as follows. 

 Chapter 1: Introduction. Introduce the research topic, and outline the 

research aim and objectives. 

 Chapter 2: Literature Reviews on the Uses of GPS and InSAR for 

Regional Deformation Monitoring. Highlight the importance of 

deformation studies, provide an overview of various monitoring 

techniques available to date, review the recent works on GPS and 

InSAR for regional deformation monitoring, and atmospheric effects 

on GPS and InSAR. 

 Chapter 3: The Johor Site. Introduce Johor as the study area and the 

reasons behind its selection. The chapter includes, among others, the 

potential sources of deformation in Johor, and the data used for the 

investigation covering data availability, distribution, format, temporal 

and spatial resolution, source, and requirement. 

 Chapter 4: Deformation Analysis using GPS Time-Series. Discuss the 

framework and strategy employed to achieve high accuracy 

requirements for deformation analysis using GPS. It also includes brief 

theoretical concepts, coordinate reference system, introduction to the 

software, and the processing strategies. 

 Chapter 5: Deformation Analysis using InSAR Time-Series. Describe 

the method used for InSAR processing. The chapter encompasses 

fundamental concepts of InSAR for detecting surface movement, SAR 

coordinate system, introduction to the software, and the adopted 

strategies for the processing. 

 Chapter 6: Modelling and Mitigation of Tropospheric Effects in GPS 

and InSAR. Address the modelling and mitigation of tropospheric 

effects to achieve the best estimation from GPS and InSAR. 

 Chapter 7: Analyses of Long-Term Deformation in Johor. Present and 

discuss the final results, i.e. the estimated rates of deformation in Johor 

as deduced from the GPS and InSAR time-series. They are compared 

with each other and with the results from the literature. 

 Chapter 8: Conclusions and Recommendations. Summarise the major 

findings and conclusion of this research, followed by suggestions for 

possible future investigations 

 

 

The list of publications and potential publications from this work is given in 

Appendix A. 
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CHAPTER 2 

 

LITERATURE REVIEWS ON THE USES OF 

GPS AND INSAR FOR REGIONAL DEFORMATION MONITORING 

 

 

 

2.1. Introduction 

 

This chapter primarily aims to summarise some of the recent works on the 

uses of Global Positioning System (GPS) and Interferometric Synthetic Aperture 

Radar (InSAR) for regional deformation monitoring. The chapter begins with a brief 

introduction on the importance of deformation studies particularly in Malaysia, 

followed by an overview of various monitoring techniques available to date. Their 

features are briefly described comprising advantages and drawbacks of each method. 

Advancements in the field of deformation studies using space-based geodetic 

techniques are discussed regarding GPS and InSAR only, and also the integration of 

both technologies. The atmosphere has been identified as one of the most challenging 

error sources in GPS and InSAR; hence, the following discussion addresses some of 

the works to mitigate the effects. This chapter ends with a summary of the important 

key points related to the applications of GPS and InSAR for regional deformation 

monitoring. 

 

 

 

2.2. The Importance of Deformation Monitoring 

 

Deformation is commonly known as a change in shape, size or dimensions of 

a body due to the application of force. This change can vary from a small object to a 

massive movement of a whole continent. It could be triggered by natural or human 

factors but most often results from an intricate combination of several natural and 

human drivers. Understanding this complex system of causes and effects is becoming 

important in our modern world and is the goal of deformation study. Assessment of 

spatial deformation provides information on the stability and extent of any movement 

occurring over time (Halim, 1995). This information is useful for safety assessment as 

well as predicting and preventing the possibility of failure or disaster in the future. 

 

Various studies have been carried out in the past which eventually led to 

existing knowledge on the Earth’s crustal movement. Today, the movement of large 

plates can be described by the theory of plate tectonics that divides the lithosphere 

into a number of plates (Figure 2.1) using data from the paleomagnetic studies, 

seismological studies and many others. The theory of plate tectonics provides clear 

motion models at the plate boundaries. Regional deformation, however, involves 
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smaller areas where the movements of small plates are controlled mainly by the forces 

of large plates but are not clearly delineated. One of the phenomena closely associated 

with the continuous motion of the Earth’s crusts is earthquake, which happens when 

the energy stored from the locking mechanism of these motions is released in the form 

of seismic waves. History has recorded countless casualties that could have been 

prevented or minimised with prior knowledge of those events. 

 

 

Figure 2.1: Major tectonic plates of the Earth shown in different colour schemes. 

Arrows indicate the direction of each plate motion. Figure adapted from 

http://pubs.usgs.gov/publications/text/slabs.html (accessed 10.05.2016). 

 

 

Malaysia, though relatively stable, is no exception from undergoing 

deformation. It is situated within the buffer zone of the Pacific Ring of Fire 

(Figure 2.2) that has recorded a high number of seismic activities. A study by the 

Department of Survey and Mapping Malaysia (JUPEM) using data from the 

continuous Global Navigation Satellite System (GNSS) stations revealed movements 

up to 25.8 cm, interpreted as the result of co-seismic and post-seismic motions from 

the 2004, 2005, and 2007 Sumatran earthquakes (JUPEM, 2009a). Likewise, Vigny et 

al. (2005) detected movements ranging from 2 to 17 cm resulting from the 2004 

Sumatra-Andaman earthquake. Larger displacements occurred in the northern 

peninsula and extended more than 3,000 km from the earthquake epicentre. 

Interestingly, the direction of these movements was towards the west as opposed to  

 

 

http://pubs.usgs.gov/publications/text/slabs.html
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normal velocity, i.e. towards the east at 1.2 ± 0.3 cm per year with respect to the 

Eurasian plate (Michel et al., 2001). Complete understanding of this phenomenon, in 

the past, is greatly hindered by the lack of data available in the region. 

 

 

Figure 2.2: Geographical location of Malaysia (marked in black rectangle) 

respective to the Pacific Ring of Fire. Figure adapted from 

http://www.universetoday.com/59341/pacific-ring-of-fire/ (accessed 13.06.2014). 

 

 

The growing demand for deformation monitoring in Malaysia can also be 

ascribed to several other factors. Some unfortunate tragedies such as the collapse of 

Highland Tower on 11 December 1993, the tsunami in West Coast of Peninsular 

Malaysia on 26 December 2004, and major floods that strike almost every year during 

monsoon season are among the evidence of the need for this monitoring. The rise of 

public awareness and concern especially with the increasing number and complexity 

of engineering structures add onto the list. Ground stability has now become an issue 

of vital importance. Applications for new developments, for example, have to be 

submitted with an environmental report (Department of Environment, 2010). Damage 

to building and infrastructure have led insurance companies to bear a significant cost, 

which is eventually affecting buyers in term of premiums and policy excess. 

Authorities require information on ground stability for development planning and 

decisions making. More than ever before, the public is concerned as to whether 

existing building specifications, e.g. hospitals, shopping malls, bridges or any other 

engineering structures, are sufficient to handle deformation from various causes. It is 

without a doubt that deformation studies have become part and parcel in this modern 

world, both for understanding the Earth and for safety assessment. 

 

http://www.universetoday.com/59341/pacific-ring-of-fire/
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2.3. Techniques for Deformation Monitoring 

 

Determination or detection of deformation requires delicate attention to every 

step involved in the process, i.e. design, measurement and analysis stages. The 

magnitude of deformation is typically small, thus could be easily masked by errors 

from various sources. The monitoring system must be designed to be sensitive, and 

capable of detecting movements of the object under investigation (Yetkin and Inal, 

2015). A complete system that included, for example, proper monumentation, 

integration of various sensors and state-of-the-art software and telecommunication 

components, is always desirable and indisputably will deliver the best possible 

findings. However, the cost involved in setting up such system must also be 

considered. Very often, a system that offers the best value for money is strived in the 

design stage. 

 

The measurement techniques are generally categorised into geodetic and 

geotechnical/structural methods (Shan-Long, 1991). Selection of the appropriate 

method will determine the sorts of analysis carried out in the later stage. The 

geotechnical/structural methods are considered as the most accurate for monitoring 

over short distances of up to few tens of metres (Ogundare, 2015). Specialised 

equipment is used to directly measure the change in height (settlement gauge), length 

(extensometer), water pressure (piezometer), tilt (tiltmeter), inclination (inclinometer), 

displacement (displacement meter), strain (strain meter), and acceleration 

(accelerometer). However, such methods simply provide information about the local 

movement and are only suitable to determine changes within the structures, not the 

overall movement of the object under investigation. 

 

Geodetic methods, on the other hand, often deal with the determination of 

positions or their changes in a predefined coordinate system (Shan-Long 1991; Erol et 

al. 2004). Therefore, they not only provide information about movements within the 

structures (given access is possible), but also overall movements of the object under 

study. Terrestrial surveys with a total station or levelling equipment are the most 

commonly used for distance ranging up to 10 km, and one of the economic 

alternatives. Although their accuracy is affected by refraction, it can be improved by 

several means, such as adopting proper measurement schemes (Ashkenazi et al., 

1980; Secord, 1986) or modifying the functional model (Gruendig and Teskey, 1984). 

However, data acquisition using a total station and levelling equipment is a relatively 

labour extensive and time-consuming exercise. 

 

The uses of a laser scanner for monitoring deformations have gained much 

attention in recent years (e.g. Yang et al., 2017; Jaafar, 2017). Conventional terrestrial 

techniques such as total station and levelling are significantly hindered by low point 

density, typically of a few samples located at strategic points. Ground-based laser 

scanners allow rapid, remote measurement of millions of points, thus providing an 

unprecedented amount of spatial information. This, in turn, permits more accurate 



. 10 . 

prediction of the forces acting on a structure. Nevertheless, as an emerging 

technology, several issues concerning instrument calibration, sensitivity analysis, data 

processing and filtering techniques still require investigation. The cost of the 

equipment is also more expensive than the conventional terrestrial options. 

 

Photogrammetry is also a common technique for deformation studies. It can be 

based on terrestrial, aerial or satellite measurement, whereby the determination of 

positions is made using triangulation principles. From the photographs taken from at 

least two different locations, the so-called lines-of-sight (LOS) can be developed from 

each camera to points on the target. These lines of sight are mathematically 

intersected to produce the three-dimensional (3D) coordinates of those points (Li et 

al., 2008). The main advantages of photogrammetry are reduced time of fieldwork, 

simultaneous 3D coordinates, and in principle, allowing an unlimited number of 

points to be monitored. Large spatial coverage offered by aerial and satellite 

photogrammetry made them suitable for large-scale deformation monitoring. 

However, their broad applications are limited by the high cost induced from 

expensive equipment, aircraft rental, and price of the satellite images. Uses of aerial 

and satellite photogrammetry also require clear sky visibility, good weather 

conditions and in some countries, permission from the authorised agencies. 

 

Recent developments in unmanned aerial vehicles (UAV) provide exciting 

new opportunities for ultra-high resolution mapping and monitoring of the 

environment. Some of the applications included monitoring of landslide, 

deforestation, flood, etc. UAV employs similar principals as in the photogrammetry 

technique. It is a more flexible platform than the spaceborne or airborne 

photogrammetry, as the latter requires thorough planning and might be jeopardised by 

unfavourable weather conditions or other campaigns with higher priorities. UAVs 

may bridge the gap between terrestrial observations and satellite or full-scale airborne 

observations. It can be controlled remotely (e.g. flown by a pilot at a ground control 

station) or can fly autonomously based on pre-programmed flight plans or in more 

complex dynamic automation systems (www.theuav.com, accessed 25.04.2017). The 

key advantages of this technique include superior spatial resolution, capacity to fly-

on-demand at critical times with multiple sensors, as well as ability to collect imagery 

over terrain that is often difficult to access. As the method mostly uses an optical 

sensor, it shares similar drawbacks to the common aerial and satellite photogrammetry 

techniques. 

 

GNSS is a space-based geodetic method that has a broad range of applications 

in deformation studies. The term GNSS comprises of several systems provided by 

different countries, namely GPS (United States), GLONASS (Russia), Galileo 

(European Union) and BeiDou (China). GNSS eliminates the requirement for inter-

visibility between stations, allowing greater flexibility in the selection of station 

locations. Measurements can be made during day or night under varying weather 

conditions, which makes this technique economical especially when multiple 
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receivers can be deployed. Continuous researches and advancements have enabled 

accurate positioning in short observation period. However, it is not feasible for 

monitoring deformation in dangerous or inaccessible sites, such as volcanoes, since it 

relies on ground measurements. The spatial coverage is also limited to the observed 

stations, and high accuracy is only achievable by proper handling of various errors 

and biases present in the data. 

 

Pseudolite (pseudo-satellite) is a ground-based technique of GNSS-like 

signals. The quality of GNSS positioning (i.e. availability, accuracy, reliability and 

integrity) is subject to, among other things, sufficient number of satellites and their 

geometrical distribution. These requirements are often difficult to meet in some areas 

such as urban canyons, valleys and deep open-cut mines. Likewise, indoor monitoring 

is challenging if not impossible without the aid of other sensors. The measurements 

are not only affected by the atmosphere but also susceptible to severe multipath at low 

elevation angle (Hofmann-Wellenhof et al., 2008). On the contrary, the quality of 

pseudolite measurements with less than half-degree elevation angle (from the 

pseudolite transmitter to the GPS receivers) is still very high. The geometry can be 

improved by careful selection of the pseudolite locations. Therefore, the positioning 

quality can be expected to improve significantly by combining GNSS and pseudolite 

measurements, especially in the height component owing to the inclusion of high-

quality measurements at low elevation angles and proper geometrical distribution 

(Erol et al., 2004). The availability is also increased because a pseudolite provides an 

additional ranging source to augment the GNSS constellation (Dai et al., 2001). 

 

All techniques discussed thus far require some sort of in-situ observations and 

are impractical for some dangerous or inaccessible sites. Remote sensing techniques 

such as InSAR are viewed as useful on this occasion to carry out the task. InSAR 

provides an accurate deformation map over a wide area without the essential need for 

ground presence. This feature is handy for obtaining an initial assessment of the 

deformation. Variations in the phases of radar signal are determined between two 

epochs, which reveal terrain surface deformations that may have occurred between the 

two occasions when the images were recorded. It is claimed that height differences as 

small as one centimetre can be detected (Ferretti, 2014); therefore, InSAR has the 

potential of being a cost-effective, near-continuous, remote method of measuring 

terrain subsidence due to mining, and ground movement due to land subsidence, 

earthquake or volcanic activity, etc. Nevertheless, the resultant deformation profile 

from InSAR analysis is limited, typically to the LOS of the satellite. 

 

Light Detection and Ranging (LIDAR) is another remote sensing technique 

that does not require ground presence. It uses light in the form of pulsed laser to 

measure ranges (variable distances) to the Earth. These light pulses, combined with 

other data recorded by the airborne system, generate precise, 3D information about 

the shape of the Earth and its surface characteristics. A LIDAR instrument principally 

consists of a laser ranging, an Inertial Movement Measurement (IMU), and a 
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specialised GNSS receiver (Mosaic Mapping System Inc., 2001). Aeroplanes and 

helicopters are the most commonly used platforms for acquiring LIDAR data over 

broad areas. Some of the advantages included rapid delivery for monitoring large 

areas (i.e. capable of surveying hundreds of square kilometres per day and post-

acquisition processing is relatively brief compared to the traditional 

photogrammetrical compilation) and a wealth of detail due to massive point densities. 

Despite these advantages, LIDAR is not always the optimum solution due to its 

expensive cost for a smaller project (system mobilisation and acquisition are costly 

relative to aerial photography), reduced accuracy on steep slopes, and limited cloud 

penetration. Furthermore, data acquisition is only possible under favourable weather 

condition and also subject to permission from the authorised agencies in some 

countries. 

 

For any particular application of deformation monitoring, the most appropriate 

technique is determined as related to the type of object under study, required accuracy 

and also economic aspects. Geodetic techniques provide global information on the 

behaviour of the deformable objects whereas the non-geodetic techniques give 

localised information. The later, however, are easier to adapt for automatic and 

continuous monitoring than the former. While the non-geodetic methods are used 

mainly to identify relative movements within the deformable object and its 

surroundings, the geodetic methods can determine the absolute displacements of the 

selected points with respect to some stable reference points (Anonym, 2002). It is 

evidenced that each measurement technique has their own advantages and drawbacks; 

hence, their integration will enable better understanding about deformation occurred 

on the object under study. In this research, two space-based geodetic techniques, i.e. 

GNSS and InSAR, are utilised for the investigation of deformation. 

 

 

 

2.4. GPS for Deformation Monitoring 

 

Although GPS is designed originally for meter-level navigation applications, 

its potential for millimetre-level positioning to support geodetic and geodynamic 

applications was recognised from the beginning (Counselman and Gourevitch, 1981). 

The International GNSS Service (IGS) was established in 1994 by the International 

Association of Geodesy (IAG) as one of the efforts to realise this goal (Beutler et al., 

1994). Since then, many applications have benefited from the GPS analyses such as 

atmospheric, oceanographic, meteorological and global geodynamic studies. The IGS 

continuous tracking network has grown to more than 507 globally 

(http://www.igs.org/network, accessed 3.04.2017), and their products include precise 

GPS orbits, clock corrections, earth rotation parameters, station positions, zenith path 

delays and ionospheric grid maps. These products have significantly simplified and 

enhanced numerous applications in a variety of scientific fields (Neilan et al., 1997; 

Kouba, 2003). 
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One of the renowned studies on GPS for deformation monitoring is done by 

Bock et al. (1993) using ten weeks of GPS data at five continuously operating 

reference stations (CORS). The study aims to investigate the preseismic, coseismic 

and post-seismic motions of the Landers and Big Bear earthquakes on 28 June 1992. 

While no significant pre-seismic signature is discernible from the five weeks of daily 

data before the earthquakes, the study concluded that continuous GPS arrays could 

provide reliable, precise and rapid determination of the seismically induced 

deformation. Similarly, Blewitt et al. (1993) estimated the permanent surface 

displacements in southern California due to the cumulative effect of the earthquakes 

and proved that geodetic methods provide valuable information on the aspects of 

rupture mechanism not available with other techniques. Altiner et al. (2013) 

investigated the changes in coordinate time-series using Precise Point Positioning 

(PPP) processing before and after the 23 October 2011 Van, Turkey earthquake, but 

could not detect any pre-seismic horizontal movement at the level more than 5 mm. 

Although no warning or prediction is possible before the event, they concluded that 

geodetic results provide a significant contribution for the derivation of occurrence 

time of an earthquake. 

 

In his work, Kouba (2003) concluded that GPS could observe predominantly 

the horizontal components of surface seismic waves generated by earthquakes larger 

than magnitude 7, provided the network spacing and data sampling is sufficient. For 

large earthquakes such as the Denali Fault earthquake, the effects can be observed by 

1-second GPS data nearly a continent-wide (Larson, 2003). As such, GPS can 

supplement the standard seismic observations owing to its capability to detect seismic 

waves with periods as short as a few seconds and amplitudes of a few centimetre. 

Gahalaut et al. (2006) presented an improved estimate of the rupture characteristics 

using a campaign mode GPS measurements made at 13 sites in Andaman–Nicobar 

Islands, before and after the 2004 Sumatra-Andaman earthquake. The rupture 

characteristics of the earthquake are not well resolved from only seismological or far-

field geodetic data, particularly in the Andaman-Nicobar region.  

 

Zhang et al. (2005) and Hu et al. (2005) investigated the feasibility of CORS 

in Victoria, Australia for deformation monitoring and analysis, addressing critical 

issues associated with the suitability, geological stability, data quality, and stability of 

the solution. Both of them concluded that CORS is a valuable asset, able to provide a 

technically advanced and cost-effective geoscientific infrastructure for deformation 

monitoring. They also found that the precision of GPS network solution is strongly 

related to the amount of data used in the processing. It consists of two parts, namely 

the fixed error component not relating to the amount of data used and the proportional 

error which decreases with the increase of data. The precision of solution improved 

rapidly with the growth of data but then slowly improved when the data exceeds 6 

hours. However, the solution is not precise and stable for deformation study if the 

amount of data is less than 6 hours. With 24 hours dataset, they are able to achieve 

5 mm precision in the 3D coordinates. 
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Mousavi et al. (2013) described the rigid-body rotation of the South Caspian, 

which is crucial for the assessment of seismic hazard in North-East Iran, using the 

velocity field from a network of 27 permanent and 20 campaign GPS stations. 

Likewise, Aktuǧ et al. (2013) obtained a reliable quantification of the ongoing 

deformation in Azerbaijan by analysing the deformation field from a dense GPS 

network. Similar research is carried out by Trần et al. (2013) in northern Vietnam to 

measure the tectonic activity along the few fault systems based on the GPS data 

collected at 27 stations from 1994 to 2007. Ozener et al. (2013) reported that 

conventional geodetic measurements are not sufficient for monitoring small 

movements in the Iznik-Mekece segment of the North Anatolian Fault Zone, and GPS 

has played an essential role in detecting such deformations. Although similar research 

is possible with episodic measurements, Mendes et al. (2013) concluded from their 

study in São Jorge Island, Azores that long time series and dense temporal sampling 

are vital for a reliable analysis of surface deformation induced by tectonic, volcanic 

and landslide activities. 

 

There are some works found in the literature on the applicability of GPS in the 

estimation of the kinematic model for crustal deformation. For example, Qu et al. 

(2014) utilised GPS data from the China Crustal Movement Observation Network to 

construct a plate kinematic model of crustal deformation of Fenwei basin. Achievable 

accuracy of the model is found to be related to the availability of GPS observations. 

Integration of GPS with InSAR and gravity measurements will likely improve the 

model. Müller et al. (2013) processed GPS data from the continuous and campaign-

type GPS network to analyse the complex kinematic and deformation fields in the 

North Aegean Sea, Greece and adjacent regions. GPS provides additional constraints 

on the complex tectonic processes in the area, and the result sheds light on kinematic 

features previously not known in that detail. Similar research was conducted by 

Chousianitis et al. (2013) using 30-second GPS data from the continuous GPS stations 

in central Greece and IGS stations, which provides evidence on the crustal 

deformation in the area. 

 

Li et al. (2015) introduced a method for real-time earthquake monitoring based 

on the GPS absolute velocity determination (AVD). Although they only used single-

frequency GPS receivers and broadcast orbit, the method can clearly manifest the 

earthquake displacement signal even when the coseismic displacements at some 

stations are occasionally not visible in the position time series. The acquired precision 

is within a few millimetre per second (mm/s), i.e. 1-22 mm/s for horizontal 

components, which is sufficient for quick assessment of post-earthquake. The 

estimated magnitude also is in good agreement with that derived from the post-

mission kinematic PPP approach. Likewise, Ostini (2012) has developed an 

automated procedure based on the Detection Identification Adaptation (DIA) 

specifically to address the increasing number of geodetic networks of tracking stations 

and the need to reprocess raw data routinely. The procedure replaces the lengthy, 

inaccurate, subjective and time-consuming manual analysis of time series. 
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Yigit et al. (2016) compared the efficacy and performance of PPP and relative 

methods for deformation monitoring considering long to short observation period. 

Each method is validated against the high accuracy displacement simulator apparatus, 

which can move accurately over a small distance (up to 0.1 mm precision). The 

processing for relative and PPP method was made using GAMIT/GLOBK and CSRS-

PPP software, respectively. It is concluded that the superiority of relative method over 

PPP becomes more distinguished when the observation period decreases. The 24 

hours PPP results were approximately equivalent to 6 hours relative results in terms of 

minimum detectable displacement. Depending on displacement rate and amount, PPP 

method can be used as an efficient alternative to the comparative method to monitor 

crustal motion and time-varying behaviour of engineering structures. 

 

In a more recent work, Montillet et al. (2016) investigated the precision of 

continuous GPS in real-time and post-processing mode for measuring structural 

deformation caused by a variety of environmental stresses. There were four civil 

infrastructures involved in the study, namely a floating bridge, an elevated highway, 

and two large dams. Based on the results, they concluded that GPS demonstrate its 

usefulness for relatively low-cost monitoring. The post-processed daily positions can 

accurately quantify millimetre-level deformations within heavy civil-engineered 

structures, which is also of use in long-term structural preservation. As GPS may 

increasingly be deployed as both a real-time monitoring and long-deformation 

measurement owing to the reduced costs for deployment, GPS may eventually 

supplant existing optical systems that have been routinely used for over a century but 

are prohibitively expensive for continuous and real-time applications. 

 

 

 

2.5. InSAR for Deformation Monitoring 

 

Although InSAR can be used for estimation of topography (e.g. Farr et al., 

2007), atmospheric modelling (e.g. Hanssen, 1999; Alshawaf et al., 2012; Heublein et 

al., 2014), or even sub-surface detection (e.g. McCauley et al., 1982; Elachi et al., 

1984; Paillou et al., 2006; Morrison et al., 2013), the technique is widely known for 

surface deformation detection. It has been used to assess ground stability since the late 

1980s and has proven invaluable for detecting small ground motions in the order of 

centimetre with the differential technique, and millimetre with more modern time 

series approaches. The former achieved prominence when images before and after the 

Landers earthquake were used to reveal the spatial distribution of ground motion 

occurring in that event (Massonnet et al., 1993). The latter has come to prominence in 

recent years and involve the analysis of tens of radar images acquired over the course 

of several years or even decades to monitor subtle amounts of ground motion (Ferretti 

et al., 2001; Berardino et al., 2002). 
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Chaussard et al. (2014) identified land subsidence in 21 areas in central 

Mexico due to massive groundwater extraction. This task certainly will take an 

enormous amount of time and cost to be done with conventional methods. They 

utilised over 600 ALOS PALSAR scenes from 15 ascending tracks, dated from 2007 

to 2011, for the analysis. The correlation between subsidence and land use confirms 

that the leading cause of land subsidence is due to groundwater extraction mainly for 

agricultural and urban activities. The same area also has been investigated by other 

researchers using different SAR sensors, such as ENVISAT (e.g. Cabral-Cano et al., 

2008; Cigna et al., 2011; Yan et al., 2012; Osmanoğlu et al., 2015), RADARSAT-2 

(e.g. Geudtner, 2014; Lanari et al., 2015) and Sentinel-1 (Wegmüller et al., 2015; 

Sowter et al., 2016). Similar research was conducted by Ge et al. (2014) over 

Bandung Basin, Indonesia to map the land subsidence between 2002 and 2011. The 

results from independent analysis of 24 ALOS PALSAR (2002-2008) and 30 

ENVISAT ASAR (2007-2011) scenes showed good agreement, suggesting steady 

subsidence in many areas of the basin. The subsidence was expected mainly as a 

consequence of excessive groundwater extraction and soil consolidation caused by 

surficial loading. Good correlation was also observed with GPS data collected 

between 2002 and 2010, as well as with annual groundwater extraction records. 

 

Sun et al. (2015) utilised 16 scenes of L-band ALOS PALSAR acquired 

between 28 January 2007 and 23 June 2010 to study the slow-moving landslides in 

Zhouqu, China before a devastating major mudslide on 8 August 2010. In general, 

they found good agreement on the locations and extents of the landslides with 

previous field investigations. It proved that slow-moving slope deformation could be 

measured adequately in most parts of the area by a multi-temporal InSAR technique 

and L-band SAR data. Likewise, Schlögel et al. (2015) demonstrated the potential of 

L-band ALOS PALSAR to analyse deformation patterns of large and rapid landslides 

in South East France, even with limited available SAR data. They found consistent 

results with the ground-based measurement (GPS and EDM) and remote estimate 

from C-band and X-band satellite SAR sensors but expected a better result with more 

extensive data as it will allow them to investigate the landslides evolution over time 

and estimate the relationship with the meteorological controlling factors with higher 

accuracy. 

 

Tang et al. (2016) suggested that multi-temporal InSAR techniques are 

suitable for monitoring cultural heritage sites as they are not invasive unlike some 

traditional approaches, where electrical sensors need to be installed in structures for 

data acquisition. The spatial and temporal coverages provided by InSAR are suitable 

for monitoring the deformation of structures as well as their surroundings. This can 

facilitate the early recognition of potential risks and enables effective conservation 

planning. The techniques are also inexpensive and perform better in detecting subtle 

deformations due to the high precision (up to mm level). In their work, 20 scenes of 

COSMO-SkyMed were utilised to assess deformation of the World Heritage Site of 

Summer Palace in Beijing. InSAR also has been proven useful for investigation of 
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complex deformation. Yang et al. (2016) analysed cross-correlations among regional 

ground subsidence, fault activity, and underground water level over Linfen–Yuncheng 

Basin, China from the 8 Envisat ASAR images acquired from February 2009 to 

October 2010, and processed using the Stanford Method for Persistent Scatterer 

Interferometric Synthetic Aperture Radar (StaMPS) technique (Hooper, 2006). 

 

Most InSAR techniques are applicable only in urban areas and rocky terrain 

due to reliance on the presence of radar scatterers. There are some techniques 

specifically developed to address this shortcoming such as the SqueeSAR (Ferretti et 

al., 2011) and the Intermittent Small Baseline Subset (ISBAS) (Sowter et al. 2013; 

Bateson et al. 2015). The latter is developed in-house at the University of Nottingham 

and appears particularly well-suited to low-resolution, wide-area deformation 

monitoring over a broad range of land classes, including grasslands, agricultural and 

forested cover (Cigna et al., 2014; Sowter et al., 2016). Meanwhile, Milillo et al. 

(2015) addressed the temporal decorrelation by analysing the potential of X-band 

COSMO-SkyMed short repeat-pass interferometry over a rural area in the southern 

part of Italy. They found 180% improvement in usable pixels, which allowed them to 

extend the spatial coverage and highlight important features related to the landslide 

areas. The study concluded that short repeat-pass interferometry enables measurement 

on the dynamics of the seasonal deformation.  

 

The new Sentinel-1 mission offers an exciting new opportunity for InSAR 

study. The mission comprises two satellites: Sentinel-1A launched on 3 April 2014, 

and Sentinel-1B launched on 25 April 2016. Their Interferometric Wide (IW) data is 

gathered using the novel Terrain Observation with Progressive Scans in azimuth 

(TOPS) SAR imaging technique (Holzner and Bamler, 2002; Torres et al., 2012) that 

poses several challenges to the interferometric processing, primarily related to the 

preparation of the individual images and their subsequent coregistration. The 

coregistration accuracy requirement for Sentinel-1 TOPS InSAR is more stringent 

than other stripmap products at one thousandth of one pixel (De Zan et al., 2014); 

thus, it has the highest impact on the processing chain. Nevertheless, the satellites 

offer many benefits for the monitoring of land motion phenomena and provide 

continuity to the C-band SAR all-weather and day-and-night imagery of the ERS-1/2 

and ENVISAT missions. Rapid deformation can be monitored owing to the short 

repeat cycle of only 12 days for each satellite (Torres et al., 2012), and reduced to 6 

days considering the two satellites now in the constellation. Therefore, a much shorter 

time is needed to gather a significant stack of images (De Zan et al., 2008; Attema et 

al., 2010) which will be helpful for routine long-term monitoring applications. 

Furthermore, the swath width of IW product is around 250 km, allowing the 

monitoring of large areas with fewer acquisitions. A short revisit time and a large 

swath width alone mean that Sentinel-1 IW products can provide a very high level of 

support to operational, routine land monitoring applications (Sowter et al., 2016). 
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One-dimensional (1D) measurement along the satellite LOS has significantly 

limited the capability of InSAR in the investigation of surface displacements and their 

dynamics. When the real deformation vector differs from the LOS, the sensitivity of 

the technique decreases, and interpretation of the result becomes challenging. 

Nevertheless, two- or three-dimensional InSAR imaging of the displacement is 

possible by combining measurements from several directions (Massonnet et al., 1995; 

Massonnet et al., 1996; Joughin et al., 1998; Fialko and Simons, 2001; Wright, 2004). 

For example, Gray (2011) exploited three different LOS displacements from the 

extra-low and extra-high beams of RADARSAT-2 to estimate the full 3D movement 

of the Henrietta Nesmith Glacier. This situation, however, is a sporadic case, confined 

only to the regions whose latitudes are greater than around 80°. For most areas, the 

practical approach is by merging InSAR LOS measurements with other observations 

which can be from homogenous data (i.e. SAR acquisitions) or heterogeneous data 

(e.g. GPS data). Hu et al. (2014) reviewed the most recent development in resolving 

the full 3D displacements from InSAR measurements. On a related note, Eriksen et al. 

(2017) combined data from the ascending and descending TerraSAR-X acquired in 

the summer 2009 - 2014 to investigate the surface displacement on unstable slopes in 

northern Norway. The combination of surface displacement from two geometries (2D 

InSAR) not only enhanced sensitivity to displacement in the plane spanned by the two 

LOS vectors (LOS-plane) but allowed them to visualise detailed surface movement in 

the area. This, in turn, enables them to explain the driving and controlling 

mechanisms of the deformation. 

 

Despite remarkable features of InSAR, its application is relatively scarce in 

Malaysia. The technique, however, is gaining more attention in recent years. Din et al. 

(2015) applied Persistent Scatterer Interferometry (PSI) analysis on 17 ERS-2 

descending images to monitor land subsidence in Kelantan catchment due to 

groundwater extraction. They concluded that land subsidence did occur at the area 

upon validation with GPS measurements and hydrogeological data. Likewise, Nee et 

al. (2015) found a similar trend of deformation from the comparison between the 

InSAR and theodolite surveying. The InSAR analysis is based on the StaMPS method 

applied to 12 TerraSAR-X data, spanning the period from 9 July 2008 to 4 June 2009. 

Latip et al. (2015) also utilised StaMPS for monitoring deformation of the offshore 

platform using 11 high-resolution TerraSAR-X data from 2012 to 2013 and concluded 

that PSI technique shows potential for such work and the results are comparable to 

those obtained from GPS. Most studies, however, have reported limited coverage in 

their areas due to low coherence characteristics, as expected in Malaysian region. 

Although the result could be improved further with additional SAR dataset, the option 

is not always possible. This research investigates the feasibility of the ISBAS 

technique, developed in-house at the University of Nottingham, for deformation 

monitoring in Malaysia. 
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2.6. Combining GPS and InSAR for Deformation Monitoring 

 

Integrating GPS and InSAR indeed will enable better analysis as they have 

complementary features. GPS is sensitive to horizontal movements, whereas InSAR, 

although somewhat sensitive to East-West motions, is mostly sensitive to those in the 

vertical direction. GPS has a good temporal resolution when operated in continuous 

mode, but the density of a regional network is typically composed of a site every  

15-30 km due to high operational cost. On the other hand, InSAR provides a spatially 

dense set of measurements with resolution less than 100 m, but its temporal resolution 

is in the order of days to months, depending on the return period of the satellite used. 

InSAR gives 1D profile in the satellite LOS over a wide area, whereas GPS provides a 

detailed 3D point-specific profile. Joint analysis of GPS and InSAR enables the 

generation of 3D surface displacement field and allows the characterisation of 

multiple deformation types including hydrologic and anthropogenic deformation, 

surface mass movements, volcanic and tectonic processes (Houlié et al., 2016). 

 

In recent years, there have been attempts to integrate GPS and InSAR 

measurements to exploit the capabilities of both techniques. GPS results are usually 

interpolated into the same lattice as that of InSAR measurements (Gudmundsson et 

al., 2002; Samsonov et al., 2008; Qiao et al. 2017). GPS is also used to validate 

InSAR results, e.g. by projecting GPS observations into radar LOS direction (Feng et 

al., 2012). Metzger and Jónsson (2014) modelled the plate boundary deformation in 

North Iceland during 1992-2009 using InSAR time-series and GPS results from their 

previous studies, i.e. Metzger et al. (2011) and Metzger et al. (2013). The combined 

GPS-InSAR results not only enabled them to identify various deformation phenomena 

such as interseismic deformation, transient inflation and deflation at the volcano, and 

land uplift, but also their changes over that 17 years’ time span. They also found that 

InSAR data alone is not able to constrain the plate-boundary model parameters well 

despite its broad spatial coverage. 

 

Compared to individual InSAR and GPS measurements, their joint analysis is 

clearly more suitable to investigate tectonic motions and anthropogenic activities. Hu 

et al. (2016) successfully resolved the complex ground deformation associated with 

the tectonic and anthropogenic activities in Los Angeles, California by combining 

GPS and InSAR measurements acquired from 2003 to 2007. They derived the 3D 

cumulative displacement velocity field based on the Weighted Least Squares (WLS) 

InSAR analysis of both ascending and descending ENVISAT data aided by GPS 

measurements at 54 Southern California Integrated GPS Network (SCIGN) stations. 

Although they found that the 3D cumulative velocity fields provide more 

comprehensive information than the InSAR LOS observations and the sparse GPS 

observations, the GPS-InSAR integrated results are almost blind to the cumulative  
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horizontal motions associated with anthropogenic activities. They also reported an 

artefact problem due to interpolation even with dense SCIGN network of 250 

continuously observing sites. 

 

Gonzalez-Ortega et al. (2014) were able to explain the early near-field post-

seismic deformation of the 2010 Baja California earthquake from the joint inversions 

of GPS and InSAR data spanning the first five months after the event. Similarly, 

Cheloni et al. (2014) utilised InSAR, GPS, and high-precision levelling data to 

investigate the coseismic and post-seismic slip of the 2009 L'Aquila (central Italy) 

earthquake and its implications on the seismic potential along the Campotosto fault. 

The combination of the three techniques allowed them to reduce ambiguities 

associated with each dataset, as well as to constrain the geometrical features of the 

faults involved and their associated slip distributions. Fuhrmann et al. (2015) 

developed a database for the Upper Rhine Graben, Southern Germany from the results 

of joint InSAR, GNSS and precise levelling analyses. Those results are combined by 

interpolating them onto a common grid along with weighting algorithms and outlier 

detection. The database allowed them to gain detailed insight into the horizontal and 

vertical velocity field of the area due to oil extraction. More recently, Feng et al. 

(2017) presented interseismic, coseismic and post-seismic displacements of the 2015 

Illapel earthquake in Chile from a comprehensive analysis of GPS and InSAR. The 

GPS data were compiled from several studies, whereas the SAR data consist of four 

RADARSAT-2 (ascending and descending), two ALOS PALSAR (descending) and 

20 Sentinel-1A (ascending and descending) images. The massive combination of 

datasets enabled them to provide in-depth geological analysis and interpretation of the 

movement before, during, and after the earthquake. 

 

El Gharbawi and Tamura (2014) presented a method for correcting L-band 

InSAR deformation maps using GPS observable and products. The method involves a 

sequential procedure to address the troposphere, ionosphere, and baseline errors. The 

methodology was tested in Tokyo bay which has been affected by the 2011 Tohoku 

earthquake. The results showed 5.6 and 10.5 mm standard deviation upon comparison 

with GPS stations and geodetic triangulation network, respectively. In their following 

work, El Gharbawi and Tamura (2015) identified the proper trend to accurately 

describe the deformation signature of the 2011 Tohoku earthquake by studying the 

time series of a single GPS station. This trend is then subtracted from the unwrapped 

phase maps of InSAR interferogram, followed by a temporal and spatial filtering to 

extract the un-modelled deformation from the residual phase map. The final 

deformation map is produced by combining the modelled deformation trend and un-

modelled deformation retrieved from the filtering. The methodology was tested using 

six C-band SAR images, and the result was validated at 13 GPS stations. They 

obtained 6.9 mm RMS error, which demonstrates the reliability of the proposed 

methodology. 
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Doubre et al. (2017) analysed the surface deformation in the whole Central 

Afar region and concluded that combination of GPS and InSAR is an appropriate way 

to study the crustal deformation in the area. In addition to the geometric 

complementarity of the measurements, the GPS technique allows quantification of the 

relative plate motion while the InSAR technique gives access to deformation across 

small-scale structures. Similarly, Gahalaut et al. (2017) reported their exciting finding 

on crustal deformation caused by anthropogenic activities. One GPS station located 

near the reservoir created by the 260.5 m high Tehri Dam exhibits anomalous 

variations due to seasonal water loading and unloading. The InSAR analysis of 6 

ALOS PALSAR images revealed the spatial pattern of deformation caused by the 

seasonal filling of the reservoir, which further testified the benefits of their joint 

studies. 

 

Wan et al. (2017) compiled several GPS and InSAR results and used a 

nonlinear inversion scheme to solve the fault geometry and slip distribution of the 

2008 Wenchuan, China earthquake. Likewise, Guangcai et al. (2015) utilised GPS 

along with SAR data from the Sentinel 1A and COSMO-SkyMed to identify the 

sources parameters of the 2014 South Napa earthquake. Each data is weighted 

according to the uncertainty at the non-deforming region. Donnellan et al. (2017) 

demonstrated the usefulness of GPS and InSAR to map the spatiotemporal behaviour 

of the Pacific-North American plate boundary in California. The SAR data was 

acquired using UAVSAR, i.e. an airborne InSAR instrument mounted onboard 

Gulfstream-III aircraft. Five areas in California were discussed as examples of 

different fault behaviour, fault maturity and times within the earthquake cycle: the 

2014 South Napa earthquake rupture, the San Jacinto fault, the creeping and locked 

Carrizo sections of the San Andreas fault, the Landers rupture in the Eastern 

California Shear Zone, and the convergence of the Eastern California Shear Zone and 

San Andreas fault in southern California. They indicated that joint InSAR, GNSS, and 

high-resolution topography could improve understanding of tectonic deformation and 

rupture characteristics within the broad plate boundary zone. 

 

Joint analysis of GPS and InSAR can also be used for the generation of 

troposphere maps. Benevides et al. (2016) found the 3D wet refractivity map 

generated using GPS only performs worse than the corresponding map that included 

additional constraint from InSAR. The finding is based on their study in the Lisbon 

area, Portugal. The reconstruction of the atmospheric refractivity is closer to the real 

atmospheric state as obtained from the meteorological datasets with the additional 

constraint from InSAR. Despite many benefits of integrating GPS and InSAR, their 

broad adoption is limited by the availability of both data, which in most cases requires 

simultaneous observation. In this research, we utilised the corresponding features of 

GPS and InSAR techniques to investigate the long-term deformation in Johor,  
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Malaysia. The research profits from the long record of GPS and InSAR measurements 

available in the region, and is expected to provide valuable information on the local 

deformation. It is important as earthquakes in the surrounding area also have the 

potential to trigger nearby faults, e.g. as suggested by Guangcai et al. (2015). 

 

 

 

2.7. Atmospheric Effects on GPS and InSAR 

 

One of the challenges in retrieving accurate deformation signals from GPS and 

InSAR measurements is atmospheric artefacts (Zebker et al., 1997; Hofmann-

Wellenhof et al., 2008; Li et al., 2009). The signal from satellites is refracted as it 

travels through the medium. Two main categories of the atmosphere are troposphere 

that reaches to approximately 50 km above ground, and ionosphere that extends from 

50 to 1,000 km above the Earth’s surface (Janssen et al., 2004). In general, the 

troposphere causes a delay in the signal propagation whereas the ionosphere causes 

the opposite effect. Malaysia, in particular, experiences high atmospheric activities 

and seasonal variations as it is located close to the equator. Presently, there is limited 

attempt found in the literature on the investigation of the atmospheric effects to GPS 

and InSAR especially in the equatorial region. 

 

 

 

2.7.1. Atmospheric Effects on GPS 

 

Ionosphere represents the most significant error source in GPS and can 

cause loss of lock on several satellites, which is a major issue for navigational 

applications. However, since it is frequency-dependent, the effects can be 

mitigated easily by forming the Ionosphere-Free Linear Combination 

(Hofmann-Wellenhof et al., 2008). On top of that, higher-order effects can be 

mitigated using Global Ionosphere Maps (GIM), for example, provided by the 

International GNSS Service (IGS) or Center for Orbit Determination in 

Europe (CODE). Troposphere, on the contrary, is a non-dispersive medium for 

frequencies below 15 GHz (Dach et al., 2015). While its dry component 

accounts for a larger percentage than the wet counterpart, the effect can be 

modelled accurately using surface measurements of temperature and pressure 

in contrast to the difficulty in modelling the wet part due to high variation of 

water vapour content (Janssen et al., 2004; Leick et al., 2015). For this reason, 

a usual practice in GPS processing is to model for the dry delay and estimate 

the zenith wet delay from the observations. 
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Several models based on a standard atmosphere have been developed 

to account for tropospheric effects in the absence of accurate ground 

meteorological data such as Hopfield (1969) and Saastamoinen (1973). 

Alternatively, the Global Pressure and Temperature (GPT) proposed by 

Boehm et al. (2007) can be used to determine the dry component of the 

troposphere. It is an empirical tropospheric model based on 3 years 

(September 1999 to August 2002) of 15° × 15° global grids of monthly mean 

profiles for pressure and temperature from the European Center for Medium-

range Weather Forecasts (ECMWF) 40 years reanalysis data. GPT model 

allows determination of pressure and temperature at any site around the world 

using spherical harmonic, which subsequently can be used to calculate the dry 

troposphere. Input parameters for the GPT are the station coordinates and the 

day of the year; thus, the model also accounts for the annual variations of the 

parameters.  

 

Kouba (2009a) reported that GPT shows a maximum of 5.7 hPa bias 

and 12.9 hPa RMS for the estimated pressure and a 2.3 °C bias and 7.2 °C 

RMS for the estimated temperature. Lagler et al. (2013) improved the GPT 

model by adding semi-annual meteorological variation effects, i.e. rainy or dry 

seasons. The improved model is known as GPT2. Moreover, replacing the 

constant temperature rate with semi-annual variations and mean values 

significantly increases the accuracy of estimating temperature (Munekane and 

Boehm, 2010; Fund et al., 2011). Boehm et al. (2015) further developed the 

GPT2 model and introduced GPT2 wet (GPT2w) model based on a new set of 

reanalysed data known as ERA-Interim from ECMWF. GPT2w can be 

performed on two gridded input data with 1° and 5° horizontal resolutions that 

are also suitable for applications requiring a prediction model. Yao et al. 

(2015) developed a new global tropospheric model based on the GPT2w 

model by adding the daily variation effect to the GPT2w model, which offers 

slightly improved results. More recently, Rahimi et al. (2017) developed a new 

regional model called Malaysian Pressure Temperature (MPT), which is 

designed particularly for Peninsula Malaysia. Based on the comparison with 

the GPT2w model at one IGS station in the south of Peninsula Malaysia, the 

MPT model indicated a better performance in producing the Precipitable 

Water Vapour (PWV) during monsoon season. The accuracy of the estimated 

pressure and temperature improved by 30% and 10%, respectively, in 

comparison with GPT2w model. 

 

The Vienna Mapping Function-1 (VMF-1) (Boehm et al., 2006) is 

arguably the most accurate troposphere model available to date (Tesmer et al., 

2007; Urquhart et al., 2013) as it is a result of a direct ray-tracing through 

Numerical Weather Model (NWM). Therefore, it should represent 

tropospheric delays more accurately than any empirical models and is 

recommended for precise applications (Kouba, 2008). The hydrostatic and wet 
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zenith delays together with the coefficients of the VMF-1, necessary to map 

the zenith delays to lower elevation angles, are provided on a global grid  

(2.0° resolution in latitude and 2.5° resolution in longitude) every six hours. 

On the other hand, the Global Mapping Function (GMF) (Boehm et al., 2007) 

is an empirical representation of the VMF1 that is designed to be more easily 

implemented into existing software packages to capture the first-order 

variations of the VMF-1. 

 

 

 

2.7.2. Atmospheric Effects on InSAR 

 

The state of the atmosphere is never identical for two SAR images 

acquired at different times in repeat-pass InSAR. Any difference in the path 

delays between these two acquisitions will result in additional phase shifts in 

the interferogram. The first indication of the atmospheric effects on InSAR has 

been reported by Massonnet et al. (1994). Since then, much research has been 

carried out to better understand and mitigate the effects. Although ionosphere 

can be quite crucial for low-frequency radar sensors in regional mapping 

(Meyer, 2010), it has limited impact on local InSAR analyses, particularly at 

mid-latitudes. The impact of the ionosphere on SAR systems is increasing 

with decreasing carrier frequency and directly proportional to the total electron 

content (TEC) (Meyer and Nicoll, 2008). Therefore, L-band spaceborne radar 

systems such as the ALOS PALSAR suffer more severe ionospheric artefacts 

than many presently operating C-band spaceborne radar systems (Chen and 

Zebker, 2012). Some of the most significant effects to be considered are 

relative range shifts, internal image deformations, range and azimuth blurring, 

and interferometric phase errors.  

 

Chen and Zebker (2012) presented L-band InSAR analysis over three 

areas located at different latitude, i.e. a high-latitude Iceland region, a mid-

latitude California region, and a low-latitude Hawaii region to directly relate 

the misregistration of azimuth pixels seen in radar interferograms to 

simultaneous independent GPS measurements of the ionospheric TEC 

gradient. While California and Hawaii show no significant ionospheric 

artefacts, they found that the Iceland interferograms show a maximum 

misregistration of three pixels in the azimuth direction, which are due to 

dispersive ionospheric propagation. They concluded that the spatial gradient of 

TEC estimated by GPS carrier-phase data could predict the misregistration of 

complex pixels seen in the nearby InSAR observation over Iceland. 

Significant spatial variations in the GPS vertical TEC occurred as azimuth 

streaks in the interferograms. The ionospheric effects can be corrected if the 

SAR sensor can measure the change in TEC along the radar swath. However, 

in their previous work, Chen and Zebker (2009) have developed an accurate 
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image coregistration method that compensates for ionospheric spatial 

variations and significantly improves the interferometric coherence in the 

high-latitude InSAR observations. 

 

Unlike GPS, the effects of the troposphere are more prominent in  

C-band InSAR than that from the ionosphere (Doin et al., 2009; Ferretti, 

2014). Zebker et al. (1997) reported that spatial and temporal changes of 20% 

in the relative humidity of the troposphere could lead up to 10 to 14 cm errors 

in the measured ground deformations and 80 to 290 m errors in derived 

topographic maps for baselines ranging from 100 m to 400 m. The 

Atmospheric Phase Screen (APS) in the troposphere can be categorised into 

two components: stratified APS and turbulent APS. The stratified APS results 

from the different vertical refractivity profiles during the two SAR 

acquisitions and affects mountainous terrain; therefore, it is strongly correlated 

with topography. The turbulent APS is the result of the turbulent processes in 

the atmosphere. It causes 3D heterogeneity in the refractivity during the SAR 

acquisitions and affects flat terrain as well as mountainous terrain (Hanssen, 

2001). Although the long wavelength atmospheric phase delays relating to 

topography can be removed relatively easily with the assistance of a DEM, the 

delays caused by the turbulent mixing of tropospheric water vapour are 

difficult to correct when there are no external data (Li et al., 2012). 

 

The challenges faced in InSAR processing due to the tropospheric 

delays have been described, for example, in Guangcai et al. (2015). Phase 

artefacts in InSAR images degrade the interpretability of the phase and 

correlation signatures of terrain. While InSAR showed potential for studying a 

large amplitude displacements, the measurement of small amplitude 

displacement is complex due to the turbulent tropospheric signal, except in the 

case of large number SAR images (Doubre et al., 2017). Numerous correction 

methods have been developed to minimise the tropospheric effects. Ding et al. 

(2008) reviewed the mitigation strategies. In general, they can be divided into 

four types, as follows (Ding et al. 2008; Holley, 2009; Leighton, 2010): 

 

 

i. Stacking SAR interferogram 

 

Stacking is a statistical method that minimises the atmospheric effects 

by calculating its average, thus reducing the errors by √𝑛, where n 

denotes the number of independent pairs. It assumes that troposphere is 

uncorrelated in time and non-stationary in space. This method provides 

average deformation rates, making it suitable for monitoring areas with 

relatively constant deformation rates. Nevertheless, it may be affected  
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by seasonal variations if the stacked interferograms are not evenly 

distributed throughout the year. Implementation of this method has 

been reported, for examples, in Williams et al. (1998) and Ferretti et al. 

(1999). 

 

 

ii. Correlation analysis between interferograms or between 

interferometric phases and elevations 

 

The correlation analysis allows tropospheric artefacts to be determined 

from the high-resolution interferometric phase itself. However, it can 

only reduce the tropospheric noise that strongly correlates within 

different interferograms or with elevation. One type of approach is 

assuming a linear relationship between height and interferometric 

phase (e.g. Cavalié et al., 2007). Unfortunately, if the expected 

deformation signal correlates with elevation, the deformation and the 

atmospheric phases are difficult to discriminate. Bekaert et al. (2015a) 

introduce a spatially variable power law tropospheric correction for 

InSAR that also accounts for the spatial variability of the tropospheric 

properties. Likewise, Zhu et al. (2016) used a robust and multi-

weighted approach to estimate the topography correlated tropospheric 

delays in radar interferograms with a successful application to the 

Southern California area. 

 

 

iii. InSAR time-series analysis 

 

Times-series analysis can be thought as an extension of stacking. It 

uses statistical analysis over a large number of SAR images to model 

the troposphere. The method for isolating the troposphere from the 

deformation signal relies on the assumption that the troposphere is 

random in time, whereas the deformation signal correlates with time 

(Ferretti et al., 2001; Berardino et al., 2002; Hooper et al., 2004). This 

assumption allows mitigation of the troposphere using temporal 

filtering of large time series SAR images. Typically, a minimum 

number of 15-20 images are required with more than 30 images being 

ideal to obtain good results (Holley, 2009). However, the assumption is 

not always valid for the stratified APS component because the seasonal 

oscillation of the atmospheric condition is not well sampled in time by 

temporal filtering. The remaining residuals would bias the velocity 

fields estimated by those conventional time series analysis methods. 

Examples of time series method for tropospheric estimation are PSI 

(Ferretti et al., 2000; Ferretti et al., 2001) and SBAS (Berardino et al., 

2002). 
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iv. Calibration with external data 

 

The tropospheric effects in InSAR also can be mitigated using external 

data. The uses of radiometric PWV data from the MERIS onboard 

Envisat, and MODIS onboard Terra and Aqua platforms have been 

proven useful (e.g. Li et al., 2012) but subjected to the daytime 

acquisition and the cloud-free environment. The tropospheric delay 

from the GNSS processing can also be employed as demonstrated by 

Janssen et al. (2004) and Li et al. (2006a) but it is only useful when a 

dense network exists. Alternatively, meteorological data such as from 

ground station and radiosonde profile can be utilised but this method is 

typically subjected to high error budget due to sparse data acquisition. 

 

 

 

2.8. Summary 

 

This chapter provides a general perspective on the significance of deformation 

studies particularly in Malaysia. It is important to acquire information about local 

deformation not only for safety assessment but also to support development planning 

and decision making as well as maintenance of geodetic infrastructures. Various 

monitoring techniques are briefly reviewed highlighting their advantages and 

drawbacks. Evidently, a combination of several sensors and methods allows one to 

retrieve extra information about deformation in the study area. Following that, 

advancements in the field of two renowned space-based geodetic techniques, i.e. GPS 

and InSAR, are discussed regarding GPS and InSAR only and also their integration. 

Numerous publications have testified to the superiority of their integration as opposed 

to their individual analysis. Many researchers have also reported degradation of 

quality in the GPS and InSAR estimations owing to atmospheric artefacts. Therefore, 

this chapter has also addressed recent works pertaining to the atmospheric correction 

in GPS and InSAR. 
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CHAPTER 3 

 

THE JOHOR SITE 

 

 

 

3.1. Introduction 

 

Johor has been selected in this research as the study area to investigate the 

feasibility of using Global Positioning System (GPS) and Interferometric Synthetic 

Aperture Radar (InSAR) for the assessment of long-term deformation in Malaysia. 

The selection is based on various reasons including public interest in the Iskandar 

Malaysia as one of the leading development corridors in Malaysia as well as the 

availability of sufficiently large datasets (at least five years) which is paramount for 

the study. This chapter aims to describe the selected area along with the data used to 

achieve the research objectives. It covers a brief description of the geography and 

geological setting of Johor, followed by the surveying and mapping activities in the 

area as the implications of deformation are not only limited to socio-economic, but 

also in term of sciences such as surveying and mapping. The discussion continues 

with the potential sources of deformation, which also covers previous and current 

researches made on the topic. Subsequently, the lists of the dataset (i.e. GPS and 

InSAR) are highlighted covering data availability, distribution, format, temporal and 

spatial resolution, source, and requirement. This chapter ends with a summary of the 

area and data, in particular, related to the causes of deformation, previous works, and 

the choice of data adopted for the research. 

 

 

 

3.2. Geography and Geological Setting 

 

Malaysia consists of 13 states and 3 federal territories with Johor being one of 

the states. Johor is located in the southern part of Peninsular Malaysia, which is also 

the most southern point of the Asian continental mainland. It is the fifth largest state 

in Malaysia by land area (~19,209 square kilometres) and the third most populous 

state in Malaysia (DOSM, 2016). In term of economy, Johor is one of the most 

developed states. Iskandar Malaysia, formerly known as Iskandar Development 

Region and South Johor Economic Region, is a government initiative to develop a 

dynamic and world-class metropolis in southern Johor to be a major development 

corridor in Malaysia. It is intended to draw investment and business to Johor as a hub 

for development projects (http://iskandarmalaysia.com.my, accessed 18.01.2017). 
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In general, Johor is dominated by cropland and tree covered areas with some 

regions covered with mangroves and artificial surfaces (Figure 3.1). The topography 

is mostly coastal plain (elevation below 100 m) with hills and mountains in the 

interior (Figure 3.2). The lowest elevation is sea level along the coasts and the highest 

point is Gunung Ledang (also known as Mount Ophir) at 1,276 m. Johor also has 

400 km of coastline on both the East and the West coasts. The characteristic features 

of climate in Johor, or Malaysia in general, are uniform temperature (maximum 33°C 

and minimum 23°C), high humidity (the mean monthly relative humidity is between 

70% to 90%) and copious rainfall. The average annual rainfall is around 2,400 mm. 

Situated in the equatorial doldrums area, it is extremely rare to have a full day with 

completely clear sky even during periods of severe drought. Likewise, it is also rare to 

have a stretch of a few days with completely no sunshine except during the northeast 

monsoon seasons. 

 

 

 

3.3. Surveying and Mapping in Johor, Malaysia 

 

The implications of deformation, are not only related to socio-economic 

factors but also in term of sciences such as surveying and mapping. For example, 

deformation can alter the position of reference points used in surveying and mapping 

works, thus, affecting the achievable accuracy. Surveying and mapping in Johor can 

be grouped into two categories, namely cadastral and engineering. The cadastral 

survey deals with land entitlement or property boundaries, whereas engineering 

survey usually involves monitoring work or producing engineering plans such as 

hydrography, construction, bridge and structural monitoring, etc. In Peninsular 

Malaysia, there are two distinct projected coordinate systems used for cadastral and 

mapping applications. The former uses Cassini Geocentric, whereas the latter uses 

Rectified Skew Orthomorphic (RSO) Geocentric projections.  

 

Cassini Geocentric is based on a transverse cylindrical projection that 

maintains scale along the central meridian and all lines parallel to it. There are nine 

state origins used in the cadastral system of Peninsular Malaysia. The origin in Johor 

is located at Gunung Belumut (latitude 2° 02’ 33” North and longitude 103° 33’ 40” 

East). On the other hand, RSO Geocentric is an oblique Mercator projection 

developed by Hotine in 1947 (Snyder, 1984). The properties of this projection have 

made it suitable for countries such as Switzerland, Italy, New Zealand, Madagascar 

and Malaysia. The origin of RSO Geocentric for Peninsular Malaysia is 

approximately at the centre of Peninsular Malaysia, i.e. latitude 4° 00’ 00” North and 

longitude 102° 15’ 00” East. Interested readers are referred to JUPEM (2009a) and 

JUPEM (2009b) for a more detailed description of the topic.  
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Figure 3.1: Land cover map of Johor. Figure adapted from the FAO Global Land 

Cover (GLC-SHARE) Beta-Release 1.0 Database, Land and Water Division, John 

Latham, Renato Cumani, Ilaria Roasti and Mario Bloise, 2014: 

http://www.fao.org/geonetwork/srv/en/main.home (accessed 18.01.2017), © FAO and 

NASA. 

 

 

 

Figure 3.2: Elevation map in Johor, Malaysia based on the Shuttle Radar 

Topography Mission (SRTM) digital elevation model (Farr et al., 2007). 
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3.4. Deformation in Johor, Malaysia 

 

Deformation of a place can be caused by various reasons, either from the 

natural or human-induced factors. Although Malaysia is fortunate to be spared from 

the threats of severe natural disasters and calamities such as major earthquakes and 

volcanoes, it is nonetheless affected by other disasters such as flood, human-made 

disaster, landslide and severe haze (Hashim, 2010). Research on deformation is a 

relatively new topic in Malaysia, but it is rapidly increasing. Some unfortunate 

tragedies such as the collapse of Highland Tower on 11 December 1993, the tsunami 

in West Coast of Peninsular Malaysia on 26 December 2004, and major floods that 

strike almost every year during monsoon season have triggered the need for this 

monitoring. The following points are considered worthy of note when considering 

potential areas of ground motion that may be visible in deformation study. 

 

 

 

3.4.1. Tectonic Movement 

 

One of the major drivers for deformation study in Malaysia is tectonic 

activities in the surrounding regions. Malaysia is situated close to the two most 

seismically active plate boundaries (Hesse et al., 2009): (1) the inter-plate 

boundary between the Indo-Australian and Eurasian plates on the west, and (2) 

the inter-plate boundary between Eurasian and Philippine plates on the east. 

Indo-Australian plate moves north-eastward and subducts under Sumatra with 

an estimated velocity of the order of 7 cm/year. The force generated by the 

movement of this plate has yielded the great Sumatran fault which divides 

Sumatra Island into two blocks, i.e. west and east. In the East Malaysia, the 

Philippine plate moves westward with an estimated velocity of the order of 

8 cm/year. Several micro faults in Sabah could be generated by the movement 

of this plate (Che Abas, 2001). 

 

In the past, Malaysia was considered to be on a relatively stable 

continent. No earthquake has originated from the area, although the flooding 

of the Kenyir Dam in Terengganu during 1984 - 1987 did create some seismic 

activity with maximum magnitude at 4.6 Richter scale (Che Abas, 2001). This 

fact, however, had changed when the 9.2 Mw Sumatra-Andaman mega 

earthquake struck on 26 December 2004. The earthquake has caused large co-

seismic displacements: 27 cm in Phuket, Thailand, 17 cm in Langkawi, 

Malaysia, and 15 cm in Sampali, Indonesia (Vigny et al., 2005). Moreover, the 

post-seismic relaxation processes have been continuing for years in Andaman 

(Paul et al., 2012). 
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Large earthquakes in and around the Pacific Ring of Fire could extend 

and have extended to Malaysia. Occasionally, Peninsular Malaysia is affected 

by tremors originating from large earthquakes in the Sumatran plate margin. 

Although the intensity is not significant, it is important to note that the degree 

of damage not only depends on the physical size of an earthquake but also on 

other factors such as location and time, population density in the area 

concerned and secondary events such as fire (Che Abas, 2001). The epicentre 

of the 7.8 Mw Bengkulu earthquake on 4 June 2000 was about 650 km from 

Johore Baharu. Nevertheless, the earthquake shook several buildings in the 

area. Hundreds of people rushed out of their high-rise building down to the 

ground level. A minor crack in the building wall was also reported. A similar 

event was testified during the earthquake in 1995 (magnitude 7 Richter scale) 

with epicentre at about 450 km from Johor. 

 

The task for monitoring earthquake activities in Malaysia falls under 

the jurisdiction of the Malaysian Meteorological Service (MMS). The agency 

is operating twelve seismic stations, while the MMS Head Quarter in Petaling 

Jaya, Selangor functions as a national seismic centre. Figure 3.3 summarised 

the earthquakes record by MMS from the year 2013 to 2016. Hetland and 

Hager (2006) suggests four cycles of earthquake that need continuous 

monitoring: (1) pre-seismic, i.e. tectonic motion before an earthquake occurs; 

(2) co-seismic, i.e. tectonic motion or instantaneous displacement during an 

earthquake at the time of fault rupture; (3) post-seismic, i.e. tectonic motion 

that lasts weeks to decades following a fault rupture; and (4) inter-seismic, i.e. 

the relatively steady tectonic movement that occurs after the post-seismic 

deformation has decayed. Continuous monitoring of the earthquake cycle can 

contribute to the understanding of tectonic movement for a given area. 

 

 

Figure 3.3: Record of earthquakes in Malaysia (adapted from www.met.gov.my/, 

accessed 30.01.2017). 
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3.4.2. Landslide 

 

Landslides are considered as the second most disastrous natural hazard 

in Malaysia after flash floods (Matori et al., 2012). Most of these landslides 

occur on cut slopes and embankments of roads and highways in hilly areas 

(Murakami et al., 2014), and a few of them involved residential areas leading 

to disastrous loss of lives (Pradhan, 2010; Pradhan et al., 2010; Pradhan and 

Youssef, 2010; Althuwaynee et al., 2012). On 6 December 2008, Malaysia 

was shocked by a landslide in Bukit Antarabangsa, Kuala Lumpur. The 

landslide claimed 4 lives and 15 casualties, destroyed 14 houses, and cut off 

the access road to the residential area, leaving hundreds of people trapped in 

the location. In Johor, a local newspaper has reported a few landslide 

occurrences. For example, a landslide in Johor Bahru on 17 September 2016 

has resulted in a mound of a loose soil of about 30 metres high (Astro Awani, 

2016). Similarly, six squatter houses were buried in Johor following a 

landslide on 29 June 2015 (The Star, 2015). 

 

Landslides in Malaysia are mainly attributed to frequent and prolonged 

rainfall, in many cases associated with monsoon rainfalls (Lee et al., 2014). As 

a consequence, it was considered as the primary triggering factor in hazard 

analysis (Abdulwahid and Pradhan, 2016). Likewise, Elmahdy et al. (2014) 

suggested that urban development in the mountainous areas with heavy 

rainfall, steep slopes, and wrong slope designs to be the essential factors that 

cause the landslides occurrence. Over the decades, the topic of landslide 

susceptibility mapping has been discussed and investigated by many 

researchers (e.g. Akgun and Erkan, 2016; Raja et al., 2016; Martins et al., 

2016; Kornejady et al., 2017). 

 

The monitoring process can be done, for example, using precise survey 

or geotechnical instruments (Othman et al., 2011). Precise surveys such as 

traverse or triangulation (e.g. using levelling and total station instruments) can 

provide information on the extent of movement on the ground surface. On the 

other hand, geotechnical instruments such as inclinometer can be used to 

assess the rate of landslide movement. They give reasonable accuracy but 

result in a heavy workload, high personnel risk and low efficiency. For a 

complex area such in mountainous terrain, the use of remote sensing 

techniques is preferable. Aerial photo interpretation is the most widely used 

technique for landslide mapping in many countries and regions (Althuwaynee 

et al., 2012). For example, Jaw et al. (2015) utilised two sets of medium 

resolution Landsat 8 OLI to create an inventory of major landslides in 

Kelantan river basin due to a massive flood in December 2014 and January 

2015. Changes in the vegetation index value were used to identify the 

landslide occurrences on the satellite image. Integration of remote sensing and 

Geographic Information System (GIS) has also been proven successful 
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(Pradhan and Youssef, 2010; Pradhan, 2010; Elmahdy et al., 2014; Kornejady 

et al., 2017; Akgun and Erkan, 2016). Nevertheless, annual landslide 

inventories are rarely done; instead, maps are generated after major landslide 

events, sometimes years later.  

 

There are some works found in the literature focussing on landslides in 

Malaysia. For example, in Cameron Highland, Pahang (Matori et al., 2012), 

Kuala Lumpur and Selangor (Othman et al., 2011; Latif et al., 2012; 

Althuwaynee et al., 2012; Hassaballa et al., 2014; Lee et al., 2014), Kelantan 

(Pour and Hashim, 2016), and Penang (Elmahdy et al., 2014). Some 

researchers aim to develop landslide hazards map for Peninsular Malaysia 

such as found in Murakami et al. (2014) and Murakmi et al. (2014). 

Figure 3.4 shows the landslide hazard map and the locations of historical 

landslide events from 1971 to 2012, as extracted from Murakami et al. (2014). 

Nevertheless, there are no publications apart from the newspaper reports on 

the landslides in Johor. This research can contribute to the development of 

improved landslide susceptibility maps by providing results from GPS and 

InSAR. 

 

 

Figure 3.4: Landslide hazard map and locations of the historical landslide from 

1971 to 2012. Figure adapted from Murakami et al. (2014). 
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3.4.3. Subsidence in Tropical Peatland 

 

Peatlands encompass 7.45% of Malaysia’s total land area with 

Sarawak supporting the largest area of peat soils in Malaysia (69.08% of the 

total peatland area), followed by Peninsular Malaysia (26.16%) (Figure 3.5), 

and Sabah (4.76%). Malaysia supports some of the most extensive tropical 

peatlands in the world. They consist of peat swamp forest - a critically 

endangered category of forested wetland, characterised by thick layers of peat 

soil and waters so acidic that many of the plants and animals found in them do 

not occur in the other tropical forests of Asia (International Wetlands, 2010). 

Johor has the greatest extent of oil palm on peat soils, accounting for about 

one-third of all oil palm plantations on peat in Peninsular Malaysia. Peat 

deposits cover a large area of West Johore especially Pontian, Batu Pahat, and 

Muar (Wösten et al., 1997). Peatlands in Malaysia play a critical role in 

preserving water supply, regulating and reducing flood damage, providing 

fish, timber, and other resources for local communities, and regulating the 

release of greenhouse gases by storing large amounts of carbon within peat. 

They also support a host of globally threatened and restricted-ranged plants 

and animals (Morrogh-Bernard et al., 2003; Giesen, 2004; Meijaard et al., 

2012). 

 

 

Figure 3.5: Major peat soil areas in Peninsular Malaysia. Figure adapted from 

International Wetlands (2010). 
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Conversion of tropical peatlands to agriculture can lead to a release of 

carbon from previously stable, long-term storage. This, in turn, can result in 

land subsidence, which can be measured by CO2 emissions to the atmosphere 

(Wösten et al., 1997). Vast areas of peat swamp forest have been developed to 

meet domestic and international demand particularly for palm oil and other 

agricultural products (Miettinen et al., 2016). While this development is 

growing, scientists and conservation organisations have raised concern that the 

clearing and conversion of peatlands might affect the rate of emission of 

greenhouse gases and lead to biodiversity loss (e.g. Joosten et al., 2012; 

Miettinen et al., 2012; Miettinen et al., 2016; Padfield et al., 2014; Kumaran, 

2014; Gaveau et al., 2014). It also contributes to recurrent annual haze, which 

has had grave consequences on the people’s health and the economy of the 

region (Gaveau et al., 2014). International consumers are also implementing 

more stringent requirements for eco-friendly products (International Wetlands, 

2010). This new development triggered the need for better management 

policies and strategies to achieve economic targets without compromising 

biodiversity of the peatlands. Development of management strategies, in the 

past, is hindered by limited data availability on the extent and status of 

Malaysia’s peatlands as well as the lack of a national strategy for peatland 

management (International Wetlands, 2010). 

 

Wetlands International-Malaysia Programme (WI-MP) conducted an 

assessment in 2007 - 2009 and produced a report on the status, extent, 

distribution, and conservation needs for peatlands in Malaysia (International 

Wetlands, 2010). Policy and practise on peat management in Peninsular 

Malaysia are discussed in detail in Kumaran (2014), whereas changes of 

peatland land cover in some parts of Malaysia (including Johor) and Indonesia 

are reported, among others, in Miettinen and Liew (2010) and Miettinen et al. 

(2016). Analysis of optical satellite images, e.g. Landsat and Satellite Pour 

l’Observation de la Terre (SPOT), enables them to reveal continued 

deforestation and conversion of peatlands into managed land cover types since 

2007. A similar finding is reported by Koh et al. (2011) using images from 

Moderate Resolution Imaging Spectroradiometer (MODIS) and Daichi-

Advanced Land Observing Satellite (ALOS). On the other hand, Wösten et al. 

(1997) found the average subsidence rate for the peatland area in Johor to be 

2 cm per year, based on 17 subsidence markers planted in the area. This 

research will enable quantitative measure on the subsidence rate of peatlands 

in Johor using GPS and InSAR to support previous and existing research. 
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3.4.4. Urbanisation 

 

Urbanisation impacts the environment by creating air, water and noise 

pollution as well as deteriorating the geological environment by inducing 

geohazards, for example, groundwater contamination and land subsidence (Xu 

et al., 2012). The risk of land subsidence increases with population and urban 

development activities. Population growth demands a variety of public utilities 

such as water or energy and other essential needs such as housing, education 

or healthcare. These eventually lead to increase in built-up areas and artificial 

landforms that create additional tension to the ground. Compaction may occur 

if the fill is composed of little strength or highly compressible material. 

Furthermore, exploitation of aquifers may introduce subsidence due to pore 

pressure reduction. The impact of land subsidence due to urbanisation could 

be seen in several forms, for example, cracking of permanent constructions 

and roads, changes in river canal and drain flow systems, wider expansion of 

flooding areas, malfunction of a drainage system, and increased inland sea 

water (Abidin et al., 2011). 

 

Studies on the land subsidence due to urbanisation have been reported 

by many researchers around the world. For instance, parts of the city in 

Bangkok have sunk by more than 160 cm since the 1930s, resulting in 

widespread floods at high river levels or after substantial downpours (Phien-

wej et al., 2006). Likewise, Abidin et al. (2011) summarised their finding on 

land subsidence in Jakarta, Indonesia detected from geodetic measurements, 

namely levelling, GPS, and InSAR (over the period between 1982 and 2010). 

They concluded that land subsidence in Jakarta has spatial and temporal 

variations, reaching up to about 20 - 28 cm/year with high correlation with 

urban development activities. Similar research on the side effects of urban 

development also have been reported in several cities such as Calcutta 

(Chatterjee et al., 2006), Taipei (Chen et al., 2007), Shanghai (Xu et al., 2016), 

Semarang (Marfai and King, 2007; Abidin et al., 2010), Hanoi (Dang et al., 

2014), and Bandung (Abidin et al., 2008). 

 

As one of the most developed states in Malaysia, Johor has undergone 

significant urbanisation processes. Two images rendered from Google Earth 

on 31 December 1985 and 31 December 2016 (Figure 3.6) provide a glance of 

the urbanisation process that has taken place in Johor. In their work, Hatta and 

Rashid (1998) had compiled more than 220 wells drilled in Johor by the 

government bodies and private sector to support development activities. The 

number is expected to increase exponentially considering the urbanisation 

process in the area. On top of that, Johor also supplies water to Singapore as 

part of the Johore Water Agreements (Luan, 2010). Despite continuous 

urbanisation processes in Johor, there is only sparse research available on the  
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deformation in the area. Monitoring and studying the characteristics of 

subsidence phenomena have become necessary considering the importance of 

land subsidence information for supporting the development activities. 

 

 
(a) 

 
(b) 

Figure 3.6: Urbanisation process in Johor. (a) Rendered image from Google Earth 

on 31 December 1985, and (b) on 31 December 2016. 
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3.4.5. Sea Level Rise and Flood 

 

Sea level rise is one of the indications of climate change as a 

consequence of thermal expansion caused by warming of the ocean (since 

water expands as it warms) and increased melting of land-based ice such as 

glaciers and ice sheets (Church et al., 2013). As a country surrounded mostly 

by sea, Malaysia is inevitably affected by sea level rise. The impacts of sea 

level rise in Malaysia, concerning physical, economic and social aspects, has 

been discussed in Sarkar et al. (2014). Several studies have tried to quantify 

the impacts through several issues such as increased risk of flooding, wetland 

loss, loss of rice production, cost of protection and loss of dry land, and the 

number of people who would be forced to migrate  (e.g. Tol, 2002a; Tol, 

2002b; Nicholls, 2004; Nicholls and Tol, 2006). Human health is another 

sector where the indirect effects of sea-level rise could be significant (Sarkar 

et al., 2014). 

 

Although technology such as satellite altimeters have already been 

used in studying the related sea level, the conventional methods of obtaining 

data related to the sea are still in use today. There is a total of 21 tide gauge 

stations used to record tidal measurement in Malaysia; 12 are located in 

Peninsular Malaysia, and 9 are in Sabah and Sarawak (Figure 3.7). Port Klang 

has the longest tidal record, dated back to 1984. Johor, in particular, has four 

tide gauge stations, located in Kukup, Tanjung Sedili, Tanjung Keling, and 

Johor Bahru. 

 

 

Figure 3.7: Tide gauge stations in Malaysia. Figure adapted from Abdul Hadi et al. 

(2016). The map is not to scale. 
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A newspaper article on 23 July 2010 has reported that the sea level on 

the west coast of Peninsular Malaysia will rise in a century by up to 10 cm in 

Pulau Langkawi and 13 cm in Tanjung Piai, Johor, as quoted from the Deputy 

Minister of Natural Resources and Environment (New Straits Times, 2010). 

The results were drawn from a study by the Drainage and Irrigation 

Department in 2006. Shaaban (2008) found that sea level in Malaysia has risen 

at an average rate of 1.25 mm/year from 1986 to 2006. Similarly, Radzi and 

Ismail (2013) analysed the sea level rise at Kukup, Johor from 1986 to 2005, 

and found the rate to be between 0.829 mm/year and 2.021 mm/year. More 

recently, Abdul Hadi et al. (2016) reported their findings on the sea level rise 

observed at 21 tide gauge stations in Malaysia from 1986 to 2013. Four 

stations in Johor showed the positive rate at 3.51 ± 0.32 mm/year in Kukup, 

2.97 ± 0.30 mm/year in Tanjung Sedili, 2.85 ± 0.34 mm/year in Tanjung 

Keling, and 3.32 ± 0.24 mm/year in Johor Bahru. The differences in rates 

might be due to the tidal complexities at this region as an interchange between 

the semi-diurnal regime in the west and the diurnal regime in the east (Din, 

2014). 

 

On top of that, Malaysia also experiences monsoonal floods annually 

with variations in terms of severity, place, and time of occurrences (Abdul 

Hadi et al., 2016; Ami Hassan Md Din, 2012). The flood in the late 2006 and 

lasted until February 2007 was among the worst floods ever experienced since 

hundred years ago. The most affected state was Johor, where more than 

65,000 families had to be evacuated. 19 casualties were reported with the total 

economic loss estimated at RM1.2 billion (Hashim, 2010). Research on land 

deformation provides helpful resources for sea level rise and flood 

management. Land subsidence will decrease the elevation of dikes and 

drainage system, hence, reducing their functionality in the subsidence affected 

areas and may introduce flooding during the rainy season (Abidin et al., 2011). 

Similarly, tidal measurements can be contaminated by the land deformation 

(Ami Hassan, 2014). Therefore, information on land movement is necessary to 

allow separation between the actual sea level rise and land deformation. 

Research on land deformation also will be beneficial to support marine 

researchers, oceanography and coastal management.  

 

 

 

3.5. List of Datasets for Processing and Analysis 

 

In the past, long-term deformation studies in Malaysia were hindered by the 

lack of data owing to the significant cost involved to carry out a continuous 

measurement. Establishment of Continuously Operating Reference Station (CORS) 

opens up new possibilities for such kind of monitoring. A denser CORS network 

allows improved understanding of the local deformation phenomena. Similarly, 
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InSAR technique has benefited from the long record of SAR images acquired over the 

past years through various platforms. Assessment of the long-term deformation in 

Johor is made possible as a consequence of these data availability. GPS and SAR are 

selected due to their complementary features. While GPS can be used to investigate 

the precise movement of a station in three-dimensions (3D), InSAR is beneficial to 

inspect deformation in the surrounding area. It has made them ideal for the assessment 

of deformation in Johor. 

 

 

 

3.5.1. GPS Dataset 

 

The GPS data used in this study cover a five year period spanning from 

the year 2007 to 2011. At first, a total of 42 stations has been selected which 

can be categorised into three groups. The first group consists of 27 IGb08 

stations, which represent the core-site of the IGb08 reference frame. They are 

used as the reference stations in the double-difference (DD) processing 

strategy, necessary for the datum definition. The second group consists of 7 

International GNSS Service (IGS) stations, used to bridge and shorten the 

baselines length in DD, whereas the third group is 8 Malaysia Real-Time 

Kinematic GNSS Network (MyRTKnet) stations which are located in the 

study area and serve as the target stations. The list of the stations as well as 

their coordinates are given in Table 3.1. The corresponding Figure 3.8 shows 

their geographical distribution. 

 

The GPS data for 27 IGb08 stations and 7 IGS stations are provided by 

the Crustal Dynamics Data Information System (CDDIS), National 

Aeronautics and Space Administration (NASA). They are accessible through 

the following link: 

 

ftp://cddis.gsfc.nasa.gov/gnss/data/daily/   (accessed 18.01.2017) 

 

The data are resampled at 30 seconds intervals and stored in their respective 

year and day of observation. Meanwhile, GPS data for the 8 MyRTKnet 

stations are available courtesy of the Department of Survey and Mapping 

Malaysia (JUPEM). The stations are part of the total 78 stations established 

nationwide by JUPEM to support local GNSS applications. The original data 

are recorded at the 1-second interval but are subsequently resampled to 30 

seconds using the Toolkit for GPS / GLONASS / Galileo / SBAS / Beidou / 

QZSS Data (TEQC) software. It not only reduces the computational burden 

but also synchronises the sampling rate of the data with other datasets. 
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Table 3.1: List of GPS stations in this study and their locations. 

No. Station Latitude Longitude  

1. AIRA 31° 49’ 27” 130° 35’ 59” 

IG
b
0
8
 s

ta
ti
o
n
s 

2. ALIC -23° 40’ 12” 133° 53’ 08” 

3. BAN2 13° 02’ 04” 77° 30’ 42” 

4. COCO -12° 11’ 18” 96° 50’ 02” 

5. DARR -12° 50’ 37” 131° 07’ 58” 

6. DARW -12° 50’ 37” 131° 07’ 58” 

7. DGAR -7° 16’ 11” 72° 22’ 13” 

8. DGAV -7° 16’ 11” 72° 22’ 13” 

9. GMSD 30° 33’ 23” 131° 00’ 56” 

10. GUAM 13° 35’ 22” 144° 52’ 06” 

11. GUUG 13° 25’ 60” 144° 48’ 10” 

12. HYDE 17° 25’ 02” 78° 33’ 03” 

13. IISC 13° 01’ 16” 77° 34’ 13” 

14. JAB1 -12° 39’ 32” 132° 53’ 38” 

15. KARR -20° 58’ 53” 117° 05’ 50” 

16. KUNM 25° 01’ 46” 102° 47’ 50” 

17. LHAS 29° 39’ 26” 91° 06’ 14” 

18. LHAZ 29° 39’ 26” 91° 06’ 14” 

19. NNOR -31° 02’ 55” 116° 11’ 34” 

20. PERT -31° 48’ 07” 115° 53’ 07” 

21. PIMO 14° 38’ 09” 121° 04’ 40” 

22. SHAO 31° 05’ 59” 121° 12’ 02” 

23. TCMS 24° 47’ 53” 120° 59’ 15” 

24. TNML 24° 47’ 53” 120° 59’ 14” 

25. TWTF 24° 57’ 13” 121° 09’ 52” 

26. WUHN 30° 31’ 54” 114° 21’ 26” 

27. YAR2 -29° 02’ 48” 115° 20’ 49” 

28. BAKO -6° 29’ 28” 106° 50’ 56” 

IG
S

 s
ta

ti
o
n
s 29. CUSV 13° 44’ 09” 100° 32’ 02” 

30. KAT1 -14° 22’ 34” 132° 09’ 12” 

31. NTUS 1° 20’ 45” 103° 40’ 48” 

32. PBR2 11° 38’ 16” 92° 42’ 44” 

33. PTAG 14° 32’ 07” 121° 02’ 27” 

34. XMIS -10° 27’ 00” 105° 41’ 19” 

35. GAJA 2° 07’ 20” 103° 25’ 22” 

M
y
R

T
K

n
et

 s
ta

ti
o
n
s 

36. JHJY 1° 32’ 13” 103° 47’ 48” 

37. KLUG 2° 01’ 31” 103° 19’ 01” 

38. KUKP 1° 20’ 00” 103° 27’ 12” 

39. PRTS 1° 58’ 53” 102° 52’ 23” 

40. SPGR 1° 48’ 38” 103° 19’ 16” 

41. TGPG 1° 22’ 03” 104° 06’ 30” 

42. TGRH 2° 04’ 47” 103° 56’ 49” 
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Figure 3.8: The distribution of the GPS stations in this study. 
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Figure 3.9: GPS data availability from the year 2007 to 2011. 
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Figure 3.9 shows the summary of data availability from 2007 to 2011. 

Some stations such as PTAG, PBR2, LHAS, JAB1 and DARR suffer from 

less data coverage. Therefore, they were excluded from the processing. 

Similarly, KLUG also has less data coverage but is kept as it serves as one of 

the monitoring stations. The station is part of the original Malaysia Active 

GPS Network (MASS), which was later decommissioned in 2008 and replaced 

by MyRTKnet. Although some gaps are present in the data, this is as expected 

and could be due to maintenance works such as receiver and antenna 

replacements or firmware updates. It is worth mentioning that all target 

stations are suitable for long-term deformation study as they are properly 

monumented (mounted to bedrock). Since the process of data download, 

decimation as well as data screening are considerably cumbersome owing to 

massive data volumes, the author has developed a program using Microsoft 

Visual Basic 2013 to automate the processes. Discussion on the GPS 

processing adopted in this research is made in Chapter 4. 

 

 

 

3.5.2. SAR Dataset 

 

The SAR images used in this study were acquired from two satellite 

missions, namely European Remote-sensing Satellite (ERS)-1/2 and Sentinel-

1A/B. Those satellites operate in C-band frequency and have approximately 

5.6 cm wavelength. The L-band datasets from TerraSAR-X and COSMO-

SkyMed missions are excluded despite their high resolution as they are more 

susceptible to complex ionospheric effects in the equatorial region. The 

ionosphere is harder to handle with a single frequency data in SAR as opposed 

to more than one frequency data in GPS. On the other hand, the Envisat 

datasets are not utilised since there are only 7 images available and they are 

insufficient for ISBAS analysis. 

 

 

 

3.5.2.1. ERS-1/2 images 

 

ERS is the first European Space Agency (ESA) program in 

Earth observation to provide environmental monitoring in the 

microwave spectrum. Two ERS satellites, i.e. ERS-1 and ERS-2, were 

launched into the same orbit at altitude ~785 km in 1991 and 1995, 

respectively. Their payloads included synthetic aperture imaging radar, 

radar altimeter and instruments to measure ocean surface temperature 

and wind fields. In addition, ERS-2 also has additional sensors for 

ozone and atmospheric monitoring. Their standard operational mode 

provided a 35-day repeat orbit. The ERS-1 mission ended on 
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10 March 2000 due to the failure of the onboard attitude control 

system, whereas ERS-2 mission ended on 5 September 2011 after the 

satellite altitude had been lowered to altitude ~573 km. More 

information on the ERS-1/2 satellites is available at the ESA website: 

 

https://earth.esa.int/web/sppa/mission-performance/esa-missions 

(accessed 19.01.2017). 

 

ERS-1/2 data availability over a particular area of interest can 

be identified using Eoli-sa software (Figure 3.10). The software is a 

catalogue for users to browse metadata and preview Earth Observation 

data acquired by various satellites such as Envisat, ERS, Landsat, 

IKONOS, DMC, ALOS, SPOT, Kompsat, Proba, IRS, and SCISAT. 

Scientific users with a registered account can order or download 

products at various processing levels, subjected to submission of a 

proposal. 

 

 

Figure 3.10: EOLi-ESA interface for requesting ERS-1/2 images. 

 

 

Table 3.2 showed the proposals submitted to ESA for ERS-

1/2 data acquisition in Johor. Furthermore, it also highlights the status 

of data. Two proposals were presented to acquire 34 ERS-1/2 images 

in track 75, and 33 ERS-1/2 images in track 347. All images are from 

descending orbit and located in frame 3573. From the two proposals, 

four out of the total images are from the ERS-1 mission while the rest 
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are from the ERS-2 mission. Data in the first proposal (track 75) cover 

from 5 August 1993 to 23 February 2003, whereas the second proposal 

(track 347) covers the period from 4 May 1995 to 12 November 2010. 

Some images were rejected, i.e. on 9 December 1999 and 

12 November 2010, due to unavailability of their precise orbit. The 

precise orbits in this research are obtained from the Delft Institute for 

Earth Oriented Space Research (DEOS). They are accessible through 

the following link: 

 

http://www.deos.tudelft.nl/ers/precorbs/   (accessed 19.01.2017) 

 

The same case happened to image on 11 October 1997 from the first 

proposal. Likewise, the image on 26 December 1999 from the first 

proposal as well as the image on 1 October 1999 from the second 

proposal are not available from the links provided by ESA. It leaves a 

total of 32 images for data in track 75 and 30 images from track 347 to 

be used in the processing. Discussion on the adopted InSAR 

processing strategy is made in Chapter 5. 

 

Table 3.2: List of proposals submitted to request ERS-1/2 dataset in Johor. 

Project ID 33195: Application of InSAR 
Time-Series using ISBAS Algorithm for 

Deformation Analysis in Johor, 
Malaysia 

 

Project ID 29656: Application of 

Numerical Weather Model for 
Tropospheric Correction in 

Interferometric Synthetic Aperture Radar 
(InSAR) - A Case Study in Peninsular 
Malaysia 

No. Mission Acq. Date Status  No. Mission Acq. Date Status 

1. ERS-1 05/08/1993 Accepted  1. ERS-1 04/05/1995 Accepted 

2. ERS-1 07/10/1995 Accepted  2. ERS-1 08/06/1995 Accepted 

3. ERS-1 30/03/1996 Accepted  3. ERS-1 13/07/1995 Accepted 

4. ERS-1 11/10/1997 Rejected  4. ERS-1 09/12/1999 Rejected 

5. ERS-2 31/03/1996 Accepted  5. ERS-2 19/04/1996 Accepted 

6. ERS-2 05/05/1996 Accepted  6. ERS-2 24/05/1996 Accepted 

7. ERS-2 09/06/1996 Accepted  7. ERS-2 28/06/1996 Accepted 

8. ERS-2 18/08/1996 Accepted  8. ERS-2 02/08/1996 Accepted 

9. ERS-2 22/09/1996 Accepted  9. ERS-2 06/09/1996 Accepted 

10. ERS-2 27/10/1996 Accepted  10. ERS-2 11/10/1996 Accepted 

11. ERS-2 01/12/1996 Accepted  11. ERS-2 15/11/1996 Accepted 

12. ERS-2 03/08/1997 Accepted  12. ERS-2 20/12/1996 Accepted 

13. ERS-2 07/09/1997 Accepted  13. ERS-2 28/02/1997 Accepted 

14. ERS-2 12/10/1997 Accepted  14. ERS-2 04/04/1997 Accepted 

15. ERS-2 16/11/1997 Accepted  15. ERS-2 18/07/1997 Accepted 

16. ERS-2 01/03/1998 Accepted  16. ERS-2 22/08/1997 Accepted 

17. ERS-2 10/05/1998 Accepted  17. ERS-2 31/10/1997 Accepted 
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Table 3.2: (continue). 

Project ID 33195: Application of InSAR 
Time-Series using ISBAS Algorithm for 

Deformation Analysis in Johor, 
Malaysia 

 

Project ID 29656: Application of 

Numerical Weather Model for 
Tropospheric Correction in 

Interferometric Synthetic Aperture Radar 
(InSAR) - A Case Study in Peninsular 
Malaysia 

No. Mission Acq. Date Status  No. Mission Acq. Date Status 

18. ERS-2 23/08/1998 Accepted  18. ERS-2 05/12/1997 Accepted 

19. ERS-2 27/09/1998 Accepted  19. ERS-2 09/01/1998 Accepted 

20. ERS-2 01/11/1998 Accepted  20. ERS-2 13/02/1998 Accepted 

21. ERS-2 06/12/1998 Accepted  21. ERS-2 20/03/1998 Accepted 

22. ERS-2 10/01/1999 Accepted  22. ERS-2 24/04/1998 Accepted 

23. ERS-2 21/03/1999 Accepted  23. ERS-2 29/05/1998 Accepted 

24. ERS-2 30/05/1999 Accepted  24. ERS-2 16/10/1998 Accepted 

25. ERS-2 08/08/1999 Accepted  25. ERS-2 20/11/1998 Accepted 

26. ERS-2 12/09/1999 Accepted  26. ERS-2 01/10/1999 NA 

27. ERS-2 17/10/1999 Accepted  27. ERS-2 05/11/1999 Accepted 

28. ERS-2 26/12/1999 NA  28. ERS-2 10/12/1999 Accepted 

29. ERS-2 30/01/2000 Accepted  29. ERS-2 09/11/2001 Accepted 

30. ERS-2 18/06/2000 Accepted  30. ERS-2 29/11/2002 Accepted 

31. ERS-2 10/12/2000 Accepted  31. ERS-2 07/05/2004 Accepted 

32. ERS-2 03/06/2001 Accepted  32. ERS-2 07/01/2005 Accepted 

33. ERS-2 15/12/2002 Accepted  33. ERS-2 12/11/2010 Rejected 

34. ERS-2 23/02/2003 Accepted      

Images acquired in descending orbit 
(track 75 and frame 3573) 

 
Images acquired in descending orbit 
(track 347 and frame 3573) 

 

 

 

3.5.2.2. Sentinel-1 images 

 

Sentinel-1 belongs to one of the six different families of 

Sentinel satellites (Table 3.3), developed to cater the specific needs of 

the Copernicus programme. The programme is headed by the European 

Commission, which aims to provide information to improve 

environmental management, climate change and civil security. The 

Sentinel-1 mission comprises of two satellites: Sentinel-1A launched 

on 3 April 2014, and Sentinel-1B launched on 25 April 2016. Both 

satellites are placed in a near-polar, Sun-synchronous orbit at an 

altitude of approximately 693 km. The repeat period is 12 days with 

one satellite in the constellation and reduced to 6 days with the second 

satellite. The lifespan expectancy of the satellites is 7 years with 

consumables for 12 years. 
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Table 3.3: Sentinel satellites and their mission objectives. Table adapted from 

http://www.copernicus.eu/main/sentinels (accessed 18.01.2017). 

No. Satellite Brief description 

1. Sentinel-1 
A polar-orbiting, all-weather, day-and-night radar 

imaging mission for land and ocean services. 

2. Sentinel-2 

A polar-orbiting, multispectral high-resolution imaging 
mission for land monitoring to provide, for example, the 

imagery of vegetation, soil and water cover, inland 
waterways and coastal areas. Sentinel-2 can also deliver 
information for emergency services. 

3. Sentinel-3 

A multi- instrument mission to measure sea-surface 
topography, sea- and land-surface temperature, ocean 
colour and land colour with high-end accuracy and 

reliability. The mission will support ocean forecasting 
systems, as well as environmental and climate 
monitoring. 

4. Sentinel-4 
A payload devoted to atmospheric monitoring that will 
be embarked upon a Meteosat Third Generation-Sounder 
(MTG-S) satellite in geostationary orbit. 

5. Sentinel-5 
A payload that will monitor the atmosphere from polar 

orbit aboard a MetOp Second Generation satellite. 

 Sentinel-5 Precursor 

Developed to reduce data gaps between Envisat, in 
particular, the Sciamachy instrument, and the launch of 

Sentinel-5. This mission will be dedicated to 
atmospheric monitoring. 

6. Sentinel-6 

Provide high accuracy altimetry for measuring global 

sea-surface height, primarily for operational 
oceanography and for climate studies. 

 

 

The Sentinel-1 satellites provide a continuity of C-band SAR 

imagery after the ERS-1/2 and ENVISAT missions and offer many 

benefits for deformation monitoring. Rapid deformation rates can be 

monitored owing to the short revisit cycle of the satellites (Torres et 

al., 2012). As a consequence, a shorter time is required to gather a 

sufficient stack of images (De Zan et al. 2008, Attema et al. 2010) 

which will be helpful for routine long-term monitoring applications. 

Furthermore, the swath width of the Interferometric Wide (IW) product 

is around 250 km, allowing the monitoring of large areas using fewer 

acquisitions.  IW is the primary mode for Sentinel-1 over land.  Some 

basic specifications for IW products are shown in Table 3.4. A short 

revisit time and a large swath width mean that Sentinel-1 IW products 

can provide a very high level of support to operational, routine land 
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monitoring applications. This research provides the first assessment on 

the feasibilities of Sentinel-1 for deformation monitoring in a tropical 

region such as Malaysia. More information about Sentinel-1 satellites 

can be found on the ESA website, as follows: 

 

https://sentinels.copernicus.eu/web/sentinel/missions/sentinel-1 

(accessed 19.01.2017) 

 

 

Table 3.4: Properties of Sentinel-1 Interferometric Wide (IW) Single Look 

Complex (SLC) products (ESA, 2013). 

Spatial Resolution 5 m (range) x 20 m (azimuth) 

Pixel Spacing 2.3 m (range) x 14.1 m (azimuth) 

Incidence Angle 29° - 46° 

Polarisations HH + HV, VH + VV, HH, VV 

Total Swath Width 250 km 

 

 

Unlike the ERS-1/2 data acquisition, Sentinel-1 data can be 

acquired freely without any requirement for proposal submission. The 

data can be achieved through Sentinel Scientific Data Hub 

(Figure 3.11). In this research, there are 22 Sentinel-1 images used for 

the processing. The data cover the period from 22 March 2015 to 

24 September 2016. This study provides the first assessment of the 

feasibility of using Sentinel-1 for deformation analysis in Malaysia. All 

images are separated by 24 days interval, although the image on 

20 June 2016 is missing from the Sentinel Scientific Data Hub. The list 

and availability of the Sentinel-1 data are summarised in Table 3.5. 
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Figure 3.11: Sentinels Scientific Data Hub for acquiring Sentinel-1 images. 

Accessible on https://scihub.copernicus.eu/dhus/ (accessed 18.01.2017). 

 

 

Table 3.5: List of the Sentinel-1 dataset used in this research. 

No. Acq. Date Status  No. Acq. Date Status 

1. 22/03/2015 Available  13. 28/01/2016 Available 

2. 15/04/2015 Available  14. 21/02/2016 Available 

3. 09/05/2015 Available  15. 16/03/2016 Available 

4. 02/06/2015 Available  16. 09/04/2016 Available 

5. 26/06/2015 Available  17. 03/05/2016 Available 

6. 20/07/2015 Available  18. 27/05/2016 Available 

7. 13/08/2015 Available  19. 20/06/2016 NA 

8. 06/09/2015 Available  20. 14/07/2016 Available 

9. 30/09/2015 Available  21. 07/08/2016 Available 

10. 24/10/2015 Available  22. 31/08/2016 Available 

11. 17/11/2015 Available  23 24/09/2016 Available 

12 04/01/2016 Available     
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3.6. Summary 

 

This chapter has briefly introduced the geography and geological setting of 

Johor as the area of interest. It is selected for a few reasons, mainly due to the 

availability of sufficiently large datasets which is paramount for this study, and public 

interest in the Iskandar Malaysia as one of the leading development corridors in 

Malaysia. Surveying and mapping activities in the selected area are briefly discussed 

as they are also affected by the deformation. Previous and existing works on 

deformation, particularly in Johor, are deliberated and some of the benefits of this 

research are highlighted. These included deformation induced by tectonic movement, 

landslide, development of tropical peatland, urbanisation, as well as sea level rise and 

flood. It is without a doubt that the output of this research can contribute in many 

ways to the development of Johor as well as research on deformation. Following that, 

the lists of the dataset for this investigation are highlighted covering data availability, 

distribution, format, temporal and spatial resolution, source, and requirement. Two 

primary datasets are GPS and SAR, observed over a long time span of at least five 

years. They are selected owing to their complementary features - GPS to investigate 

the detailed movement of a station in 3D, and InSAR to study surrounding 

deformation. Together, they will enable better assessment of long-term deformation in 

Johor. 
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CHAPTER 4 

 

DEFORMATION ANALYSIS USING GPS TIME-SERIES 

 

 

 

4.1. Introduction 

 

Global Positioning System (GPS) is one of the many techniques available 

today for deformation analysis. It has a wide spread of applications, from monitoring 

large-scale structures such as plate tectonics to small-scale structures such as 

buildings and bridges. Some of the uses have been discussed previously in 

Section 2.4. This chapter primary aims to discuss the framework and strategy 

employed to achieve high accuracy requirements for deformation analysis using GPS. 

Firstly, some theoretical concepts are recalled to better understand the development of 

this research. Biases and errors affecting the GPS observations are briefly introduced 

as they require proper mitigation strategy, especially for precise applications. 

Following that, coordinate reference systems used in GPS are explained in terms of 

global and local contexts. This is followed by the introduction to software used to 

process the GPS data in this research, i.e. Bernese GNSS Software version 5.2. The 

processing strategies employed to obtain a daily solution using Precise Point 

Positioning (PPP) and Double-Difference (DD) are highlighted. The discussion then 

continues with the time-series analysis of the daily results based on long-term 

observations. This chapter finally ends with a summary to highlight important key-

notes of the research concerning deformation analysis using GPS time-series. 

 

 

 

4.2. Background 

 

 

4.2.1. Basic GPS Principle 

 

GPS is one of the Global Navigation Satellite Systems (GNSS) in use 

today, which was developed by the United States Department of Defence for 

military purposes and is now operated by the United States Air Force. It is 

capable of providing users operating suitably equipped receivers on or close to 

the Earth’ surface with timing, position and velocity. The basic GPS 

measurement is time for the signal to travel from satellite to receiver that is 

then converted to distance observation. The position of the receiver can be 

derived from the distance measurements of at least four satellites with known 

coordinates. There are two observables in GPS to measure this distance, 

namely pseudo-range and carrier-phase. Pseudo-range uses cross-correlation 
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analysis from the measured signal and replica signal generated by the receiver 

to determine the distance. On the other hand, carrier-phase measures cycle of 

phases received since the measurement began. The following Equations (4.1) 

and (4.2) show the observation equation for pseudo-range and carrier-phase, 

respectively, made from a satellite 𝑠 to a receiver 𝑘 at frequency 𝑗. For dual-

frequency GPS receiver, frequency 𝑓1 corresponds to 1575.42 MHz, whereas 

frequency 𝑓2  is 1227.60 MHz. 

 

𝑃𝑗,𝑘
𝑠 = 𝜌𝑘

𝑠 + 𝑐 ∙ 𝛿𝑘
𝑠 + 𝑇𝑘

𝑠 + 𝛼 ∙ 𝐼𝑘
𝑠 + 𝑏𝑗,𝑘

𝑠 + 𝑒𝑗,𝑘
𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.1) 

 

𝐿𝑗,𝑘
𝑠 = 𝜌𝑘

𝑠 + 𝑐 ∙ 𝛿𝑘
𝑠 + 𝑇𝑘

𝑠 − 𝛼 ∙ 𝐼𝑘
𝑠 + 𝐵𝑗,𝑘

𝑠 + 𝑁𝑗,𝑘
𝑠 ∙ 𝜆𝑗 + 𝜀𝑗,𝑘

𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.2) 

 

where: 

 𝑃𝑗,𝑘
𝑠  and 𝐿𝑗,𝑘

𝑠  are the pseudo-range and carrier-phase measurements in 

metre, respectively. 

 𝜌𝑘
𝑠 is the geometric range between satellite and receiver antenna phase 

centres, i.e. 𝜌𝑘
𝑠 = √(𝑋𝑠 − 𝑋𝑘)2 + (𝑌𝑠 − 𝑌𝑘)2 + (𝑍𝑠 − 𝑍𝑘)2, where 

(𝑋𝑠, 𝑌𝑠, 𝑍𝑠) is the Cartesian coordinate of the satellite and (𝑋𝑘 ,𝑌𝑘 , 𝑍𝑘) 

is the Cartesian coordinate of the receiver. 

 𝑐 is the vacuum speed of light, corresponds to 299,792,458 metres per 

second (m/s). 

 𝛿𝑘
𝑠 = 𝛿𝑡𝑘 − 𝛿𝑡𝑠, where 𝛿𝑡𝑘  and 𝛿𝑡𝑠 are the receiver and satellite clock 

offsets, respectively. 

 𝑇𝑘
𝑠 is the tropospheric delay between satellite 𝑠 and receiver 𝑘. 

 𝐼𝑘
𝑠 is the ionospheric effect between satellite 𝑠 and receiver 𝑘, scaled by 

𝛼 = 𝑓1
2/𝑓2

2 on P2 and L2 to obtain their corresponding value with 

respect to P1 and L1. 

 𝑏𝑗,𝑘
𝑠 = 𝑏𝑗,𝑘 − 𝑏𝑗

𝑠 , where 𝑏𝑗,𝑘  and 𝑏𝑗
𝑠  are the receiver and satellite code 

hardware biases, respectively. 

 𝐵𝑗,𝑘
𝑠 = 𝐵𝑗,𝑘 − 𝐵𝑗

𝑠 , where 𝐵𝑗,𝑘 and 𝐵𝑗
𝑠  are the receiver and satellite 

carrier-phase fractional cycle biases, respectively. 

 𝑁𝑗,𝑘
𝑠  is the carrier-phase integer ambiguity (number of cycle) between 

satellite 𝑠 and receiver 𝑘. 

 𝜆𝑗 is the carrier-phase wavelength, corresponds to 19.0 cm on L1 and 

24.4 cm on L2. 

 𝑒𝑗,𝑘
𝑠   and 𝜀𝑗,𝑘

𝑠   are the remaining errors including multipath, observation 

noise, etc., in the pseudo-range and carrier phase measurements, 

respectively. 
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As can be seen from the above equations, ionosphere 𝐼𝑘
𝑠 affects the 

pseudo-range and carrier-phase measurements differently. It delays the 

pseudo-range while advances the carrier-phase. Since the medium is 

dispersive to a radio signal, the first order effects account for approximately 

99% of the total delay and can be mitigated using the ionosphere-free linear 

combination (Hofmann-Wellenhof et al., 2008). Equation (4.3) and (4.4) show 

the ionosphere-free linear combination for pseudo-range 𝑃3 and carrier-

phase 𝐿 3. 

 

𝑃3 =
𝑓1

2

𝑓1
2 − 𝑓2

2
∙ 𝑃1 −

𝑓2
2

𝑓1
2 − 𝑓2

2
∙ 𝑃2 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.3) 

 

𝐿 3 =
𝑓1

2

𝑓1
2 − 𝑓2

2
∙ 𝐿1 −

𝑓2
2

𝑓1
2 − 𝑓2

2
∙ 𝐿 2 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.4) 

 

 

Upon formation of the ionosphere-free linear combination, the 

ionospheric term 𝛼 ∙ 𝐼𝑘
𝑠 in Equation (4.1) and (4.2) can be neglected, and those 

equations can be rewritten as follows: 

 

𝑃3,𝑘
𝑠 = 𝜌𝑘

𝑠 + 𝑐 ∙ 𝛿𝑘
𝑠 + 𝑇𝑘

𝑠 + 𝑏3,𝑘
𝑠 + 𝑒3,𝑘

𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.5) 

 

𝐿 3,𝑘
𝑠 = 𝜌𝑘

𝑠 + 𝑐 ∙ 𝛿𝑘
𝑠 + 𝑇𝑘

𝑠 + (𝑁3,𝑘
𝑠 + 𝐵3,𝑘

𝑠 ) ∙ 𝜆3 + 𝜀3,𝑘
𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.6) 

 

where: 

 𝑃3,𝑘
𝑠  is the ionosphere-free linear combination formed using P1 and P2 

pseudo-ranges, i.e. Equation (4.3), between receiver 𝑘 satellite 𝑠. 

 𝐿 3,𝑘
𝑠  is the ionosphere-free linear combination formed using L1 and L2 

carrier-phases, i.e. Equation (4.4), between receiver 𝑘 satellite 𝑠. 

 𝜆3 is the wavelength of the ionosphere-free linear combination. 

 𝑒3,𝑘
𝑠  and 𝜀3,𝑘

𝑠  are the remaining errors including multipath, observation 

noise, etc in the 𝑃3,𝑘
𝑠  and 𝐿 3,𝑘

𝑠 , respectively. 

 𝑏3,𝑘
𝑠 = 𝑏3,𝑘 − 𝑏3

𝑠, where 𝑏3,𝑘  and 𝑏3
𝑠  are the receiver and satellite code 

hardware biases in the ionosphere-free linear combination. They can be 

computed using Equation (4.7) and (4.8). 

 

𝑏3,𝑘 =
𝑓1

2

𝑓1
2 − 𝑓2

2
∙ 𝑏1,𝑘 −

𝑓2
2

𝑓1
2 − 𝑓2

2
∙ 𝑏2,𝑘 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.7) 

 

𝑏3
𝑠 =

𝑓1
2

𝑓1
2 − 𝑓2

2
∙ 𝑏1

𝑠 −
𝑓2

2

𝑓1
2 − 𝑓2

2
∙ 𝑏2

𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.8) 
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 𝐵3,𝑘
𝑠 = 𝐵3,𝑘 − 𝐵3

𝑠 , where 𝐵3,𝑘  and 𝐵3
𝑠  are the receiver and satellite 

carrier-phase fractional cycle biases in the ionosphere-free linear 

combination. They can be computed using Equation (4.9) and (4.10). 

 

𝐵3,𝑘 =
𝑓1

2

𝑓1
2 − 𝑓2

2
∙ 𝐵1,𝑘 −

𝑓2
2

𝑓1
2 − 𝑓2

2
∙ 𝐵2,𝑘 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.9) 

 

𝐵3
𝑠 =

𝑓1
2

𝑓1
2 − 𝑓2

2
∙ 𝐵1

𝑠 −
𝑓2

2

𝑓1
2 − 𝑓2

2
∙ 𝐵2

𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.10) 

 

 𝑁3,𝑘
𝑠  is the integer ambiguity (number of cycle) of ionosphere-free 

linear combination between satellite 𝑠 and receiver 𝑘. It can be 

computed using Equation (4.11). 

 

𝑁3,𝑘
𝑠 =

𝑓1
2

𝑓1
2 − 𝑓2

2
∙ 𝑁1,𝑘

𝑠 −
𝑓2

2

𝑓1
2 − 𝑓2

2
∙ 𝑁2,𝑘

𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.11) 

 

 

It is worth noting that the integer nature of ionosphere-free linear 

combination ambiguity 𝑁3,𝑘
𝑠  is affected by the presence of 𝐵3,𝑘

𝑠 . Furthermore, 

based on the error propagation law (Charles D. Ghilani and Wolf, 2006), the 

noise of measurements upon formation of ionosphere-free linear combination 

(i.e. 𝑒3,𝑘
𝑠  and 𝜀3,𝑘

𝑠 ) are about three times larger than the original measurements 

(i.e. 𝑒𝑗,𝑘
𝑠   and 𝜀𝑗,𝑘

𝑠 ). Determination of receiver’s position can be made from a 

straightforward relationship between satellites and receiver using 

Equation (4.5) and (4.6). This method is known as zero-difference processing. 

Alternatively, relative positioning between receivers and satellites can be 

exploited to eliminate their common errors. Considering two stations 𝑘 and 𝑙 

that track a similar satellite 𝑠, single-difference between two receivers will 

eliminate errors and biases related to the satellite (i.e. 𝛿𝑡𝑠, 𝑏3
𝑠  and 𝐵3

𝑠 ) simply 

by subtracting the corresponding equation made from the two stations as 

follows, where ∆(∙)𝑘𝑙
𝑠  denotes the single-difference: 

 

𝑃3,𝑘𝑙
𝑠 = ∆𝜌𝑘𝑙

𝑠 + 𝑐 ∙ ∆𝛿𝑘𝑙 + ∆𝑇𝑘𝑙
𝑠 + ∆𝑏3,𝑘𝑙 + ∆𝑒3,𝑘𝑙

𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.12) 

 

𝐿 3,𝑘𝑙
𝑠 = ∆𝜌𝑘𝑙

𝑠 + 𝑐 ∙ ∆𝛿𝑘𝑙 + ∆𝑇𝑘𝑙
𝑠 + (𝑁3,𝑘

𝑠 + 𝐵3,𝑘𝑙) ∙ 𝜆3 + ∆𝜀3,𝑘𝑙
𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.13) 
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Furthermore, DD can be formed by subtracting Equation (4.12) and 

(4.13) made on satellite 𝑠 with respect to satellite 𝑡, as follows: 

 

𝑃3,𝑘𝑙
𝑠𝑡 = ∆𝜌𝑘𝑙

𝑠𝑡 + ∆𝑇𝑘𝑙
𝑠𝑡 + ∆𝑒3,𝑘𝑙

𝑠𝑡  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.14) 

 

𝐿 3,𝑘𝑙
𝑠𝑡 = ∆𝜌𝑘𝑙

𝑠𝑡 + ∆𝑇𝑘𝑙
𝑠𝑡 + 𝑁3,𝑘𝑙

𝑠𝑡 ∙ 𝜆3 + ∆𝜀3,𝑘𝑙
𝑠𝑡  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.15) 

 

∆(∙)𝑘𝑙
𝑠𝑡 represents the respective DD for the station 𝑘 and 𝑙, and satellite 𝑠 and 

𝑡. Notice that all common errors in the station 𝑘 and 𝑙 and satellite 𝑠 and 𝑡 

(namely clock offsets, code hardware biases, and carrier-phase fractional cycle 

biases) are eliminated assuming that all channels within the receiver, tracking 

different satellites, share exactly the same clock offsets. This is generally true 

for GPS where all the satellites use common carrier frequencies but is not 

usually the case for GLONASS where satellites broadcast on different carrier 

frequencies. 

 

It is important to note that 𝑁3,𝑘𝑙
𝑠𝑡  has become integer since the fractional 

cycle biases are eliminated by the differencing scheme. Consequently, once 

the L1 and L2 ambiguities are resolved, the ionospheric-free ambiguities 𝑁3,𝑘𝑙
𝑠𝑡  

become known and can thus be removed from the Equation (4.15), which then 

becomes equivalent to the pseudorange Equation (4.14). Fixed ambiguity 

solutions yield relative positioning of the highest possible precision, typically 

at or below the millimetre precision level (e.g. Hofmann-Wellenhof et al., 

2008). It is also important to note that Equation (4.14) and (4.15) have a 

different number of unknowns and different magnitudes of the individual 

terms as compared to the respective Equation (4.5) and (4.6). For example, the 

DD tropospheric delay ∆𝑇𝑘𝑙
𝑠𝑡 is much smaller than the un-differenced 𝑇𝑘

𝑠, 

whereas the noise ∆𝑒3,𝑘𝑙
𝑠𝑡  and ∆𝜀3,𝑘𝑙

𝑠𝑡  are significantly larger than the original, 

un-differenced noise 𝑒3,𝑘
𝑠  and 𝜀3,𝑘

𝑠 , etc. To solve for the unknowns, several 

methods are possible such as sequential least-square adjustment and 

(extended) Kalman filtering. A detailed discussion about positioning solutions 

using GPS is beyond the scope of this research. Interested readers are referred 

to various publications available, such as Hofmann-Wellenhof et al. (2008), 

Leick et al. (2015) and Dach et al. (2015) for a more detail discussion on the 

topic. 
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4.2.2. Biases and Errors in GPS Observation 

 

Like any other techniques, GPS measurements are contaminated with 

errors and biases. The term bias refers to physical phenomena, while error 

relates to the quantity remaining after the bias has been mitigated (Bingley, 

2004). The presence of biases and errors limits the achievable accuracy in 

positioning, thus, they should be mitigated in precise applications. Relative 

positioning with short baselines, e.g. less than 100 km, may benefit from the 

cancellation of some common biases and errors. However, they can be 

significant for all precise global analyses (relative or un-differenced 

approaches). Their classification can be made into three groups, namely 

satellite, station, and atmospheric related. 

 

 

 

4.2.2.1. Satellite-related 

 

Estimation of a receiver’s coordinates relies on the known 

properties (i.e. coordinate and clock) of at least four satellites. These 

properties, however, are only accurate to a certain degree depending on 

the types of product as listed in Table 4.1. Any errors in the satellites 

properties will propagate to the estimated receiver’s coordinates. The 

error propagation is less prominent in relative positioning between 

receivers. A crude, but handy rule of thumb suggested in Dach et al. 

(2015), giving the error ∆𝐵𝐿 in a component of a baseline of length 𝑙 

as a function of an orbit error of size ∆𝑂𝑟𝑏 is shown in 

Equation (4.16): 

 

∆𝐵𝐿(𝑚) ≈
1

𝑑
∙ ∆𝑂𝑟𝑏(𝑚) ≈

𝑙(𝑘𝑚)

25,000(𝑘𝑚)
∙ ∆𝑂𝑟𝑏(𝑚) ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.16) 

 

where 𝑑 ≈  25,000 km is the approximate distance between satellite 

and survey area. This equation gives a satisfactory result for sessions 

of about 1 - 2 hours (and shorter) (Beutler, 1992). However, the 

formula given by Zielinski (1988) is preferable for permanent site 

occupations, which were derived using statistical methods. Table 4.2 

gives the actual baseline errors in meters and parts per million (ppm) 

for different baseline lengths and different orbit qualities as computed 

using Equation (4.16). 
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Table 4.1: GPS satellite ephemerides / satellite and station clocks  

(see http://www.igs.org/products, accessed 13.12.2016). 

Type  Accuracy Latency 
Sample 

Interval 

Broadcast 

orbits ~100 cm 

real time daily 
Sat. clocks 

~5 ns RMS 
~2.5 ns SDev 

Ultra-Rapid 
(predicted half) 

orbits ~5 cm 

real time 15 min 
Sat. clocks 

~3 ns RMS 
~1.5 ns SDev 

Ultra-Rapid 
(observed half) 

orbits ~3 cm 

3 - 9 hours 15 min 
Sat. clocks 

~150 ps RMS 
~50 ps SDev 

Rapid 

orbits ~2.5 cm 

17 - 41 hours 

15 min 

Sat. clocks 
~75 ps RMS 
~25 ps SDev 

5 min 

Final 

orbits ~2.5 cm 

12 - 18 days 

15 min 

Sat. clocks 
~75 ps RMS 
~20 ps SDev 

Sat.: 30s 
Stn.: 5 min 

 

 

Table 4.2: Errors in baseline components due to orbit errors. 

Orbit Error Baseline Length Baseline Error Baseline Error 

0.1 m 1 km 0.004 ppm - mm 

0.1 m 10 km 0.004 ppm - mm 

0.1 m 100 km 0.004 ppm 0.4 mm 

0.1 m 1000 km 0.004 ppm 4.0 mm 

0.05 m 1 km 0.002 ppm - mm 

0.05 m 10 km 0.002 ppm - mm 

0.05 m 100 km 0.002 ppm 0.2 mm 

0.05 m 1000 km 0.002 ppm 2.0 mm 

0.03 m 1 km 0.001 ppm - mm 

0.03 m 10 km 0.001 ppm - mm 

0.03 m 100 km 0.001 ppm 0.1 mm 

0.03 m 1000 km 0.001 ppm 1.2 mm 

0.025 m 1 km 0.001 ppm - mm 

0.025 m 10 km 0.001 ppm - mm 

0.025 m 100 km 0.001 ppm 0.1 mm 

0.025 m 1000 km 0.001 ppm 1.0 mm 

  

http://www.igs.org/products
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Satellite antenna offset is another bias that should be 

addressed in GPS for precise applications. It accounts for the 

separation between the satellite centre of mass and the phase centre of 

its antenna. The pseudo-range and carrier-phase measurements shown 

in Equation (4.1) and (4.2) are referred to the satellite antenna phase 

centre. The same reference is used for the satellite coordinates and 

clocks in broadcast ephemerides. On the contrary, the force models 

used for satellite orbit as well as the satellite coordinates and clocks in 

precise ephemerides are referred to the satellite centre of mass. For that 

reason, one must know the offset between the two and its orientation as 

the satellite orbits the Earth to correct for this bias. Figure 4.1 

illustrates the satellite antenna offset between the centre of mass and 

centre of phase. The Z-axis is pointing towards the Earth, while the X-

axis is pointing towards the Sun. The Y-axis is perpendicular to those 

two axes. Prior to 5 November 2006 (GPS Week 1400), the zero value 

was adopted with zero phase centre variations for the Block IIR 

satellites, but then the so-called “absolute” phase centre offsets and 

non-zero PCVs are utilised for the satellite (Schmid et al., 2005; 

Schmid et al., 2007). Satellite antenna offset is continuously being 

monitored by International GNSS Service (IGS) analysis centres, and 

the corrections are given in the ANTenna EXchange format (ANTEX) 

file. Its format description is available at: 

 

ftp://igs.org/pub/station/general/antex14.txt   (accessed 13.12.2016) 

 

 

The observed carrier-phase shown in Equation (4.2) depends 

on the mutual orientation of the satellite and receiver antennas. Wu et 

al. (1991) suggested that any rotation of either receiver or satellite 

antenna around its vertical axis could change the carrier-phase up to 

one cycle (one wavelength), which is termed phase wind-up effects. 

For a static measurement, the receiver antenna does not rotate and is 

typically oriented towards north direction. Satellite antennas, however, 

undergo slow rotations as their solar panels are being oriented towards 

the Sun and the station-satellite geometry changes. A similar scenario 

happens in the event of solar eclipses, where satellites are subjected to 

rapid rotations (within less than half an hour) in order to reorient their 

solar panels towards the Sun. The phase wind-up correction has 

generally been neglected even in the most precise differential 

positioning software as it is quite negligible for DD positioning on 

baselines/networks spanning up to a few hundred kilometres. However, 

Wu et al. (1992) indicated that the effects could reach up to 4 cm for a 

baseline of 4,000 km which is significant for global processing. For 

zero-difference processing such as PPP, the effect is significant (could 
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cause position and clock errors at decimetre level) when fixing the 

precise satellites coordinate and clock. In the case of kinematic 

positioning, the phase wind-up due to receiver antenna rotation is fully 

absorbed into station clock solutions or eliminated by DD. 

 

 

Figure 4.1: Satellite antenna phase centre offsets in satellite body-fixed reference 

frame. Figure adapted from Kouba (2009b). 

 

 

 

4.2.2.2. Station-related 

 

Station coordinates are changing in time owing to the steady 

motion of tectonic plates. The rates of movements are given by the 

station velocity which varies on location. It can reach up to few 

decimetres per year, thus should be accounted for in precise GPS 

analyses. The coordinate of reference stations in relative positioning 

should always be propagated from the reference epoch to the 

observation epoch using its respective stations’ velocity. It is to ensure 

consistency with the satellite orbits and prevents network deformations 

induced by moving plates. Alternatively, the velocity derived from a 

model such as NNR-NUVEL-1A (DeMets et al., 1994) may be used if 

it is not known. Relative positioning over short baselines (< 100 km) 

might benefit from the differencing process as the rate of movement is 

nearly the same between stations, resulting in their cancellation during 

DD. However, zero-difference or relative positioning over long 

baselines (> 500 km) must account for the tectonic plates motion as 

recommended in the International Earth Rotation and Reference 

Systems Service (IERS) Conventions (Petit and Luzum, 2010). 
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Changes in the station’s coordinates also can be induced by 

solid earth tides, which refer to the elastic deformation of the earth due 

to the gravitational attraction of the sun and the moon (and other 

bodies in the solar system). Solid earth tides consist of a latitude 

dependent permanent displacement and a periodic part with 

predominantly semi-diurnal and diurnal periods of changing 

amplitudes. The periodic part is mostly averaged out for static 

positioning over a 24-hour period, but the permanent part remains in 

such a 24-hour average position. Since the effects are two orders of 

magnitude larger than the accuracies currently achieved for GPS- and 

SLR-derived coordinates (Dach et al., 2015), they have to be taken into 

account in precise GPS analyses. Detailed technical discussion about 

solid earth tides can be found in Petit and Luzum (2010).  

A corresponding FORTRAN subroutine, i.e. dehanttideinel.f, also can 

be found for a straightforward implementation in Chapter 7 of the 

following link: 

 

http://maia.usno.navy.mil/conv2010/conventions.html 

(accessed 13.12.2016) 

 

For relative positioning over short baselines (< 100 km), both stations 

have similar tidal displacements, thus are unaffected by the solid earth 

tides. On the contrary, point or relative positioning over long baselines 

should account for these effects. Kouba (2009b) suggested that 

systematic position errors of up to 12 and 5 cm can be observed in 

radial and north directions, respectively, from neglecting the correction 

in point positioning. 

 

Another important site displacement effect is the crustal 

deformation caused by the changing mass distribution due to ocean 

tides (ocean tidal loading). The movements due to ocean tidal loading 

rely on time and location, and comprise a combination of semidiurnal, 

diurnal and long-period tides (Baker et al., 1995). It occurs in both 

horizontal and vertical directions, and is more localise compared to 

solid earth tides. The magnitude is typically small, within few 

millimetres, but can increase to more than 1 cm in certain locations. 

Ocean tidal loading can be explained by a complex interaction of 

eleven tidal harmonics. The detailed discussion can be found in Petit 

and Luzum (2010), and a FORTRAN subroutine for their 

implementation, i.e. hardisp.f, can also be found in the same link given 

previously. A station-specific amplitude and phase of the eleven largest 

tidal harmonics for the vertical and horizontal components can be 

obtained using a web-service at: 
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http://holt.oso.chalmers.se/loading/   (accessed 13.12.2016) 

 

According to Kouba (2009b), the effects can be safely neglected for 

single epoch positioning at the 5 cm precision level or mm static 

positioning over 24 hours period and/or for stations that are far from 

the oceans. Nevertheless, it has to be considered for cm precise 

kinematic point positioning or precise static positioning along coastal 

regions over observation intervals significantly shorter than 24 hours. 

Ocean tidal loading is also important to be modelled when the 

troposphere and clock solution is required as the effects will map into 

the solutions, unless the station is far (> 1,000 km) from the nearest 

coastline (Kouba, 2009b). 

 

Pole tides result from the changes of the Earth’s spin axis 

with respect to the Earth’s crust, which causes deformations due to 

minute changes in the Earth’s centrifugal potential (Kouba, 2009b). 

They are marginally periodic and resulting from a major 434 days 

constituent known as the Chandler period (Leick et al., 2015). The pole 

position may vary and can reach 0.8 arcseconds, corresponding to a 

maximum horizontal displacement of about 7 mm and a maximum 

radial displacement of about 25 mm (McCarthy, 1996). The correction 

for the point movement due to pole tide can be derived from the 

expressions given in Petit and Luzum (2010). The tides correction 

needs to be applied to obtain an apparent station position, free from the 

effects. The correction is also necessary to ensure consistency when 

using precise orbit and clock since most of IGS analysis centres utilise 

this correction when generating their product. Information about pole 

tides is also important to perform the transformation between the 

terrestrial and the celestial (inertial) reference frame. 

 

The geometric distance, described previously in 

Equation (4.1) and (4.2), is referred to antenna phase centre. The 

position of the antenna phase centre depends on the various directions 

of GPS signals from individual satellites arrived at the receiver 

antenna. This direction-dependence is called antenna phase centre 

variations. Furthermore, the fact that the antenna phase centre offsets 

(with respect to the antenna reference point) and the antenna phase 

centre variations (with respect to the mean antenna phase centre) are 

not identical for different carrier frequencies also needs to be 

considered. Radomes that are used to protect the antennas from 

multipath and environmental effects have an impact on the antenna 

phase centre variations. Although it is preferable to calibrate each 

individual antenna to obtain its phase centre corrections, the task is not 

practical for most GPS applications. Usually, antenna phase centre 
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variations are assumed to be dependent only on antenna and radome 

type. Nevertheless, it is important to model the effects especially when 

different antenna/radome combinations with individual characteristics 

are used simultaneously. Ignoring the antenna phase centre corrections 

may cause relative station height errors reaching values of up to 10 cm, 

independent of the baseline length. If only antennas of the same type 

are used, the main effect is a scale factor in the network of up to about 

0.015 ppm. Correction for each individual antenna and radome can be 

obtained from the similar ANTEX file used for satellite antenna offset. 

 

Multipath is another potential error source affecting the GPS 

measurements. It is caused by reflecting surfaces, causing the emitted 

signal from the satellite to arrive at the receiver in multiple paths. The 

effects are time- and location-dependent, thus cannot be mitigated 

using a general model. However, it can be estimated from the residual 

of ionosphere-free linear combination, made on pseudo-range and 

carrier-phase measurements. It is because multipath is frequency 

dependent, similar to ionospheric effects; therefore it can be separated 

from the others with an appropriate differencing technique. 

Measurements at low elevation angle are more susceptible to multipath 

than the ones made at high elevation angle. Similarly, pseudo-range 

measurements are more affected by multipath than carrier-phase. Wells 

et al. (1986) suggested that the effect may amount to 10 - 20 m for 

pseudo-range and under certain circumstances, the error from 

multipath may grow to about 100 m in the vicinity of buildings (Nee, 

1992). On the contrary, multipath effects on carrier-phases for relative 

positioning with short baselines should not be greater than 1 cm with 

good geometry and a reasonably long observation interval. 

Nevertheless, it is sensitive to the change of receiver height. Ray et al. 

(1999) classified various methods to reduce or estimate multipath into 

(1) antenna-based mitigation, (2) improved receiver tracking 

technology, and (3) signal and data processing. Employing choke ring 

antenna is a very efficient way to minimise multipath effects. New 

receivers also apply rigorous multipath detection and correction 

algorithm during data acquisition. Similarly, various algorithms have 

been developed to detect and correct the multipath effects in the post-

processing. 
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4.2.2.3. Atmospheric-related 

 

The GPS signal crosses and interacts with the atmosphere as 

it propagates from the satellite towards the Earth’s surface. The main 

interaction is refraction which causes the signal to change in direction 

and speed as it passes from one medium to the other. Atmospheric 

layers can be categorised into troposphere and ionosphere. The former 

extends to about 50 km above ground and causes a delay in the signal 

propagation. It can be divided into dry and wet components which 

contributes to approximately 90% of the total delay. Nevertheless, it 

can be modelled accurately using surface measurements of temperature 

and pressure. Ionosphere, however, is highly variable and difficult to 

model although it only accounts for 10% of the total delay (Janssen et 

al., 2004; Hofmann-Wellenhof et al., 2008). Troposphere remains as 

one of the most challenging error sources in GPS. A more detailed 

discussion about modelling and mitigation of tropospheric effects in 

GPS is made in Chapter 6. 

 

Ionosphere, on the other hand, is the upper part of the 

atmosphere which extends in many distinct layers from 50 to 1,000 km 

above the Earth’s surface (Janssen et al., 2004). A sufficient number of 

electrons and ions are present in the ionosphere, causing the signal to 

advance in propagation. The degree of ionisation shows considerable 

variation, generally correlating with geographic location, solar and 

geomagnetic activity, season, and local time (SBAS Ionospheric 

Working Group, 2010; Dach et al., 2015). As mentioned previously, 

the first order ionosphere accounts for about 99% of the total effects, 

and can be mitigated using dual-frequency GPS receiver. Furthermore, 

higher-order effects can also be reduced using Global Ionosphere Maps 

(GIM) from the International GNSS Service (IGS). 

 

Similar to the effects of solid earth tide and ocean tide 

loading, time-varying atmospheric pressure also can induce surface 

deformation. The diurnal heating of the atmosphere causes surface 

pressure oscillations at diurnal, semidiurnal, and higher harmonics 

(Petrov and Boy, 2004). Vandam et al. (1994) found improvement in 

the vertical and baseline repeatability by incorporating correction for 

the atmospheric pressure loading. Numerical analyses (e.g. Tregoning 

and Vandam, 2005) have suggested that pressure loading can cause 

peak radial displacements of the Earth’s surface as large as 10 to 

25 mm with associated horizontal movements of one-third to one-tenth 

this magnitude. To a first-order, it suffices to correct the GPS height 

time series for the loading effect by applying a daily-averaged 

correction. However, a greater reduction in the variance of heights can 
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be achieved when non-tidal atmospheric pressure loading is applied at 

the observation level. Correction for the three-dimensional 

displacements can be made, for example, using an atmospheric tides 

model from Ray and Ponte (2003) as suggested in Petit and Luzum 

(2010). The model is derived from the European Centre for Medium-

Range Weather Forecasts (ECMWF) operational global surface 

pressure fields, using a procedure outlined by van den Dool et al. 

(1997). 

 

 

 

4.3. Coordinate Reference System for GPS 

 

The definition of a reference system plays a crucial role in geodetic 

positioning. A reference system is realised by a reference frame, which is a catalogue 

of Cartesian station positions at an arbitrary and fundamental epoch (Bock, 1998). 

The fundamental properties of a reference system are origin, scale and orientation that 

define the axes. The International Terrestrial Reference System (ITRS) is a very 

accurate geodetic reference system, comprising a set of right-handed orthogonal axes, 

whose origin is defined at the centre of mass, whose axes are orientated to be 

consistent with those of the Bureau International de l’Heure (BIH) at epoch 1984.0, 

and whose unit of length is the metre. The axes are fixed to the Earth’s crust such that 

there is no residual global rotation of the system with respect to the crust (Petit and 

Luzum, 2010). The ITRS is maintained by the International Earth Rotation Service 

(IERS). Realisations of ITRS are produced by the IERS under the name International 

Terrestrial Reference Frame (ITRF). Once the station positions have been defined, it 

must be maintained by associating the rotated, translated and deformed positions at a 

later epoch back to the fundamental epoch. In other words, when observing the 

motion of the Earth's crust, it must be referenced. The usefulness of the reference 

frame for the computation of highly accurate station velocities from GPS coordinate 

time series depends on its ability to describe changes in coordinates over time. In 

time, station coordinates are degraded by spurious movement of the station relative to 

the reference frame, internal deformations of the reference frame and during updates 

of the reference frame (Teferle, 2003). 

 

 

 

4.3.1. International Terrestrial Reference Frame (ITRF) 

 

The ITRF is realized through the Cartesian coordinates and linear 

velocities of a global set of monitoring stations, obtained from various space 

geodetic techniques such as very long baseline interferometry (VLBI), satellite 

laser ranging (SLR), Doppler orbit determination and radio positioning 

integrated on satellites (DORIS), and GNSS (Altamimi et al., 2011; Altamimi 
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et al., 2016). As none of the four space geodetic techniques can provide the 

full reference frame defining parameters, the ITRF is demonstrated to be the 

most accurate reference frame available today, gathering the strengths of the 

four space geodesy techniques contributing to its construction and 

compensating for their weaknesses and systematic errors. The ITRF 

combination fundamentally depends on the availability of colocation sites 

where (1) two or more geodetic instruments of different techniques are 

operated and (2) local surveys between instrument measuring points are 

available (Altamimi et al., 2011; Altamimi et al., 2016). Local surveys are 

usually conducted using terrestrial measurements (direction angles, distances, 

and spirit levelling) or the GPS technique. 

 

The first realisation of the ITRS was ITRF88 (Boucher et al., 1996). 

Since then, IERS has published ITRS realisations on a regular basis sustaining 

continuous improvements and enhancements. The most recent realisation is 

ITRF2014 (Altamimi et al., 2016), which is adopted on 26 February 2015. IGS 

also has its own realisation of the ITRF since ITRF97 (Table 4.3). Though not 

necessarily more accurate, it is more consistent (Dach et al., 2015). In this 

work, IGS realisation of ITRF2008, i.e. IGb08, has been selected as the 

reference frame for the GPS processing owing to the availability of consistent 

products (i.e. satellite precise orbits and clocks) via second reprocessing 

campaign (Rebischung et al., 2016; Altamimi et al., 2016). The ITRF2008 

network (Altamimi et al., 2011) comprises of 934 stations located at 580 sites, 

with 463 sites in the northern hemisphere and 117 in the southern hemisphere. 

Its combination involves 84 co-location sites where two or more technique 

instruments were or are currently operating and for which local ties are 

available. Figure 4.2 illustrates the distribution of VLBI, SLR, DORIS and 

GPS station within ITRF2008. The ITRF2008 is specified by the following 

datum parameters (Altamimi et al., 2011). 

 

i. Origin: The ITRF2008 origin is defined in such a way that 

there are null translation parameters at epoch 2005.0 and null 

translation rates with respect to the International Laser Ranging 

Service (ILRS) SLR time series. 

ii. Scale: The scale of the ITRF2008 is defined in such a way that 

there is null scale factor at epoch 2005.0 and null scale rate 

with respect to the mean scale and scale rate of VLBI and SLR 

time series. 

iii. Orientation: The ITRF2008 orientation is defined in such a way 

that there are null rotation parameters at epoch 2005.0 and null 

rotation rates between ITRF2008 and ITRF2005. These two 

conditions are applied over a set of 179 reference stations 

located at 161 reference sites. The reference sites include 107 

GPS, 27 VLBI, 15 SLR and 12 DORIS. 
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Table 4.3: History of reference frames used for IGS products (see 

http://acc.igs.org/igs-frames.html, accessed 13.12.2016). 

Frame 
Used for IGS products 

GPS week Date 

ITRF92 0730 – 0781 02 Jan. 1994 – 31 Dec. 1994 

ITRF93 0782 – 0859 02 Jan. 1995 – 29 June 1996 

ITRF94 0860 – 0947 30 June 1996 – 07 Mar. 1998 

ITRF96 0948 – 1020 08 Mar. 1998 – 31 July 1999 

ITRF97 1021 – 1064 01 Aug. 1999 – 03 June 2000 

IGS97 1065 – 1142 04 June 2000 – 01 Dec. 2001 

IGS00 1143 – 1252 02 Dec. 2001 – 10 Jan. 2004 

IGS00b 1253 – 1398 11 Jan. 2004 – 04 Nov. 2006 

IGS05 1400 – 1631 05 Nov. 2006 – 16 Apr. 2011 

IGS08 1632 – 1708 17 Apr. 2011 – 06 Oct. 2012 

IGb08 1709 – 1933 07 Oct. 2012 – 28 Jan. 2017 

IGS14 1934 – present 29 Jan. 2017 – present 

 

 

 

Figure 4.2: ITRF2008 network. Figure adapted from Altamimi et al. (2011). 
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Interested readers are referred to Dermanis (2001; 2004); Sillard and 

Boucher (2001); Altamimi et al. (2002a; 2004) or to Chapter 4 of the IERS 

Conventions (Petit and Luzum, 2010) for a more detailed description 

regarding the type of constraints applied by the techniques, and the minimum 

constraints concept in general, which were used to derive ITRF2008. 

 

 

 

4.3.2. Geocentric Datum of Malaysia 2000 (GDM2000) 

 

Geocentric Datum of Malaysia 2000 or GDM2000 is the new national 

geodetic datum for Malaysia that replaces the old datum, i.e. Malayan Revised 

Triangulation 1948 (MRT48) and Borneo Triangulation 1968 (BT68) 

(JUPEM, 2009a). It can be regarded as an extension of ITRF2000 (Altamimi 

et al. 2002b), developed by the Department of Survey and Mapping Malaysia 

(JUPEM) based upon the dire needs for the accurate coordinate system to 

support local GPS applications. GDM2000 was officially launched nationwide 

on 26 August 2003. 

 

Realisation of GDM2000, among others, is made through Malaysia 

Real-Time Kinematic GNSS Network (MyRTKnet), which is the permanent 

GNSS network setup by JUPEM since 2002. The coordinate of the stations is 

referred to epoch 1 January 2000. GDM2000 also had undergone a revision in 

2009 owing to few earthquakes in Sumatra. JUPEM (2009a) has reported the 

accumulative stations’ displacement due to three major earthquakes, i.e. in 

2004, 2005 and 2007, ranges from 1.0 to 25.8 cm. Consequently, the displaced 

stations are not suitable for high accuracy applications. A multiple-regression 

parameter has been derived to relate the coordinate from the previous to the 

latest realisation of GDM2000 (JUPEM, 2009b). Figure 4.3 shows the 

location of 78 MyRTKnet stations, whereby 50 stations are located in 

Peninsular Malaysia and the remaining 28 stations are in East Malaysia. The 

current spacing of these stations is ranging between 30 and 100 km, with 

longer distances observed in East Malaysia. MyRTKnet allows users to obtain 

a real-time position using single GNSS receiver with accuracy better than 

3 cm in horizontal and 6 cm in vertical (JUPEM, 2008). 
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Figure 4.3: The distribution of MyRTKnet stations in Peninsular Malaysia (top) 

and East Malaysia (bottom). Figure adapted from JUPEM (2009a).  
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4.4. Bernese GNSS Software 

 

There are three high-precision GNSS software package highly regarded for 

data processing especially for scientific studies requiring accurate geodetic 

positioning. They are the Bernese software developed by the Astronomical Institute of 

University of Berne (AIUB), the GIPSY software developed by the Jet Propulsion 

Laboratory (JPL) and the GAMIT software developed by the Massachusetts Institute 

of Technology (MIT) and Scripps Institution of Oceanography (SIO) (Kouba, 2009b). 

Some other renowned software used by the IGS Analysis Centres are listed in 

Table 4.4. In this study, Bernese GNSS software version 5.2, hereafter termed as 

Bernese, is utilised for GNSS data processing. The software is widely used by 

researchers around the world. The geographical distribution of institutions using the 

software is shown in Figure 4.4. 

 

The software was originally developed for geodetic monitoring and GNSS 

satellite orbit determination (Dach et al., 2015). However, it has been adopted for 

other applications such as monitoring ionosphere and troposphere, estimating clock, 

time transfer and earth orientation parameters. Bernese achieves high performance, 

high accuracy, and high flexibility for GPS/GLONASS post-processing. Typical users 

include scientists for research and education, national survey agencies responsible for 

high-accuracy GNSS surveys (e.g. first-order networks), agencies responsible for the 

maintenance of CORS networks and commercial users with complex applications 

demanding high accuracy, reliability, and high productivity (Dach et al., 2015). 

 

One of the benefits of using Bernese is the ability to do batch processing for 

multi-session GNSS data via Bernese Processing Engine (BPE). It covers processing 

using PPP or DD (small or large network) even with a combination of different 

receiver types. Nevertheless, the main advantage lies in its ability to perform 

ambiguity resolution over long baselines (greater than 1000 km), combine processing 

of GPS and GLONASS observations and generate minimally constrained network 

solutions. Furthermore, Bernese employs complex modelling for biases and errors 

presented in GPS observations (Dach et al., 2015). 
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Table 4.4: List of software used by the IGS analysis centres (see 

ftp://igs.org/pub/center/analysis/, accessed 04.01.2017). 

IGS Analysis Centre Software 

Center for Orbit Determination 
in Europe (CODE) 

 Bernese GNSS Software version 5.3 

Natural Resources Canada 
(EMR) 

 GIPSY OASIS II version 6.3 

 Bernese GNSS Software version 5.2 

European Space Agency (ESA)  NAPEOS version 3.9 

Helmholtz Centre Potsdam  EPOS.P8 

Geodetic Observatory Pecny 
(GOP) 

 Bernese GPS software version 5.0 

GRGS-CNES/CLS 
 GINS software 

 DYNAMO software 

Information and Analysis Center 
of Navigation (IAC) / Mission 
Control Center (MCC) 

 STARK software 

 POLAR software 

Jet Propulsion Laboratory (JPL)  GIPSY OASIS II version 6.3 

Massachusetts Institute of 
Technology (MIT) 

 GAMIT version 10.32 

 GLOBK version 5.12 

National Oceanic and 
Atmospheric Administration 

(NOAA) 

 arc software 

 orb software (replaced arc on 28 July 2009) 

 pages software 

 gpscom software 

GeoForschungsZentrum (GFZ) 
Potsdam 

 Bernese GPS Software version 5.1 

Scripps Orbit and Permanent 
Array Center (SOPAC) 

 GAMIT version 10.20 

 GLOBK version 5.08 

Regional Network for South 
America (SIR) 

 Bernese GPS Software version 4.2 

French Consortium of University 
of La Rochelle 

 GAMIT 

 GLOBK 

 CATREF 

U.S. Naval Observatory (USNO)  Bernese GPS Software version 5.0 

Wuhan University (WHU)  PANDA Software 
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Figure 4.4: Geographical distribution of institutions using the Bernese GPS 

Software. Figure adapted from Dach et al. (2008). 

 

 

The Graphical User Interface (GUI) of the software utilises PERL script for 

data input manipulation and scripts. There are four major areas in the software, 

namely program, user, data, and temporary. The “Program area” consists of the core 

of the program system, source code and executables, master options, BPE scripts, as 

well as general data files that provide basic information necessary for processing 

GNSS data. This area is independent of specific users and from any project. The 

“User area” stores user-specific configuration files including the BPE-related files, 

allowing multiple users to use the software with their unique configurations. The 

“Data area”, on the other hand, is divided into a few directories, namely datapool, 

campaign, and savedisk. The datapool contains local copies of external files, such as 

from IGS analysis centres that can be shared between users. These include global 

ionospheric models, differential code biases, precise orbits, precise clocks, and earth 

orientation parameters. It eliminates the need to download the data each time when 

starting the processing. This directory also contains an archive of Receiver 

Independent Exchange Format (RINEX) files that can then be copied into the 

campaign directory. As the name implies, the campaign directory holds campaign 

specific files, whereas the savedisk areas store the main results from the processing. 

This area serves as a backup for the main results from the campaign directory, 

allowing users to clean up the campaign area without losing important files. It is also 

intended for long-term archive of the result files. The structure of folder can be 

organised freely according to the user’s needs. Last but not least, “Temporary area” is 

allocated for temporary files during BPE run (Dach et al., 2015). 
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4.5. GPS Processing Strategy 

 

There is a massive amount of GPS data involved in this study; thus it can 

benefit from using BPE for automated processing. The author has developed two 

BPEs, namely the PPP.PCF and the DD.PCF for GPS processing using PPP and DD 

strategies, respectively. The developed BPEs address all biases and errors discussed 

previously in Section 4.2.2. In order to obtain the highest possible precision as well as 

the consistency of the products with the models used in the software (e.g. for orbital 

modelling), the BPEs is customised to utilise GNSS products from CODE - the 

developer of Bernese and also one of the IGS analyses centres. Other external 

products, namely ocean tidal loading parameters are retrieved from the web service 

provided by the Onsala Space Observatory, Chalmers University of Technology, 

whereas parameters necessary for the estimation of the troposphere is attained from 

the Global Geodetic Observing System, Vienna University of Technology. The list of 

products used in this study is summarised in Table 4.5. There are four Vienna 

Mapping Function-1 (VMF-1) files each day, which need to be merged with the first 

file of the following day to produce a single file. An independent GPS tool has been 

developed by the author using Visual Basic 2013 to facilitate this process. It 

eliminates the tasks of navigating through the websites and downloading the products 

manually as well as merging the VMF-1 files, which would be cumbersome when 

working with extensive data. 

 

Table 4.5: External products used in the processing. 

Product File Format Website 

Precise satellites orbit CODwwwwd.EPH 

ftp://ftp.unibe.ch/aiub/REPRO_yyyy/ 

Precise satellites clock CODwwwwd.CLK 

Global ionosphere model CODwwwwd.ION 

Earth Rotation Parameters 
(ERP) information from an 
IERS formatted pole 

CODwwww7.ERP 

Differential code biases 
P1P2yymm.DCB 
P1C1yymm.DCB 

Ocean tidal loading 
parameters 

*.BLQ http://holt.oso.chalmers.se/loading/ 

Vienna Mapping 
Function-1 (VMF-1) 
coefficients 

VMFG_yyyymmdd.Hss 
http://ggosatm.hg.tuwien.ac.at/DELAY
/GRID/VMFG 

* wwww stands for the GPS week and d is the respective day of the data in that week 

(i.e. from 0 to 6). 
* yy and mm are the two digits year and month of the data respectively. 
* yyyyy is the year and ss is the session of the data. VMF-1 file is produced at six 

hours interval, thus ss corresponds to 00, 06, 12, or 18. 
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4.5.1. Using Precise Point Positioning (PPP) 

 

Figure 4.5 shows the workflow of PPP.PCF developed in this work. In 

general, it can be divided into four stages: (1) data preparation, (2) pre-

processing, (3) main processing, and (4) extracting and saving the results. The 

list and description of Bernese programs involved in each stage are 

summarised in Table 4.6. The whole process is controlled by the actions of 

Perl scripts. GPS daily data is processed in a continuous run, from and to a 

user specified dates. The data preparation stage mainly deals with files transfer 

from the datapool area to the specific directories in the campaign area 

(Section 4.4), defining the geodetic datum and coordinate reference epoch,  as 

well as converting external files to Bernese formatted files (i.e. ERP, and 

precise satellites orbit and clock). Program CRDMERGE defines the geodetic 

datum and coordinate reference epoch for all stations involved in the 

processing to a common value, i.e. IGb08 at observation epoch, to be 

consistent with the epoch of precise satellites orbit and clock. Program 

RNXCLK converts a precise satellites clock file to Bernese format, program 

POLUPD extracts the Earth Rotation Parameters (ERP) from an IERS 

formatted pole file into a Bernese formatted pole file, whereas program 

PRETAB converts a precise satellite’s orbit in Earth-fixed frame into a tabular 

position in the inertial frame. Subsequently, program ORBGEN integrates the 

equations of motions using the positions given in the tabular orbit file to 

produce a Bernese standard orbit file. This file will be utilised in all processing 

programs needing orbit information. 

 

The pre-processing step aims to synchronise the receiver clocks with 

GPS time, clean the RINEX observations data, identify and repair cycle slips, 

and to update the list of ambiguities for phase measurements. The receiver 

clocks synchronisation is achieved using CODSPP program. Program 

CODXTR allows inspection of the station/receiver related problems based on 

the results of CODSPP. It should be mentioned that Bernese offers two 

possibilities for pre-processing the RINEX file, particularly for the phase 

measurements. If high-rate satellite clocks (equivalent to the sampling rate of 

the data) are available, as in the case of this work, the pre-processing can be 

made using MAUPRP program to detect and correct cycle slips, identify 

outliers, and to update the list of ambiguities for phase measurement. 

Alternatively, program RNXSMT can be utilised which is only based on the 

consistency between code and phase data of the two frequencies. The code 

measurements are smoothed using RNXSMT prior to their conversion to 

Bernese zero-difference format using RNXOBV3. At this stage, no change is 

made on the phase observations. 
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Data preparation 

 Copy related files from the datapool area to the specific directory in the 
campaign area. 

 Define the geodetic datum and coordinate reference epoch for all stations 
involved in the processing to a common value. 

 Convert external files into Bernese formatted files: 
 Earth rotation parameters (ERP). 

 Precise satellites orbit. 
 Precise satellites clock. 

 

 

Pre-processing 

 Synchronise receiver clocks with GPS time. 

 Clean RINEX observations data and import to Bernese format. 

 Identify and repair cycle slips. 

 Update list of ambiguities for the phase measurements. 

 

 

Main processing 

 Generate station-wise solution: 
 Station coordinate. 
 Receiver clock correction. 

 Station specific troposphere parameters. 
 Normal equation. 

 Detect and remove outliers. 

 

 

 

 

 

 

 

 

 

Extracting and saving the results 

 Generate master files from the station-wise solutions (contain results for 
all station). 

 Generate normal equation that combine normal equation from the 

individual solutions. 

 Copy the main results from the campaign area to the savedisk area: 

 Summary file (extension *.PRC). 
 Result files, i.e. coordinate, troposphere, receiver clock correction and 

normal equation. 

Figure 4.5: Workflow for processing GPS data using PPP strategy.  

Outliers 

free? 

Yes 

No 
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Table 4.6: List and description of Bernese programs for PPP processing. 

Step Bernese Program Description  

1. CRDMERGE 

Define the geodetic datum and coordinate reference epoch 
for all stations involved in the processing to a common 
value, i.e. IGb08 at observation epoch. The program is 
configured to run in parallel to speed up the processing 
time. 

D
a
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2. POLUPD 
Extract the ERP information from an IERS formatted pole 
file into a Bernese formatted pole file. 

3. PRETAB 

Convert the orbit information from a precise orbit file in 
SP3c format (Earth-fixed frame) into tabular position in an 
inertial frame for subsequent numerical integration by 
ORBGEN. 

4. ORBGEN 

Integrate the equations of motion using the positions given 
in the tabular orbit file to produce a Bernese standard orbit 
file. The resulting standard orbit file will be used in all 
processing programs needing orbit information. 

5. RNXCLK 
Convert a precise clock file into a Bernese satellite clock 
file. 

6. CODSPP 
Synchronise the receiver clocks with GPS time. The 
outliers detected on code measurements are marked for 
further processing. 

P
re
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c
e
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7. CODXTR 
Create a summary for the CODSPP to facilitate in 
identifying problematic stations. 

8. RNXSMT 

Clean and smooth the code measurements. No change is 
made on the phase observations. Processing is done in 
parallel to speed up the processing time, i.e. the program 
receives a list of RINEX files to be cleaned in one run. 

9. RNXGRA 
Produce a summary of the smoothed code measurements, 
giving a complete overview of observed satellites, involved 
stations and their performance. 

10. RNXOBV3 
Create Bernese observation files from the code and phase 
measurements. The results are zero-difference code and 
phase observation files for each station. 

11. MAUPRP 

Pre-processing of phase measurements to detect and correct 
cycle slips, identify outliers, and to update the list of 
ambiguities for the phase measurements. The process 
requires well-established satellite clock corrections with the 
same sampling rate as the data files (i.e. 30 seconds). The 
higher sampling for screening the phase observations is 
necessary to improve the capability to distinguish between 
potential cycle slips and the change of ionosphere from one 
epoch to the next. The program is configured to run in 
parallel to speed up the processing time. 

12. MPRXTR 
Extract essential information from the MAUPRP program 
output files into a summary table. 
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Table 4.6: (continue). 

Step Bernese Program Description  

13. GPSEST 

Run the first solution and generate a residual file for data 
screening based on the ionosphere-free linear combination. 
Normalised residuals are written as an elevation-dependent 
weighting of observations is applied. 

M
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14. RESRMS 
Screen the residual file for outliers exceeding a certain 
threshold. 

15. SATMRK 
Mark the identified outliers in observation files (flagged as 
bad data). 

16. GPSEST 

Run the final solution based on the cleaned observations. 
The results are stored in station-wise result files. 

 Station coordinate. 

 Receiver clock corrections. 

 Station-specific troposphere parameters. 

 Normal equation. 

17. ADDNEQ2 
Generate the PPP results for each station in Bernese and 
Solution INdependent EXchange (SINEX) format. 

18. GPSXTR 
Extract the outputs from GPSEST program, producing an 
overview of the PPP solution and the data cleaning. 
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19. RESRMS 
Produce the residual statistics based on the files generated 
in the first solution (before outliers’ rejection). 

20. RESRMS 
Produce the residual statistics based on the files generated 
in the final solution (after outliers’ rejection). 

21. RESCHK Create residual screening statistics. 

22. CRDMERGE 
Merge station-specific coordinate files into a single 
coordinate file. 

23. ADDNEQ2 
Collect the normal equations and troposphere estimates 
(from step 16), and produces a single Bernese formatted 
file and troposphere SINEX file. 

24. CCRNXC 
Combine the station-specific clock RINEX files (from 
step 16), and produces a single RINEX clock file. 

25. ADDNEQ2 

Write a single SINEX file and a combined normal equation 
file containing all stations based on the normal equation 
files generated for each station in the final solution 
(step 16). 

* Main processing is performed based on the station by station data. 

* Step (13) - (15) run iteratively with different (decreasing) limits for outlier 

detection in program RESRMS. There are 6 iterations in total with the threshold 

reduces from 600 m to 0.006 m. 
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The main processing for PPP solution is conducted in a station wise 

manner and is customised to run in parallel to speed up the processing time. 

Estimation of parameters, including modelling of errors and biases as 

described in Section 4.2.2, is made using program GPSEST. The basic 

observables are ionosphere-free linear combination formed between frequency 

𝑓1 and 𝑓2 . Program RESRMS screens the residual for outliers exceeding a 

predefined threshold, which is configured as 0.006 m. Program SATMRK 

then marks the identified outliers to be excluded in the next solution. The final 

estimation is based on the outliers-free solution, and the results are saved as an 

independent file for each station, i.e. coordinate, receiver clock corrections, 

station-specific troposphere parameters and normal equation. It should be 

noted that tropospheric modelling and estimation is accomplished using  

VMF-1. This topic requires particular attention as it provides one of the most 

challenging error sources in GPS measurement. Modelling and mitigation of 

tropospheric effects are discussed further in Section 6.4. It is worth noting that 

the final estimation is based on float ambiguities resolution, no attempt is 

made to fix the ambiguities to their integer value. Program ADDNEQ2 then 

generates the PPP result files for each station in Bernese, and Solution 

INdependent EXchange (SINEX) formats. 

 

Following completion of processing for all stations, program GPSXTR 

is called to extract the outputs from the final GPSEST. Likewise, program 

RESRMS is called twice to produce residual statistics for the first and the final 

solutions. This step is followed by program RESCHK to create residual 

screening statistics, which allow inspection of the number of rejected 

observations. Problematic stations or satellites can be identified by a high 

percentage of deleted data. The individual station’s solution is compiled to a 

single file using program CRDMERGE for coordinate, program CCRNXC for 

receiver clocks offset, and program ADDNEQ2 for normal equation and 

troposphere. The resultant files are then copied to savedisk area for backup. 

An example of the coordinate estimation from the program ADDNEQ2 is 

shown in Figure 4.6. The results of data processing from the year 2007 to 

2011 are reported in Chapter 7 along with their analysis. 
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Figure 4.6: An example of the result from coordinate estimation using ADDNEQ2. 

 

 

 

4.5.2. Using Double-Difference (DD) 

 

The BPE, developed in this work, for processing using DD strategy 

(i.e. DD.PCF) is customised for the regional network. Similar to the BPE for 

PPP processing, the whole processes are controlled by the actions of Perl 

scripts. GPS daily data is handled in a continuous run, from and to a user 

specified dates. Figure 4.7 shows the overall workflow of the BPE, whereas 

the corresponding Table 4.7 describes the Bernese programs used to execute 

the tasks. In general, the processing consists of seven stages: (1) data 

preparation, (2) pre-processing code measurements, (3) forming single-

difference and pre-processing phase measurements, (4) computation of float 

network solution, (5) ambiguity resolution, (6) computation of fixed network 

solution, and (7) extraction and saving the results. 

 

In the first stage, all required files are copied from the datapool area to 

the specific directories in the campaign area. The coordinates of reference 

stations as well as target stations are propagated to the observation epoch 

using program COOVEL, and subsequently merged into a single coordinate 

file using program CRDMERGE. Program POLUPD is called to extract the 

ERP information from an IERS formatted pole into a Bernese formatted pole 

file. Similarly, program PRETAB converts a satellite precise orbit from SP3c 

format into tabular position in an inertial frame, which is then used by 

ORBGEN for the derivation of satellites orbits in Bernese standard format. 

The resulting standard orbit file will be used in all processing programs 

needing orbit information. 
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Figure 4.7: Workflow for processing GPS data using DD strategy. 
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Table 4.7: List and description of Bernese programs for DD processing. 

Step Bernese Program Description  

1. COOVEL 
Propagate the coordinate of IGS reference stations from 
the reference epoch (i.e. 1 January 2005) to the date of 
observation using velocity. 
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2. COOVEL 
Propagate the coordinate of target stations to the date of 
observation using velocity. 

3. CRDMERGE 
Merge the coordinate of IGS reference stations and target 
stations into a single coordinate file. 

4. POLUPD 
Extract the ERP information from an IERS formatted pole 
file into a Bernese formatted pole file. 

5. PRETAB 

Convert the orbit information from a precise orbit file in 
SP3c format (Earth-fixed frame) into tabular position in an 
inertial frame for subsequent numerical integration by 
ORBGEN. 

6. ORBGEN 

Integrate the equations of motion using the positions given 
in the tabular orbit file to produce a Bernese standard orbit 
file. The resulting standard orbit file will be used in all 
processing programs needing orbit information. 

7. CODSPP 
Synchronise the receiver clocks with GPS time. The 
outliers detected on code measurements are marked for 
further processing. 
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8. CODXTR 
Create a summary for the CODSPP to facilitate in 
identifying problematic stations. 

9. RNXSMT 
Clean and smooth the code measurements. No change is 
made on the phase observations. Processing is done in 
parallel to speed up the processing time. 

10. RNXGRA 
Produce a summary of the smoothed code measurements, 
giving a complete overview of observed satellites, 
involved stations and their performance. 

11. RNXOBV3 
Create Bernese observation files from the code and phase 
measurements. The results are zero-difference code and 
phase observation files for each station. 

12. SNGDIF 
Select a complete set of independent baselines and create 
phase single-difference observation files (optimal network 
configuration for the phase measurements). 
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13. SNGDIF 
Create code single-difference observation files for the 
same baselines as in step 12. 

14. MAUPRP 

Pre-process the phase single-difference files. Cycle slips 
are detected and corrected. If the size of the cycle slips 
cannot be reliably determined, a new ambiguity is set up. 
Unpaired observations (i.e. only L1 or L2 at an epoch) and 
observations gathered at very low elevation angles are 
flagged as unusable. Processing is done in parallel. 

15. MPRXTR 
Extract essential information from the MAUPRP program 
output files into a summary table. 
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Table 4.7: (continue). 

Step Bernese Program Description  

16. GPSEST 
Run the first DD float solution using the ionosphere-free 
linear combination. All coordinate are loosely constrained 
to their a priori values. 
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17. RESRMS 
Screen the residual file for outliers exceeding a certain 
threshold. 

18. SATMRK 
Mark the identified outliers in observation files (flagged as 
bad data). 

19. GPSEST 
Run the final DD float solution using the cleaned 
ionosphere-free linear combination. Store the normal 
equation files. 

20. ADDNEQ2 

Use normal equation files from the GPSEST to perform a 
network solution with real-valued ambiguities. Save the 
results for further use in the ambiguity resolution step: 

 Station coordinate. 

 Station-specific troposphere parameters. 

21. GPSXTR 
Extract outputs from the GPSEST after removal of outliers 
(overview of the float solution). 

22. RESRMS 
Produce the residual statistics based on the files generated 
in the first solution (before outliers’ rejection). 

23. RESRMS 
Produce the residual statistics based on the files generated 
in the final solution (after outliers’ rejection). 

24. RESCHK Create residual screening statistics. 

 Ambiguity resolution based on Melbourne-Wübbena linear combination. 
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25. BASLST Select all baselines between 200 km to 6,000 km. 

26. GPSEST 
Compute solution using only code measurements, where 
coordinate and troposphere estimates from the float 
solution (step 20) are introduced as known. 

27. RESRMS Screen the residual file for outliers. 

28. SATMRK 
Mark the identified outliers in observation files (flagged as 
bad data) for subsequent processing. 

29. GPSEST 
Perform wide-lane ambiguity resolution based on the 
Melbourne-Wübbena linear combination. 

30. GPSEST 
Introduce the resolved wide-lane ambiguities and perform 
narrow-lane ambiguity resolution. 

 Phase-based ambiguity resolution. 

31. BASLST Select all baselines between 20 km to 200 km. 

32. GPSEST 
Perform phase-based wide-lane ambiguity resolution for 
the selected baseline using sigma-dependent strategy. 

33. GPSEST 
Introduce the resolved phase-based wide-lane ambiguities 
and perform phase-based narrow-lane ambiguity resolution. 
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Table 4.7: (continue). 

Step Bernese Program Description  

 Ambiguity resolution based on Quasi-Ionosphere-Free (QIF) 
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34. BASLST Select all baselines between 200 km to 2,000 km. 

35. GPSEST 
Perform ambiguity resolution using QIF strategy (only 
applied to the remaining ambiguities). 

 Ambiguity resolution based on a direct L1 and L2 observations 

36. BASLST Select all baselines shorter than 20 km. 

37. GPSEST 
Perform ambiguity resolution from a direct L1 and L2 
observations using sigma-dependent strategy. 

38. GPSEST 
Compute ambiguity-fixed network solution. The resolved 
ambiguities are introduced. All station are loosely 
constraint to their a priori value. Save normal equation. 
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39. ADDNEQ2 

Compute network solution based on the normal equation 
from the GPSEST. The datum is realised by three no-net-
translation conditions imposed on a set of reference frame 
sites (IGb 08 reference coordinates) included in the 
processing. 

 Station coordinate. 

 Station-specific troposphere parameters. 

 Normal equation. 

40. HELMCHK 

Verify the estimated coordinates of all involved reference 
station by means of a Helmert transformation. If 
discrepancies are detected, the solution is recomputed with 
a reduced set of fiducial stations. 

41. GPSXTR 
Extract result from the ambiguity resolution using code-
based wide-lane (step 29). 
E

x
tr

a
c
ti

n
g

 a
n

d
 s

a
v
in

g
 t
h

e
 r

e
su

lt
s 

42. GPSXTR 
Extract result from the ambiguity resolution using code-
based narrow-lane (step 30). 

43. GPSXTR 
Extract result from the ambiguity resolution using phase-
based wide-lane (step 32). 

44. GPSXTR 
Extract result from the ambiguity resolution using phase-
based narrow-lane (step 33). 

45. GPSXTR 
Extract the result from the ambiguity resolution using QIF 
strategy (step 35). 

46. GPSXTR 
Extract result from the ambiguity resolution using direct L1 
/ L2 observations (step 37). 

47. GPSXTR 
Extract result from the final ADDNEQ2, producing an 
overview of the ambiguity-fixed network solution. 

* Step (16) - (18) run iteratively with different (decreasing) limits for outlier 

detection in program RESRMS. There are 6 iterations in total with the threshold 

reduces from 400 m to 0.004 m. 

* Step (39) - (40) run iteratively until all reference stations are accepted. 
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The second stage, i.e. pre-processing code measurements, consists of 

receiver clocks synchronisation with GPS time, clean and smooth the code 

measurements, as well as converting the observation files to Bernese format. 

Program CODSPP synchronises the receiver clocks to GPS time on a sub-

microsecond level by performing a code-based zero-difference point 

positioning. A basic outlier detection is also performed. Program CODXTR 

creates a summary from the output files written in the CODSPP step. High 

RMS value or significant outliers indicate a site with bad code tracking 

performance. Code measurements are cleaned using program RNXSMT based 

on the consistency between code and phase data of the two frequencies. 

Program RNXGRA produces a summary of the smoothed code measurements, 

giving an overview of the observed satellites, involved stations, and their 

performance. Bernese zero-difference code and phase observation files for 

each station are created from the observations data using program RNXOBV3. 

 

The third step mainly deals with the formation of single-difference 

observation files and pre-processing the phase measurements. A complete set 

of independent baselines is identified using program SNGDIF, which is 

optimised for the phase measurements. The adopted strategy for the selection 

is OBS-MAX that takes into account the number of common observations for 

the associated stations. From all possible combinations, a set of baselines with 

maximum common observations is chosen, which will be beneficial for DD 

processing. Alternatively, users can define the baselines manually (option 

DEFINED), based on the shortest distance (option SHORTEST), or simply 

from a common reference station (option STAR). Single-difference files are 

created both for the phase and code measurements, which are essential for 

ambiguity resolution using Melbourne-Wübbena linear combination 

(combination of code and phase measurements). Following that, program 

MAUPRP pre-processes the single-difference phase observation files. Cycle 

slips are detected and repaired, and a new ambiguity is set up if the size of the 

cycle slips cannot be determined reliably. Measurements made at low 

elevation angle, and any unpaired observations (i.e. only L1 or L2 at an epoch) 

are flagged as unusable. A summary file for the process is created using 

program MPRXTR. 

 

The first network solution is computed in the fourth step based on the 

float ambiguities. Several GPSEST runs are made iteratively to detect outliers 

(using program RESRMS) that are subsequently flagged by program 

SATMRK to be excluded in the next run. In this step, all stations are fixed to 

their a priori coordinates. Normal equation files are generated once the 

observations are cleaned from the outliers (defined as bigger than 4 mm). 

Estimation of the coordinate and troposphere is made using program 

ADDNEQ2, based on the normal equation files from the final GPSEST. 

Program GPSXTR extracts result from the GPSEST. Following that, program 
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RESRMS is called twice to produce residual statistics, i.e. for the first and the 

final GPSEST runs. Program RESCHK create residual screening statistics 

from the results, which can then be used to detect bad stations or satellites. 

Problematic stations or satellites are indicated by large residuals and a high 

percentage of deleted data. Any misbehaving stations are rejected by program 

RESCHK to ensure reliable result from the processing. Since problematic 

stations may influence other stations through errors propagation, only one 

station is rejected per iteration, which has the highest RMS. In this case, the 

process of baseline creation is repeated to create a network of baselines 

without the deficient station (step 12 in Table 4.7). The whole processes 

continues until all stations are accepted. 

 

Ambiguity resolution can be carried out independently for each 

baseline; thus, the fifth step is configured to run in parallel to speed up the 

required processing time. In this step, the coordinate and troposphere estimates 

from the float network solution are introduced as known. For each baseline, 

the coordinate of the second station is estimated with respect to the first one. 

Technical discussion about ambiguity resolution is beyond the scope of this 

work. Interested readers are referred to various publications on the topic, such 

as from Hofmann-Wellenhof et al. (2008) and Leick et al. (2015). The 

following ambiguity resolution strategies are adopted, depending on the 

baselines length (Dach et al., 2015): 

 

i. Melbourne-Wübbena linear combination: for baseline length 

between 200 km and 6,000 km 

ii. Phase-based: for baseline length between 20 km to 200 km. 

iii. Quasi-Ionosphere-Free (QIF) strategy: for baseline length 

between 200 km and 2,000 km (only applied to unresolved 

ambiguities from the Melbourne-Wübbena linear combination). 

iv. Direct L1 and L2: for baseline length shorter than 20 km. 

 

 

In each strategy, selection of baselines is made using program 

BASLST, whereas the actual task is performed using program GPSEST. 

Melbourne-Wübbena linear combination depends on both code and phase 

measurements (Hofmann-Wellenhof et al., 2008). To ensure the reliability of 

code measurements, the first GPSEST run aims to obtain the code-only 

solution. Residuals are screen using program RESRMS and outliers are 

excluded for the next run using program SATMRK. Subsequent runs of 

program GPSEST aim to fix the wide-lane and narrow-lane ambiguities. The 

resolved ambiguities are stored in the related observations files. Other adopted 

strategies for the ambiguity resolution are also carried out in the same manner, 

i.e. using program BASLST to select relevant baselines, followed by the 

resolution itself using program GPSEST. It is worth noting that QIF strategy is 
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only applied to unresolved ambiguity from the Melbourne-Wübbena linear 

combination. Stochastic ionosphere parameters are estimated in QIF to absorb 

the impact of the ionosphere (Dach et al., 2015). Meanwhile, sigma-dependent 

strategy, which is applied in phased-based, and direct L1 and L2 ambiguity 

resolutions, utilises the full variance-covariance information (Dach et al., 

2015). 

 

Following completion of the ambiguity resolution step, the observation 

files can be considered as cleaned and most of the ambiguities are resolved to 

their integer value. This allows computation of a network solution based on 

the fixed ambiguity. The resolved ambiguities from the previous step are 

introduced to the equation and baselines are processed considering their 

correct correlation using program GPSEST. The resulting normal equation 

files are stored for the subsequent run using program ADDNEQ2. Although 

GPSEST is also able to compute the final solution, ADDNEQ2 is preferable 

owing to its more sophisticated datum definition capabilities. The datum is 

realised by three-no-net translation conditions imposed on a set of reference 

frame stations (IGb 08 reference coordinates). Program HELMCHK is called 

to verify the estimated coordinates through assessment of the reference 

stations by means of Helmert transformation. The solution is recomputed with 

a reduced set of reference stations if discrepancies are detected. The output 

from the HELMCHK program can be used to identify problems concerning 

the reference sites. 

 

The last stage deals with extracting and saving the results from the 

processing. A file with extension *.PRC is created for each daily processing to 

summarise important aspects of the results. Six GPSXTR program are called 

to extract the result from each ambiguity resolution steps, i.e. code-based 

wide-lane and narrow-lane (Melbourne-Wübbena linear combination), phase-

based wide-lane and narrow-lane, QIF, and direct L1 / L2 observations. 

Additional GPSXTR program is called to extract the result from the final 

estimation using ADDNEQ2, which provides an overview of the ambiguity-

fixed network solution. Important files are then copied from the campaign area 

to the savedisk area, to facilitate further processing such as estimation of 

velocities from the saved normal equations. Coordinate estimation from the 

DD.PCF is similar the one produced from the PPP.PCF, as shown previously 

in Figure 4.7. An example of summary from the ambiguity resolution step is 

shown in Appendix B. 
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4.5.3. Estimation of the Station Velocity 

 

Accurate station velocity is needed for many investigations on 

geodynamic processes including plate tectonics, strain rates, sea level rise with 

respect to vertical land motion, glacial isostatic adjustment, mountain uplift, 

subsidence, secular unloading/loading of water reservoirs, and ice sheets 

(Blewitt et al., 2016). There is an increasing demand on detecting millimetre 

to sub-millimetre level of ground displacement signals in order to further 

understand regional scale geodetic phenomena, hence, requiring further 

improvements in the sensitivity of the GPS solutions (He et al., 2017). 

 

Nevertheless, velocity estimation is often made complicated by a 

variety of errors with different timescales. The presence of seasonal signals 

can significantly bias velocity estimates, particularly for short time-series 

(Blewitt and Lavallée, 2002). Equipment changes could introduce data 

discontinuities or jumps in the coordinate time-series. Other common 

problems include outliers, time-dependent noises, and un-modelled errors. The 

noise level in GPS time-series tends to be worse for earlier data when there 

were fewer satellites and reference frame stations. It also tends to be noisier in 

summer than in winter owing to the increased variation in atmospheric 

refractivity, although some stations that are subject to sustained snow cover 

may experience the opposite seasonal effect (Blewitt et al., 2013). 

 

The errors in GPS time-series are normally characterised by time-

correlated noises (also term as coloured noises) and time un-correlated noises 

(also term as white noises). Some other terms that are normally used to 

differentiate noises in time-series were described in Zhang et al. (1997) and 

Mao et al. (1999). Characterisation of these noise terms are made considering 

their behaviours using spectral analysis (see, e.g. Zhang et al., 1997 and Mao 

et al., 1999). While the effect of white noises can be reduced significantly 

through frequent measurement and averaging, this is less useful for time-

correlated noises. In particular, it has no benefit at all for one type of time-

correlated noises, i.e. the random walk. Examples of the time-correlated noise 

include the spurious motion of the mark unrelated to Earth’s crust motion and 

miss-modelled parameters such as satellite orbits, Earth orientation, 

atmosphere, and antenna phase centre. 

 

There are various attempts to retrieve valuable signals from the GPS 

time-series. For example, Mao et al. (1999) used two methods, namely 

spectral analysis and Maximum Likelihood Estimation (MLE) to assess time 

correlated noises in the time-series. They found that a combination of white 

and flicker noises appears to be the best model for the noise characteristics of 

all three components, i.e. north, east, and vertical. Both white and flicker noise 

amplitudes are smallest in the north component and largest in the vertical 
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components. The white noise part of the vertical component is higher for 

tropical stations (± 23° latitude) compared to mid-latitude stations. These 

conclusions were based on daily estimates of 3 years of data for 23 globally 

distributed GPS stations. Ostini (2012) conducted analysis and quality 

assessment of GNSS-derived parameter time-series and developed an 

automated tool to analyse long time-series based on Detection Identification 

Adaptation (DIA) procedure. Similarly, Blewitt et al. (2016) developed a 

method, called Median Inter-annual Difference Adjusted for Skewness 

(MIDAS) to determine accurate GPS station velocities. Yet to date, blind tests 

conducted on detecting step discontinuities in GPS data prove that the best 

expert eyeball performs better than the world’s best automatic methods 

(Gazeaux et al., 2013). 

 

The topic of time-series analysis deserves special attention on its own 

and is beyond the scope of this research. Interested readers are referred to He 

et al. (2017), which provides a review of current GPS methodologies for 

producing accurate time-series and their error sources. In this work, time-

series analysis is made to estimate the station velocities using weighted linear 

regression. The analysis is based on daily GPS positions. Weighted linear 

regression yields estimates of slope and abscissa intercept. The former is the 

important quality for the investigation of inter-seismic deformation, whereas 

the latter is the dominant parameter for coseismic deformation (Zhang et al. 

1997). A measured station coordinate component 𝑥 at day number 𝑡 can be 

modelled by an initial value of the component 𝑥0 (abscissa intercept) and 

velocity 𝑟 (assuming a linear accumulation of deformation) as depicted by 

Equation (4.1): 

 

𝑥(𝑡) = 𝑥0 + 𝑟 ∙ 𝑡 + 𝜀𝑥 (𝑡) ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (4.1) 

 

where 𝜀𝑥 (𝑡) is the un-modelled errors which is assumed to be normally 

distributed. Implementation of Equation (4.1) to estimate slope and abscissa 

intercept in this research is realised using a function developed by the author 

in Matlab software. 

 

 

 

4.6. Summary 

 

This chapter has covered, among others, the fundamental principles of GPS, 

which are paramount to better understand the development of this research. In 

addition, biases and errors in the GPS observations have been discussed as they may 

obscure the deformation signals and lead to a wrong interpretation of the results. The 

discussion also covered coordinate reference system, which forms the basis of 

coordinate determination using GPS. In particular, IGb08 which is the latest IGS 
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realisation of ITRF2008 is adopted as the reference frame for the coordinate 

determination. The said frame can be considered as one of the most accurate reference 

system available today, thus suited for the purpose of regional deformation study. 

Likewise, GDM2000, i.e. the local coordinate reference system in Malaysia for GPS-

related applications has also been introduced. GDM2000 is based on the ITRF2000. 

In this research, processing of the GPS data was carried out using Bernese GNSS 

Software version 5.2. The software framework as well as the processing strategy to 

achieve high accuracy requirements for deformation analysis are also presented in this 

chapter. The reasoning behind every decision made by the author is explained at 

length. It covers processing using both PPP and DD, which were performed using two 

BPEs developed by the author, namely PPP.PFC and DD.PCF. The latter is 

customised for processing regional network and benefits from fixed-ambiguity 

resolution as compared to the former, which is based on float-ambiguity resolution. 
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CHAPTER 5 

 

DEFORMATION ANALYSIS USING INSAR TIME-SERIES 

 

 

 

5.1. Introduction 

 

The primary purpose of this chapter is to discuss the method employed in this 

research to process the Synthetic Aperture Radar (SAR) dataset, described in 

Section 3.5.2, as one of the components to assess deformation in Johor, Malaysia. The 

chapter begins with a brief introduction to Interferometric SAR (InSAR) as a unique 

tool for detecting deformation; discussion on SAR coordinate system to ease 

interpretation of the result with respect to different coordinate system used in Global 

Positioning System (GPS) (Section 4.3); introduction to Punnet – the software used to 

process the data; and continue with the approach taken in this work, from image 

coregistration and resampling to producing the final line-of-sight (LOS)-velocity maps. 

The discussion also covers improvements made to existing method during the 

implementation stage. Following that, a method for projecting LOS-velocity to its 

respective 3-dimensional (3D) components, i.e. northing, easting, and height, is 

reviewed to allow comparison with the result from other techniques. This chapter 

finally ends with a summary to highlight essential key-notes of the research with regard 

to deformation analysis using InSAR time-series. 

 

 

 

5.2. Background 

 

 

5.2.1. Basic InSAR Principle 

 

SAR is an active radar sensor that operates in the microwave domain of 

the electromagnetic spectrum. Different radar sensors operate at different 

frequencies, but typically of a few centimetres long (Table 5.1). In general, 

longer wavelength increases the ability to penetrate a dielectric material. As an 

active sensor, SAR image is created by illuminating the area of interest with 

electromagnetic pulses, independent of solar illumination, and recording the 

echoes backscattered from natural and human-made objects to the radar 

antenna. Therefore, SAR satellite can operate any time of the day compared to 

optical sensors which typically work only in broad daylight. 
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Table 5.1: Different frequency bands used by satellite radar sensors. 

Band Frequencies Wavelengths Sensors 

L 1 – 2 GHz 30 – 15 cm SEASAT, JERS-1, ALOS-PALSAR 

S 2 – 4 GHz 15 – 7.5 cm HJ-1 

C 4 – 8 GHz 7.5 – 3.75 cm ERS-1, ERS-2, RADARSAT-1, 

ENVISAT, Sentinel-1 

X 8 – 12 GHz 3.75 – 2.5 cm COSMO-SkyMed, TerraSAR-X, 
Tandem-X 

 

 

Radar sensors can record both amplitude and phase for each ground 

target. Amplitude represents the radar backscatter which is brighter for a pixel 

with stronger backscatter. On the other hand, the phase is related to the sensor-

to-target distance as well as the interaction of electromagnetic signal with the 

radar targets. The sensor-to-target distance can be expressed as an integer 

number of wavelengths plus a segment equal to a fraction of that wavelength. 

The phase associated with a sample of the radar signal is just this fraction of a 

cycle, typically known as modulo-2𝜋, and has a value ranging from 0 to 2𝜋. 

Since the radar pulse travels a two-way path, the effective range sensitivity is 

essentially half of the wavelength (Ferretti, 2014). This means that selecting an 

appropriate SAR system in relation to its respective wavelength is essential as 

the chosen system will be less effective for measuring any phase changes 

exceeding half of the wavelength. 

 

A phase map of an individual SAR image is not as useful for the simple 

fact that only modulo-2𝜋 information is recorded in each pixel. However, 

valuable information could be retrieved upon successful formation of an 

interferogram, which corresponds to the phase difference between two SAR 

images acquired at different times (also known as repeat-pass InSAR), 

particularly in relation to the change of phase (or distance) between the two 

acquisitions. More precisely, an interferogram is computed by multiplying the 

complex values of the first SAR image, called the master image, by the complex 

conjugate of the second acquisition, called the slave image  

(Ferretti, 2014). The property of the phase difference ∆∅ between epoch 𝑖 and 𝑗 

of a pixel 𝑃 can be attributed from several factors as represented by  

Equation (5.1) (Hanssen, 2001): 

 

∆∅𝑃(𝑖,𝑗) = ∆∅𝑃(𝑖,𝑗)
𝑑𝑒𝑓𝑜

+ ∆∅𝑃(𝑖,𝑗)
𝑡𝑜𝑝𝑜

+ ∆∅𝑃(𝑖,𝑗)
𝑎𝑡𝑚𝑜 + ∆∅𝑃(𝑖,𝑗)

𝑜𝑟𝑏 + ∆∅𝑃(𝑖,𝑗)
𝑛𝑜𝑖𝑠𝑒  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (5.1) 
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where: 

 ∆∅𝑃(𝑖,𝑗)
𝑑𝑒𝑓𝑜

 is the phase contribution from deformation that occurred 

between the two SAR acquisition dates, i.e. at epoch 𝑖 and 𝑗. 

 ∆∅𝑃(𝑖,𝑗)
𝑡𝑜𝑝𝑜

 is the phase contribution from topography due to different 

satellite position in each acquisition. 

 ∆∅𝑃(𝑖,𝑗)
𝑎𝑡𝑚𝑜  is the phase contribution due to different atmospheric effects 

between the two acquisitions. 

 ∆∅𝑃(𝑖,𝑗)
𝑜𝑟𝑏  is the phase contribution from orbital error of the satellite. 

 ∆∅𝑃(𝑖,𝑗)
𝑛𝑜𝑖𝑠𝑒  is the phase contribution related to any noise source, the most 

important being thermal noise. It depends on the signal-to-noise ratio 

(SNR) and is related to the level of thermal noise of the radar system as 

well as the power of the received signal. The contribution is stronger on 

a weaker radar echo and a lower radar cross-section (RCS) of the target. 

 

 

It is clear from Equation (5.1) that valuable information can be retrieved 

from the phase difference of two SAR images, for example, surface deformation 

(i.e. using ∆∅𝑃(𝑖,𝑗)
𝑑𝑒𝑓𝑜

), topography or Digital Elevation Model (DEM) (i.e. using 

∆∅𝑃(𝑖,𝑗)
𝑡𝑜𝑝𝑜

), and atmospheric change (i.e. using ∆∅𝑃(𝑖,𝑗)
𝑎𝑡𝑚𝑜). Separating individua l 

components from the others is the main task in InSAR processing (Hanssen, 

2001), and the process has evolved tremendously since its first introduction. 

This research only focuses on extracting precise information about surface 

deformation by mitigating all other contributions. 

 

 

 

5.2.2. Noises and Errors in InSAR Measurement 

 

Although surface deformation can be estimated from the repeat-pass 

InSAR, the quality of estimation can be degraded by several factors. Those 

factors can be summarised into three groups, namely ground, satellite, and 

atmospheric related. Detailed explanation about noises and errors in InSAR as 

well as their mitigation strategies is well documented. Interested readers are 

referred to, for example, Rodriguez and Martin (1992), Bamler and Hartl 

(1998), Bürgmann et al. (2000), Hanssen (2001), Ferretti et al. (2007) and 

Ferretti (2014) for a more in-depth review. For completeness, they are briefly 

described in this thesis. 
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5.2.2.1. Ground-related 

 

One of the assumptions made in Equation (5.1) is that the 

number, nature and locations of all scatterer within each resolution cell 

did not change between the two acquisitions. Following this assumption, 

the reflectivity phase due to those factors is expected to cancel out upon 

formation of interferogram. However, this is often not the case in real 

interferograms, especially in a rural area where the scatterers undergo 

several changes over time. For example, radar signature of a tree will 

not be the same after a certain period: leaves can fall, canopy can change, 

small branches can grow, etc. This phenomenon will lead to signal 

decorrelation. The amount of change varies among objects but usually 

more subtle on a man-made feature such as road and building than a 

natural feature such as tree and grass. Therefore, higher correlation is 

often observed in urban as compared to rural areas. Since signal 

decorrelation is related to, among other things, temporal separation 

between SAR images, some InSAR techniques such as Small Baseline 

Subset (SBAS) (Berardino et al., 2002) employ a maximum threshold 

for the formation of interferograms. 

 

Likewise, change in the satellite position during each 

acquisition will affect the phase difference owing to the topography of 

the area. Fortunately, it can be minimised by subtracting the simula ted 

phase, formulated using satellite orbital geometry and DEM, from the 

original interferogram. This process creates a differential interferogram, 

which is essentially an interferogram that has been corrected for 

topography or baseline-related components. However, any inaccurac ies 

in the DEM will be propagated to the result. The SBAS technique in 

particular, only forms interferograms for satellite pairs that have small 

orbital baselines to minimise errors due to topography. 

 

SAR acquires data in a side-looking geometry; therefore, the 

recorded signals are subjected to geometric distortion especially in the 

mountainous or urban areas (in the presence of tall buildings). The 

effects can be manifested in several ways, i.e. foreshortening, layover 

and shadowing. Slopes facing the sensor are prone to foreshortening 

which correspond to bright pixels due to larger resolution cell and more 

power backscattered towards the radar as compared to the flat terrain. 

On the contrary, slope facing the opposite direction appears dark, local 

incidence angles are high, and spatial sampling is better than that over 

flat terrain as the resolution cell shrinks (Ferretti, 2014). 
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Layover is a more extreme version of foreshortening, which 

happens when the reflected radar beam from the top of the mountain or 

a high feature reached the radar sensor before the signal from the bottom. 

As a result, those features are displaced toward the radar from their 

actual position on the ground. The effect is most prominent for radar 

acquisition at small incidence angles as it will occur whenever the local 

slope exceeds those angles (Hanssen, 2001). On the other hand, 

shadowing corresponds to the effects caused by the areas in shadow, 

which has not been reached by the radar signal and does not contain any 

radar return. Areas exhibiting foreshortening, layover and shadowing 

effects can be identified using satellite orbital geometry and DEM, and 

can be masked out in the final deformation map. 

 

 

 

5.2.2.2. Satellite-related 

 

Another potential error described in Equation (5.1) is due to 

different satellite positions during SAR acquisitions, termed the 

geometrical baseline. In the presence of geometrical baseline, the 

interferogram shows linear phase components, especially in the range 

direction. These effects are proportional to the normal baseline and 

presence even on a flat terrain with no surface deformation. Large 

baselines will also create geometrical decorrelation and should be 

avoided to obtain a reliable estimation of deformation. The face ramp 

effects, however, can be modelled and removed simply using, for 

example, low order polynomial function (Ferretti et al., 2007). 

 

 

 

5.2.2.3. Atmospheric-related 

 

The radar pulses are also affected by atmosphere during 

transmit and receive. For single-pass interferometry, where the 

measurements are made simultaneously for the master and the slave 

images, this effect is not present as the atmospheric state is identical for 

both images. Single-pass interferometry is applied for generating DEM 

in Shuttle Radar Topography Mission (SRTM) (Farr et al., 2007). On 

the contrary, atmospheric artefacts are always present in repeat-pass 

InSAR. It is often the greatest obstacle in conventional InSAR analyses 

and may compromise the detection of surface deformation signals. 
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The primary concern is not the absolute effects on each image, 

but phase differences due to inhomogeneity of the atmosphere between 

images. The inhomogeneity of atmosphere can be caused by several 

factors: variation of temperature, pressure and water content in the 

troposphere as well as variation of electron density in the ionosphere.  

Although ionosphere can be quite crucial for low-frequency radar 

sensors (Meyer and Nicoll, 2008), especially for regional mapping, it 

has limited impact on local InSAR analyses especially at mid-latitudes 

(Doin et al., 2009). Ionospheric activities are generally more dominant 

at high latitude regions (Hofmann-Wellenhof et al., 2008). Ionosphere 

produces long wavelength signals in differential interferograms, quite 

similar to baseline errors over flat areas. Therefore, it is often assumed 

to be removed along with baseline errors. 

 

Tropospheric effects, on the other hand, are a more challenging 

noise source than the ionosphere. Phase values due to troposphere are 

correlated in space and often resemble cloud patterns. It is important to 

note that although clouds are usually transparent to radar in term of 

amplitude images, their impact can be significant on the phase values 

(Ferretti, 2014). As the troposphere changes quickly with time, two SAR 

images acquired a few hours or minutes apart can have entirely different 

value. Thus, it can be considered as uncorrelated in time given the 

typical temporal baseline of SAR measurements. The tropospheric 

effects can be divided into two components: vertical stratification and 

turbulence phenomena (Li et al., 2005; Bekaert et al., 2015a). 

 

In summary, atmospheric stratification behaves similarly to the 

dry component of the troposphere in GPS observation, apart from the 

two-way as opposed to the one-way travel in GPS. Meanwhile, 

turbulence phenomena correspond to the wet part of the delay. Vertical 

stratification is related to the index of refraction at different elevations, 

which can be modelled using temperature and pressure (Li et al., 2005; 

Bekaert et al., 2015a). It is strongly correlated with local topography and 

is likely apparent in mountainous regions. Turbulence phenomena, on 

the other hand, are related to variations in water vapour density that can 

be considered as random in each SAR acquisition. The phenomena are 

typically less intense in the absence of sun illumination (Ferretti, 2014), 

therefore, are less apparent in night acquisitions compared to daytime 

images. 
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5.3. Coordinate Reference System for InSAR 

 

It is important to note the differences between the coordinate reference systems 

used in SAR and GPS to ease interpretation from both results. Figure 5.1 illustrates the 

basic geometry of a SAR system. A radar image is a matrix of complex numbers. Each 

element is identified by two SAR coordinates, i.e. in azimuth and range, which are 

related to the acquisition geometry: azimuth being the direction of the satellite path, 

whereas range corresponds to the direction of satellite look angle, perpendicular to the 

azimuth direction. The complex number in each resolution cell corresponds to an 

amplitude that tells the strength of the reflected signal, and a phase in modulo-2𝜋, 

which is related to sensor-to-target distance. 

 

 

Figure 5.1: Geometry of a SAR system. Pulses are emitted at high frequency as the 

platform moves along the satellite vector 𝑣𝑠/𝑐 . The footprint of each pulse is indicated 

by successive ellipses in the swath 𝑊𝑎. The entire image is limited in range by the near 

and far range limits, and in azimuth by the early and late azimuth times. Figure adapted 

from Hanssen (2001). 
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The value of the radar return in each element is given by the superposition of 

many scatterers, which is bound by the spatial resolution in range and azimuth. Spatial 

resolution is the shortest distance between two points such that they can be discerned 

as separate objects in the image (Hanssen, 2001). Therefore, any echoes within the same 

resolution cell will be superimposed together. For range resolution, two targets must be 

separated by a distance (in slant range) greater than half the physical length of the pulse 

(Curlander and McDonough, 1992). The side-looking configuration eliminates this 

ambiguity as echoes from the far range will take longer to return than those from the 

near range (Woodhouse, 2005). For two objects to be resolved in the azimuth direction, 

they must be separated by a distance greater than the focused beamwidth on the ground. 

Azimuth resolution is dependent on the synthetic aperture of the system. Interested 

readers are referred to, for example, Hanssen (2001) and Ferretti (2014) for a more 

thorough description of the range and azimuth resolution. 

 

Most of the satellites equipped with SAR sensors orbit the Earth in a near-polar 

orbit at an altitude ranging from 500 to 800 km above the Earth’s surface, depending 

on the satellite platform hosting the SAR sensor. The angle between the true north-

south and the satellite orbit varies slightly depending on the satellite, but in general, lies 

in the range of ten degrees. For most satellite SAR systems available today, the 

incidence angle can be selected from a set of values ranging from about 20 to 50 

degrees, which is useful for hilly or mountainous terrain as it allows the possibility to 

achieve better geometry (Ferretti et al., 2007; Ferretti, 2014). The portion of the image 

closest to the satellite’s nadir is known as the near range, while the portion furthest from 

nadir is the far range. The incidence angle increases as the beam moves from near to 

far range. As the recorded phase in each resolution cell of SAR images is referring to 

the satellite’s viewpoint, deformation derived from the InSAR processing also 

corresponds to the same direction as they represent the phase difference between the 

satellite acquisitions. 

 

 

 

5.4. Punnet Software 

 

The processing of SAR data in this work is carried out by the author using 

Punnet - software developed in-house at the Nottingham Geospatial Institute, the 

University of Nottingham using Matlab. Punnet employs Intermittent SBAS (ISBAS) 

algorithm (Sowter et al. 2013; Bateson et al. 2015) that is well-suited to low-resolut ion, 

wide-area deformation monitoring over a broad range of land classes, includ ing 

grasslands, agricultural and forested cover (Cigna et al., 2014; Sowter et al., 2016). In 

general, ISBAS follows similar principles as the standard SBAS method (Berardino et 

al., 2002), but relax the threshold that the pixel must display consistently high 

coherence, i.e. the degree of similarity between the two images, over all interferograms. 

The software supports Single Look Complex (SLC) data from the majority of the SAR 

sensors shown previously in Table 5.1. 
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Figure 5.2 shows the standard processing scheme for Punnet software. The 

scheme can be categorised into two, owing to the differences in data acquisition modes, 

i.e. for processing Sentinel-1 and other standard SLC datasets. It can be seen from the 

figure that the main differences between the two categories lie on the additiona l 

requirements for processing Sentinel-1 dataset: (1) debursting and merging prior to 

image coregistration and resampling, and (2) utilisation of the known de-ramping 

function for image coregistration and resampling. 

 

 

Figure 5.2: Standard processing scheme for Punnet software using (a) Sentine l-1 

dataset, and (b) other standard SLC datasets. Notice that Sentinel-1 requires additiona l 

steps of debursting and merging before images coregistration, as well as utilisation of 

the known deramping function for resampling. Other steps are standard for all dataset, 

i.e. formation of differential interferograms; identification of coherent points; phase 

unwrapping; orbital ramp correction; and time-series analysis. Figure adapted from 

Sowter et al. (2016). 
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5.5. Debursting and Merging (for Sentinel-1 Processing) 

 

The Sentinel-1 Interferometric Wide (IW) swath SLC products used in this 

study were acquired using the Terrain Observation with Progressive Scans in azimuth 

(TOPS) imaging technique (Holzner and Bamler, 2002; Torres et al., 2012). The 

product is provided as three separate sub-swaths, whereby each sub-swath consists of a 

series of bursts (Figure 5.3). Each burst has been processed as a separate SLC image 

and included into the sub-swath, in azimuth time order, with black-fill demarcation in 

between. To create a wide-area IW product from the three sub-swaths supplied, two 

separate processes need to be applied in order (ESA, 2013): 

 

i. Debursting 

This process concatenates the individual bursts from one sub-swath into 

a single deburst sub-swath where the azimuth line spacing is constant 

from start to end, and there is no black line demarcation between 

subsequent bursts. 

 

ii. Merging 

After debursting has been applied to each of the three sub-swaths  

(i.e. IW1, IW2 and IW3), the sub-swaths are mosaicked into a single 

wide-swath product where range column spacing is constant from near 

to the far end, and the sub-swaths are aligned in azimuth. 

 

 

Considering the lines and columns of the bursts and sub-swaths have been 

resampled to a common pixel spacing grid, no resampling of the original pixel values 

is needed and wide area product can be obtained by only shifting sub-images around 

integer numbers of rows and columns based on orbit information (Sowter et al., 2016). 

 

 

(a) (b) (c) 

Figure 5.3: Illustration of debursting and merging in Sentinel-1. (a) Arrangement of 

bursts in an IW sub-swath. (b) Sentinel-1 burst structure with small overlaps between 

bursts and sub-swaths. (c) Mosaic for full Sentinel-1 IW swath consisting of 3 sub-

swaths with 3 bursts in each. Figure adapted from Sowter et al. (2016). 
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5.6. Images Coregistration and Resampling 

 

The first common step to process interferometric SAR is coregistration, which 

aims to map all SAR images onto a common master so that each pixel in the slave 

images equates to the same pixel in the master image (Figure 5.4). Ferretti et al. (2007) 

suggested that coregistration should account for orbit crossing/skewing, differences in 

sensor altitudes, different sampling rates (e.g. due to different pulse repetition 

frequency, sensor velocities, etc.) and shifts in the azimuth and range direction. The 

master image can be selected from the set of available images, preferably in the centre 

of the timespan covered by the dataset to minimise temporal decorrelation. For n 

number of dataset, there are n - 1 images to be coregistered. The master image chosen 

for each dataset in this research is summarised in Figure 5.5. 

 

 

Figure 5.4: Differences in SAR geometry between the master and the slave image, 

which can be represented by six parameters, i.e. shift, stretch and rotation, both in 

azimuth and range directions. 

 

 

For most SAR images, coregistration and resampling should be performed on a 

pixel by pixel basis, with accuracy on the order of one-tenth of the resolution, or better. 

This is not a difficult task to perform and interested readers can refer to Ferretti et al. 

(2007) and references therein for a more in-depth explanation. For Sentinel-1 TOPS 

data, any imprecision of less than one thousandth of one pixel in co-registration may 

result in noticeable phase ramps on individual bursts (De Zan et al., 2014). Although 

difficult to achieve through typical convolution methods, higher levels of accuracy may 

be achieved through, for example, a spectral diversity technique (Scheiber and Moreira, 

2000) as implemented by some authors (e.g. Lanari et al., 2015; Wegmüller et al., 

2015). Nevertheless, spectral diversity is not applied in this research, and the task is 

subjected to future work. The images coregistration and resampling technique 

employed in this research is summarised as follows: 
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i. Coarse coregistration 

The process begins with a coarse coregistration based on the known 

acquisition geometry of the master and the slave images. A list of 

candidates on the master image is identified at a regular 50 × 50 grid, 

and any points with no elevation information (e.g. water body) are 

rejected. The location of those points in the corresponding slave image 

can be identified from the known acquisition geometry, i.e. from DEM 

and precise orbits. Polynomial coefficients are estimated from the offset 

of those points to approximate the pixel-to-pixel relationship between 

the two images. 

 

 

ii. Fine coregistration 

Coarse coregistration is accurate to within a few pixels accuracy. The 

coregistration is further refined to sub-pixel accuracy using fine 

coregistration. It can be done either using amplitude cross-correlation or 

fringe contrast techniques. The former is implemented in the software. 

First, amplitude data from the master and the slave images is extracted 

from a small region surrounding the point candidates. The initia l 

location of those points in the respective slave image can be determined 

from the derived polynomial. Subpixel image registration is then 

conducted using cross-correlation technique described in Guizar-

Sicairos et al. (2008), i.e. using a fast Fourier transform (FFT) algorithm. 

It is worth mentioning that amplitude cross-correlation and fringe 

contrast techniques have complementary features and drawbacks. The 

latter has superior performance when the topography is flat, or the 

baseline is moderate, but they require high computational cost and 

perform badly in the presence of image contrasts. On the other hand, 

amplitude-based techniques could work very well with wide baseline 

spans and image contrasts, the computational cost is moderate, but they 

have a coarser accuracy. According to Li and Goldsten (1990), 

conventional correlation of amplitude image patches can achieve 

accuracy near 0.03 pixels, which is sufficient for this work. 

 

 

iii. Resampling 

The final step is to resample data in the slave images onto the master 

coordinate system using the refined polynomial. Implementation of the 

slave image resampling is quite efficient, since it can be approximated 

by two one-dimensional (1D) resampling steps: along range and then 

along azimuth. Resampling is usually done using bilinear  

(Lin et al., 1992) or bicubic (Kwoh et al., 1994) methods. The latter is 
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adopted by Punnet software. For Sentinel-1 TOPS data, the phase of a 

product changes rapidly in azimuth and may not easily be resampled as 

the phase difference between adjacent pixels can be ambiguous. It is a 

well-known effect and may be solved by first subtracting a simula t ion 

of the rapidly-varying azimuth phase (deramping), resampling the 

remainder and finally adding back the simulated phase (re-ramping). 

The deramping function for Sentinel-1 data is known, and interested 

readers are referred to Miranda (2015) for a more in-depth discussion. 

 

 
(a) 

 
(b) 

Figure 5.5: Selection of the master image to be in the centre of data span. Each 

vertical gridline corresponds to 1 year different. (a) ERS-1/2 descending dataset. The 

top plot shows data acquisitions in track 347 relative to the master image on 22 August 

1997, whereas bottom plot shows data acquisitions in track 75. The image on 10 May 

1998 was selected as the master image. (b) Sentinel-1 ascending dataset. 22 SAR 

images were acquired from 22 Mac 2015 to 24 September 2016 with 24 days temporal 

separation. Images on 20 June 2016 is missing from the Sentinels Scientific Data Hub. 

 

 

 

 

 

 

ERS-1/2 descending datasets 

Sentinel-1 ascending dataset 
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Following the completion of image coregistration and resampling, an average 

amplitude map is generated for each dataset, based on all individual amplitude data. 

The results are shown in Figure 5.6. Bright pixels in the maps correspond to an area 

with high signal reflection, typically associated with urban area, whereas dark grey 

colour corresponds to an area with low signal reflection (rural area). 

 

 
(a) (b) (c) 

Figure 5.6: Average amplitude maps of Johor, displayed in range and azimuth 

directions of the satellites (not orthorectified). Bright pixel corresponds to a field with 

high signal reflection, whereas dark grey pixel relates to an area with low signal 

reflection. (a) The result from ERS-1/2 (track 347), (b) the result from ERS-1/2 (track 

75), and (c) the result from Sentinel-1 (subset to the area of interest). Waterbody has 

been masked out and showed as black. 

 

 

 

5.7. Formation of Differential Interferogram 

 

A complex value 𝑧 of a master image 𝑚 and a slave image 𝑠 can be represented 

by amplitude 𝐴 and phase ∅ information as follows (Hanssen, 2001), where 𝑗 = √−1: 

 

𝑧𝑚 = 𝐴𝑚 ∙ 𝑒𝑗∅𝑚 

𝑧𝑠 = 𝐴𝑠 ∙ 𝑒𝑗∅𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (5.2) 

 

An interferogram 𝐼 is computed by multiplying the complex value of the master 

image with the complex conjugate of the slave image. This would result in multiplying 

the amplitudes and differencing the phases. 

 

𝐼 = 𝑧𝑚𝑧𝑠
∗ = 𝐴𝑚𝐴𝑠 𝑒𝑗(∅𝑚−∅𝑠)  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (5.3) 

 

Differential interferogram can then be formulated by subtracting the simula ted 

phase due to topography from the real interferogram - a process that is also known as 

interferogram flattening. The simulated phase can be derived from the precise orbit of 

the satellite and DEM. Although Persistent Scatterer Interferometry (PSI) and SBAS 
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share similar principles in the formation of the differential interferogram, selection of 

image pairs differs between the two techniques. The former only form interferograms 

to a single master (Ferretti et al., 2001), ensuring that any errors associated with the 

master image remain constant. For n number of image, there will be n – 1 

interferograms. Although the technique could achieve high accuracy results on a full-

resolution scale, it requires a sufficient number of images for a reliable analysis (Ferretti 

et al., 2007). On the other hand, SBAS (Berardino et al., 2002) is a multi-mas ter 

technique, which forms interferograms for all possible combinations that meet certain 

criteria, the most common of which is short orbital baseline between image pairs. 

Unlike PSI, this technique utilises phase information from a large number of 

interferograms to model the errors. 

 

ISBAS algorithm is developed based on the multi-master technique. For 𝑛 

number of image, the maximum possible combination 𝑁𝑚𝑎𝑥  can be identified from  

Equation (5.4). 

 

𝑁𝑚𝑎𝑥 = 𝑛 ∙ (
𝑛 − 1

2
)        (if n is an odd number)   

𝑁𝑚𝑎𝑥 = (𝑛 − 1) ∙ (
𝑛

2
)    (if n is an even number) ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (5.4)  

 

Two parameters that need to be considered in the formation of differentia l 

interferogram are (1) orbital baseline and (2) temporal baseline between image pairs. 

Increasing the threshold for orbital and temporal baselines will result in an increment 

in the number of interferograms (Figure 5.7a, Figure 5.8a and Figure 5.9a). However, 

careful thought should be taken upon selecting the appropriate thresholds. Short orbital 

baseline will minimise phase sensitivity to topography error but will limit the number 

of interferograms produced. The phase sensitivity to topography can be represented by 

the altitude of ambiguity ℎ2𝜋 , which is defined as the elevation change that will generate 

a 2𝜋 phase variation in a multi-pass SAR interferogram (Hanssen, 2001). It can be 

calculated using Equation (5.5). 

 

ℎ2𝜋 =
𝜆

2
∙

𝑟𝑚0 sin 𝜃

𝐵𝑛

 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (5.5) 

 

This equation shows that significant normal baseline 𝐵𝑛 will result in small 

altitude of ambiguity, i.e. phase is more sensitive to elevation change. Similarly, the 

sensitivity will decrease with long wavelength 𝜆, high incidence angle 𝜃, or increased 

distance between satellite and target 𝑟𝑚0 . Average distance from the satellite to the 

master image and average incidence angle, determined from the dataset, are used to 

simulate variation in the altitude of ambiguity with respect to the normal baseline 

(Figure 5.7b, Figure 5.8b and Figure 5.9b). Ferretti et al. (2007) suggested that the 

optimum baseline for ERS case is approximately 300 - 400 m considering signal to 

noise ratio. For this processing, the orbital baseline threshold is configured to be 350 m. 
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Selection of the appropriate temporal threshold, among others, depends on the 

rate of deformation (i.e. a small threshold for rapid deformation to avoid phase 

ambiguity) and characteristics of the scatterers in the area of interest (short temporal 

baseline for fast changing scatterers). Long temporal baseline will increase 

decorrelation between images and subsequently will produce a noisy differentia l 

interferogram. The maximum temporal baseline is configured to be five years 

(1,825 days). Furthermore, no significant increment in the number of interferogram is 

expected from using larger threshold, as shown in Figure 5.7c, Figure 5.8c and 

Figure 5.9c. The rate of deformation is also projected to be slow. 

 

The network of interferograms from using these configurations are shown as 

Figure 5.7d, Figure 5.8d and Figure 5.9d. For ERS-1/2 processing, the total 

interferograms produced are 172 and 149 for data acquired in track 347 and 75, 

respectively. As for the Sentinel-1 dataset, a total of 231 interferograms have been 

produced, owing to the short revisiting cycle and a small orbital tube of the satellite. As 

can be seen from the Figure 5.7d, all image pairs with respect to 31 October 1997 and 

9 November 2001 do not meet the specified conditions (i.e. assigned thresholds); thus, 

no interferogram is produced. Similarly, the image acquired on 19 April 1996 and 

15 November 1996 only forms interferogram to each other, and not with other images. 

On the contrary, the network of interferogram for Sentinel-1 and ERS-1/2 (track 75) 

are well connected. 

 

The final differential interferograms from ERS processing are multi-looked by 

a factor of 4 × 24 pixels in range and azimuth resolution respectively, corresponding to 

approximately 100 m in ground resolution. For Sentinel-1, the multi- looked setting is 

configured to be 30 × 6 pixels, resulting to about 90 m in ground resolution. The phase 

value in the differential interferograms, at this stage, should be attributed to 

deformation, atmosphere and residual from baseline related components, while other 

contributions are expected to be minimal. For significant magnitude deformation such 

as from the Lander’s earthquake (Massonnet et al. 1993), the deformation can be 

observed as fringes across the resulting differential interferogram. However, slow 

deformation could be masked out by other contributions; the most frequent is 

atmospheric effects. Further analysis using time series is required to extract the 

deformation trend. Although the multi-looked differential interferograms can be 

filtered, for example, using modified Goldstein filter before phase unwrapping, no 

significant improvement is found in the final LOS-velocity map from using the filtered 

interferograms. Therefore, no filtering is applied in this work. 
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(c) (d) 

Figure 5.7: Selection of the temporal and orbital baselines threshold for ERS-1/2 

(track 347). (a) The number of interferograms from different sets of temporal and 

orbital thresholds. (b) Altitude of ambiguity as a function of normal baseline. Increasing 

normal baseline will result in low altitude of ambiguity, i.e. phase is more sensitive to 

the elevation change or DEM errors. (c) The number of interferogram as a function of 

temporal baseline using 350 m for the orbital baseline threshold. (d) The network of 

interferograms using 350 m and 5 years for the baseline and temporal baseline 

thresholds, respectively. 
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(c) (d) 

Figure 5.8: Selection of the temporal and orbital baselines threshold for ERS-1/2 

(track 75). (a) The number of interferograms from different sets of temporal and orbital 

thresholds. (b) Altitude of ambiguity as a function of normal baseline. Increasing 

normal baseline will result in low altitude of ambiguity, i.e. phase is more sensitive to 

the elevation change or DEM errors. (c) The number of interferogram as a function of 

temporal baseline using 350 m for the orbital baseline threshold. (d) The network of 

interferograms using 350 m and 5 years for the baseline and temporal baseline 

thresholds, respectively. 
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(c) (d) 

Figure 5.9: Selection of the temporal and orbital baselines threshold for Sentinel-1. 

(a) The number of interferograms from different sets of temporal and orbital thresholds. 

(b) Altitude of ambiguity as a function of normal baseline. Increasing normal baseline 

will result in low altitude of ambiguity, i.e. phase is more sensitive to the elevation 

change or DEM errors. (c) The number of interferogram as a function of temporal 

baseline using 350 m for the orbital baseline threshold. (d) The network of 

interferograms using 350 m and 5 years for the baseline and temporal baseline 

thresholds, respectively. 
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5.8. Selection of Coherent Points 

 

The level of noise in each differential interferogram depends on SNR, which 

can be expressed in term of similarity between the master and the slave images. Higher 

SNR is achieved for higher similarity between the reflectivity values. The degree of 

similarity, in this work, is measured using coherence, i.e. normalised cross-correlation 

coefficient estimated in a multi- looked window. For two random variables zm and zs, 

coherence γc can be expressed as (Ferretti et al., 2007): 

 

𝛾𝑐 =
𝐸(𝑧𝑚𝑧𝑠

∗)

√𝐸(|𝑧𝑚|2) ∙ 𝐸(|𝑧𝑠|2)
= 𝛾 ∙ 𝑒𝑗∅𝑓  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (5.6) 

 

where 𝛾𝑐  is a complex variable with amplitude ranging from 0 to 1. 𝐸(∙) is the 

expectation operator, which is defined as a spatial average in a multi- looked window. 

The multi- looked settings are similar to those used for differential interferograms, i.e. 

4 × 24 pixels in range and azimuth resolution for ERS-1/2, and 30 × 6 pixels for 

Sentinel-1 processing. Coherence is computed for every multi- looked pixel in each 

differential interferogram, and subsequently average coherence map from all image 

pairs is generated as shown in Figure 5.10. As expected, urban areas exhibit higher 

coherence value than the rural areas. 
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(b) 

 
(c) 

Figure 5.10: Average coherence maps, displayed in range and azimuth directions of 

the satellites (not orthorectified). The urban areas have better coherence than the 

countryside. Histogram plots next to each map show statistical information for the 

SBAS points, i.e. candidates for the control point. The criterion used to narrow down 

the candidates are represented by red arrows, i.e. average coherence value of more than 

0.6 and RMS for differential interferograms of less than 1.7. (a) Result for the ERS-1/2 

(track 347), (b) result for the ERS-1/2 (track 75), and (c) result for the Sentinel-1 (subset 

to the area of interest). 
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Selection of points for the final LOS-velocity map is made based on the number 

of layers used to achieve the average coherence value of better than 0.25. Since urban 

areas typically have high coherence value in each layer, fewer layers will be rejected 

compared to rural areas. The threshold for the minimum number of layers used in the 

computation of coherence as well as the resulting number of points for the estimation 

of velocity are summarised in Table 5.2. 

 

Table 5.2: Selection of coherent points based on the minimum number of layers 

used to achieve the average coherence value of 0.25. 

Dataset 
Total 

Interferogram 

Minimum 

Layer 

Threshold 

Number of 

Coherent Points 

above Minimum 

Layer 

Number of 

Coherent Points 

in All Layer 

Coverage 

Improvement * 

ERS-1/2 

(track 347) 
172 45 

293,339 

(31.34%) 

26,955 

(2.88%) 
28.46% 

ERS-1/2 

(track 75) 
149 45 

178,877 

(28.08%) 

19,244 

(3.02%) 
25.06% 

Sentinel-1 231 45 
173,929 

(15.68%) 

73,901 

(6.66%) 
9.02% 

* Based on the number of points excluding the water body. 

 

 

Selection of control points for phase unwrapping is usually made in a 

geologically stable area, which would be problematic for a field without geologica l 

information. Furthermore, the selected point is not necessarily coherent in all 

interferograms, which is necessary for phase unwrapping. Wrong selection of a control 

point not only will result in an offset in the estimated deformation but also contributes 

to the phase unwrapping error. In the event of no prior knowledge about the stability of 

the area, a statistical method is introduced by the author for the selection of control 

point candidates. The method is based on the assumption that a right candidate should 

exhibit stable phase behaviour across selected differential interferograms, where the 

normal baseline is considerably small to minimise baseline related errors. Furthermore, 

a good candidate should be situated close to the area of interest (preferably in the middle 

of the scene) and have a high average coherence value to minimise error propagation 

from phase unwrapping. The author has implemented this method as an additiona l 

module to Punnet software. Based on the histogram plots of average coherence values 

and RMS for differential interferograms (Figure 5.10), the candidates for control point 

are narrowed down by extracting points that only have the average coherence of better 

than 0.6 and RMS of differential interferograms of lower than 1.7. The best point is 

manually selected from those candidates considering their geographical location  

(i.e. close to the area of interest), as well as their statistical result. The chosen control 

point for each dataset is summarised in Table 5.3. 
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Table 5.3: SAR coordinate of the selected control point for phase unwrapping. 

Dataset 
Reference 

Azimuth 

Reference 

Range 

Average 

Coherence 

Value 

RMS for 

Differential 

Interferogram 

ERS-1/2 
(track 347) 

567 405 0.78 1.62 

ERS-1/2 

(track 75) 
773 974 0.69 1.61 

Sentinel-1 384 1040 0.69 1.43 

 

 

 

5.9. Phase Unwrapping and Orbital Ramp Correction 

 

Since the principal observation of InSAR is relative phase signal in modulo-2𝜋 

of the (unknown) absolute phase signal, phase unwrapping is necessary to obtain the 

phase value for each coherent point with respect to a chosen control point. The selected 

control point will be common across all interferograms. Usually, phase unwrapping is 

based on the assumption that the phase gradient between adjacent pixels varies 

smoothly within 2𝜋 interval, i.e. from – 𝜋 to +𝜋. More precisely, neighbouring phase 

values are expected to be within one-half cycle of one another (Ferretti, 2014). 

Although this hypothesis is valid for most of the image pixels, the presence of phase 

discontinuities prevents one from using the most straightforward procedure - a simple 

integration of the phase differences starting from a reference point as of levelling 

survey. Discontinuities can result from two factors (Hanssen, 2001): (1) phase noises, 

and (2) fast phase variations of the signal due to local topography or surface 

deformation. 

 

Many phase unwrapping algorithms have been developed since InSAR became 

an active field of research. For example, residue-cut method (Goldstein et al., 1988; 

Ching et al., 1992), least-square method (Hunt, 1979; Ghiglia and Romero, 1994; 

Ghiglia and Romero, 1996; Pritt, 1996; Fornaro et al., 1996a; Fornaro et al., 1996b; 

Bamler and Hartl, 1998) and minimal cost flow methods (Costantini and Esrin, 1996; 

Costantini, 1998; Chen and Zebker, 2000; Chen and Zebker, 2001). Detailed discussion 

on phase unwrapping is beyond the scopes of this work. Interested readers are referred 

to the references provided for a more in-depth review. Despite numerous developments, 

phase unwrapping remains as one of the most challenging tasks in obtaining accurate 

InSAR result, along with atmospheric effects. 
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The Punnet software benefits from the Statistical-cost Network-flow Algorithm 

for Phase Unwrapping (SNAPHU) program by Chen and Zebker (2002) to individua lly 

unwrap coherent pixels within each differential interferogram. Two files are provided 

for the program, i.e. differential interferogram as well as its respective coherence map. 

The latter is used as a weight to identify noisy areas that will discredit the underlying 

hypothesis of smooth phase gradient. For similar reasons, nearest neighbour 

interpolation is applied to the coherent points in differential interferograms prior to the 

process. It is worth mentioning that assessment of the reliability of phase unwrapping 

is difficult without additional information and will always be based on strong 

assumptions about the data behaviour. Long radar wavelengths, high SNR values and 

slow variation of phase values will have a positive impact, making it more robust and 

reliable (Hanssen, 2001). The probability of phase unwrapping errors would rely on the 

statistics of the signal (Monti Guarnieri, 2003) as well as a thorough analysis of the 

algorithm used to unwrap the interferogram. More often than not, phase unwrapping is 

addressed as an adjustment and filtering problem based on the availability of more than 

one interferogram for the area under study. 

 

One of the challenges encountered in the phase unwrapping using SNAPHU is 

related to waterbody that creates isolated patches of coherent points. Although phase 

unwrapping can be done independently for each patch, this will create an offset between 

them. The author has investigated the effects of waterbody using ERS-1/2 data from 

track 347. Firstly, the area is divided into two (Figure 5.11), ensuring that they will 

share similar control points for the phase unwrapping. The area covered by the water 

body is minimised without scarifying too much on the coverage. The coherence for the 

remaining area of the water body is assigned to zero to down-weight their contribution. 

It is worth noting that no differences regarding coregistration and resampling are 

expected between the two areas as the subdivision is made of the full differentia l 

interferograms and coherence maps. The result from the individual phase unwrapping 

is compared to each other as well as with the result from the full scene. Figure 5.12 

shows the unwrapped interferograms after orbital correction for five selected pairs. 

Although small discrepancies are observed in a few unwrapped interferograms (e.g. 

Figure 5.12a), there are no significant differences attained in the final LOS-velocity 

map, most probably due to the nearest neighbour interpolation applied before the 

process and the relatively large number of interferograms used to compute the velocity. 

 

The unwrapped phase also contains a linear phase component due to different 

geometry of the satellite during acquisition. These effects, however, can be easily 

modelled and mitigated as they are proportional to the normal baseline. Punnet applies 

least square estimation (LSE) based on the phase of coherent points using the bilinear 

model to estimate and remove the baseline related components. The corrected 

unwrapped phases for every coherent point are then stored for the subsequent time-

series analysis. 
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Figure 5.11: Average coherence map of ERS-1/2 (track 347) showing the two subset 

areas (i.e. blue and red boxes) used to investigate the effects of the water body to the 

phase unwrapping. Each differential interferograms and its respective coherence maps 

are subsets to these areas before phase unwrapping using SNAPHU. The green 

rectangle is the location of the control point, which is common in both areas. 
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Figure 5.12: Comparison of the unwrapped differential interferogram (after baseline 

correction) for five selected image pairs. Figures on the middle and right are from the 

individual phase unwrapping using SNAPHU. The full scene results are shown in the 

left figures for comparison. No significant difference is observed among them. 
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5.10. InSAR Time-Series Analysis 

 

In a single unwrapped differential interferogram, the phase of a coherent point 

represents deformation relating to a chosen control point. The phase, however, is also 

affected by several factors that will obscure more subtle changes in position such as 

DEM errors, atmospheric delays and decorrelation due to the presence of temporal and 

orbital baselines between satellite passes. Several techniques have been developed 

based upon the analysis of a stack of unwrapped differential interferograms to 

overcome these limitations and produce a long time series of ground motion. Some of 

those techniques are Coherent Pixels Technique (CPT) (Blanco-Sánchez et al., 2008); 

Delft Persistent Scatterer Interferometry (DePSI) (Kampes, 2005; Kampes, 2006); 

Interferometric Point Target Analysis (IPTA) (Werner et al., 2003); Permanent 

Scatterer InSAR (PSInSAR) (Ferretti et al., 2000; Ferretti et al., 2001); Persistent 

Scatterer Pairs (PSP) (Costantini et al., 2008; Costantini et al., 2012); Quasi Persistent 

Scatterers (QPS) (Perissin and Wang, 2012); SqueeSAR (Ferretti et al., 2011); Stable 

Points Network (SPN) (Crosetto et al., 2008; Kuehn et al., 2010); and Stanford Method 

for Persistent Scatterers (StaMPS) (Hooper et al., 2004; Hooper, 2008). Each technique 

possesses inherently unique strengths and weaknesses. Interested readers can refer to 

Osmanoğlu et al. (2016) for a review of those techniques. 

 

The efficiency of InSAR time-series analysis has been proven in numerous 

applications. Examples include for monitoring earthquakes (e.g. by Lanari et al., 2010; 

Sansosti et al., 2010; Wen et al., 2012; Shao et al., 2016), landslides (e.g. by Liu et al., 

2012; Bovenga et al., 2012; Tong and Schmidt, 2016), volcanoes (e.g. by Hooper et al., 

2004; Ofeigsson et al., 2011; Samsonov and d’Oreye, 2012; Sato et al., 2016), land 

subsidence (e.g. by Osmanoǧlu et al., 2011; Sowter et al., 2013; Chaussard et al., 2014; 

Bai et al., 2016; Wanwan Zhang et al., 2016; Yin et al., 2016), and enginee r ing 

structures (e.g. by Wang et al., 2008; Wang et al., 2010; Du et al., 2016). 

 

The software used in this research utilises the ISBAS algorithm (Sowter et al., 

2013; Bateson et al., 2015) for the time-series analysis. The algorithm follows similar 

principles as the standard SBAS algorithm (Berardino et al., 2002; Lanari et al., 2004), 

but is further refined to also include intermittent points in the time-series analysis. Some 

of the essential characteristics of the technique are listed below: 

 

i. Selection of interferograms only includes image pairs separated by small 

temporal and orbital baselines to maximise coherence. 

ii. The interferograms form a redundant network linking between images 

in the temporal and spatial baseline space. 

iii. Decorrelation noise in the interferograms is partly removed by range 

filtering of the non-overlapping part of the spectrum and by applying a 

spatial filter, thus reducing the interferogram spatial resolution. 
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iv. Selection of coherent points takes into account the speckle properties of 

most targets in SAR images. 

v. Interferograms are spatially unwrapped, and inversion of the whole set 

of interferograms is made using Singular Value Decomposition (SVD) 

to provide phase delay time series. 

 

 

 

5.10.1. Estimation of Linear Velocity and DEM Errors 

 

The time-series analysis within Punnet begins with the estimation of 

linear velocity and DEM errors. The unwrapped phase for each coherent point 

∆∅𝑖,𝑗  is assumed to contain contributions from the monotonic deformation 𝑉 

which is linear with time, and the DEM errors 𝛿ℎ which is proportional to the 

normal (or perpendicular) baseline. Meanwhile, atmospheric effect is 

considered as random across the whole unwrapped interferograms, thus has 

mean zero. 

 

∆∅𝑖,𝑗 =
4𝜋

𝜆
∙ (𝑡𝑖 − 𝑡𝑗) ∙ 𝑉 +

4𝜋

𝜆
∙

𝐵𝑝𝑒𝑟𝑝
𝑖 ,𝑗

𝑅∙sin 𝜃
∙ 𝛿ℎ + 𝜀 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (5.7)  

 

where: 

 4𝜋/𝜆 represents conversion of unit from cycle to metre considering two 

ways signal travel (transmit and receive). 

 (𝑡𝑖 − 𝑡𝑗) is the temporal separation between the master image 𝑡𝑖 and the 

slave image 𝑡𝑗. 

 (𝐵𝑝𝑒𝑟𝑝
𝑖,𝑗 /𝑅 ∙ sin 𝜃) is a coefficient to map the relationship between DEM 

error and perpendicular baseline 𝐵𝑝𝑒𝑟𝑝
𝑖,𝑗  using satellite-to-target distance 

𝑅 and incidence angle 𝜃. 

 𝜀 represents noises from other factor (e.g. thermal noise) and un-

modelled errors. 

 

 

From Equation (5.7), it is possible to estimate the linear velocity and 

DEM errors for each coherent point using LSE on a series of unwrapped phases. 

Nevertheless, it is worth mentioning that the quality of estimation can be 

degraded by the presence of outliers (e.g. from the phase unwrapping errors), 

which is previously overlooked. In this research, the author has improved the 

previous algorithms by incorporating an outlier rejection scheme. The 

parameters for detection of outliers are customisable, but for robust processing,  
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the maximum rejection number is configured to be 10% of the availab le 

observations and the threshold for the acceptable observations to be three times 

the standard deviation of residuals. 

 

The algorithm is tested using Mexico processing made on 18 Sentine l-1 

images (Sowter et al., 2016), considering the known velocity rates and availab le 

ground truth in the area. The dataset was acquired between 3 October 2014 and 

7 May 2015. Figure 5.13 shows the time-series analysis of four individua l 

points, i.e. PT01 - PT04. PT01 to PT03 are located in an area that undergoes 

rapid subsidence, whereas PT04 is located in a relatively stable area. The red-

dotted points represent the estimated velocity (left figures) and DEM error 

(middle figures). The right figures show the residuals from the LSE estimation. 

The subsidence at PT01 - PT03 is clearly visible, but the estimated values are 

affected by outliers, observed at the top-right region of the left figures. The same 

outliers correspond to high residual values on the bottom-right side of the right 

figures. The presence of residuals from this processing has caused 

underestimation of the real subsidence rates. 

 

The LOS-velocity maps from the processing are shown in Figure 5.14. 

The result from the original algorithm (without outlier removal) is presented as 

Figure 5.14a. The detection of outliers can be made in a single or multip le 

iterations, and the results are shown as Figure 5.14b and Figure 5.14c, 

respectively. It is evident that the original algorithm failed to address the 

outliers, thus underestimate the subsidence rates. Although detection of outliers 

through multiple sequences can yield a slightly better result, the required time 

for processing also increased considerably. For comparison, the origina l 

algorithm took approximately 5.5 hours for the LSE (consisting of ~2.77 million 

coherent points), whereas single and iterative method took about 6.0 and 

8.3 hours, respectively. The required time will vary upon data, depending on the 

number of coherent points and outliers detected in the process. The 

corresponding standard error for the LOS-velocity map is shown in 

Figure 5.15. It is worth noting that significant improvement is achieved by 

adopting the new algorithm that incorporated outlier rejection scheme as 

compared to the previous algorithm. 
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Figure 5.13: Outliers detection at four points, i.e. PT01 - PT04. (Left) Scatter plot of 

the unwrapped phase against temporal separation. Red points show linear velocity from 

the final estimation. Strong subsidence can be observed from the phase, but the 

estimated rate is affected by outliers in the unwrapped phase. (Middle) Plot of the 

unwrapped phase against the perpendicular baseline. (Right) Residuals from the LSE. 

Interferogram with the highest residual value is rejected for the subsequent estimation. 
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Figure 5.14: LOS-velocity map from Mexico processing. 18 Sentinel-1 images were 

acquired between 3 October 2014 and 7 May 2015. (a) The result from the origina l 

algorithm, i.e. without outlier rejection. (b) The result from outlier detection in a single 

iteration. (c) The results from outlier detection in iterative detection. 
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Figure 5.15: Standard error for LOS-velocity map of Mexico City. (a) The result 

from the original algorithm, i.e. without outlier rejection. (b) The result from outlier 

detection in a single iteration. (c) The results from outlier detection in iterative 

detection. 
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5.10.2. Temporal Evolution of the Deformation 

 

Although linear velocities estimated from the previous step provide 

meaningful information about deformation in the study area, the interest of the 

scientific community is now progressively moving toward the study of the 

temporal evolution of the detected deformation. Punnet is also capable of 

retrieving such information by adopting SVD to link independent SAR 

acquisition datasets, separated by large baselines. The same algorithm is 

described in Berardino et al. (2002). The whole process is summarised in 

Figure 5.16. SVD becomes handy in this situation to solve singular systems that 

can be caused by several factors as follows: 

 

i. Implementation of maximum threshold for orbital and temporal 

baselines in the formation of differential interferograms 

As has been highlighted, the ISBAS algorithm only forms 

interferograms between image pairs that have orbital and temporal 

baselines below predefined thresholds, i.e. 350 m for the perpendicular 

baseline and 5 years for the temporal baseline. Although in doing so, 

phase information from interferograms that suffer decorrelation 

phenomena is excluded, this could also create isolated networks of 

interferograms characterised by small baseline subsets, but separated by 

the large baseline. 

 

 

ii. Implementation of minimum interferograms threshold for the 

identification of coherent points 

ISBAS algorithm identifies coherent points to represent deformation in 

an area based on the number of layers required to achieve average 

coherence value of better than 0.25. For intermittent points, some 

interferograms that exhibit low coherence value are rejected and thus 

could contribute to the aforesaid isolated networks of interferograms. 

 

 

iii. Implementation of outliers rejection 

Although improved results can be achieved by incorporating an outlier 

rejection scheme as seen in the Mexico processing, the process of 

filtering out interferograms that exhibit high residual values can 

contribute to disconnection of the interferograms network. Since the 

detection is made independently for each coherent point, different points 

may exclude different interferograms for the final estimation of velocity 

and DEM error. 
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Figure 5.16: Block diagram of the implemented algorithm. Figure adapted from 

Berardino et al. (2002). 

 

 

Apart from that, the ISBAS algorithm also requires two phase 

unwrapping procedures for the retrieval of deformation at SAR acquisit ion 

dates. The first is described previously in Section 5.9, made on the differentia l 

interferograms to estimate the linear component of the deformation and possible 

topographic artefacts. The second phase unwrapping is performed on the 

residual from the first analysis to determine non-linear elements of the 

deformation along with atmospheric phase screen (APS). There are two 

potential errors from implementing this procedure: (1) additional phase 

unwrapping errors, and (2) dubious quality of the estimation from using SVD 

to solve a singular system. 

 

For areas that undergo significant deformation such as in Mexico City, 

a method is introduced by the author to estimate the temporal evolution of 

deformation without the requirement for a second phase unwrapping procedure. 

The proposed method has two main benefits: (1) minimise the errors 

contribution from phase unwrapping, and (2) reduce the processing time as 

phase unwrapping accounts to a large sum of the time required in the processing 

chain. From Equation (5.7), it can be seen that the phases of unwrapped 

differential interferograms (after baseline correction) contain three main 

contributions, namely from deformation (linear and non-linear), DEM error, and 

noise. It is possible to remove the contribution from DEM error using the 

estimated value and rearranging the Equation (5.7) as follows: 

 

∆∅𝑖,𝑗 −
4𝜋

𝜆
∙

𝐵𝑝𝑒𝑟𝑝
𝑖,𝑗

𝑅∙sin 𝜃
∙ 𝛿ℎ =

4𝜋

𝜆
∙ (𝑡𝑖 − 𝑡𝑗) ∙ 𝑉 + 𝜀 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (5.8)  
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Assuming the APS is random (thus, has mean zero) across the entire set 

of interferograms, deformation (linear and non-linear) at SAR acquisition dates 

can be retrieved by inverting the phase from Equation (5.8) with respect to the 

earliest image. As expected, a single phase inversion cannot be performed in the 

case of isolated networks. This problem is rectified by introducing a new 

reference, i.e. the earliest image in that network and carrying out independent 

estimation. The author has implemented this strategy as an additional module 

to Punnet. The algorithm is tested over Mexico City considering the large 

deformation magnitud, as well as the availability of numerous references from 

the literature. Figure 5.17 shows the result of ten selected points from the 

processing. It can be seen that all points show a subsidence trend in relation to 

the first image. The amount of deformation varies between points as they are all 

located in different parts of the city, but range from about 6 to 13 cm over 

3 months period. The estimated magnitude agreed reasonably well with the 

literature, such as found in Cabral-Cano et al. (2010), Cigna et al. (2011), 

López-Quiroz et al. (2009), Yan et al. (2012) and Osmanoǧlu et al. (2011) using 

ENVISAT images, as well as Chaussard et al. (2014) using ALOS-PALSAR. 

A similar agreement is also observed with other Sentinel-1 processing found in 

Geudtner (2014), Lanari et al. (2015), Prats-Iraola et al. (2015) and Wegmüller 

et al. (2015). 

 

 

Figure 5.17: Temporal evolution of deformation for the 10 selected points 

(represented by different colours) in Mexico City. In general, all points show 

subsidence trend in relation to the first acquisition. 
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5.11. Mapping LOS-Velocity to Its Respective 3D Components 

 

1-dimensional (1D) measurement along the LOS direction has greatly limited 

the capability of InSAR to investigate surface displacements and their dynamics. Unless 

the deformation occurs parallel to the satellite viewing angle, the rate of deformation 

from InSAR time-series can only capture part of the real movement on the ground. 

Although resolving the complete 3D displacements, i.e. in northing, easting, and height 

(or vertical), from InSAR measurements is of great importance and highly beneficia l 

(for example, allowing comparison with other techniques), this is impossible to achieve 

without additional information (e.g. on other SAR dataset from a different 

geometry/system or GPS data) or assumption made to the deformation in the area  

(e.g. the deformation is mainly dominant in the vertical direction). Considerable efforts 

have been made in recent years and interested readers are referred to Hu et al. (2014) 

for a complete review of the methods available to resolve 3D surface displacements 

from InSAR measurements. 

 

According to Fialko and Simons (2001), the LOS-velocity estimated from 

InSAR time-series (i.e. in satellite LOS) corresponds to the summation of its respective 

3D components as shown in the Equation (5.9). 

 

𝑉𝑙𝑜𝑠 = sin 𝜃 ∙ sin 𝐴𝑧 ∙ 𝑉𝑛𝑜𝑟𝑡ℎ − sin 𝜃 ∙ cos 𝐴𝑧 ∙ 𝑉𝑒𝑎𝑠𝑡 + cos 𝜃 ∙ 𝑉ℎ𝑒𝑖𝑔ℎ𝑡 + 𝜀 ∙∙∙∙∙∙∙∙∙∙∙ (5.9) 

 

where 𝑉𝑙𝑜𝑠  is the velocity estimated from InSAR time-series, 𝑉𝑛𝑜𝑟𝑡ℎ , 𝑉𝑒𝑎𝑠𝑡  and 𝑉ℎ𝑒𝑖𝑔ℎ𝑡  

are the respective 3D components, 𝜃 is the radar incidence angle at the reflection point, 

𝐴𝑧 is the azimuth of the satellite heading vector (positive clockwise from the North)  

and 𝜀 is the measurement error (e.g. due to imprecise knowledge of satellite orbits, 

atmospheric delays, poor phase coherence, incorrect DEM, etc). Figure 5.18 illustra tes 

the relationship between them. 

 

From Equation (5.9), it can be seen that complete 3D displacements can be 

resolved from the combination of multiple InSAR LOS measurements from different 

geometries. For instance, Gray (2011) exploited three different LOS displacements 

from the extra-low and extra-high beams of RADARSAT-2 to estimate a full 3D 

movement of the Henrietta Nesmith Glacier. Ansari et al. (2015) used different 

statistical measures to assess and compare the influence of different image acquisit ion 

strategies as well as data fusion on the performance of InSAR in 3D deformation 

retrieval. They observed a strong correlation between the retrieved 3D parameters in 

the local vertical-north plane from integrating nominal InSAR acquisitions, i.e. a set of 

measurements from ascending and descending tracks acquired from right-look ing 

geometry. However, the correlation is thought to be decreased by non-nomina l 

acquisitions, i.e. left-looking or squinted observations. 
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Figure 5.18: Relationship between the LOS-velocity (i.e. 𝑉𝑙𝑜𝑠 ) from InSAR time-

series to its 3D components (i.e. 𝑉𝑛𝑜𝑟𝑡ℎ , 𝑉𝑒𝑎𝑠𝑡  and 𝑉ℎ𝑒𝑖𝑔ℎ𝑡 ) considering the right looking 

ascending satellite geometry. 

 

 

In practice, it is often difficult to obtain a sufficient number of SAR images for 

an area in more than one geometry, primarily covering the same period. Although 

results from different geometries can be retrieved from this work, i.e. ERS-1/2 dataset 

in descending mode and Sentinel-1 in ascending mode, they were acquired over a 

different time span. Therefore, each point could have different velocity rate between 

the two periods. This difference will introduce errors in the estimated 3D displacement. 

Furthermore, Sentinel-1 datasets only cover an 18 month period which is considered 

insufficient for a reliable estimation of the long-term deformation rate. It is worth noting 

that most SAR satellites orbit the Earth in a near-polar orbit. Therefore, they are less 

sensitive to the movement in a North-South direction. When both left-looking and right-

looking interferograms are available, the errors of this course will decrease significantly 

(Wright et al., 2004). The side-looking geometry of SAR sensors along with relative ly 

small incidence angle has caused the InSAR measurements to be sensitive mostly to 

height (or vertical) movements. The usual case to estimate the vertical ground 

deformation is to divide the InSAR LOS measurement by the cosine of the incidence 

angle assuming no horizontal ground motion occurred (Galloway et al., 1998; Amelung 

et al., 1999; Hung et al., 2011). 

 

Based on this argument, vertical deformation is computed for comparison with 

the GPS result assuming contributions from the first two terms of Equation (5.9) are 

marginal. The radar incidence angle increases from near to far end (Table 5.4), thus 

each point exhibits their unique value. For Mexico City, although the resulting 
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deformation map is somewhat similar to that seen in LOS direction (Figure 5.16), the 

calculated vertical deformations are more dispersed, and the rates are higher than those 

in the LOS direction (Figure 5.19). For the Johor dataset, the result is discussed in 

Chapter 7.  

 

 

Figure 5.19: Comparison between the estimated velocity in LOS and vertical 

directions. The vertical velocity is more disperse compared to the LOS velocity as 

resulted from the multiplication of LOS velocity with the inversed cosine of radar 

incidence angle.   

 

 

Table 5.4: Range of incidence angle for the coherent points in Johor. 

Dataset 
Minimum 

Incidence Angle 

Maximum 

Incidence Angle 

Average 

Incidence Angle 

ERS-1/2 (track 347) 19.65° 26.42° 23.13° 

ERS-1/2 (track 75) 19.62° 26.48° 24.45° 

Sentinel-1 30.99° 42.28° 39.76° 

 

 

 

5.12. Summary 

 

In this chapter, the fundamental concepts of deformation analysis using InSAR 

time-series have been discussed, which is based on the analysis of a series of phase 

differences obtained from the repeat-pass InSAR measurements. Although in theory, 

InSAR time-series are capable of detecting surface changes with the precision of 

centimetres or even millimetres, the achievable precision in practice is subject to 

various error sources affecting the measurements. Indeed, the main challenges usually 

come from the phase decorrelation, atmospheric effects and difficulties related to phase 

unwrapping. 
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Throughout this research, the processing of SAR datasets is made using Punnet 

- an in-house software developed based on the ISBAS algorithm. The algorithm, in 

general, follows the standard SBAS algorithm described in Berardino et al. (2002) but 

is further customised to achieve better coverage over rural or vegetated areas. Detailed 

processing strategies, from the formation of differential interferograms to the derivation 

of final deformation maps (both in LOS and vertical directions), have been highlighted 

encompassing the rationale behind every decision made by the author. Some important 

aspects that deserve attention are discussed and investigated. The existing algorithm 

also has been improved from the works carried out in this research. Those investigat ions 

and improvements have been implemented by the author as additional modules to 

Punnet software, and they are summarised as follows: 

 

i. Application of statistical measures to identify the appropriate thresholds 

for the orbital and spatial baselines to maximise the number of acquired 

interferograms. 

 

ii. Present one of the earliest Sentinel-1 results over Malaysia, following 

targeted changes made to the in-house software. The changes consist of 

(1) additional module for debursting and merging prior to images 

coregistration and resampling, and (2) utilisation of the known de-

ramping function from Miranda (2015) for the images coregistration and 

resampling. 

 

iii. Application of statistical analysis to assist in identifying candidates of 

the control point for phase unwrapping. This is based on the assumption 

that the candidates should exhibit high coherence values with minimum 

RMS across selected differential interferograms (i.e. with low orbital 

separation). 

 

iv. Investigation on the effects of the water body to phase unwrapping using 

SNAPHU. They are found to be nominal, most probably due to nearest 

neighbour interpolation applied prior to the phase unwrapping. 

 

v. Implementation of outliers’ rejection for the estimation of linear 

velocity. The algorithm showed promising result upon testing on the 

Mexico processing.  

 

vi. Implementation of a new method to investigate temporal evolution of 

deformation for areas that undergo significant deformation magnitude 

such as Mexico City. The method eliminates the need for second phase 

unwrapping procedure and SVD, which would cause additional errors 

to the results. 
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CHAPTER 6 

 

MODELLING AND MITIGATION OF TROPOSPHERIC EFFECTS 

IN GPS AND INSAR 

 

 

 

6.1. Introduction 

 

Despite numerous advancements that have been achieved in the field of GPS 

and InSAR, the troposphere remains one of the most challenging error sources that 

requires delicate attention to obtain precise information about surface deformation. 

This chapter aims to investigate and mitigate the effects of the troposphere in GPS 

and InSAR processing. It begins with a brief introduction to atmospheric effects on 

radio wave propagation and mapping function to map the troposphere from zenith to 

satellites direction and vice versa. It is followed by a discussion on the strategies and 

parameters used in the GPS processing. After that, the benefits of using a troposphere 

model based on real weather data as opposed to empirical models based on the 

standard atmosphere are discussed. Two processing techniques, namely Precise Point 

Positioning (PPP) and Double-Difference (DD), are compared in terms of 

tropospheric modelling. The discussion then continues with the strategy adopted for 

InSAR processing. Attempts made to improve InSAR results are reported, i.e. using 

linear and power law correlations with height. Improvements made to the in-house 

software are also highlighted. This chapter finally ends with a summary of the 

essential aspects of tropospheric modelling and mitigation in GPS and InSAR. 

 

 

 

6.2. Atmospheric Effects on Radio Wave Propagation 

 

The radio signals transmitted from GPS and SAR satellites are affected by the 

atmosphere as they travel through the medium. Apart from two-way travel in SAR as 

opposed to one-way travel in GPS, the effects are common on both systems. There are 

several ways of categorising atmosphere found in the literature. For example, in 

meteorology, different layers of the atmosphere are characterised by variation of 

temperature with height. Low tropospheric layers start from negative temperature, up 

to about 10 - 12 km, where an absolute temperature of about -57°C is reached. The 

temperature initially stays constant beyond the so-called tropopause, which represents 

the upper limit of the troposphere (Lydolph, 1985). Characterisation of atmosphere 

with respect to temperature even varies in the meteorological literature, for example, 

found in Lydolph (1985) and Mohanakumar (2008). 
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A more simplistic way to distinguish these layers is based on the occurring 

density of free electrons, which is used in this research. Next to the Earth’s surface up 

to a height of about 20 km, the ionisation is virtually absent (Dach et al., 2015). This 

layer is defined as the troposphere. Above this layer, a significant density of free 

electrons is observed that extends up to about 1000 km, which is termed the 

ionosphere. The ionospheric layer is not of interest in this research. In GPS, the first-

order ionospheric delay accounts for about 99% of the total delay but can be 

eliminated by using an ionosphere-free linear combination (Hofmann-Wellenhof et 

al., 2008) as the medium is dispersive to a radio signal. On top of that, higher-order 

effects can also be mitigated using Global Ionosphere Maps (GIM), for example, 

provided by the International GNSS Service (IGS) or Center for Orbit Determination 

in Europe (CODE). Likewise, SAR acquisitions using C-band, as utilised in this 

research, are much less affected by ionosphere than the L-band observations (Doin et 

al., 2009). Ionosphere causes a long wavelength signal on SAR interferograms, quite 

similar to baseline related errors (Ferretti, 2014). Thus, it can be assumed to be 

negligible after orbital correction. 

 

On the contrary, the troposphere is a non-dispersive medium for frequencies 

below 15 GHz (Dach et al., 2015). The signal propagation delay depends mainly on 

temperature, pressure, and water vapour content of the atmosphere. For a one-way 

travel signal, the tropospheric path delay 𝑇 is defined by Equation (6.1). 

 

𝑇 = ∫(𝑛− 1) 𝑑𝑠 = 10−6∫𝑁𝑡𝑟𝑜𝑝  𝑑𝑠 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.1) 

 

where 𝑛 is the refractive index and 𝑁𝑡𝑟𝑜𝑝  the so-called refractivity. The refractivity 

can be subdivided into two parts: (1) dry component (𝑁𝑑𝑟𝑦
𝑡𝑟𝑜𝑝

) which contribute to 

approximately 90% of the total delay (Janes et al., 1989) and (2) wet component 

(𝑁𝑤𝑒𝑡
𝑡𝑟𝑜𝑝

). The latter, although it accounts for a smaller contribution at 10%, shows 

much higher variability than the former (Hofmann-Wellenhof et al., 2008). Therefore, 

their precise computation is a big challenge. Separating tropospheric path delay 𝑇 to 

its respective dry and wet components can be represented by Equation (6.2). 

 

𝑇 = 𝑇𝑑𝑟𝑦 + 𝑇𝑤𝑒𝑡 = 10
−6∫𝑁𝑑𝑟𝑦

𝑡𝑟𝑜𝑝  𝑑𝑠 + 10−6∫𝑁𝑤𝑒𝑡
𝑡𝑟𝑜𝑝  𝑑𝑠  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.2) 

 

 

Although it is preferable to directly solve the integral of refractivity using a 

ray tracing technique based on global numerical models, for example, using European 

Centre for Medium-Range Weather Forecasts (ECMWF), this task requires high 

computational load considering the nature of GPS and InSAR observations. For 

example, in GPS, the number of tracked satellites could reach up to ~12 satellites at a 

time in various directions. Therefore, a more practical alternative is necessary. Essen 



. 132 . 

and Froome (1951) have suggested an empirical value for modelling the dry and the 

wet refractivity at zenith direction using surface meteorological data. Equation (6.3) 

shows the approximation of these components using pressure 𝑃, temperature 𝜏, and 

partial pressure of water vapour 𝑒. 

 

𝑁𝑑𝑟𝑦
𝑡𝑟𝑜𝑝 = 77.64 ∙

𝑃

𝜏
 

𝑁𝑤𝑒𝑡
𝑡𝑟𝑜𝑝 = −12.96 ∙

𝑒

𝜏
+ 3.718 ∙ 105 ∙

𝑒

𝜏2
 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.3) 

 

where the measurement of pressure and water vapour is in millibars, and the 

temperature is in Kelvin. 

 

 

 

6.3. Mapping Function 

 

The measurements of meteorological data, for example, using radiosonde  

(also known as balloon sounding), are made in zenith direction as the balloon travels 

through different levels of the troposphere. Similarly, most of the tropospheric models 

for GPS are given in zenith direction as shown in Equation (6.3). The effect of 

troposphere on satellite signals, on the other hand, increases with deviation from the 

zenith and reaches its maximum value at the horizon as the signal travels through a 

thicker layer of the troposphere. The first order approximation for mapping the 

tropospheric delay from zenith to satellite elevation angle 𝐸, and vice versa, is given 

by Equation (6.4). 

 

𝑀𝐹 =
1

sin 𝐸
=

1

cos𝑧
 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.4) 

 

where 𝑧 is the zenith angle (also equivalent to SAR incident angle). Figure 6.1a 

illustrates this relationship. 

 

The mapping function, as shown in Equation (6.4), however, is not sufficient 

to model the delay accurately, particularly at the low elevation angles, owing to the 

bending effects of the signals caused by the troposphere (Figure 6.1b). A more 

precise mapping function, described by a continued fraction of sin 𝐸 (Marini, 1972), 

as shown in Equation (6.5), is more preferable. The value for coefficient 𝑎, 𝑏, and 𝑐 in 

the equation varies between various mapping functions, such as used in Niell (1996), 

Marini (1972) and Boehm (2004). 
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𝑀𝐹 =

1+
𝑎

1+
𝑏

1+ 𝑐

sin 𝐸 +
𝑎

sin 𝐸 +
𝑏

sin 𝐸 + 𝑐

 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.5) 

 
(a) (b) 

Figure 6.1: Mapping function to relate the tropospheric delay at zenith and satellite 

elevation angle. (a) Simple mapping function based on the elevation angle of the 

satellite 𝐸. This simple mapping function is not accurate for satellites at low elevation 

angle due to the bending effects, as illustrated in (b). 

 

 

According to Rothacer (1992), it is better to use different mapping functions 

for the dry and wet parts of the delay. Therefore, Equation (6.3) can be rewritten as 

follows.  

 

𝑇 = 𝑀𝐹𝑑𝑟𝑦 ∙ 𝑇𝑑𝑟𝑦
𝑧𝑒𝑛𝑖𝑡ℎ +𝑀𝐹𝑤𝑒𝑡 ∙ 𝑇𝑤𝑒𝑡

𝑧𝑒𝑛𝑖𝑡ℎ  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.6) 

 

where: 

 𝑀𝐹𝑑𝑟𝑦 is the mapping function to map the zenith dry delay 𝑇𝑑𝑟𝑦
𝑧𝑒𝑛𝑖𝑡ℎ to satellite 

elevation angle, or vice versa. 

 𝑀𝐹𝑤𝑒𝑡  is the mapping function to map the zenith wet delay 𝑇𝑤𝑒𝑡
𝑧𝑒𝑛𝑖𝑡ℎ to satellite 

elevation angle, or vice versa. 

 

On the contrary, Equation (6.4) is sufficient and usually applied for InSAR 

applications owing to the incidence angle of the satellites, which range from about 20 

to 50 degrees (Li, 2005). At these incidence angles, no significant difference is 

observed between the two mapping functions. 
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6.4. Modelling and Mitigation of Tropospheric Effects in GPS 

 

Similar to the GPS processing for coordinates estimation discussed in 

Chapter 4, the estimation of the troposphere is carried out using Bernese GNSS 

Software version 5.2, hereafter termed Bernese. There are a few strategies for 

tropospheric modelling and estimation available within Bernese, but the most 

common practice is to model for the dry delay and estimate the zenith wet delay from 

the observations. The latter is also known as site-specific troposphere parameters. 

Although the software offers a broad range of selections for the dry model, only 

Saastamoinen and VMF-1 are investigated in this research. The former, as well as the 

rest of the options, are based on the empirical models, whereas the latter benefits from 

using real weather measurements. As such, VMF-1 is recommended for tropospheric 

modelling in high accuracy applications (Kouba, 2008), and provides improved result 

especially in the height component (Heublein et al., 2014). 

 

 

 

6.4.1. Saastamoinen Model and Niell Mapping Function (NMF) 

 

One of the most popular models that has been used for a long time to 

compute tropospheric refraction was the model by Saastamoinen (1973) based 

on the laws associated with an ideal gas. Saastamoinen relies on the station’s 

height, latitude, zenith angle, surface temperature, surface pressure, and partial 

pressure of water vapour to model the tropospheric path delay 𝑇. In this 

model, Equation (6.2) has been rewritten as: 

 

𝑇 =
0.002277

cos𝑧
[𝑃 + (

1255

𝜏
+ 0.05) ∙ 𝑒 − tan2  𝑧]  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.6) 

 

where the pressure 𝑃 and the partial water vapour 𝑒 are given in millibars, the 

temperature 𝜏 in Kelvin, and the result is in meters. This model implicitly 

contains a mapping function to map zenith tropospheric delay (ZTD) to 

satellite at zenith angle 𝑧. Baueršíma (1983) proposed special correction terms 

𝐵 as a function of height at the observing site, and 𝛿𝑅 which depends on the 

station height and elevation of the satellite. Their value can be obtained from a 

lookup table. Equation (6.7) shows the modified equation. 

 

𝑇 =
0.002277

cos𝑧
[𝑃 + (

1255

𝜏
+ 0.05) ∙ 𝑒 − 𝐵 ∙ tan2  𝑧] + 𝛿𝑅 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.7) 

 

Within Bernese, only 𝐵-term correction is applied when using the 

Saastamoinen model. For any site where the meteorological data is available, 

tropospheric delay can be calculated directly using Equation (6.7). 

Unfortunately, no such information is observed at our sites. This is also true 
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for most of the other GNSS sites. For that reason, Dach et al. (2015) deduce 

the input value for pressure, temperature and partial water vapour from a 

standard atmosphere. The following height-dependent values, shown in 

Equation (6.8), are assumed. 

 

𝑃 = p
𝐻0
∙ (1 − 0.0000226 ∙ (𝐻 −𝐻0))

5.225
 

𝜏 = 𝜏𝐻0 − 0.0065 ∙ (𝐻 −𝐻0)                             ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.8) 

𝑟ℎ = 𝑟ℎ𝐻0 ∙ exp (−0.0006396 ∙ (𝐻 − 𝐻0)) 

 

where 𝑃, 𝜏 and 𝑟ℎ are pressure (millibar), temperature (Celsius), and humidity 

(%) at station height 𝐻, whereas p𝐻0 , 𝜏𝐻0  and 𝑟ℎ𝐻0 are the corresponding 

values at the reference height 𝐻0. Those reference parameters have been 

assigned to the value shown in Table 6.1. Following that, partial water 

vapour 𝑒 can be derived from the humidity using Equation (6.9), where the 

temperature 𝜏 is given in Kelvin. 

 

𝑒 =
𝑟ℎ

100
∙ exp (−37.2465+ 0.213166 ∙ 𝜏 − 0.000256908 ∙ 𝜏2) ∙∙∙∙∙∙∙∙∙∙∙ (6.9) 

 

 

Table 6.1: Reference values for height, pressure, temperature and relative 

humidity used in the Bernese software. 

Parameter Value 

Reference height 𝐻0 0 m 

Reference pressure p𝐻0  1013.25 mb 

Reference temperature 𝜏𝐻0  18°C 

Reference humidity 𝑟ℎ𝐻0 50% 

 

 

On the other hand, Niell Mapping Functions (NMF) use the zenith 

delays computed following the Saastamoinen model (similar as assigning the 

zenith distance 𝑧 in Equation (6.6) to zero), but applies a different mapping 

function. The coefficients for the mapping function are derived from the 

radiosonde observations in 1987 and 1988 at four different sites and three 

representative heights (Boehm, 2004). Therefore, they do not represent actual 

and highly variable weather patterns. In the case of dry part of the delay, the 

coefficients 𝑎, 𝑏, and 𝑐 in Equation (6.5) are determined as follows: 
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𝑎𝑑𝑟𝑦(𝜑, 𝐷𝑜𝑌) = 𝑎𝑎𝑣𝑔(𝜑) + 𝑎𝑎𝑚𝑝 (𝜑) ∙ sin (2𝜋 ∙
𝐷𝑜𝑌 − 𝐷𝑜𝑌0
365.25

) 

𝑏𝑑𝑟𝑦(𝜑, 𝐷𝑜𝑌) = 𝑏𝑎𝑣𝑔(𝜑) + 𝑏𝑎𝑚𝑝 (𝜑) ∙ sin (2𝜋 ∙
𝐷𝑜𝑌 −𝐷𝑜𝑌0
365.25

)  ∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.10) 

𝑐𝑑𝑟𝑦(𝜑, 𝐷𝑜𝑌) = 𝑐𝑎𝑣𝑔(𝜑) + 𝑐𝑎𝑚𝑝(𝜑) ∙ sin (2𝜋 ∙
𝐷𝑜𝑌 − 𝐷𝑜𝑌0
365.25

) 

 

where the value for 𝑎𝑎𝑣𝑔 , 𝑏𝑎𝑣𝑔 , 𝑐𝑎𝑣𝑔 , 𝑎𝑎𝑚𝑝 , 𝑏𝑎𝑚𝑝  and 𝑐𝑎𝑚𝑝  at a site latitude 𝜑 

are linearly interpolated from Table 6.2, whereas DoY being the analysed 

day-of-year and DOY0 equalling to either 28 in the case of northern 

hemisphere, or 211 for the southern hemisphere. In addition, a correction term 

∆𝑚𝑓𝑑𝑟𝑦 to account for height at the observing site, for which the delay is 

calculated, has to be added within the modelled dry delay. This correction 

term is calculated using Equation (6.11). 

 

∆𝑚𝑓𝑑𝑟𝑦 = 𝐻 ∙ (
1

𝑠𝑖𝑛 𝜀
− 𝑓(𝜀, 𝑎𝐻, 𝑏𝐻 , 𝑐𝐻))  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.11) 

 

where 𝑎𝐻, 𝑏𝐻 , and 𝑐𝐻 are given in Table 6.3, 𝐻 is the site height in 

kilometres, and 𝜀 is the elevation angle of the satellite. These computations are 

made within the module s_NMFDRY.f of Bernese software. 

 

Table 6.2: Coefficients of the dry NMF as a function of site latitude 𝜑, according 

to Boehm (2004). 

 φ = 15° φ = 30° φ = 45° φ = 60° φ = 75° 

𝑎𝑎𝑣𝑔  1.2769934·10-3 1.2683230·10-3 1.2465397·10-3 1.2196049·10-3 1.2045996·10-3 

𝑏𝑎𝑣𝑔  2.9153695·10-3 2.9152299·10-3 2.9288445·10-3 2.9022565·10-3 2.9024912·10-3 

𝑐𝑎𝑣𝑔  62.610505·10-3 62.837393·10-3 63.721774·10-3 63.824265·10-3 64.258455·10-3 

𝑎𝑎𝑚𝑝  0.0 1.2709626·10-5 2.6523662·10-5 3.4000452·10-5 4.1202191·10-5 

𝑏𝑎𝑚𝑝  0.0 2.1414979·10-5 3.0160779·10-5 7.2562722·10-5 11.723375·10-5 

𝑐𝑎𝑚𝑝  0.0 9.0128400·10-5 4.3497037·10-5 84.795348·10-5 170.37206·10-5 

 

 

Table 6.3: Coefficients for the height correction of dry NMF, according to  

Boehm (2004). 

𝑎𝐻  𝑏𝐻  𝑐𝐻  

2.53·10-5 5.49·10-3 1.14·10-3 
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Likewise, the wet NMF is also based on the Marini continued fraction 

form shown in Equation (6.5). A height correction is not necessary in this 

case, and the coefficients 𝑎, 𝑏, and 𝑐 can be interpolated linearly from 

Table 6.4. 

 

Table 6.4: Coefficients of the wet NMF as a function of site latitude 𝜑, according 

to Boehm (2004). 

 φ = 15° φ = 30° φ = 45° φ = 60° φ = 75° 

𝑎 5.8021897·10-4 5.6794847·10-4 5.8118019·10-4 5.9727542·10-4 6.1641693·10-4 

𝑏 1.4275268·10-3 1.5138625·10-3 1.4572752·10-3 1.5007428·10-3 1.7599082·10-3 

𝑐  4.3472961·10-2 4.6729510·10-2 4.3908931·10-2 4.4626982·10-2 5.4736038·10-2 

 

 

Regardless of any mapping function or model selected, the 

tropospheric delay is usually addressed in GPS by introducing a model to 

represent the dry delay and estimating the wet component using least square 

estimation (LSE) of the observations data (Boehm et al., 2006). This strategy 

is employed owing to the difficulty in the precise modelling of partial water 

vapour. Separating tropospheric delay to its respective dry and wet 

components is achieved by setting the relative humidity to zero, which yields a 

partial pressure of water vapour 𝑒 = 0. According to Saastamoinen model 

shown in Equation (6.7), the respective dry and wet component of the delay 

can be represented by Equation (6.12). 

 

𝑇𝑑𝑟𝑦 =
0.002277

cos𝑧
∙ (𝑃 −𝐵 ∙ tan2  𝑧) 

𝑇𝑤𝑒𝑡 =
0.002277

cos𝑧
∙ [(
1255

𝜏
+ 0.05) ∙ 𝑒]  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.12) 

 

where: 

 𝑇𝑑𝑟𝑦 is the dry component of the tropospheric path delay. 

 𝑇𝑤𝑒𝑡 is the wet component of the tropospheric path delay. 

 𝑧 is the satellite’s zenith distance. 

 𝑃 is the pressure in millibar. 

 𝜏 is the temperature in Celsius. 

 𝑒 is the partial water vapour in millibar. 

 𝐵 is the correction term as a function of height at the observing site 

from a lookup table. 
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6.4.2. Vienna Mapping Function-1 (VMF-1) 

 

In the previous section, Saastamoinen model and NMF have been 

introduced for tropospheric modelling in GPS. The former relies on the 

assumption of standard atmosphere to deduce the input value for pressure, 

temperature, and partial water vapour, following height-dependent values as 

described in Equation (6.8). The latter, although it takes into account 

variations of the troposphere with respect to latitude and DoY (see Equation 

(6.10)), was derived from limited radiosonde observations. Indeed, other 

models are available within the Bernese software, such as Hopfield (Hopfield, 

1969) and Global Mapping Function (GMF) (Boehm et al., 2007). 

Nevertheless, they are also based on empirical values, thus, not truly 

representing the real state of the troposphere. On the contrary, VMF-1 

described in Boehm et al. (2006) refers to the tropospheric delays from a direct 

ray-tracing through Numerical Weather Models (NWMs). Therefore, it should 

represent tropospheric delays more accurately and is recommended for precise 

applications (Kouba, 2008). 

 

Implementation of VMF-1 within Bernese requires an additional file 

containing all necessary parameters from the ray-tracing to be provided. This 

file is produced at every six hours interval, which is the usual time resolution 

for the ECMWF data. Therefore, four files are produced each day. These files 

are provided by the Vienna University of Technology and are accessible 

through the following link. 

 

http://ggosatm.hg.tuwien.ac.at/DELAY/GRID/VMFG   (accessed 25.10.2016) 

 

For any observation dates and times, the corresponding VMF-1 files can be 

retrieved based on the following naming convention: VMFG_yyyymmdd.Hss, 

where: 

 

yyyy year 

mm month 

dd day 

ss 00, 06, 12, or 18 for each of the four six-hours files 

 

Processing the daily data using Bernese requires merging five of these 

six-hour files to obtain a single file, i.e. VMF_yyyyDoY.GRD, for a particular 

DoY. This means that four files of the day itself are merged with the first file 

(ss = 00) of the following day. The author has developed an in-house tool as 

part of this research to automate the processes of data download and files 

merging. Bernese does not require the headers to be removed during file 

concatenation. The structure of the VMF-1 file is given in Figure 6.2. In the 

first two columns, the grid points are defined by their respective latitude and 
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longitude, with a resolution of 2° and 2.5°, respectively. The next two columns 

provide the dry coefficients 𝑎 and the wet coefficients 𝑎 for the Marini 

continued fraction (refer to Equation (6.5)). Finally, in the last two columns, 

the value for zenith dry (𝑇𝑑𝑟𝑦
𝑧𝑒𝑛𝑖𝑡ℎ) and zenith wet delays (𝑇𝑤𝑒𝑡

𝑧𝑒𝑛𝑖𝑡ℎ) at the grid 

points are given. 

 

 

Figure 6.2: Structure of the VMF-1 file. The first seven rows are the header of the 

file (begin with the symbol “!”). The first two columns are the latitudes and 

longitudes of the grid with 2° and 2.5° resolution, respectively. The next two column 

provide the coefficient 𝑎 for the dry and wet delays, whereas the last two column are 

the zenith delay for dry and wet from the ray tracing. 

 

 

Notice that only coefficient 𝑎 for dry and wet are given in the file. This 

is because the coefficient 𝑏 for dry (𝑏𝑑𝑟𝑦) is kept constant at 0.0029, whereas 

the coefficient 𝑐 for dry (𝑐𝑑𝑟𝑦) can be computed using the following formula 

(Boehm et al., 2006). 

 

𝑐𝑑𝑟𝑦 = 𝑐0 + [(cos(
𝐷𝑜𝑌 − 28

365
∙ 2𝜋 + ψ) + 1) ∙

𝑐10
2
+ 𝑐10]

∙ (1 − cos𝜑) ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.13) 

 

The value for 𝑐0, 𝑐10, 𝑐10 and ψ in the equation are taken from the Table 6.5. 

Likewise, the value for coefficient 𝑏 and 𝑐 for wet mapping function are fixed 

at 0.00146 and 0.04391, respectively. Boehm et al. (2006) suggested that their 

values are not significant as the zenith wet delays are smaller by a factor of 

~10 than the zenith dry delays. Those adopted values are the same as the 

coefficients used in NMF at 45° latitude. 
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Table 6.5: Coefficients for the determination of 𝑐𝑑𝑟𝑦 in VMF-1, according to 

(Boehm et al. 2006). 

 Northern Hemisphere Southern Hemisphere 

𝑐0 0.062 0.062 

𝑐10 0.001 0.002 

𝑐11 0.005 0.007 

ψ 0 π 

 

 

Since the parameters from the VMF-1 files are given in gridded 

coordinates, spatial interpolation is required to obtain the respective value at 

station’s position. Bernese uses bilinear interpolation as shown in Figure 6.3 

based on the value at four grid corners. Following the same notation used in 

the figure, Equation (6.14) describes the interpolation steps. Likewise, linear 

interpolation in time is made to acquire the value at the observation epoch 

based on the value of six hours interval as shown in Equation (6.15). 

 

𝑎13 =
𝛿𝜑 ∙ (𝑎3 − 𝑎1)

∆𝜑
+ 𝑎1 

𝑎24 =
𝛿𝜑 ∙ (𝑎4 −𝑎2)

∆𝜑
+ 𝑎2 

𝑎𝑠𝑖𝑡𝑒 =
(∆𝜆 − 𝛿𝜆) ∙ (𝑎13 −𝑎24)

∆𝜆
+ 𝑎13  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.14) 

𝑎𝑠𝑖𝑡𝑒,𝑡𝑜𝑏𝑠 = 𝑎𝑠𝑖𝑡𝑒,𝑡1 +
𝑡𝑜𝑏𝑠 − 𝑡1
𝑡2 − 𝑡1

∙ (𝑎𝑠𝑖𝑡𝑒,𝑡2 − 𝑎𝑠𝑖𝑡𝑒,𝑡1) ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.15) 

 

where: 

 𝜆𝑠𝑖𝑡𝑒 and 𝜑𝑠𝑖𝑡𝑒 are the site latitude and longitude. 

 𝑎1, 𝑎2, 𝑎3 and 𝑎4 are the value at four corners of the grid. 

 ∆𝜆 and ∆𝜑 are the grid spacing in latitude and longitude, correspond to 

2° and 2.5°, respectively. 

 𝛿𝜑 is the different in latitude between site and top-left corner of the 

grid. 

 𝛿𝜆 is the different in longitude between the site and top-left corner of 

the grid. 

 𝑎𝑠𝑖𝑡𝑒  is the value at site coordinate after spatial interpolation. 

 𝑎𝑠𝑖𝑡𝑒,𝑡1 is the value at site coordinate after spatial interpolation at time 

𝑡1, correspond to the first epoch of the VMF-1 file. Similarly, 𝑎𝑠𝑖𝑡𝑒,𝑡2 is 

the value at time 𝑡2 in the subsequent epoch, separated by six hours 

interval. 

 𝑎𝑠𝑖𝑡𝑒,𝑜𝑏𝑠  is the value at site coordinate at observation time 𝑡𝑜𝑏𝑠  after 

spatial and temporal interpolations. 
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Figure 6.3: Bilinear interpolation on the grid for VMF-1 coefficients. 

 

 

Following these interpolations, the complete form of dry and wet 

mapping functions can be retrieved by applying the coefficients 𝑎, 𝑏, and 𝑐 to 

Equation (6.5). It should be noted that these values are referred to grid height, 

which is given in a file accessible from the following link: 

 

http://ggosatm.hg.tuwien.ac.at/DELAY/GRID/orography_ell 

(accessed 25.10.2016) 

 

Therefore, an adjustment is necessary to acquire the corrected value at the 

station height, i.e. above ellipsoid. While this change can be neglected for the 

wet mapping function (Boehm et al., 2006), it should be applied to the dry 

mapping function as well as to the interpolated zenith dry and zenith wet 

delays. Correction for the dry mapping function is made after Niell (1996), 

and the final dry mapping function 𝑀𝐹𝑑𝑟𝑦,𝑒𝑙𝑙  can be calculated using 

Equation (6.16). 

 

𝑀𝐹𝑑𝑟𝑦,𝑒𝑙𝑙 =

(

 
 1

sin 𝐸
−

1 +
𝑎

1 +
𝑏

1 + 𝑐

sin 𝐸 +
𝑎

sin 𝐸 +
𝑏

sin 𝐸 + 𝑐)

 
 
∙ 𝐻𝑠𝑖𝑡𝑒,𝑒𝑙𝑙  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.16) 
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where 𝐸 is the elevation angle of satellite, coefficients 𝑎, 𝑏, and 𝑐 are defined 

as constant at 0.0000253, 0.00549 and 0.00114, and 𝐻𝑠𝑖𝑡𝑒,𝑒𝑙𝑙 is the station’s 

height above ellipsoid in kilometre. Meanwhile, the final zenith dry T𝑑𝑟𝑦,𝑒𝑙𝑙
𝑧𝑒𝑛𝑖𝑡ℎ  

and zenith wet T𝑤𝑒𝑡,𝑒𝑙𝑙
𝑧𝑒𝑛𝑖𝑡ℎ  delays can be estimated using Equation (6.17) and 

Equation (6.18), respectively. 

 

T𝑑𝑟𝑦,𝑒𝑙𝑙
𝑧𝑒𝑛𝑖𝑡ℎ = T𝑑𝑟𝑦,grid

𝑧𝑒𝑛𝑖𝑡ℎ ∙
(1 − 2.26 ∙ 10−5 ∙ 𝐻𝑠𝑖𝑡𝑒,𝑒𝑙𝑙)

5.225

(1 − 2.26 ∙ 10−5 ∙ 𝐻𝑠𝑖𝑡𝑒,𝑔𝑟𝑖𝑑)
5.225

∙
1 − 0.00266 ∙ cos2φ − 0.28 ∙ 10−6 ∙ 𝐻𝑠𝑖𝑡𝑒,𝑔𝑟𝑖𝑑
1 − 0.00266 ∙ cos2φ − 0.28 ∙ 10−6 ∙ 𝐻𝑠𝑖𝑡𝑒,𝑒𝑙𝑙

 ∙∙∙∙∙∙∙∙∙∙∙∙ (6.17) 

 

T𝑤𝑒𝑡,𝑒𝑙𝑙
𝑧𝑒𝑛𝑖𝑡ℎ = T𝑤𝑒𝑡,𝑔𝑟𝑖𝑑

𝑧𝑒𝑛𝑖𝑡ℎ ∙ 𝑒−
(𝐻𝑠𝑖𝑡𝑒 ,𝑒𝑙𝑙−𝐻𝑠𝑖𝑡𝑒,𝑔𝑟𝑖𝑑 )

2000  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.18) 

 

where: 

 T𝑑𝑟𝑦,grid
𝑧𝑒𝑛𝑖𝑡ℎ  is the interpolated zenith dry delay on grid height, obtained 

from Equations (6.14) and (6.15). 

 T𝑤𝑒𝑡,𝑔𝑟𝑖𝑑
𝑧𝑒𝑛𝑖𝑡ℎ  is the is the interpolated zenith wet delay on grid height, 

obtained from Equations (6.14) and (6.15). 

 𝐻𝑠𝑖𝑡𝑒,𝑒𝑙𝑙 is the site height above ellipsoid. 

 𝐻𝑠𝑖𝑡𝑒,𝑔𝑟𝑖𝑑  is the interpolated grid height, obtained from 

Equation (6.14). 

 φ is the latitude of the station. 

 T𝑑𝑟𝑦,𝑒𝑙𝑙
𝑧𝑒𝑛𝑖𝑡ℎ  is the zenith dry delay at the station height, above ellipsoid. 

 T𝑤𝑒𝑡,𝑒𝑙𝑙
𝑧𝑒𝑛𝑖𝑡ℎ  is the zenith wet delay at the station height, above ellipsoid. 

 

 

Since no comparable approach exists for the conversion of wet delays 

at different heights, Kouba (2008) deduces Equation (6.18) from the average 

differences between the zenith wet delay at an observing site (about 1100 m 

above the mean grid height) and the values of the zenith wet delay at the mean 

grid heights, assuming an exponential decay. Alternatively to the gridded 

VMF-1, site-dependent VMF-1 are also available for selected IGS stations. 

Although the gridded coefficients are interpolated within sparse grids  

(i.e. 2° in latitude and 2.5° in longitude), their comparison with the site-

dependent VMF-1 shows an excellent agreement. Kouba (2008) found the 

RMS of their difference is at the level of 1 × 10−6 and 2 × 10−5 in term of 

coefficients 𝑎𝑑𝑟𝑦 and 𝑎𝑤𝑒𝑡 , respectively. Table 6.6 below listed all modules 

within Bernese involved in the VMF-1 computations. 
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Table 6.6: Modules in Bernese for the computation of VMF-1. 

Module Description 

d_grid  Bilinear interpolation to obtain the value at the 

station coordinate based on the value at four grid 
corners. 

 Linear interpolation in time to obtain the value at the 
observation epoch. 

s_vmf1_ht  Compute the complete mapping function for dry and 

wet delays at grid height, based on the interpolated 
value of coefficient 𝑎 from the VMF-1 file. 

 Height correction for the dry mapping function. 

f_vmf1ell  Correct the zenith delays provided by the VMF-1, 

from the grid to station’s heights. 

 

 

 

6.4.3. Precise Point Positioning (PPP) and Double-Difference (DD) 

 

Two processing strategies in GPS for accurate positioning are PPP and 

DD. When dealing with troposphere, both strategies share a common practice 

which is to model for the dry delay and estimate the wet delay through LSE. 

Going down to satellites at low elevation angles, azimuthal asymmetry of the 

local troposphere at an observation site becomes more and more important and 

must be accounted for. Estimating horizontal tropospheric gradients along 

with the wet component of the delays is a common way to cope with these 

asymmetries. Rothacher et al. (1998) and Meindl et al. (2004) found 

considerable improvements in the coordinate repeatability by adopting this 

method. Interested readers are referred to Meindl et al. (2004) for a more 

detailed description about horizontal tropospheric gradients. 

 

In Chapter 4, it has been shown that troposphere is one of the 

components that affect GPS signals, both in code and phase measurements. 

The tropospheric refraction term 𝑇𝑘
𝑖, discussed previously, can be expanded 

further into four components, shown in Equation (6.19) (Dach et al., 2015). 

The first term represents the a priori model used in the processing, normally 

associated with the dry component of the delay. The second term is the 

estimated value, corresponding to the wet component of the delay, whereas the 

third and fourth terms are horizontal gradient in north and east components, 

respectively. 
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𝑇𝑘
𝑖(𝑡,𝐴𝑘

𝑖 , 𝑧𝑘
𝑖 ) = 𝑀𝐹𝑑𝑟𝑦(𝑡,𝑧𝑘

𝑖 ) ∙ 𝑇𝑑𝑟𝑦,𝑘
𝑧𝑒𝑛𝑖𝑡ℎ +𝑀𝐹𝑤𝑒𝑡 (𝑡, 𝑧𝑘

𝑖 ) ∙ 𝑇𝑤𝑒𝑡,𝑘
𝑧𝑒𝑛𝑖𝑡ℎ +

𝜕𝑀𝐹

𝜕𝑧

∙ cos𝐴𝑘
𝑖 ∙ 𝑇𝑘

𝑛𝑜𝑟𝑡ℎ +
𝜕𝑀𝐹

𝜕𝑧
∙ sin 𝐴𝑘

𝑖 ∙ 𝑇𝑘
𝑒𝑎𝑠𝑡  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.19) 

 

where: 

 𝑇𝑘
𝑖 is the total tropospheric path delay between station 𝑘 and satellite 𝑖. 

 𝑡 is the observation time. 

 𝑧𝑘
𝑖  and 𝐴𝑘

𝑖  are the zenith and azimuth of satellite 𝑖 observed from 

station 𝑘. 

 𝑀𝐹𝑑𝑟𝑦 is the mapping function to map the zenith dry delay 𝑇𝑑𝑟𝑦,𝑘
𝑧𝑒𝑛𝑖𝑡ℎ to 

satellite direction. Together, these two terms represent dry component 

of the delay. 

 𝑀𝐹𝑤𝑒𝑡  is the mapping function for wet delay. 

 
𝜕𝑀𝐹

𝜕𝑧
 is the partial derivative of the mapping function with respect to 

zenith distance. 

 𝑇𝑤𝑒𝑡,𝑘
𝑧𝑒𝑛𝑖𝑡ℎ is the zenith wet delay at station 𝑘, estimated in LSE. 

 𝑇𝑘
𝑛𝑜𝑟𝑡ℎ is the tropospheric gradient in north, estimated in LSE. 

 𝑇𝑘
𝑒𝑎𝑠𝑡  is the tropospheric gradient in east, estimated in LSE. 

 

 

When dealing with the troposphere in PPP, Equation (6.19) is applied 

directly to each satellite tracked in the observation. For 𝑛 number of satellites, 

there will be 2 × 𝑛 equations at a certain epoch, which are the ionosphere-free 

linear combination (formed between L1 and L2 frequencies) for code and 

phase measurements (Hofmann-Wellenhof et al., 2008). For zero difference 

processing between a receiver and a satellite 𝑖, usually eight parameters are 

estimated in total, i.e. satellite position X, Y and Z in the Earth-centered Earth-

fixed (ECEF) coordinate system, receiver clock offset, wet component of the 

troposphere, horizontal tropospheric gradients in north and east, and phase 

ambiguity between the receiver and satellite 𝑖 (assuming no cycle slip in the 

data). With additional satellite 𝑗 in view, another parameter is added to the list, 

which is the phase ambiguity between the receiver and satellite 𝑗. Estimation 

of troposphere (represents wet component of the delay) using PPP in this 

research is made at one hour interval. Likewise, the tropospheric gradient 

parameters are determined twice per day (beginning and end) using the model 

described in Chen and Herring (1997). Their value at every hour is estimated 

linearly. Although the receiver clock offset is estimated at every epoch, their 

value is not of particular interest in this research. The presence of fractional 

cycle bias for satellite and receiver prevents a straight forward approach for 

ambiguity resolution. No attempt is made to fix the ambiguities to their integer 

value, and the estimation of troposphere is based on float solutions.  
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On the other hand, DD strategy uses differencing between observations 

to solve for the parameters. Considering two receivers 𝑘 and 𝑙, that track two 

satellites 𝑖 and 𝑗, it is not difficult to prove that Equation (6.19) can be 

rewritten as follows, neglecting the third and fourth terms for simplicity: 

 

∆𝑇𝑘,𝑙
𝑖,𝑗(𝑡, 𝑧𝑘,𝑙

𝑖,𝑗) = [𝑀𝐹𝑑𝑟𝑦(𝑡, 𝑧𝑙
𝑗)− 𝑀𝐹𝑑𝑟𝑦(𝑡, 𝑧𝑙

𝑖)] ∙ 𝑇𝑑𝑟𝑦,𝑙
𝑧𝑒𝑛𝑖𝑡ℎ

− [𝑀𝐹𝑑𝑟𝑦(𝑡, 𝑧𝑘
𝑗
)+ 𝑀𝐹𝑑𝑟𝑦(𝑡, 𝑧𝑘

𝑖 )] ∙ 𝑇𝑑𝑟𝑦,𝑘
𝑧𝑒𝑛𝑖𝑡ℎ

+ [𝑀𝐹𝑤𝑒𝑡(𝑡, 𝑧𝑙
𝑗) − 𝑀𝐹𝑤𝑒𝑡 (𝑡, 𝑧𝑙

𝑖)] ∙ 𝑇𝑤𝑒𝑡,𝑙
𝑧𝑒𝑛𝑖𝑡ℎ

− [𝑀𝐹𝑤𝑒𝑡(𝑡, 𝑧𝑙
𝑗) + 𝑀𝐹𝑤𝑒𝑡 (𝑡, 𝑧𝑙

𝑖)] ∙ 𝑇𝑤𝑒𝑡,𝑘
𝑧𝑒𝑛𝑖𝑡ℎ  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.20) 

 

where: 

 ∆𝑇𝑘,𝑙
𝑖,𝑗

 is the DD total tropospheric path delay between satellite 𝑖 and 𝑗, 

and receiver 𝑘 and 𝑙. 

 𝑡 is the observation time. 

 𝑧𝑘
𝑖  is the zenith distance of satellite 𝑖 observed from station 𝑘. The 

same notation is used to represent zenith distance for station 𝑙 and 

receiver 𝑗. 

 𝑀𝐹𝑑𝑟𝑦 is the dry mapping function to map the zenith dry delay 𝑇𝑑𝑟𝑦
𝑧𝑒𝑛𝑖𝑡ℎ 

to satellite elevation angle. Together, these two terms represent the dry 

component of the delay. 

 𝑀𝐹𝑤𝑒𝑡  is the mapping function to map the wet delay from satellites to 

zenith directions. 

 𝑇𝑤𝑒𝑡
𝑧𝑒𝑛𝑖𝑡ℎ is the zenith wet delay, estimated in LSE. 

 

 

The first two terms of Equation (6.20) can be computed directly from 

the chosen model, whereas the zenith wet delay is estimated for station 𝑘 and 

𝑙, based on the difference in their mapping functions. The equation can be 

simplified further as shown in Equation (6.21). 

 

∆𝑇𝑘,𝑙
𝑖,𝑗(𝑡, 𝑧𝑘,𝑙

𝑖,𝑗) = ∆𝑇𝑘,𝑙
𝑖,𝑗(𝑡, 𝑧𝑘,𝑙

𝑖,𝑗)
𝑑𝑟𝑦

+ [𝑀𝐹𝑤𝑒𝑡 (𝑡, 𝑧𝑙
𝑗) −𝑀𝐹𝑤𝑒𝑡 (𝑡, 𝑧𝑙

𝑖)] ∙ 𝑇𝑤𝑒𝑡,𝑙
𝑧𝑒𝑛𝑖𝑡ℎ

− [𝑀𝐹𝑤𝑒𝑡(𝑡, 𝑧𝑙
𝑗
) + 𝑀𝐹𝑤𝑒𝑡 (𝑡, 𝑧𝑙

𝑖)] ∙ 𝑇𝑤𝑒𝑡,𝑘
𝑧𝑒𝑛𝑖𝑡ℎ  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.21) 

 

where ∆𝑇𝑘,𝑙
𝑖,𝑗(𝑡, 𝑧𝑘,𝑙

𝑖,𝑗)
𝑑𝑟𝑦

 represents the DD dry tropospheric delay taken from a 

model. For two stations that track 𝑛 number of satellites simultaneously, there 

will be (𝑛 − 1) × 2 independent observations, which are the DD made on the 

ionosphere-free linear combination for all satellites with respect to a reference 

satellite (1 for code and 1 for phase measurements). Normally, the satellite at 

the highest elevation angle is selected as the reference (Hofmann-Wellenhof et 

al., 2008). Although the number of observation is less than one could achieve 
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using PPP, DD has some other benefits that are difficult to accomplish 

otherwise, the first being the cancelation of fractional cycle biases for the 

satellite and receiver during the differencing process. Furthermore, receiver 

clock offsets are also neutralised, ensuing a higher chance of ambiguities 

resolution. As a result, only six parameters are estimated in total (as opposed 

to eight in PPP) if the first station is held fixed as a reference, namely position 

of the second station X, Y and Z in ECEF, wet component of the troposphere, 

and tropospheric gradients in north and east. With more satellites in view, no 

additional parameter is introduced. 

 

The scripts developed by the author in Bernese employed a more 

sophisticated approach for modelling the troposphere, which is based on 

network processing rather than a simple baseline processing described above. 

The normal equation for each baseline is saved without introducing any 

reference station. The final estimation is carried out using a minimum 

constraint condition, imposed on the geometry of a set of reference frame 

sites. These sites, which are included in the DD processing, are continuously 

being monitored and represent the core sites in the realisation of International 

Terrestrial Reference Frame (ITRF). Furthermore, their coordinate from the 

LSE is checked against their derived coordinates, after applying velocity, 

using Helmert transformation. Any reference station with high residual value 

is excluded in the next run until all stations are accepted. This strategy ensures 

that no errors result from the wrong selection of reference station(s), as could 

be the case for conventional DD processing. The geometry of the network can 

be constrained by the following parameters (Dach et al., 2015): 

 

i. Translation in X, Y and Z. 

ii. Rotation in X, Y and Z. 

iii. Scale. 

 

The troposphere in DD processing is estimated at the one-hour interval, 

whereas the tropospheric gradients are estimated twice per day, as is the case 

for PPP. The estimation is made by three no-net-translation conditions 

imposed on a set of reference sites.  

 

It is worth noting the differences between PPP and DD in terms of 

their tropospheric estimation. The former is based on a straightforward 

relationship between the satellites and the receiver. Therefore, precise 

modelling of satellites orbits and clocks, as well as all other models such as 

antennas phase centre, ocean tide loading, solid earth tide, and atmospheric 

pressure, play a significant role in the determination of troposphere. 

Furthermore, the quality of the estimation could be degraded by the presence 

of ambiguity, if not correctly solved. In contrast, DD benefits from the 

differencing made between observations to cancel common errors in the 
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satellites and receivers, thus attaining higher possibility for ambiguity 

resolution. The tropospheric estimation, however, is based on a constraint 

imposed on the geometry of the network. Usually, the troposphere is regarded 

as a by-product of coordinates. Therefore, any imprecision in the coordinate 

estimation will also reflect on the quality of the estimated troposphere. Both 

troposphere estimations using PPP and DD techniques are tested in this 

research, and their results are in discussed in the next section. 

 

Bernese produces a troposphere file with extension *.TRP upon 

successful processing of each session (i.e. daily result as in this research). This 

file contains, among others, the a priori model used for the processing, site-

specific troposphere parameters (associated with the wet component of the 

delay), and horizontal tropospheric gradients. An example is given in 

Figure 6.4a, along with the definition of each element in the file, as shown in 

Figure 6.4b. The header summarises selected options for the a priori model, 

mapping function, gradient model, minimum elevation, and the temporal 

sampling interval. The first eight columns represent the name of the observing 

site, a flag marking the estimated coordinates depending on the modifying 

program, and the respective date and time for which the parameters have been 

computed. The following eight columns give values of the a priori model (i.e. 

MOD_U) and the site-specific parameters (i.e. CORR_U) in the zenith 

direction, as well as horizontal gradients in North (i.e. CORR_N) and East (i.e. 

CORR_E). The sum of MOD_U and CORR_U is written to the column 

TOTAL_U. Standard deviations SIGMA_U, SIGMA_N, and SIGMA_E for 

the respective values of the site-specific troposphere parameters, and the 

horizontal gradients are also specified. All values are given in metres. The a 

priori model is introduced as exact into the computations and therefore does 

not contribute to the standard deviation given in the troposphere files.  

 

An in-house tool has been developed by the author to extract and plot 

the data from Bernese *.TRP files. Figure 6.5 shows the variation of the 

troposphere at PRTS station from DoY 1 to DoY 3 in 2007. The data is 

processed using DD and VMF-1 for the tropospheric modelling. Notice the 

trend of the dry delay changes at 6 hours interval, as it is computed based on 

the parameters in the VMF-1 files. The files are produced at 6 hours interval. 

Linear interpolation in time is made according to the sampling configured in 

the processing, i.e. every one hour. The value is then introduced into 

Equation (6.21), and the wet component, as well as the horizontal tropospheric 

gradients, are estimated from the observations. The wet component can be 

regarded as a correction to the selected model. Nevertheless, some errors from 

the model inaccuracy could be propagated to the estimated coordinate, most 

notably in the height component (Kouba, 2008). Heublein et al. (2014) 

suggested that some part of the troposphere remains in the observations 

residual. However, that aspect is not investigated in this research. 
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(a) (b) 

Figure 6.4: Tropospheric estimation using the Bernese software. A model that represent the dry component is introduced, whereas the wet 

component and horizontal tropospheric gradients are estimated from the observations. (a) Header and the first few lines of a Bernese *.TRP file. 

The header summarises selected options for the a priori model, mapping function, gradient model, minimum elevation, and the temporal 

sampling interval. The first eight columns represent the name of the station, a flag marking the estimated coordinates depending on the 

modifying program, and respective date and time for which the parameters have been computed. The following eight columns give values of the 

a priori model (i.e. MOD_U) and the site-specific parameters (i.e. CORR_U) in the zenith direction, as well as the horizontal gradients in North 

(i.e. CORR_N) and East (i.e. CORR_E). The sum of MOD_U and CORR_U is written to the column TOTAL_U. Standard deviations 

SIGMA_U, SIGMA_N, and SIGMA_E for the respective values of the site-specific troposphere parameters, and the horizontal gradients are also 

specified. All values are given in metre. (b) Representation of the tropospheric components from the Bernese *.TRP file. 
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Figure 6.5: Troposphere estimate at PRTS station for DoY 1 - 3 (2007). DD 

processing strategy is employed using VMF-1 for the tropospheric modelling. Notice 

the trend of the dry delay changes at 6 hours interval owing to the temporal resolution 

of the VMF-1 file. Linear interpolation in time is applied to obtain the value at every 

hour. Following that, the wet component is estimated from the observations. 

 

 

 

6.4.4. Results and Discussion 

 

Discussion on the results of tropospheric estimations will begin by 

comparing the estimated troposphere between PPP and DD. For simplicity, 

only VMF-1 is utilised for the tropospheric modelling as in theory, it should 

represent real states of troposphere better than any empirical models (Kouba, 

2008; Heublein et al., 2014). Comparisons are made in terms of ZTD since the 

two techniques differ in their estimated wet delays, which also represents a 

correction to the model introduced in the processing (refer to Section 6.4.3 for 

the discussion). Figure 6.6 shows the plots of the comparison made on eight 

MyRTKnet stations between the year 2007 and 2011.  
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Figure 6.6: Comparison between the estimated ZTD from PPP and DD for eight 

MyRTKnet stations (2007 - 2011). 
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Figure 6.6: Comparison between the estimated ZTD from PPP and DD for eight 

MyRTKnet stations (2007 - 2011) (continue). 
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It can be seen that both ZTDs from PPP and DD, in general, agreed 

reasonably well with each other. Some outliers are present in the results, for 

example, seen at JHJY station in the year 2008. Upon investigation, it is found 

that those outliers are attributed from bad data quality on that day as shown in 

Figure 6.7. There were sparse data recorded on L2 frequency, thus limiting the 

number of ionosphere-free linear combinations that can be formed. This in 

turn, substantially affected the estimated troposphere. After removing outliers 

exceeding three times the standard deviation, the two estimations agreed 

within 4 mm standard deviation for all eight stations. 

 

 

Figure 6.7: RINEX data at JHJY station on 3 September 2008. Notice the sparse 

data recorded on L2 frequency that limits the number of ionosphere-free linear 

combination that can be formed. 

 

 

 



. 153 . 

ZTDs from CODE are used as the reference to determine the most 

precise technique for troposphere estimation. CODE is one of the IGS analysis 

centres that contribute to the realisation of ITRF. Their final troposphere is 

estimated from the three-day long-arc solutions (Dach et al., 2016). Since their 

troposphere is estimated at two-hour intervals, the ZTDs from the PPP and DD 

estimations have been resampled to that resolution. The comparison is made 

on 14 IGS stations, which are included in the processing. The results are 

summarised in Table 6.7, and the corresponding plots are attached as 

Appendix C. 

 

Table 6.7: Comparison between the ZTDs from PPP and DD processing with 

respect to ZTDs from CODE. 

Station 

DD PPP 

Average 

(mm) 

Std. Deviation 

(mm) 

Average 

(mm) 

Std. Deviation 

(mm) 

ALIC 2 5 1 5 

BAKO 1 6 0 7 

COCO 0 5 0 7 

DARW 0 5 0 7 

HYDE 1 4 1 5 

KARR 0 5 1 7 

LHAZ 1 4 0 6 

NTUS 0 4 1 6 

PERT -1 7 1 9 

PIMO 1 8 4 10 

SHAO 1 5 2 6 

TWTF 0 5 1 6 

WUHN 1 7 1 9 

YAR2 0 6 0 8 

 

 

It can be concluded from the table that ZTDs from DD attained smaller 

deviation than PPP. Lower standard deviations observed in DD, as compared 

to PPP, indicate a better agreement with CODE. Next, one-year data in 2008 is 

used to investigate the improvement from using a model based on a direct ray-

tracing through NWM (i.e. VMF-1) as opposed to an empirical model 

(i.e. Saastamoinen model and NMF). Figure 6.8 shows the variations of the 

troposphere in dry, wet and combined components, made using DD processing 

strategy and NMF for the tropospheric modelling. The corresponding results 

using VMF-1 are shown in Figure 6.9. Their statistical results are summarised 

in Table 6.8. 
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Figure 6.8: Tropospheric estimation using NMF. All delays are in zenith direction. 
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Figure 6.8: Tropospheric estimation using NMF. All delays are in zenith direction 

(continue). 
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Figure 6.9: Tropospheric estimation using VMF-1. All delays are in zenith 

direction. 

 



. 157 . 

 

 

Figure 6.9: Tropospheric estimation using VMF-1. All delays are in zenith 

direction (continue). 

 



. 158 . 

Table 6.8: Statistical comparison between NMF and VMF-1. 

Station 

Ell. 

Height 
(m) 

NMF VMF-1 

Average 

Dry (m) 

Std. Dry 

(m) 

Average 

Wet (m) 

Std. Wet 

(m) 

Average 

Dry (m) 

Std. Dry 

(m) 

Average 

Wet (m) 

Std. Wet 

(m) 

GAJA 60.244 2.291 0.000 0.323 0.033 2.295 0.003 0.320 0.034 

JHJY 39.206 2.297 0.000 0.326 0.033 2.295 0.003 0.328 0.033 

KLUG 73.778 2.287 0.000 0.310 0.042 2.288 0.003 0.310 0.043 

KUKP 15.429 2.303 0.000 0.326 0.031 2.302 0.003 0.328 0.032 

PRTS 15.676 2.303 0.000 0.324 0.033 2.301 0.003 0.327 0.033 

SPGR 34.208 2.298 0.000 0.324 0.032 2.296 0.003 0.327 0.033 

TGPG 18.107 2.302 0.000 0.329 0.031 2.301 0.003 0.332 0.032 

TGRH 60.146 2.291 0.000 0.323 0.032 2.292 0.003 0.323 0.033 

 

 

It is worth noting that the dry delay is always correlated with the 

station’s height, regardless of any model selected. The higher the station is, the 

lesser the value of average dry delay as the signals travelled a shorter path. 

Plots of the zenith dry delay using NMF only showed a constant value as they 

are based on Saastamoinen model (see Section 6.4.1). Their daily variations, 

however, are addressed in terms of the mapping function to each satellite. On 

the other hand, VMF-1 not only showed changes in the zenith dry delay but 

also in its respective mapping function (see Section 6.4.2). This is owing to 

the availability of VMF-1 file, which is at six-hour intervals. The results also 

revealed that although the dry delay has a higher magnitude than wet, the latter 

shows much greater variability than the former. As such, the combined delay 

(i.e. ZTD), in general, follows the same pattern seen in the wet component, but 

offset based on the dry part. This is particularly true in the case of NMF since 

the value is constant for the zenith dry delay. 

 

A comparison of the resulting heights is of great interest when aiming 

at modelling the tropospheric delays, for example, seen in Kouba (2008) and 

Heublein et al. (2014). The relationship between the mapping function, zenith 

delay and site height is discussed in detail in Boehm and Schuh (2013). 

Table 6.9 summarised the coordinate repeatability in latitude, longitude and 

ellipsoidal height for each station in the study area following the tropospheric 

modelling made using NMF and VMF-1. Interestingly, no significant 

improvement is found when using VMF-1 as opposed to NMF. It might be 

due to DD processing strategy and network adjustment mode applied in 

Bernese. A further test is required to verify if VMF-1 will only be beneficial 

when used in PPP, as found in Kouba (2008). Comparison between the ZTDs 

obtained from NMF, and VMF (Figure 6.10) revealed that they are in order of 

1 mm agreement between each other. Interestingly, the ZTDs from VMF-1 

seems to be higher in order 1 - 2 mm compared to those from NMF. This 
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finding suggests that although VMF-1 does not give significant improvements 

in term of coordinate’s repeatability, it should provide a better representation 

of troposphere when the precise value of ZTDs is the primary concern. 

Applications such as weather modelling or atmospheric correction in InSAR 

can benefit from using this new model as opposed to the conventional 

Saastamoinen model. 

 

Table 6.9: Standard deviation of coordinate (latitude, longitude and ellipsoid 

height) from DD processing using NMF and VMF-1. 

Station 

NMF VMF-1 

Std. Lat. 

(mm) 

Std. Lon. 

(mm) 

Std. Height 

(mm) 

Lat. 

(mm) 

Lon. 

(mm) 

Ell. Height 

(mm) 

GAJA 4 5 6 4 5 7 

JHJY 4 6 10 4 6 10 

KLUG 2 2 6 2 1 6 

KUKP 4 5 7 4 5 7 

PRTS 4 5 6 4 5 6 

SPGR 4 5 7 4 5 7 

TGPG 4 5 7 4 5 7 

TGRH 4 5 7 4 5 7 

 

 

 

Figure 6.10: Different in the ZTD using NMF and VMF-1. 
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6.5. Modelling and Mitigation of Tropospheric Effects in InSAR 

 

As has been discussed previously in Chapter 5, repeat-pass (i.e. multi-

temporal) InSAR is affected by the inhomogeneity of troposphere. In single-pass 

interferometry, where the measurements are made simultaneously for the master and 

the slave images, these effects are not present since they are identical, and thus cancel 

out during interferogram formation. Although they may look similar, they are never 

the same in repeat-pass interferometry. Their effects on radio wave propagation have 

been discussed in Section 6.2. Equation (6.1) described the signal propagation delay 

for a one-way travel signal. According to Hanssen (2001), the tropospheric phase 

delay for a two-way travel signal in InSAR can be described as follows: 

 

𝑇 =
−4𝜋

𝜆
∙
1

cos 𝑧
∙ 10−6∫𝑁𝑡𝑟𝑜𝑝  𝑑𝑠 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.22) 

 

where −4𝜋/𝜆 is a conversion factor to convert from pseudorange increase to phase 

delay, 1/cos𝑧  is the mapping function to map the troposphere at zenith to SAR 

incidence angle 𝑧 and 𝑁𝑡𝑟𝑜𝑝  the so-called refractivity. 

 

The constants used for the computation of dry and wet refractivity, found in 

the InSAR literature, differ slightly from the one suggested by Essen and Froome 

(1951) as shown previously in Equation (6.3). According to Smith and Weintraub 

(1953) as well as Thayer (1974), the refractivity 𝑁 for the dry and wet can be 

computed using the following equation: 

 

𝑁𝑑𝑟𝑦
𝑡𝑟𝑜𝑝 = 77.6 ∙

𝑃

𝜏
 

𝑁𝑤𝑒𝑡
𝑡𝑟𝑜𝑝 = 23.3 ∙

𝑒

𝜏
+ 3.75 ∙ 105 ∙

𝑒

𝜏2
 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.23) 

 

where the measurement of pressure 𝑃 and water vapour 𝑒 is in millibars, and the 

temperature 𝜏 is in Kelvin. Resch (1984) indicated that Equation (6.23) is accurate to 

within 0.5 percent. Although the refractivity is dependent on temperature, pressure, 

and water vapour, it is the water vapour that dominantly causes the phase artefacts 

within SAR images (Ding et al., 2008). 

 

ZTDs estimation from the GPS processing has revealed that the total 

tropospheric delay in the Johor region can reach up to several metres. This full range 

can never be captured by interferometric data, which were originally wrapped to half 

of the radar wavelength (i.e. 2.8 cm for ERS-1/2 and Sentinel-1), unless some sort of 

independent absolute calibration is possible. Therefore, every integral in 

Equation (6.22) can be regarded as the sum of two contributions. First, a fixed 

contribution (bias) which is constant for the whole scene, and can be subtracted from  
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the data. Second, a variable contribution dependent on the position of the image. As a 

result of this relative representation, the influence of refractivity is dependent on their 

lateral variability within the scene (Hanssen, 2001). 

 

The characterisation of tropospheric effects in InSAR is usually made in term 

of vertical stratification and turbulence mixing (Ferretti, 2014). Vertical stratification 

is the result of different vertical refractivity between SAR acquisitions, assuming no 

heterogeneities within the horizontal layers. It is correlated with topography and most 

visible in a mountainous terrain (Massonnet and Feigl, 1998). For an infinite number 

of thin atmospheric layers, each will have their constant value. No difference in the 

horizontal delay is expected over a flat terrain. For hilly or mountainous terrain, 

differences in the vertical refractivity during SAR acquisitions will affect the phase 

difference between two arbitrary resolution cells with different topographic height 

(Ferretti, 2014). This may cause erroneous interpretation of the deformation. On the 

other hand, turbulent mixing is a result of turbulent processes in the atmosphere due 

to solar heating of the earth’s surface (causing convection), differences in wind 

direction or velocity at different layers, frictional drag, and large-scale weather 

systems (Hanssen, 2001). It creates spatial (3D) heterogeneity in the refractivity 

during SAR acquisitions and affects flat as well as mountainous terrains. 

 

Different methods have been documented to estimate the tropospheric signal 

in InSAR data, such as using weather models (Wadge et al., 2002; Pinel et al., 2011; 

Walters et al., 2014), GNSS data (Williams et al., 1998; Onn and Zebker, 2006), 

spectrometer measurements (Li et al., 2006b), or by combining weather models and 

spectrometer data (Walters et al., 2013), or GNSS and spectrometer measurements 

(Puysségur et al., 2007; Li et al., 2009). While all of these techniques can, under 

certain conditions, reduce the tropospheric signal, they are often limited by the lower 

spatial resolution of the auxiliary data. Alternatively, tropospheric signals can be 

estimated by filtering the InSAR data in space and time (Hooper et al., 2012), or from 

the correlation between the interferometric phase and the topography (Wicks, 2002; 

Cavalié et al., 2007; Bekaert et al., 2015b; Zhu et al., 2016). The correlation between 

the interferometric phase and the topography can be represented either by linear or 

power law relationships, and both of them are implemented and tested in this 

research. The author also has developed several Matlab scripts as two additional 

modules in Punnet (i.e. linear and power law) to address the tropospheric effects. 

 

 

 

6.5.1. Existing Method in Punnet 

 

It is important to note that the troposphere is very well correlated in 

space and its statistical behaviour can be described using well-known 

statistical figures (Ferretti, 2014). As for its temporal behaviour, two SAR 

images acquired a few hours or minutes apart can have two completely 
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different troposphere values as they change quickly with time. Given a typical 

temporal baseline of satellite InSAR measurements, it can be considered as 

uncorrelated in time. This is an important feature exploited by multi-

interferogram InSAR techniques, such as PSI and SBAS. To separate 

tropospheric artefacts from the deformation, most of the techniques implement 

a spatiotemporal filtering in time series analysis, e.g. Ferretti et al. (2001), 

Berardino et al. (2002) and Ferretti et al. (2009). Usually, it is achieved using a 

spatial low-pass filter followed by a temporal high-pass filter which takes into 

account the different characteristics between the surface deformations and 

atmospheric artefacts. The former has high temporal correlation and moderate 

spatial correlation, whereas the latter has low temporal correlation but high 

spatial correlation (Ferretti, 2014). A similar principle is applied within the 

ISBAS algorithm and Punnet software.  

 

In general, tropospheric modelling and mitigation within Punnet is 

achieved in two sequences: (1) linear analysis, and (2) non-linear analysis. In 

linear analysis, estimation of LOS-velocity and DEM error for each coherent 

point is made assuming that troposphere is random over time, thus has mean 

zero. This assumption can be considered as valid for a large stack of 

interferograms that are properly distributed over the long observation period. 

Following that, phase contribution from the linear deformation is subtracted 

from the original unwrapped phases and the residuals are assumed to contain a 

non-linear component of the deformation, relative troposphere (also termed 

the Atmospheric Phase Screen or APS), and noise (thermal noise, remaining 

residual from orbital error, etc). The non-linear deformation and APS can then 

be separated from each other using custom filters based on the assumption that 

troposphere is correlated in space, whereas deformation is correlated in time. 

The effectiveness of the filter depends on the validity of assumptions  

(e.g. atmosphere is correlated within 5 km radius), as well as the number and 

distribution of the interferograms. Separating individual contributions, i.e. 

non-linear deformation and APS, is more challenging for an area with slow 

deformation rate as it can be masked out by noise from various sources. The 

final deformation is the result of addition between linear and non-linear 

deformation. Interested readers are referred to Berardino et al. (2002) for a 

complete description about tropospheric modelling in Small Baseline Subset 

(SBAS) algorithm, as applied in Punnet. 

 

Mexico processing is used by the author for the illustration of 

tropospheric modelling and mitigation carried out in this research considering 

the known velocity rate and visible tropospheric artefacts due to vertical 

stratification. The effects of vertical stratification are more visible in Mexico 

than in Johor owing to the large range of height in the area. For comparison, 

the height range in Mexico based on the Shuttle Radar Topography Mission 

(SRTM) DEM is between ~702 m and ~5,568 m above mean sea level (MSL), 
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whereas the corresponding range for Johor is from 0 m to ~971 m above MSL. 

Figure 6.11a shows the height for each coherent point in Mexico. Their 

respective unwrapped phase after baseline correction on four selected image 

pairs is shown in Figure 6.11b along with the plot of correlation between the 

phase and the height. These pairs are individually selected from the total 143 

interferograms as they clearly showed high correlation value between the 

phase and the height. Summary of the selected image pairs is made in 

Table 6.10. 

 

It is evident from the figure that vertical stratifications exist in the 

interferograms, thus they should be accounted for to achieve a precise 

estimation of the deformation. The correlation between phase and height can 

be either negative (as in Interferogram 1) or positive (as in the other three 

interferograms). The Pearson correlation coefficient for the total 143 

interferograms ranges between - 0.60 to + 0.59. As for the Johor area, no 

apparent correlation is observed between the phase and the height. The 

Pearson correlation coefficient in Johor ranges from - 0.23 to + 0.28. The 

deforming area in the interferograms, shown in Figure 6.11, is marked by a 

red dotted rectangle. In Interferogram 1, no significant deformation signal is 

observed owing to its short temporal baseline, i.e. 12 days. Meanwhile, 

deformation signal is clearly visible in the other three interferograms due to 

their relatively long temporal baselines. Mitigation of the vertical stratification 

effects should be made without affecting the original deformation signal. This 

aim forms the basis of the tropospheric modelling and mitigation discussed in 

the following sections. 

 

Table 6.10: Summary of the interferograms from Mexico processing that are used 

to illustrate the correction of tropospheric artefacts due to vertical stratification. 

Interferogram Master Slave 
Perpendicular 

Baseline (m) 

Temporal 

Baseline (day) 

Corr. 

Coeff. 

1 3 October 2014 15 October 2014 -4.9 12 -0.55 

92 31 January 2015 1 April 2015 -140.3 60 0.48 

106 31 January 2015 13 April 215 -135.5 72 0.52 

108 24 February 2015 13 April 215 30.8 48 0.59 
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(a) 

 

 
(b) 

Figure 6.11: The effects of vertical stratification on unwrapped interferograms. (a) 

Height from the SRTM DEM. (b) Unwrapped phases of four selected interferograms 

(left) and their scatter plot (right) to show correlation with height.  
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6.5.2. Tropospheric Estimation using Linear Relationship of Phase with 

Height 

 

The first attempt made to address vertical stratification effects in 

interferograms is by using a linear relationship between phase and height, as 

represented by Equation (6.24). 

 

∆∅𝑡𝑟𝑜𝑝𝑜 = 𝐾∆∅ ∙ 𝐻 + ∆∅0 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.24) 

 

where ∆∅𝑡𝑟𝑜𝑝𝑜  is the unwrapped phase after baseline correction, 𝐻 is the 

height from DEM, whereas 𝐾∆∅ and ∆∅0 are the coefficients estimated from 

the LSE: 𝐾∆∅  being the slope of the linear line and ∆∅0 is the offset in phase 

when 𝐻 is equal to zero. Estimation of these coefficients is made 

independently for each interferograms. Only phase of the coherent points is 

utilised for a reliable estimation. Similarly, the phase of points in the 

deformation area is masked out to avoid bias in the estimation. 

 

Although coefficient 𝐾∆∅ and ∆∅0 can be estimated in a number of 

window patches within an interferogram, as seen in Bekaert et al. (2015a) and 

Zhu et al. (2016), this requires some sort of interpolation or weighting 

technique to acquire a seamless value across the whole interferogram. It can 

be done, for example, using a combination of distance between the points and 

the centre of windows as well as standard deviation of the estimated 

coefficients (for each windows), as applied in the Toolbox for Reducing 

Atmospheric InSAR Noise (TRAIN) software (Bekaert et al., 2015a). In this 

work, only one set of coefficient is estimated for each interferograms. 

Following that, a correction map is generated using Equation (6.24). 

Considering that InSAR is a relative measurement from a control point, an 

offset is applied so that the correction at the selected control point is zero. 

Previous processing workflow is adapted to include tropospheric correction 

due to vertical stratification prior to the time series analysis. The results are 

discussed in Section 6.5.4. 

 

 

 

6.5.3. Tropospheric Estimation using Power-Law Relationship of Phase 

with Height 

 

Sounding measurements made during ascents of large inflated 

hydrogen or helium balloons provide a detailed vertical profile of atmospheric 

properties such as pressure, temperature, relative humidity, and wind speed. 

The properties of these measurements, such as their frequency, measurement 

accuracy and sampling, as well as their maximum height, vary strongly 
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depending on the location and operator (Parker et al., 2008). Based on these 

sounding measurements, Bekaert et al. (2015a) suggested that troposphere can 

be represented by a power law relationship of phase with height, as shown in 

Equation (6.25). 

 

∆∅𝑡𝑟𝑜𝑝𝑜 = 𝐾∆∅ ∙ (𝐻0 − 𝐻)
𝛼 +∆∅0 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (6.25) 

 

where ∆∅𝑡𝑟𝑜𝑝𝑜  is the unwrapped phase after baseline correction, 𝐻 is the 

height from DEM, 𝐻0 is the maximum height where the relative delay is small 

and not significant, 𝛼 is a the constant describing the power law decay,  𝐾∆∅ is 

a coefficient that relates phase to topography, and ∆∅0 is the phase delay when 

𝐻 is equal 𝐻0. Parameters 𝐻0 and 𝛼 can be estimated from the sounding 

measurements, whereas coefficients 𝐾∆∅ and ∆∅0 are estimated from the LSE. 

The second attempt made to address the vertical stratification effects in this 

work is by using this power-law relationship between phase and height. 

 

Sounding data at Acapulco station, Mexico from October 2014 to 

May 2015 (corresponds to SAR acquisitions period) is used to estimate the 

parameters 𝐻0 and 𝛼. The sounding files are provided by the University of 

Wyoming, and can be accessed through the following link: 

 

http://weather.uwyo.edu   (accessed 25.10.2016) 

 

The sounding file for the station is available twice per day, i.e. at UTC 00 and 

UTC 12. A Matlab script is created to simplify the process of data download. 

The parameters 𝐻0 and 𝛼 are estimated on a monthly basis, and their weighted 

average is adopted for the computation. Figure 6.12a shows the scatter plot of 

refractivity and height computed using Equation (6.23), whereas the scatter 

plot of phase delay in LOS direction and height is shown in Figure 6.12b. The 

phase delay is computed using Equation (6.22), described previously. Both of 

the figures are based on one month sounding data in October 2014. It is 

evident that the phase delay shows a power law relationship with height. The 

delay increases at low altitude as the signal needs to travel farther through the 

troposphere. Since the phase in interferogram is the difference between two 

SAR acquisitions, the tropospheric delay depends on the change in refractivity 

rather than the total refractivity. Figure 6.12c shows the relative tropospheric 

delays for that month. It can be seen that the relative delay is negligible 

(i.e. less than 0.5 cm) after a certain height. Meanwhile, the variation of 𝐻0 

and 𝛼 over an eight month period is shown in Figure 6.13. The average values 

for 𝐻0 and 𝛼, i.e. 14.6183 km and 1.2863, are adopted for the next 

computation. The results from using a power law relationship between phase 

and height are discussed in the following section.  
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(c) (d) 

Figure 6.12: Results of the balloon soundings at Acapulco station, Mexico from 

1 October 2014 to 31 October 2014. (a) The plot of refractivity with height. (b) The 

plot of LOS phase delay with height. (c) The plot of relative LOS phase delay with 

height. (d) The log-log plot of the mean delay with height to estimate the 𝐻0 and 𝛼 

parameters. 

 

 

 
 

Figure 6.13: Monthly estimation of the parameters 𝐻0 and 𝛼 at Acapulco station, 

Mexico. The estimation covers eight months from October 2014 to May 2015. Their 

weighted average is adopted for the estimation of tropospheric correction in 

interferograms.  

(a) (b) 
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6.5.4. Results and Discussion 

 

The first investigation is made to observe the improvement in the 

unwrapped differential interferograms from using tropospheric correction 

based on linear and power law relationships between phase and height. Four 

interferograms, shown previously in Figure 6.11 and Table 6.10, are selected 

for the illustration. The results are shown in Figure 6.14 for the linear 

correction, and Figure 6.15 for the power-law correction. The correction map 

(middle figures), is added to the original interferogram to obtain the corrected 

interferogram (right figures). It is clear that both methods can reduce 

tropospheric artefacts due to vertical stratification significantly. No noticeable 

difference is observed in terms of the corrected interferograms between the 

two approaches. Although some residuals are still present in the corrected 

interferograms as highlighted in the red dotted rectangles, they can be 

removed further by refining the coefficients estimated from a certain height 

range, where the correlation is more prominent. For example, the correlations 

are seen higher at heights above 2.5 km in most of the unwrapped 

interferograms (see also Figure 6.11). Furthermore, only one set of 

coefficients is estimated for each interferogram; thus, they failed to address 

local correlation in a smaller region. A better result is expected from using 

multiple window patches, but this task is subject to future work. 

 

Considering that phase is correlated with topography, this will also 

affect the estimated deformation. Though not as apparent as in the unwrapped 

interferograms, some degree of correlation is observed between the estimated 

LOS-velocity and the height. The correlation value is much lower owing to the 

LSE used for the estimation as well as the neutralisation of negative and 

positive correlations from all interferograms. No significant improvement is 

observed in the LOS-velocity map with or without tropospheric correction as 

can be seen in Figure 6.16. The Pearson correlation coefficient between the 

estimated deformation and height is at - 0.111 in the original result, and 

slightly improved to - 0.010 and - 0.009 upon correction of troposphere using 

linear and power law, respectively. Nevertheless, substantial improvement is 

observed in the standard error for the LOS-velocity as shown in Figure 6.17 

and Figure 6.18. This means that a more trustable result can be expected from 

the estimation with tropospheric correction than without one. It also suggests 

that non-linear analysis will benefits from this tropospheric correction as it is 

based on the residuals from the linear analysis. It is worth mentioning that 

tropospheric mitigation implemented in this work relies on the correlation with 

height; thus, it is not applicable to the area where the deformation is correlated 

with height. 
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Figure 6.14: Tropospheric correction using linear relationship of phase with height 

shown on four selected interferograms from Mexico processing. 
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Figure 6.15: Tropospheric correction using power law relationship of phase with 

height shown on four selected interferograms from Mexico processing. 
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(a) (b) (c) 

Figure 6.16: Comparison of the LOS velocity map for Mexico City: (a) without 

tropospheric correction, (b) tropospheric correction by a linear relationship of phase 

with height, and (c) tropospheric correction by power law relationship of phase with 

height. 

 

 

It is evident from these results that tropospheric modelling and 

mitigation implemented in this work can reduce tropospheric artefacts due to 

vertical stratification successfully without affecting the original deformation 

signals. The Pearson correlation coefficient for the original 143 interferograms 

in Mexico ranges between - 0.60 to + 0.59. These values are reduced to zeros 

after linear correlation, and between - 0.006 and + 0.009 after power law 

correction. Unfortunately, there are no apparent vertical stratification effects 

from the SAR processing in Johor, which prevents successful utilisation of 

these techniques. One of the reasons is due to smaller height range in Johor 

(i.e. from 0 m to ~971 m above MSL) as opposed to Mexico (i.e. from ~702 m 

and ~5,568 m above MSL). Furthermore, results from the GPS processing also 

reveal that the area is dominated by turbulence mixing effects. 
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Figure 6.17: Comparison of the standard error map for the LOS-velocity of Mexico 

City: (a) without tropospheric correction, (b) tropospheric correction by a linear 

relationship of phase with height, and (c) tropospheric correction by power law 

relationship of phase with height. 

0 50 100 150 20025
Kilometers
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Figure 6.18: Histogram plot of the standard error for the LOS-velocity of Mexico 

City. Notice that more points will show small standard error from applying 

tropospheric corrections (linear or power law corrections) than without correction. No 

significant difference is observed between linear or power law corrections. 

 

 

 

6.6. Summary 

 

This chapter focusses on the works carried out in this research to address 

tropospheric effects in GPS and InSAR. In GPS, a usual practice is to introduce a dry 

component from a model and estimate the wet part from the LSE based on the 

observations data. The dry component can be taken from an empirical model based on 

the standard atmosphere (e.g. Saastamoinen) or from a model based on real weather 

measurements (e.g. VMF-1). Although no significant improvement is found in term of 

coordinate repeatability, their small deviation suggests that VMF-1 is more suitable 

than NMF when precise ZTD is the primary concern. Despite different approaches in 

the estimation, comparison of the estimated troposphere from PPP and DD indicates 

that they agreed reasonably well with each other to within 4 mm standard deviation. 

However, in the event where data problems occurred as also encountered in this 

research (i.e. missing L2 observation, thus limiting the number of ionosphere-free 

linear combination formed), DD can benefit from the good data quality at nearby 

stations and not solely rely on the ionosphere-free linear combinations. Upon 

comparison with ZTDs from CODE, which is treated as the truth, it is found that DD 

yields better agreement than PPP. In general, the tropospheric delays in the study area 

range between 2.5 m and 2.7 m, thus they must be accounted for in precise 

applications such as deformation monitoring. The trends are dominated by the wet 

delay as it has higher variability than the dry, but the overall value is offset owing to 

the greater magnitude of the dry delay. 
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On the other hand, modelling and mitigation of tropospheric effects in InSAR 

are addressed by the author considering the correlation of phase in the unwrapped 

interferograms with height. The correlation can be represented either in linear or 

power-law relationships. In this research, both methods are implemented into Punnet 

– an in-house software used for the SAR processing. Significant reduction in the 

correlation between phase and height is observed after applying the correction. 

Although no noticeable difference is found in the corrected interferograms between 

the linear and power-law corrections, a slight improvement is achieved using power 

law as opposed to linear correction in the estimated deformation. The benefits of 

tropospheric correction in InSAR become more noticeable in the quality of the 

estimation, which is represented by the standard error map for the LOS-velocity. The 

results show a more trustable estimation after tropospheric correction than without 

one. This also suggests that non-linear analysis will benefits from this tropospheric 

correction as it relies on the residuals from the linear analysis. 

 



. 175 . 

 

CHAPTER 7 

 

ANALYSES OF LONG-TERM DEFORMATION IN JOHOR 

 

 

 

7.1. Introduction 

 

This chapter presents the final results and interpretation of the long- term 

deformation in Johor as quantified from the Global Positioning System (GPS) and 

Synthetic Aperture Radar (SAR) measurements. Firstly, historical records of the 

earthquakes from 2007 to 2011 are reported to correlate their effects with the GPS time-

series. This is followed by a quantification and interpretation of the results from GPS, 

covering both the Precise Point Positioning (PPP) and Double-Difference (DD) 

processing. Analyses of the results are carried out regarding their root mean square 

(RMS) errors for the coordinate estimation, velocity estimation, as well as detected 

horizontal movements. Subsequently, the results from PPP and DD are compared to 

each other followed by a quantitative measure of the stations’ movement considering 

their current coordinates. After that, the results from Interferometric SAR (InSAR) are 

presented and analysed. These include independent processing made on the SAR 

dataset listed in Section 3.5.2. The results are analysed in relation to previous studies 

and known deformation in the area. Comparison between the GPS and InSAR time-

series is also made. This chapter ends with a summary of the significant findings of the 

long-term deformation in Johor as measured by GPS and InSAR techniques. The idea 

to quantify the long-term deformation from GPS and InSAR is also summarised. 

 

 

 

7.2. Historical Records of Earthquake 

 

The Pacific Ring of Fire is very well known for its active seismicity. It is a direct 

result of plate tectonics, i.e. the movement and collisions of lithospheric plates. About 

90% of the world's earthquakes (USGS, 2016a) and 81% of the world's largest 

earthquakes occurred along the Pacific Ring of Fire (USGS, 2016b). Figure 7.1a shows 

the plot of earthquakes from 2007 to 2011 that took place within a region bounds by 

latitude 10° North - 10° South and longitude 90° East - 110° East, as extracted from the 

United States Geological Survey (USGS) database. Summary of those earthquakes is 

available in the corresponding Figure 7.1b. There is a total of 1,882 earthquakes with 

magnitude larger than Mw4.5. In general, the number of occurrences reduces with the 

magnitude as can be seen from the Figure 7.1b. Most of these earthquakes are smaller 

than 5Mw with a sum of 1,106. There are 555 earthquakes occurred between 5.0Mw 

and 5.9Mw, 43 earthquakes between 6.0Mw and 6.9Mw, 11 earthquakes between 

7.0Mw and 7.9Mw, and 1 earthquake larger than 8Mw. 
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(a) 

 
(b) 

Figure 7.1: Recorded earthquakes with magnitude Mw4.5 and above in the region 

bounds by latitude 10° North - 10° South, and longitude 90° East - 110° East, as 

extracted from the United States Geological Survey (USGS) database: 

http://earthquake.usgs.gov/ (accessed 18.01.2017). (a) Geographical location of the 

earthquakes and their magnitude, and (b) summary of the earthquakes. 
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7.3. Analyses of GPS Time-Series 

 

This section presents and analyses the daily coordinate time series from GPS 

processing. They are used as the input to estimate the rate of long-term deformation in 

Johor. The time frame for GPS data covers from the year 2007 to 2011, processed with 

high precision Bernese GNSS Software version 5.2. Two processing strategies were 

employed, i.e. PPP and DD. Detailed strategies along with the method to estimate 

station velocity are discussed in Section 4.5. 8 Continuously Operating Reference 

Stations (CORS) stations served as the monitoring stations in the area. On top on that, 

27 IGb08 stations are used as the reference points, and 7 International GNSS Service 

(IGS) stations are used to bridge and shorten the baselines length in DD processing 

mode. Geographical distribution of the stations is given in Figure 3.8. All station 

positions are determined in the International Terrestrial Reference Frame 2008 

(ITRF2008). 

 

 

 

7.3.1. Discussion on the PPP Results 

 

PPP technique is attractive as it is computationally efficient, does not 

rely on reference stations, and is able to provide homogeneous positioning 

quality within a consistent global frame with a single GPS receiver.  

Nevertheless, long convergence time and difficulties in the ambiguity resolution 

limit its merits and widespread adoption. The PPP results from this work are 

based on float ambiguities resolution. The daily coordinate time-series of 8 

Malaysia Real-Time Kinematic GNSS Network (MyRTKnet) stations in Johor 

are given in Figure 7.2 to Figure 7.9. The coordinates are plotted in their own 

North-South, East-West, and Up-Down components. The red dotted lines in the 

y-axis represent earthquakes with magnitude larger than 6Mw. Additionally, the 

RMS of the coordinate estimation is also plotted. They are colour coded to show 

the RMS in North-South (dark blue), East-West (green), and Up-Down (cyan) 

components. 

 

In general, all stations undergo constant movements. The North-South 

component shows declining trends, whereas the East-West part shows 

increasing trends. The Up-Down component is rather stable, but some stations 

such as KUKP and TGPG seem to show slightly declining trends. There are 

some noticeable data gaps in the time series owing to missing data as indicated 

previously in Figure 3.9. Nevertheless, this is as expected and could be due to 

maintenance works such as receiver and antenna replacements, or firmware 

updates. The following discussion is categorised in term of the RMS of 

coordinate estimation, velocity estimation, as well as analyses of the detected 

horizontal movements.  
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Figure 7.2: Daily coordinate time-series for station GAJA (2007 - 2011) from PPP 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.3: Daily coordinate time-series for station JHJY (2007 - 2011) from PPP 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.4: Daily coordinate time-series for station KLUG (2007 - 2011) from PPP 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.5: Daily coordinate time-series for station KUKP (2007 - 2011) from PPP 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.6: Daily coordinate time-series for station PRTS (2007 - 2011) from PPP 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.7: Daily coordinate time-series for station SPGR (2007 - 2011) from PPP 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.8: Daily coordinate time-series for station TGPG (2007 - 2011) from PPP 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.9: Daily coordinate time-series for station TGRH (2007 - 2011) from PPP 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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7.3.1.1. Analysis of the RMS of Coordinate Estimation 

 

It is of paramount importance, especially in GPS 

measurements, to distinguish between accuracy and precision to 

understand the ability and quality of GPS for deformation detection. 

Accuracy is a measure of the difference between the true value and the 

best-estimated value. The accuracy indicator accounts for all types of 

errors, but it is particularly useful for describing systematic errors  

(Langley, 2010). Various sources of systematic errors in GPS has been 

discussed in Section 4.2.2. Those errors must be properly analysed and 

mitigated to extract the highest quality of information from the 

measurements. In this research, they have been reduced by applying the 

best available processing strategy via Bernese software. 

 

On the other hand, precision is the degree of repeatability of 

the measurements. It is, therefore, a means of describing the quality of 

data with respect to random errors (Langley, 2010). The precision 

demonstrates the margin of detectable displacement, which means any 

deformation magnitude under this tolerance is hardly detectable. The 

precision of a point is defined as the formal standard error associated 

with the individual determination and is normally calculated as the RMS 

(Hofton, 1995; Williams, 1995). In general, the RMS errors for all 8 

MyRTKnet stations are relatively good as shown in Figure 7.2 to 

Figure 7.9 despite some spikes that reach up to 1.5 cm. Any spikes that 

are larger than three sigmas are considered as outliers and are removed 

in the subsequent analyses. Upon investigation, it is found that they are 

attributable to bad data quality as reported previously in Figure 6.7. 

There were sparse data recorded on L2 frequency, thus limiting the 

number of ionosphere-free linear combination. The reason for such a 

problem to occur is not known, but it could be due to receivers tracking 

performance or connection problems. 

 

Figure 7.2 to Figure 7.9 also reveal that the smallest RMS is 

achieved in North-South components, followed by East-West and Up-

Down components. The average RMS for 8 MyRTKnet stations after 

the rejection of outliers is 0.4 mm in North-South, 1.0 mm in East-West, 

and 1.5 mm in Up-Down components. These values represent the 

minimum magnitude of position shift that can be detected using the PPP 

strategy presented in this work. Figure 7.10 shows the histogram plots 

of the RMS, which further illustrates their deviation in all three 

components. The slightly large difference between the value in North-

South and East-West components can be ascribed to the float ambiguity 

resolution employed in this work as also suggested in Choy et al. (2016). 

A better RMS is expected in the East-West component with fixed 
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ambiguity resolution, but this work is subject to future research. 

Nevertheless, it can be concluded that PPP solution within Bernese 

software with float ambiguity resolution can provide a precise 

estimation of coordinates. 

 

 
Legends 

 North-South component 

 East-West component 

 Up-Down component 

Figure 7.10: Histogram plots of the coordinate RMS from PPP processing. 

 

 

 

7.3.1.2. Analysis of the Velocity Rate 

 

Analysis on the coordinate RMS is necessary to identify and 

remove outliers from the time-series. It ensures that only reliable 

coordinates are used to estimate the velocity as well as provides an 

indication of the sensitivity of PPP technique to the position movement. 

It is worth noting from Figure 7.2 - Figure 7.9 that the stations are non-

stationary, i.e. the statistical or random noise remains relative ly 

constant, while the mean varies with time. Their linear movement seems  
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to be affected by earthquakes. The most notable one is Sumatra 

earthquake on 12 September 2007, which was also followed by a series 

of aftershocks. Those have resulted in an apparent shift in the coordinate 

time-series. Extracted time-series for the 8 MyRTKnet stations from 

1 August 2007 to 31 October 2007 are given in the Appendix D. 

Although movement from some other earthquakes is also detectable, 

they are not as significant. More discussion on this is made in 

Section 7.3.3 along with the results from DD. For simplicity, the rate of 

linear velocity is estimated using data after the earthquakes, i.e. from 

18 September 2007 (DoY 261) onward. This is also supported by the 

time-series shown in Appendix D, whereby the coordinate of the 

stations did not vary by much after that date. 

 

Table 7.1 presents the summary of GPS-derived time-series 

and their uncertainties (standard errors) in centimetre per year (cm/year). 

From the table, the trend for all station are similar in North-South  

(i.e. negative) and East-West (i.e. positive) components, whereas the 

Up-Down has both uplift and subsidence patterns. The standard errors 

of the velocities are good, apart from KLUG station. In lateral 

components, they are at ± 0.01 cm/year, whereas in vertical components, 

they are below ± 0.03 cm/year. High standard errors at KLUG can be 

explained by less data availability as compared to the others. The most 

significant movement in North-South direction occurred at station PRTS 

at -1.17 ± 0.01 cm/year, whereas the smallest movement is observed at 

station TGRH at -0.86 ± 0.01 cm/year. On the contrary, the largest 

movement in East-West direction is seen at TGPG at 2.00 ± 0.01 

cm/year, and the smallest movement is at KUKP station at 1.85 ± 0.01 

cm/year. Three out of seven stations (excluding KLUG) show an uplift 

trend, i.e. JHJY, SPGR, and TGRH, while the others show subsidence 

trend. The most substantial movement is found at station TGPG at -0.30 

± 0.02 cm/year and the smallest change is at station JHJY at 0.02 ± 0.03 

cm/year. 

 

 

 

 

 

 

 

 

 

 

 



. 189 . 

Table 7.1: Linear velocity rate for 8 MyRTKnet stations estimated from PPP 

solution using GPS data from 2007 to 2011. 

Station 

PPP solution 

North-South 

(cm/year) 

East-West 

(cm/year) 

Up-Down 

(cm/year) 

GAJA -0.93 ± 0.01 1.97 ± 0.01 -0.19 ± 0.02 

JHJY -0.93 ± 0.01 1.96 ± 0.01 0.02 ± 0.03 

KLUG -1.32 ± 0.11 2.84 ± 0.24 -2.46 ± 0.39 

KUKP -0.97 ± 0.01 1.85 ± 0.01 -0.29 ± 0.02 

PRTS -1.17 ± 0.01 1.86 ± 0.01 -0.05 ± 0.02 

SPGR -0.89 ± 0.01 1.95 ± 0.01 0.09 ± 0.02 

TGPG -0.90 ± 0.01 2.00 ± 0.01 -0.30 ± 0.02 

TGRH -0.86 ± 0.01 1.98 ± 0.01 0.04 ± 0.02 

 

 

On a closer inspection, the stations in the West seem to be 

moving at a different rate than the stations in the East in term of their 

individual lateral components, i.e. higher in the North-South and lower 

in the East-West directions. Figure 7.11 shows the interpolated stations 

velocity in the North-South and East-West from the Natural Neighbour 

Interpolation made using a toolbox within ArcGIS software. An IGS 

station in Singapore, namely NTUS, is also included in the interpolat ion. 

However, KLUG station is excluded due to significant uncertainties in 

the estimated velocity which can affect the result. The figure clearly 

reveals the different rate of individual lateral movements between the 

two parts of Peninsular Malaysia. Nevertheless, no apparent trend is 

observed in the vertical direction. This finding seems to suggest a 

presence of geological separation between the two areas. This 

assumption is further supported by the seismotectonic map from the 

Department of Mineral and Geoscience Malaysia (JMG) (Figure 7.12). 

The map shows several major and minor fault lines that might separate 

the east and west sectors of Peninsular Malaysia. It is possible that these 

fault lines have influenced the tectonic movements from the subduction 

of the Indo-Australian plate under the Eurasian plates. These influences 

are observed as the different rate between the two areas. Future research 

would benefit from an in-depth geological analysis pertaining to the 

properties, mechanisms, and influences of these fault lines to fully 

understand the driving forces behind this deformation. 
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(a) 

 
(b) 

Figure 7.11: Interpolated stations velocity from PPP processing in (a) North-South, 

and (b) East-West components, based on the Natural Neighbour Interpolation within 

ArcGIS software. 
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Figure 7.12: Seismotectonic map of Peninsular Malaysia showing some major and 

minor fault lines separating the east and the west sectors of Peninsular Malaysia. Figure 

adapted from JMG (2009). 

 

 

 

7.3.1.3. Analysis of the Horizontal Movement 

 

Following the individual analysis made previously, the 

stations’ movement is also analysed in term of their plane movement. 

This process enables assessment not only of the horizontal magnitude 

but also of the direction of motion. Figure 7.13 shows the plot of 

horizontal coordinates for 8 MyRTKnet stations, colour coded by years, 

i.e. cyan for 2007, dark blue for 2008, green for 2009, black for 2010, 

and magenta for 2011. On top of that, earthquakes larger than 6.5Mw  
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are also plotted to investigate their potential implications. All stations, 

in general, moved towards the South-East direction. There is no apparent 

shift in the position apart from the one induced by the Sumatra 

earthquake on 12 September 2007, which was also followed by a series 

of aftershocks. 

 

Estimation of horizontal magnitude 𝐻𝑉𝑒𝑙 and direction 𝐴𝑉𝑒𝑙  of 

movement in this research are made through a simple relationship 

between change in the North-South 𝑁𝑆𝑉𝑒𝑙 and the East-West 𝐸𝑊𝑉𝑒𝑙 , as 

shown in Equation (7.1) and (7.2). 

 

𝐻𝑉𝑒𝑙 = √𝑁𝑆𝑉𝑒𝑙
2 + 𝐸𝑊𝑉𝑒𝑙

2 ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (7.1) 

 

𝐴𝑉𝑒𝑙 = tan−1 (
𝐸𝑊𝑉𝑒𝑙

𝑁𝑆𝑉𝑒𝑙

)  ∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙∙ (7.2) 

 

 

Figure 7.14 shows the vector plot of the horizontal stations’ movement. 

The largest change occurred at station KLUG (i.e. 3.14 cm/year), but the 

result is of dubious quality considering the large standard deviation, i.e. 

± 0.27 cm/year. It is followed by station PRTS at 2.20 ± 0.01 cm/year 

and TGPG at 2.19 ± 0.01 cm/year. Station GAJA and JHJY show similar 

horizontal movement at 2.17 cm/year, although the standard deviation 

varies slightly at ± 0.01 cm/year and ± 0.02 cm/year, respectively. 

Station KUKP recorded the lowest movement at 2.09 ± 0.01 cm/year, 

next to SPGR at 2.14 ± 0.02 cm/year. The direction of movement ranges 

between 113.579° to 122.209°. 
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Legends 

 Stations’ movement in 2007 

 Stations’ movement in 2008 

 Stations’ movement in 2009 

 Stations’ movement in 2010 

 Stations’ movement in 2011 

 Earthquakes larger than 7Mw 

Figure 7.13: Scatter plot of the stations movement as estimated from the PPP 

processing (2007 - 2011). 
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Figure 7.14: Vector plot of the horizontal movement of eight MyRTKnet stations as 

estimated from the PPP processing. 

 

 

 

7.3.2. Discussion on the DD Results 

 

In DD processing, the coordinate of a point is determined based on the 

reference point(s) with known coordinates. It eliminates or reduces most GNSS 

observation errors that are spatially correlated at both points, thus providing 

high accuracy positioning solutions. DD is the dominant precise positioning and 

data processing method for the last three decades (Choy et al., 2016). One of its 

major advantages is that the double-differenced ambiguity term, between two 

receivers and two satellites, has an integer nature (hardware dependent biases 

have cancelled) and consequently can be fixed to the correct integer value. In 

this work, DD is expected to give better results than PPP as it is based on fixed 

ambiguity resolution, whereas the latter is based on float ambiguity resolution. 

 

Figure 7.15 to Figure 7.22 show the coordinate time-series for  

8 MyRTKnet stations in Johor. The North-South, East-West, and Up-Down 

components are plotted individually. On top of that, the RMS for coordinate 

estimation is also plotted, colour coded to show the value in North-South  

(dark blue), East-West (green), and Up-Down (cyan). The red dotted lines in the 

y-axes indicate earthquakes larger than 6Mw. Discussion on the results follows  
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similar principle as in the PPP. First, the RMS of coordinate estimation is 

analysed, followed by the estimation of the velocity rate. Subsequently, analys is 

of the movement in the horizontal component is carried out. 

 

 

 

 

Figure 7.15: Daily coordinate time-series for station GAJA (2007 - 2011) from DD 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.16: Daily coordinate time-series for station JHJY (2007 - 2011) from DD 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.17: Daily coordinate time-series for station KLUG (2007 - 2011) from DD 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 

 

 

 

 

 

 



. 198 . 

 

 

 

 

 

 

 

Figure 7.18: Daily coordinate time-series for station KUKP (2007 - 2011) from DD 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.19: Daily coordinate time-series for station PRTS (2007 - 2011) from DD 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 

 

 

 

 

 

 



. 200 . 

 

 

 

 

 

 

 

Figure 7.20: Daily coordinate time-series for station SPGR (2007 - 2011) from DD 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.21: Daily coordinate time-series for station TGPG (2007 - 2011) from DD 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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Figure 7.22: Daily coordinate time-series for station TGRH (2007 - 2011) from DD 

processing. (a) North-South component, (b) East-West component, (c) Up-Down 

component, and (d) RMS for the estimation in colour coded, i.e. blue for North-South, 

green for East-West, and cyan for Up-Down components. The red dotted lines in the y-

axis of the figure (a), (b), and (c) represent earthquake that is larger than 6Mw. 
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7.3.2.1. Analysis of the RMS of Coordinate Estimation 

 

There are two noticeable improvements from using DD 

(Figure 7.15 - Figure 7.22) with fixed ambiguities resolution as 

opposed to PPP (Figure 7.2 - Figure 7.9) with float ambiguit ies 

resolution. The first improvement is better repeatability in the East-West 

component, and the second one is a more accurate estimation of the East-

West component as indicated by the coordinate RMS. Similar to PPP, 

any coordinates with RMS larger than three sigmas are considered as 

outliers, and are removed in the subsequent analysis. The RMS of 

coordinates throughout the complete GPS data set range from 0.3 to 

0.9 mm for North-South component, with an average of 0.4 mm. It is 

similar to what is observed from PPP solution. On the contrary, the RMS 

in the East-West component improved about 50% from average 1.0 mm 

in PPP to 0.5 mm in DD. The improvement is attributed from the fixed 

ambiguity resolution employed in DD. Meanwhile, the RMS in vertical 

component remains relatively the same at 1.6 mm in DD as opposed to 

1.5 mm in PPP. It is as expected considering the RMS of horizonta l 

component is typically three times better than the RMS of the vertical 

component. Deviation of RMS in the three elements, i.e. North-South, 

East-West, and Up-Down, is better seen in Figure 7.23. 

 

It is also worth mentioning that the quality of the estimation 

seems to increase from year to year. This increment can be associated 

with the increase in the quality of GPS products such as satellite 

ephemerides (orbits and clocks), antenna phase centres, ionospheric and 

tropospheric modelling, etc., as well as the quality of the recorded 

measurements. They are subtle but noticeable in all 8 MyRTKnet 

stations. The rate varies, ranging from - 0.02 to - 0.47 mm / year. 

Figure 7.24 shows the plot of RMS for four selected stations, i.e. JHJY, 

PRTS, SPGR, and TGRH, which clearly showed this improvement. In 

summary, the RMS of daily repeatability for all GPS stations are 

considered excellent and also proof that GPS data processing via 

Bernese software performed well in this study in deriving horizontal and 

vertical time-series coordinates. 
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Legends 
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 Up-Down component 

Figure 7.23: Histogram plots of the coordinate RMS from DD processing. 
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Figure 7.24: Increment in the RMS of coordinate estimation at four selected 

MyRTKnet stations. The red dotted line indicates the trend of RMS. 
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7.3.2.2. Analysis of the Velocity Rate 

 

Analysis of the coordinate time-series from DD processing 

(Figure 7.15 - Figure 7.22) confirms the findings from PPP analys is. 

The stations’ movement can partly be explained by earthquakes in the 

surrounding region, apart from the linear velocity due to plate tectonic 

motion. The most notable one is Sumatra earthquake on 

12 September 2007 which has triggered an apparent shift in the stations’ 

position. Other earthquakes have caused more subtle changes in the 

velocity. In general, the stations’ movement can be represented by a 

linear trend. Therefore, it is estimated using the similar approach 

described previously in PPP, i.e. using daily coordinates starting from 

18 September 2007 (DoY 261) onward. Extracted time-series from 

1 August 2007 to 31 October 2007 for all 8 MyRTKnet stations, as 

attached in Appendix E, also confirmed that the position remains stable 

after that date. The velocity rate estimated from DD solution is expected 

to be more reliable than PPP considering the more precise results, 

particularly in the East-West direction. 

 

Comparison between the DD and PPP results has revealed 

some exciting features of the two techniques. While the former can give 

a more reliable estimation of the velocity rate, the latter seems to be 

more favourable for earthquake analysis owing to its sensitivity to the 

movements caused by them. These results can be explained by the 

fundamental principle of the two techniques. Estimation of coordinates 

using PPP is primarily based on the satellites’ position and clock as well 

as the complete modelling of errors in the measurements. Therefore, it 

can provide actual stations’ movement. On the contrary, DD relies on 

the control stations and mitigation of errors via differencing to estimate 

the coordinate. If the selected control stations are situated within the 

earthquakes region and being affected by the same movement, the 

sensitivity of the technique is reduced. In this case, an inclusion of 

reference stations outside the earthquake region will be advantageous. 

The underestimation of the velocity rates from the DD, as found in this 

research, could be due to the same reason. 

 

Table 7.2 summarised the linear velocity and their 

uncertainties in cm/year, as estimated from the DD solution. The general 

trend is almost similar to PPP results, i.e. negative in the North-South 

and positive in the East-West directions. However, it differs in the  

Up-Down component. While some stations, namely JHJY, SPGR, and 

TGRH, showed uplift movements in the PPP, all stations seem to 

undergo subsidence in DD results. Since the velocity estimation for 

station KLUG is of dubious quality owing to significantly less data, it is 
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excluded from the analysis. Similar to PPP, the most significant velocity 

in the North-South is observed at station PRTS (-1.25 ± 0.01 cm/year), 

and the smallest is found at station TGRH (-0.95 ± 0.01 cm/year). This 

result is expected considering the precision of the two techniques is quite 

similar in that direction. Nevertheless, it is not the case for the East-West 

and Up-Down components owing to their improved precision as 

compared to PPP. On average, the Pearson correlation coefficients 

improved at about 4% in the East-West component, and about 5% in the 

Up-Down component. The largest movements in the East-West 

component is found at station TGPG (2.06 ± 0.01 cm/year), and the 

smallest is at station PRTS (1.91 ± 0.01 cm/year). On the contrary, the 

largest movement in the Up-Down is observed at station KUKP  

(-0.41 ± 0.01 cm/year), and the smallest is found at station SPGR  

(-0.01 ± 0.01 cm/year). 

 

It is worth noting that the stations in the West moved at a 

different rate than the stations in the East, as reported previously in the 

PPP analysis. Figure 7.25 shows the interpolated stations velocity from 

DD processing in North-South and East-West components based on 

Natural Neighbour Interpolation. Comparing with the result from PPP 

analysis (Figure 7.11), the improvement in the velocity estimation can 

be appreciated, whereby SPGR station confirms with the rest of the 

pattern. The differences could be due to several fault lines separating the 

east and west sectors of Peninsular Malaysia as described before. 

Nevertheless, further investigation needs to be carried out to explain the 

in-depth geological process of the phenomena. 

 

Table 7.2: Linear velocity rate for 8 MyRTKnet stations estimated from DD 

solution using GPS data from 2007 to 2011. 

Station 

DD solution 

North-South 

(cm/year) 

East-West 

(cm/year) 

Up-Down 

(cm/year) 

GAJA -1.02 ± 0.01 2.02 ± 0.01 -0.17 ± 0.01 

JHJY -1.03 ± 0.01 2.05 ± 0.01 -0.03 ± 0.02 

KLUG -2.16 ± 0.08 2.20 ± 0.10 -0.77 ± 0.32 

KUKP -1.07 ± 0.01 1.99 ± 0.01 -0.41 ± 0.01 

PRTS -1.25 ± 0.01 1.91 ± 0.01 -0.02 ± 0.01 

SPGR -0.99 ± 0.01 2.02 ± 0.01 -0.01 ± 0.01 

TGPG -1.01 ± 0.01 2.06 ± 0.01 -0.27 ± 0.01 

TGRH -0.95 ± 0.01 2.02 ± 0.01 -0.06 ± 0.01 
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(a) 

 
(b) 

Figure 7.25: Interpolated stations velocity from DD processing in (a) North-South, 

and (b) East-West components, based on the Natural Neighbour Interpolation within 

ArcGIS software.  
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7.3.2.3. Analysis of the Horizontal Movement 

 

Analysis of the horizontal movement is carried out in a similar 

manner as in Section 7.3.1.3. Figure 7.26 shows the stations’ position, 

colour coded to show movement in 2007 (cyan), 2008 (dark blue), 2009 

(green), 2010 (black), and 2011 (magenta). Earthquakes larger than 

6.0Mw are plotted as red dots to examine their implication. No 

significant shift is visible in the horizontal position apart from the one 

induced by the Sumatra earthquake on 12 September 2007. The 

earthquake was also followed by a series of aftershocks. In general, all 

stations moved toward South-East, although they seem to change toward 

East direction after 2011. The subtle change can also be observed upon 

careful inspection of Figure 7.15 - Figure 7.22 in North-South 

component. The 6.7Mw earthquake that occurred on 3 April 2011, 

followed by another 6.0Mw earthquake on 6 April 2011, could have 

triggered the change. However, further data is required to verify this 

finding as they only occurred at the end of the dataset.  

 

Equation (7.1) and (7.2) are used to estimate the horizonta l 

magnitude and direction. Figure 7.27 shows the vector plot of the 

horizontal movement. The results suggest that the calculated rate from 

PPP are lower by as much as 1.6 mm/year as compared to DD. A similar 

finding is attained in the estimated direction, i.e. the value is less in PPP 

than DD. The difference reaches up to 1.822°, discarding the ambiguous 

estimation for KLUG station. The magnitudes range from 2.23 to 

2.30 cm/year, whereas angle range between 115.165° and 123.184°  

(not considering the KLUG station). Again, the underestimation can be 

explained by the fundamental principle of the two techniques as 

discussed in the previous section. Meanwhile, the standard deviation is 

good at ± 0.01 cm/year. The most substantial horizontal movement is 

found at station TGPG, and the smallest change is at station TGRH. 
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Legends 

 Stations’ movement in 2007 

 Stations’ movement in 2008 

 Stations’ movement in 2009 

 Stations’ movement in 2010 

 Stations’ movement in 2011 

 Earthquakes larger than 7Mw 

Figure 7.26: Scatter plot of the stations movement as estimated from the DD 

processing (2007 - 2011). 
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Figure 7.27: Vector plot of the horizontal movement of eight MyRTKnet stations as 

estimated from the DD processing. 

 

 

 

7.3.3. Discussion on the Estimated Deformation from GPS Time-Series 

 

It can be concluded from the individual analysis of PPP and DD that 

both techniques have corresponding features. The results confirmed with the 

literature on the advantages of PPP for earthquakes study owing to its sensitivity 

to the movements induced by them. For example, the effect of the 6Mw 

earthquake on 10 November 2009 is better seen in the PPP result as compared 

to the DD (Figure 7.28). It is because the estimation of coordinates in PPP is 

independent of reference stations, but relies on the precise satellite orbits and 

clocks as well as accurate modelling of the biases and errors affecting the 

measurements. However, ambiguity resolution is somewhat challenging in PPP. 

Fixed ambiguity resolution requires that modelling and processing be 

standardised at both the service provider and the user-end (Teunissen and 

Khodabandeh, 2015). It is only possible if the service providers also deliver 

their estimates of the hardware biases in addition to the satellite orbits and 

clocks, which are consistent and compatible for ambiguity fixing. Furthermore, 

ambiguity resolution technique may not be able to resolve the ambiguit ies 

correctly and consistently, or to maintain fixed solutions throughout the 

processing given the inherently weaker model of PPP (Bisnath and Collins, 

2012). The problem is not only limited to the initial ambiguities resolution but 
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also in the case of signal interruption. Some standard ambiguity search and 

validation methods, e.g. the ratio test and their empirical thresholds, do not work 

well especially when the satellite geometry is poor (Collins et al., 2009; Shi, 

2012). Rigorous integer ambiguity validation methods for PPP remain an issue 

to be investigated (Choy et al., 2016). 

 

On the other hand, DD requires the reference stations to be in the area 

free from the earthquakes’ movement. Therefore, it is usually involved with 

long baseline processing. However, DD benefits from the fixed ambiguit ie s; 

ensuring improvement in the horizontal component estimates and to a lesser 

extent, the vertical component. The results revealed improvements primarily in 

the East-West component by up to 50% from an average RMS of 1.0 mm in 

PPP to 0.5 mm in DD. This increment can also be discerned in Figure 7.28, 

where the deviation in the East-West coordinates from the DD is significantly 

less than PPP. On the other hand, no significant change is perceived in the 

North-South and Up-Down components. More interestingly, the RMS in DD in 

all three elements seems to improve over time as shown previously in 

Figure 7.24. It could be ascribed by the relative improvement of the products, 

models, as well as the quality of data. Increase in the coordinate precision also 

means a better estimation of velocity, which is useful for long-term deformation 

analysis. It is noticeable that the rates estimated from PPP undervalue the rates 

from DD in both North-South and East-West components, which again could 

be due to the location of reference stations and ambiguity resolution. 

 

It is worth reporting that no clear correlation is seen between the 

detected deformation and the individual properties of earthquakes such as 

magnitude, depth, and location of the epicentre. It is because deformation at a 

GPS station is induced by a complex combination of several factors, and not 

only on the earthquake scale. Those factors included depth, location, magnitude, 

and distance of the earthquake epicentre with respect to GPS stations, as well 

as the geometry and mechanism (e.g. strike-slip, dip-slip, oblique-slip, etc.) of 

the fault lines. For example, a small earthquake with shallow hypocentre and 

located close to the GPS stations will likely cause a more significant 

deformation than a massive earthquake with deep hypocentre and situated far 

from the station. Seismic waves from deep quakes have to travel farther to the 

surface, losing energy along the way. This process is further complicated by the 

geometry and mechanism of the fault lines. It is evident that earthquakes can 

affect the station movements as seen from the Sumatra earthquake on 

12 September 2007. However, considering the primary interest of this research 

is related to the rate of long-term deformation as opposed to the short-term 

displacement from earthquakes, only linear velocities are estimated from the 

GPS results. It is also supported by the results from PPP (Figure 7.2 - 

Figure 7.9) and DD (Figure 7.15 - Figure 7.22), whereby a linear trend can 

mostly represent the stations' movement. 
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Figure 7.28: Comparison of the coordinates time series at PRTS station between PPP (left) and DD (right). The plot covers the period from  

6 October 2009 to 31 December 2009. Note the position shift in the East-West direction as a result of the 6Mw earthquake on 

10 November 2009, which is clearly visible in the PPP result. 
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MyRTKnet serves as the backbone for surveying and mapping activit ies 

in Malaysia; therefore, it requires continuous monitoring to ensure the 

coordinate remains accurate and reliable. Any imprecision in the coordinate will 

directly influence the positioning works tied to them. Examples of such works 

included setting up the control points for a cadastral survey and aerial mapping. 

It is evident from the results that the stations undergo continuous movement due 

to plate tectonics. The velocity rates, as estimated from the DD processing, 

reach up to -1.25 ± 0.01 cm/year in the North-South, 2.06 ± 0.01 cm/year in the 

East-West, and -0.41 ± 0.01 in the Up-Down components if KLUG station is 

not considered (due to its ambiguous estimation). The current MyRTKnet 

coordinate is based on ITRF2000 at epoch 2000.0. It implies that the stations in 

Johor have moved by as much as -21.25 cm in North-South, 35.02 cm in  

East-West, and -6.97 in Up-Down components, as of 1 January 2017. The 

movement corresponds to approximately 40.96 cm in the horizontal plane. 

Thence, the coordinates are due revision to ensure that they are in line with the 

latest realisation of ITRF, as well as to ensure that they provide an accurate and 

reliable solution for relative positioning. 

 

 

 

7.4. Analyses of InSAR Time-Series 

 

The GPS velocity estimation, discussed in Section 7.3, can provide a precise 

rate of the stations’ movement. However, the technique is limited only to the observed 

stations. It is hard to obtain conclusive results on the deformation in Johor considering 

the relatively sparse distribution of the 8 MyRTKnet stations (distances range between 

16 km and 153 km). Although interpolation can be useful to some extent, the quality of 

interpolation becomes poor for areas far from the GPS stations. Interpolation also relies 

on the minimum and maximum values used in the input. Therefore, the results from 

InSAR time-series analysis enable quantification of the surface movement, particula r ly 

in the vertical direction, for the area not covered by GPS. As has been mentioned 

previously, the SAR data were processed using an in-house software developed at the 

University of Nottingham, known as Punnet. The software utilises the Intermittent 

Small Baseline Subset (ISBAS) algorithm, which is suitable for various types of land 

classes. Details regarding the InSAR concept and processing strategy have been 

discussed extensively in Chapter 5. This section presents and analyses the results from 

the processing. The following discussion is divided into the analysis of the ERS-1/2 

(track 347), and ERS-1/2 (track 75) results. Both data were acquired in descending 

mode. No interpretation on the deformation is made on the Sentinel-1 processing as it 

only covers an 18 months period, which is insufficient for long-term deformation 

analysis, considering the slow deformation rate expected in the study area. 
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7.4.1. Results from the ERS-1/2 (Track 347) 

 

The processing of ERS-1/2 (track 347) involved 30 SAR images 

acquired between 4 May 1995 and 7 January 2005. The image on 22 August 

1997 has been selected as the master image since the acquisition date is 

approximately in the middle of the data span. The selection, among others, 

ensures that coherence remains high between images pairs. A total of 172 

differential interferograms were generated from the processing using 350 m for 

the orbital baseline and 5 years as the temporal baseline thresholds. The 

interferograms are multi- looked by a factor of 4 × 24 pixels in range and 

azimuth resolution, respectively, corresponding to approximately 100 m in 

ground resolution. Selection of the coherent point is made using 0.25 as the 

minimum coherence threshold. Furthermore, a condition is introduced so that 

the minimum number of layers used to achieve the average coherence value of 

0.25 is equal to 45. There are 293,339 points identified with these settings; an 

improvement of approximately 28.46% compared to the standard Small 

Baseline Subset (SBAS) algorithm (Figure 7.29). The percentage is calculated 

by excluding the water body, which also dominates the image (32.66%). It is 

noticeable that the standard SBAS points are very sparse, typically concentrated 

in the urban areas such as Johor Bahru, Kluang, Skudai, Senai, Kulai, and 

Pontian. The areas have dense man-made structures, which are convenient 

targets for the coherent pixels. On the other hand, ISBAS coverage is more 

distributed across the entire image; thus, allowing better representation of the 

deformation. It is worth noting, however, that inclusion of more ISBAS points 

also increases the risk of noisy results. A lower interferogram threshold implies 

that fewer interferograms are required to achieve an average coherence  

value of 0.25. 

 

 
Figure 7.29: Coverage comparison between the ISBAS and SBAS techniques from 

the ERS-1/2 (track 347) results. White points represent coherent points in the image. 
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The velocity of coherent points is derived to produce a vertical land 

motion map. Figure 7.30 shows the LOS-velocity map of Johor as estimated 

from the ISBAS linear analysis. Location of the 8 MyRTKnet stations is shown 

as red points. Additionally, the peatland area, as extracted from the Internationa l 

Wetlands (2010), is shown in the black polygon. The map is somewhat noisy as 

low coherent targets dominate the area. Errors from the phase unwrapping also 

could propagate to the estimated velocities. The rates range from -1.16 cm/year 

(subsidence) to 1.03 cm/year (uplift), with the average value of -0.13 cm/year. 

The standard error map for the velocities is given in Figure 7.31. They are 

relatively good in the urban areas but deteriorate in the remote/rural regions. 

The values vary between 0.03 and 0.53 cm/year. Approximately 91.8% of the 

coherent points have the standard error of less than 0.25 cm/year, but the 

percentage dropped to about 57.2% for points with a standard error of lower 

than 0.20 cm/year. 

 

It is interesting to note that the peatland area, marked by the black 

polygon in Figure 7.30, generally shows a subsidence trend. Wösten et al. 

(1997) have reported a similar pattern, with an average subsidence rate of 

2 cm/year. The rate was derived from 17 markers planted in the area. They also 

reported that the subsidence rate decreases gradually with time and may be 

divided into an initial, very rapid consolidation component, and a slow 

oxidation and shrinkage component. Based on the recorded measurement over 

21 years, the estimated rate in the earlier period was 4.6 cm/year but reduced to 

2.0 ± 1.5 cm/year after 1988. For comparison, the estimated rates from the 

ISBAS analysis, using data spanning from 4 May 1995 to 7 January 2005, reach 

up to -1.6 cm/year (subsidence) for the peatland area. On the other hand, the 

standard errors range from 0.03  to 0.40 cm/year. Therefore, it can be concluded 

that the rates from the two results are comparable considering their  

standard errors. 
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Figure 7.30: LOS-velocity map of Johor from the ERS-1/2 (track 347) processing. 
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Figure 7.31: Standard error map for the LOS-velocity of Johor from the ERS-1/2 (track 347) processing. 



. 219 . 

The LOS-velocity map is also compared with the Persistent Scatterer 

(PS)-InSAR results from Ami Hassan (2014). In his work, 21 ERS-2 SAR 

images have been used to derive the LOS-velocity map with data spanning from 

May 1996 to January 2005. Formation of differential interferograms was 

implemented using Delft Object-oriented Radar Interferometric Software 

(DORIS) (Kampes and Usai, 1999), whereas the selection of PS pixels and time-

series analysis were made using the Stanford Method for Persistent Scatterer 

(StaMPS) (Hooper, 2006). Figure 7.32 shows the LOS-velocity map and the 

standard error map for the estimation in mm/year from the PS-InSAR 

processing. It can be seen that the coverage is significantly less than ISBAS 

result, and consequently limiting the interpretation on the extent of deformation. 

For example, the subsidence in the peatland area is not clearly visib le.  

PS-InSAR is mainly suitable for urban settings where the phases stability can 

be assured. The standard errors are relatively similar, which are higher in urban 

than in remote/rural areas. 

 

 

Figure 7.32: PS-InSAR results in Johor from 1996 to 2005. (a) LOS-velocity 

estimation in mm/year, and (b) standard error of the LOS-velocity. Figure adapted from 

Ami Hassan (2014). 

 

 

Visual inspection on the PS-InSAR result seems to suggest that some 

part of the Johor Bahru City had undergone uplifting, which could be due to 

construction processes. The uplift trend could be speculated as a result from the 

steady increment in the height of buildings (i.e. new human-made structures). It 

should be noted that most of the InSAR time-series assume a slow monotonic 

motion in producing the LOS-velocity map, which is also the case for the  

PS-InSAR in Ami Hassan (2014) and the ISBAS analysis in this work. It is 

suspected that the uplift signals from the steady increment of the buildings’ 
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height are captured in the estimation of linear velocity as they are more 
prominent than the subsidence from the urbanisation processes. Unfortunately, 
there is no ground data available concerning the rate of growth in the area to 
support this assumption. Although not directly related, the spatio-temporal 
patterns of landscape change from Barau and Qureshi (2015), as shown in 
Figure 7.33, provides an indication of the development in Johor as the results 
of Iskandar Malaysia initiative. Despite the author’s attempts to correlate the 
deformation with groundwater extractions data, regrettably, it does not show 
any correlation between them. However, a similar finding is also perceived in 
the ISBAS result but differs in the measured rates. Ami Hassan (2014) found 
the rates to be between -0.43 and 0.52 cm/year with standard errors range from 
0.04 to 0.25 cm/year. On the other hand, the estimated rates from the ISBAS 
analysis are between -0.98 and 0.71 cm/year with standard errors from 0.09 to 
0.46 cm/year. The dissimilarities can be due to, among other things, the 
difference in the temporal resolution of the data, and/or the spatial resolution of 
the results (PS-InSAR works on full resolution pixels, whereas ISBAS 
technique applies multi-looking). Assessment of the accuracy of the two 
techniques is hindered by the absence of ground truth in the area. 

 

 

Figure 7.33: Spatio-temporal patterns of landscape change in Iskandar Malaysia. 
Figure adapted from Barau and Qureshi (2015). 
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Table 7.3 summarised the comparison between the velocity rates 

estimated from the GPS DD processing in the vertical direction and the ISBAS 

analysis at the nearest coherent point. The rates from the DD are selected as 

opposed to the PPP, as it gives slightly better precision. The LOS-velocities are 

converted to the vertical direction for the comparison (refer to Section 5.11 of 

Chapter 5). There are 7 GPS points, namely 6 MyRTKnet stations and 1 IGS 

station, situated within the SAR coverage (refer to Figure 7.30 and 

Figure 7.31). Approximate distance between the two points is also given in the 

table. The precision of the velocity rates from GPS is better than InSAR, apart 

from the KLUG station. The lower precision at KLUG is due to limited data 

used for the estimation. The velocities between GPS and InSAR, in general, 

agreed in their trend (considering the precision) but differ in the estimated value. 

The following Table 7.4, on the other hand, compares the same rates from GPS 

with the average rates from ISBAS, computed from all coherent points within a 

2 km radius. The number of points used to calculate the average rate is also 

listed. TGRH station has significantly fewer points as it is located at the edge of 

the SAR frame. Again, the same pattern is observed at all locations, suggesting 

that the areas had undergone subsidence. The differences can be explained, 

among others, by the spatial resolution of the results. While GPS observed the 

trend at a particular point measured by the receiver, the velocity of an ISBAS 

point represents the movement of an area covered by the multi- looked windows, 

i.e. approximately 100 m x 100 m on the ground resolution. 

 

Table 7.3: Comparison between the estimated velocity from DD GPS and ISBAS 

analysis of ERS-1/2 (track 347) (the nearest point to the GPS station). 

Station 
Vertical velocity from 

DD GPS (cm/year) 

Velocity from InSAR 

Rate (cm/year) Distance (m) 

GAJA -0.17 ± 0.01 -0.43 ± 0.17 11 

JHJY -0.03 ± 0.02 -0.21 ± 0.19 33 

KLUG -0.77 ± 0.32 -0.27 ± 0.21 81 

KUKP -0.41 ± 0.01 -0.11 ± 0.17 38 

SPGR -0.01 ± 0.01 -0.21 ± 0.12 129 

TGRH -0.06 ± 0.01 0.09 ± 0.35 545 

NTUS -0.15 ± 0.01 -0.35 ± 0.15 38 

 

 

 

 

 

 



. 222 . 

Table 7.4: Comparison between the estimated velocity from DD GPS and ISBAS 

analysis of ERS-1/2 (track 347) (average velocity over 2 km radius). 

Station 
Vertical velocity from 

DD GPS (cm/year) 

Average velocity from InSAR 

(2 km radius) 

Rate (cm/year) 
Number of 

coherent points 

GAJA -0.17 ± 0.01 -0.29 343 

JHJY -0.03 ± 0.02 -0.26 1092 

KLUG -0.77 ± 0.32 -0.08 1419 

KUKP -0.41 ± 0.01 -0.03 436 

SPGR -0.01 ± 0.01 -0.24 662 

TGRH -0.06 ± 0.01 -0.03 48 

NTUS -0.15 ± 0.01 -0.04 904 

 

 

The histogram plot of the standard errors for LOS-velocities, as shown 

in Figure 7.34, revealed an interesting feature of the ISBAS analysis as 

compared to the standard SBAS analysis. There is a two bell shape found in the 

ISBAS histogram. The first one mostly corresponds to the SBAS points, which 

has low standard errors, and the second one represents the standard errors for 

the intermittent points. The inclusion of ISBAS points increases the number of 

coherent points, which will improve understanding of the extent of the 

deformation. Nevertheless, careful consideration should be taken so as not to 

introduce noisy observations that could lead to wrong interpretation of the 

result. For comparison, the SBAS points in Johor have standard errors between 

0.03 and 0.15 cm/year with the average value of 0.11 cm/year. Meanwhile, the 

standard errors for the ISBAS points are slightly larger, ranging from 0.03 to 

0.49 cm/year with the average value of 0.19 cm/year. Therefore, only points that 

have reliable estimation (i.e. small standard errors) are considered for the 

analysis. The task, however, is easily implemented with the aid of ArcGIS 

software to visualise the result, as applied in this research.   
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Figure 7.34: Histogram plot of the standard error from the ERS-1/2 (track 347) 

processing. 

 

 

 

7.4.2. Results from the ERS-1/2 (Track 75) 

 

The processing of the ERS-1/2 (track 75) involved 32 SAR images 

acquired from 5 August 1993 to 23 February 2003. The image on 10 May 1998 

has been selected as the master image as it was attained approximately in the 

middle of the data span. The water body covers approximately 54.17% of the 

scene. Formation of differential interferograms is based on 350 m as the orbital 

baseline threshold, and 5 years as the temporal baseline threshold, resulting in 

149 differential interferograms. The multi-looked setting is configured as  

4 × 24 pixels in range and azimuth resolution, respectively. Coherence threshold 

is set as 0.25 with 45 as the minimum number of interferograms for the 

computation of average coherence. There are 178,877 identified points, an 

improvement of 25.06% from the standard SBAS analysis (Figure 7.35). As 

expected, the SBAS points are distributed in urban areas such as Pasir Gudang, 

Kota Tinggi, and Johor Bahru, whereas the ISBAS points are widely distributed 

over various land classes. The increase of coverage permits better representation 

of the deformation in the area. 

ISBAS points 

SBAS points 
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Figure 7.35: Coverage comparison between the ISBAS and SBAS techniques from 

the ERS-1/2 (track 75) results. White points represent coherent points in the image. 

 

 

The LOS-velocity map, generated from the processing of 32 ERS-1/2 

(track 75) images, is given in Figure 7.36. As suggested from the comparison 

between SBAS and ISBAS, the area is dominated with low coherent targets 

(tree covered area and cropland); hence, the map is somewhat noisy. Errors from 

the phase unwrapping due to sparse coherent points also could propagate into 

the results. The estimation of velocity is done assuming monotonic motion. 

Therefore, one must also consider if this assumption is not valid. The estimated 

velocity rates range between -1.11 cm/year (subsidence) and 0.64 cm/year 

(uplift) with the average value of -0.18 cm/year. The following Figure 7.37 

gives the standard error map for the LOS-velocity. The standard error map is 

relatively good in the urban areas due to a large number of interferograms used 

to estimate the velocity, but the value reduces in the remote/rural areas as the 

number of interferograms decreases. The values range from 0.03 to 

0.40 cm/year. Approximately 99.4% of the coherent pixels have a standard error 

of less than 0.25 cm/year. The percentage dropped to about 88.6% and 43.8% 

for coherent pixels with a standard error less than 0.20 cm/year and 0.15 

cm/year, respectively. Low standard error value implies that atmospheric phase, 

orbital and DEM errors are well reduced in the time-series processing. 
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Figure 7.36: LOS-velocity map of Johor from the ERS-1/2 (track 75) processing. 
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Figure 7.37: Standard error map for the LOS-velocity of Johor from the ERS-1/2 (track 75) processing. 
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In general, the LOS-velocity map from the ERS-1/2 (track 75) and  

ERS-1/2 (track 347) processing agreed in their overlapping area, considering 

the standard error, difference in data span, as well as satellite’s viewing angle. 

It is interesting to note that the map from ERS-1/2 (track 75) processing also 

showed an uplift trend in some part of the Johor Bahru City, as found in the  

PS-InSAR and ERS-1/2 (track 347) results. The uplift could be due to 

construction processes as discussed before. This assumption is further supported 

by the Google rendered images shown before in Figure 3.6. The velocity rates 

range between -0.86 and 0.76 cm/year with the standard errors from 0.08 to 

0.38 cm/year. For comparison, the rates stated in Ami Hassan (2014) are 

between -0.43 and 0.52 cm/year with the standard errors from 0.04 to 

0.25 cm/year. Meanwhile, the rates from ERS-1/2 (track 347) are between -0.98 

and 0.71 cm/year with the standard errors from 0.09 to 0.46 cm/year. They agree 

reasonably well with expected variations due to the difference in temporal 

resolution of the data, the spatial resolution of the results (PS-InSAR works on 

full resolution pixels, whereas ISBAS technique applies multi-looking), and the 

satellite’s viewing angle. Assessment of their accuracy is hindered by the 

absence of ground truth in the area. Other areas in Johor are relatively stable. 

 

Table 7.5 shows the comparison between the estimated velocity from 

DD GPS in the vertical direction and ISBAS analysis of ERS-1/2 (track 75) at 

the nearest coherent point. The LOS-velocities are converted to vertical 

direction for the comparison. It is noticeable that the precision of the velocit ies 

estimation from GPS is better than InSAR. Similarly, Table 7.6 shows the same 

comparison but with the average rate computed from all coherent points within 

2 km radius. It is noticeable that their trend is similar, suggesting the areas had 

undergone subsidence. Although they differ in their estimated rates, it can be 

explained by the difference in the spatial resolution. GPS observes the trend at 

a particular point measured by the receiver, whereas an ISBAS point gives the 

movement of an area covered by the multi- looked windows, i.e. approximate ly 

100 m x 100 m on the ground resolution. It is also important to note that the 

horizontal movement (i.e. in North-South and East-West direction) is neglected 

when converting the LOS-velocities to the vertical direction (refer to 

Section 5.11 of Chapter 5). This poor assumption may cause misinterpreta t ion 

of the actual ground motion that occurs in both vertical and horizonta l 

directions. Moreover, if the surface displacement were in the azimuth direction, 

which is perpendicular to the LOS direction, it may be entirely missed from the 

InSAR LOS measurement.  
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Table 7.5: Comparison between the estimated velocity from DD GPS and ISBAS 

analysis of ERS-1/2 (track 75) (the nearest point to the GPS station). 

Station 
Vertical velocity from 

DD GPS (cm/year) 

Velocity from InSAR 

Rate (cm/year) Distance (m) 

JHJY -0.03 ± 0.02 -0.16 ± 0.09 27 

TGPG -0.27 ± 0.01 -0.15 ± 0.09 88 

TGRH -0.06 ± 0.01 -0.15 ± 0.10 50 

NTUS -0.15 ± 0.01 -0.09 ± 0.01 65 

 

 

Table 7.6: Comparison between the estimated velocity from DD GPS and ISBAS 

analysis of ERS-1/2 (track 75) (average velocity over 2 km radius). 

Station 
Vertical velocity from 

DD GPS (cm/year) 

Average velocity from InSAR 

(2 km radius) 

Rate (cm/year) 
Number of 

coherent points 

JHJY -0.03 ± 0.02 -0.01 1383 

TGPG -0.27 ± 0.01 -0.17 266 

TGRH -0.06 ± 0.01 -0.25 515 

NTUS -0.15 ± 0.01 -0.08 883 

 

 

The histogram plot of the standard errors for the LOS-velocit ies 

(Figure 7.38) also shows similar features to the ISBAS analysis as reported 

previously in the ERS-1/2 (track 347) result; though, the two bells shape is not 

as prominent. The first curve mostly corresponds to the SBAS points. ISBAS 

increases the number of coherent points, which will be beneficial for the 

representation of deformation. However, they are noisier than the corresponding 

SBAS points. The SBAS points from the ERS-1/2 (track 75) processing have 

standard errors between 0.03 to 0.12 cm/year with the average value of 

0.09 cm/year. Meanwhile, the maximum standard errors for the ISBAS points 

increases to 0.27 cm/year with the average value of 0.12 cm/year. In this work, 

only points that have reliable estimation (i.e. small standard errors as compared 

to the estimated LOS-velocities) are considered for the analysis. Visualisa t ion 

of those points is made using ArcGIS software. 
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Figure 7.38: Histogram plot of the standard error from the ERS-1/2 (track 75) 

processing. 

 

 

 

7.5. Summary 

 

This chapter presents the main results from the processing of GPS and SAR 

datasets to quantify the rate of long-term deformation in Johor. From the GPS time-

series analyses, it is evident that all stations are non-stationary. The mean of position 

varies with time, but the statistical or random noise remains fairly constant. The 

movement can be explained by a linear velocity of the plate tectonic motion and 

earthquakes in the surrounding region. Comparison between the DD and PPP results 

suggests that the latter is more sensitive to the movement induced by earthquakes as it 

only relies on the satellites information (position and clock) and the complete modelling 

of errors and biases affecting the measurements. In contrast, if the reference stations in 

DD are within the earthquake region, the sensitivity of the technique to the movement 

is reduced. Hence, the inclusion of reference stations outside the earthquake area will 

be advantageous. In this study, the results from DD processing is favourable for the 

assessment of long-term deformation as it benefits from the fixed ambiguit ies 

resolution as compared to float ambiguity resolution in PPP. 

 

There are two tangible improvements from using DD with fixed ambiguit ies 

resolution as opposed to PPP with float ambiguities resolution, i.e. a more reliable 

estimation and a better coordinate repeatability especially in the East-West component. 

The latter is beneficial for velocity estimation. After removal of outliers larger than 

three sigmas, the average RMS for all 8 MyRTKnet stations from PPP estimate is 

0.4 mm in the North-South, 1.0 mm in the East-West, and 1.5 mm in the Up-Down 

components. The value improves by 50% in the East-West component as a consequent 

ISBAS points 

SBAS points 
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of the fixed ambiguities resolution DD. The RMS in the Up-Down component is 

slightly high as it is usually three times worse than the horizontal counterpart. 

Interestingly, the RMS from DD estimation also decreases with time, which could be 

attributed to the relative improvement of the GPS products, models, as well as the 

quality of the data. The rates are subtle (between -0.02 to - 0.47 mm/year) but visib le 

on all 8 MyRTKnet stations. In summary, the GPS data processing via Bernese software 

performed well in this study in deriving horizontal and vertical time-series coordinates. 

 

The linear velocity rate for 8 MyRTKnet stations is estimated using data from 

18 September 2007 onward as the stations’ movement is stable after that date. The 

standard errors of the velocity are good, apart from KLUG station, which can be 

explained by less data availability as compared to the others. Both the PPP and DD 

results showed declining trend in the North-South and increasing trend the East-West 

components. However, they differ in the vertical direction. While some stations, i.e. 

JHJY, SPGR, and TGRH, showed uplift movements in the PPP, all stations indicated 

subsidence pattern in the DD results. Since the Pearson correlation coefficient is higher 

in DD than PPP by 4% in the East-West and 5% in the Up-Down element, the rates 

from DD are accepted. The largest movement in the North-South, East-West, and Up-

Down components is found at PRTS (-1.25 ± 0.01 cm/year), TGPG (2.06 ± 0.01 

cm/year), and KUKP (-0.41 ± 0.01 cm/year), respectively. It implies that the current 

MyRTKnet stations in Johor have moved by as much as -21.25 cm in North-South, 

35.02 cm in East-West, and -6.97 in Up-Down components, as of 1 January 2017, 

considering their reference epoch (i.e. ITRF2000 at epoch 2000.0). 

 

The results also suggest that MyRTKnet stations in the West moved at different 

rates than the stations in the East, which is larger in North-South but smaller in East-

West. No clear trend is perceived in the vertical direction. There could be a geologica l 

separation between the two areas as supported by the seismotectonic map from JMG, 

but the in-depth geological interpretation concerning the properties, mechanisms, and 

influences of the fault lines is subject to future work. Analysis of the horizonta l 

movement showed that all stations moved towards a South-East direction, although 

they seem to change toward East direction after 2011. The 6.7Mw earthquake on  

3 April 2011, which also followed by another 6.0Mw earthquake on 6 April 2011, could 

have triggered the change, but further data is required to verify this finding as it is only 

present at the end of the dataset. The calculated rates from PPP are found to be lower 

than DD by as much as 1.6 mm/year. A similar pattern is attained in the estimated 

direction. The difference reaches up to 1.822°, discarding the ambiguous estimation for 

KLUG station. The magnitudes range from 2.23 to 2.30 cm/year, whereas angle range 

between 115.165° and 123.184° (not considering the KLUG station). Reviewing these 

movements, the coordinates of MyRTKnet stations are due to revision to ensure that 

they are in line with the latest realisation of ITRF, and to ensure they provide an 

accurate and reliable solution for relative positioning. 
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The results from InSAR time-series enable quantification of the vertical 

deformation for areas not covered by MyRTKnet stations. ISBAS produced 293,339 

points for the ERS-1/2 (track 347) processing and 178,877 points from the ERS-1/2 

(track 75) processing, an improvement of 28.46% and 25.06%, respectively, when 

comparing to the standard SBAS analysis. This increment allows better representation 

of the deformation in the area. For example, the Peatland area in Johor showed a clear 

subsidence trend which also agreed with the reported rate. This finding cannot be 

achieved from the GPS, standard SBAS and PS-InSAR analysis due to their limited 

coverage. The LOS-velocity maps from ISBAS are somewhat noisy owing to the low 

coherent targets, error in the phase unwrapping, and assumption on the monotonic 

motion. The standard errors are relatively good in urban but deteriorate in remote/rura l 

areas. About 91.8% points in the ERS-1/2 (track 347) results have a standard error less 

than 0.25 cm/year. The corresponding percentage for ERS-1/2 (track 75) points is 

99.4%. Small standard error value suggests that atmospheric phase, orbital and DEM 

errors are well reduced in the time-series processing. 

 

The LOS-velocity map from ERS-1/2 (track 75) and ERS-1/2 (track 347) 

processing matched in their overlapping area. Some part of Johor Bahru City showed 

an uplift trend, which is perceived in both results and the PS-InSAR result from Ami 

Hassan (2014). It could be due to constructions that had taken place, which also 

supported by the Google rendered images. Although the estimated rate from the three 

analyses is not similar, it can be ascribed to the difference in data span and spatial 

resolution of the results (PS-InSAR works on full resolution pixels, whereas ISBAS 

technique applies multi-looking). Assessment of their accuracy is hindered by the 

absence of ground truth in the area. Comparison of the vertical rate from GPS and 

InSAR showed agreement in the direction, but differ in the magnitude. While GPS 

observed the trend at a particular point measured by the receiver, the velocity of an 

ISBAS point represents the movement of an area covered by the multi- looked windows. 

As the conversion of LOS-velocities to the vertical direction is based on the assumption 

of no deformation in horizontal, it may cause misinterpretation of the actual ground 

motion that happens in both horizontal and vertical directions. If the surface 

displacement were in the SAR azimuth direction, it might be entirely missed from the 

InSAR LOS measurement. The properties of the ISBAS analysis is best seen in the 

histogram plot of the standard errors. The inclusion of ISBAS points increases the 

coverage but decreases the average standard error. For ERS-1/2 (track 347) processing, 

the SBAS points have an average error value of 0.11 cm/year as compared to 

0.19 cm/year for the ISBAS points. The mean value in ERS-1/2 (track 75) is 

0.09 cm/year for the SBAS points but increases to 0.12 cm/year for the ISBAS points. 

In this study, only points that have small standard errors in comparison with the 

estimated LOS-velocities are considered. 
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It is evident that the combination of GPS and InSAR has enabled comprehens ive 

representation of the long-term deformation in Johor. GPS has successfully quantified 

the movements from the tectonic motion and earthquakes in the surrounding region, 

whereas InSAR has identified local subsidence due to the development of tropical 

peatland and urbanisation in the Johor Bahru City. It is expected that their combination 

for the assessment of deformation will continue to be exploited in light of the newly 

available Sentinel-1 satellites. The satellites have a short revisit cycle and small orbital 

separation, which will improve the coherence for areas such as Malaysia. Moreover, 

the Sentinel-1 data is accessible for free, which definitely adds to its interest. 
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CHAPTER 8 

 

CONCLUSIONS AND RECOMMENDATIONS 

 

 

 

8.1. Conclusions 

 

Research on deformation is gaining much attention in Malaysia following the 

rising of public concern and awareness as the lesson learnt from unfortunate tragedies 

in the past. Some of those tragedies are the collapse of Highland Tower on 

11 December 1993, the tsunami in West Coast of Peninsular Malaysia on 

26 December 2004, and major floods that strikes almost every year during monsoon 

season. This awareness has demanded government and other responsible agencies to 

take preventative and continuous measures to ensure public safety. Deformation can 

be induced by various factors such as tectonic activities in the surrounding region, 

mining, landslide, development of tropical peatland, flood, and sea level rise. 

Deformation study provides information deemed necessary not only in the context of 

safety assessment but also for the maintenance of geodetic infrastructures. The latter 

is essential for accurate positioning in surveying and mapping applications. There are 

many methods available for the investigation of deformation; each with their own 

unique characteristics. Global Positioning System (GPS) and Interferometric 

Synthetic Aperture Radar (InSAR) are two of the most commonly used space-based 

geodetic techniques for deformation analysis. They are complementary in their 

features; InSAR for the investigation of surface movement over a wide area 

particularly in the vertical direction, and GPS for a detailed point-specific analysis. 

 

This study presents an effort to quantify the rate of long-term deformation in 

Johor, Malaysia using a combination of GPS and InSAR. It is made possible with the 

availability of large recorded datasets, which has been a major limitation in the past. 

In general, the data included five years GPS data at 8 Malaysia Real-Time Kinematic 

GNSS Network (MyRTKnet) stations (2007 - 2011), and a total of 62 ERS-1/2 SAR 

images (1993 - 2005) from two satellite tracks. On top of that, 27 IGb08 stations are 

used as the reference stations, and 7 International GNSS Service (IGS) stations are 

utilised to bridge and shorten the baselines length in the double-difference (DD) 

processing. The feasibility of the newly available Sentinel-1 satellite is also 

investigated using 23 datasets from March 2015 to September 2016. In pursuit of this 

goal, three objectives have been addressed with the following conclusion. 
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8.1.1. Objective 1: To investigate and develop a strategy for precise 

estimation of the long-term deformation in Johor, Malaysia using 

GPS and InSAR. 

 

The first objective is achieved through a detailed investigation of the 

biases and errors affecting the measurements and subsequently addressing 

them to extract the real deformation signal. For GPS, high accuracy daily 

coordinates are computed using Bernese GNSS Software that allows complete 

modelling and mitigation of those errors term. There are two processing 

methods tested in this study, namely Precise Point Positioning (PPP) and DD. 

The latter is customised for processing a regional network and benefits from 

the fixed ambiguity resolution. The former, on the other hand, is based on the 

float ambiguity resolution. The coordinate in both methods is determined on 

the International Terrestrial Reference Frame 2008 (ITRF2008). For PPP, it is 

done by fixing the satellites coordinate and clock, as well as a full modelling 

of errors and biases in the measurements. On the other hand, DD cancels the 

common errors and biases at the satellites and receiver during differencing 

processes. The final coordinate is realised by three-no-net translation 

conditions imposed on a set of reference frame stations (IGb 08 reference 

coordinates). Two Bernese Processing Engines (BPEs) have been customised 

to process the extensive data, i.e. PPP.PCF and DD.PCF. The detailed of each 

strategy is discussed in Chapter 4. 

 

Similarly, the SAR processing employed in this research is discussed 

in Chapter 5. It is carried out using Punnet; a software developed in-house at 

the University of Nottingham. Punnet utilises the Intermittent Small Baseline 

Subset (ISBAS) algorithm, which appears particularly well-suited for an area 

like Malaysia. The coverage improvement when compared to the standard 

Small Baseline Subset (SBAS) processing reaches up to 28.46% in the study 

area. There are also improvements made to the existing algorithm, namely (1) 

statistical analysis to identify the appropriate thresholds for orbital and spatial 

baselines, (2) a new method to determine the control point for phase 

unwrapping, (3) implementation of outliers’ rejection algorithm, and (4) a new 

method for the non-linear analysis in areas with significant deformation. The 

results from the improvements seem promising and give added values to the 

software. 

 

The effects of the water body to phase unwrapping using SNAPHU are 

investigated and found to be nominal owing to the utilisation of nearest 

neighbour interpolation and the use of the coherence map as the weight. This 

research also presents one of the earliest Sentinel-1 results in Malaysia 

following targeted changes made to the existing workflow. Those changes 

consist of (1) additional module for debursting and merging prior to image 

coregistration and resampling, and (2) utilisation of the known de-ramping 
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function for the image’s coregistration and resampling. The results suggest 

that Sentinel-1 will likely improve the coherence owing to the short revisiting 

cycle and small orbital separation. The network of the interferogram is also 

well connected; hence, producing a maximum number of interferograms given 

the data span. 

 

 

 

8.1.2. Objective 2: To model and mitigate the tropospheric effects in GPS 

and InSAR to achieve the most precise and reliable estimation from 

the measurements. 

 

The troposphere is one of the most challenging errors sources in GPS 

and InSAR and deserves special attention. The second objective is to minimise 

the tropospheric effects in order to achieve the best possible estimation from 

the measurements. In GPS, it is accomplished by introducing the dry 

component of the delay from a model and subsequently, estimating the wet 

part from the observation data. There were two models tested in this research, 

i.e. Saastamoinen model with Niell Mapping Function (NMF), and Vienna 

Mapping Function-1 (VMF-1). The former is an empirical model based on the 

standard atmosphere and the latter is a model based on the real weather 

measurements. Although no significant improvement is found in terms of 

coordinate repeatability, their small deviation suggests that VMF-1 is more 

suitable than NMF when precise zenith tropospheric delay (ZTD) is the 

primary concern. Comparison between the estimated troposphere from PPP 

and DD showed that they are within 4 mm standard deviation. However, DD 

can benefit from the good data quality at the nearby stations in the event of 

data problems. It is found that DD yields better agreement with ZTDs from the 

Center for Orbit Determination in Europe (CODE) than PPP. In general, the 

tropospheric delays in the study area range between 2.5 and 2.7 m, thus they 

must be accounted for in the precise applications such as deformation 

monitoring. The trends are dominated by the wet delay as it has high 

variability, but the overall value is offset owing to the greater magnitude of the 

dry delay. 

 

The modelling and mitigation of tropospheric effects in InSAR are 

addressed considering their correlation with height. This method, however, 

only addresses the vertical stratification effects but not the turbulence mixing 

phenomena. The correlation can either be in linear or power-law relationships. 

Both approaches are implemented into Punnet, which significantly reduces the 

correlation. The Mexico processing is utilised for the illustration since the 

effects are more visible than in Johor, owing to the large range of height. The 

height range in Mexico based on the Shuttle Radar Topography Mission 

(SRTM) DEM is between ~702 and ~5,568 m above mean sea level (MSL), 



. 236 . 

whereas the corresponding range for Johor is from 0 to ~971 m above MSL. 

Although no noticeable difference is observed in the corrected interferograms 

between the linear and the power-law corrections, a slight improvement is 

achieved using power law as opposed to the linear correction in the estimated 

deformation. The benefits of tropospheric correction in InSAR become more 

noticeable in the quality of the estimation, which is represented by the 

standard error map. This finding also suggests that the non-linear analysis will 

benefit from this tropospheric correction as it relies on the residuals from the 

linear analysis. The in-depth discussion on the modelling and mitigation of 

tropospheric effects in GPS and InSAR is addressed in Chapter 6. 

 

 

 

8.1.3. Objective 3: To quantify and assess the rate of long-term 

deformation in Johor, Malaysia, and to analyse the sources of 

deformation. 

 

The derived velocities from GPS and InSAR time-series enable 

quantification and assessment of the long-term deformation in Johor, 

Malaysia. It is evident from the GPS time-series that all stations are non-

stationary. Their movement can be explained by a linear velocity of the plates 

tectonic motion and earthquakes in the surrounding region. Firstly, the 

reliability of the coordinate estimation is assessed by analysing the root mean 

square (RMS) errors. Any outliers larger than three sigmas are rejected. Two 

improvements are noticeable from using DD with fixed ambiguities resolution 

as opposed to PPP with float ambiguities resolution: (1) a lower RMS value, 

and (2) a better coordinate repeatability especially in the East-West 

component, which will be beneficial for velocity estimation. The average 

RMS for all 8 MyRTKnet stations from PPP is 0.4 mm in the North-South, 

1.0 mm in the East-West, and 1.5 mm in the Up-Down components. The value 

improved by 50% in the East-West as a consequence of the fixed ambiguities 

resolution in DD. The RMS from DD estimation also decreases with time, 

which could be attributed to the relative improvement of the GPS products, 

models, as well as the quality of the data. The rates are subtle (between -0.02 

to - 0.47 mm/year) but visible on all 8 MyRTKnet stations. In summary, the 

GPS data processing via Bernese software performed well in deriving the 

coordinates. 

 

It is worth mentioning that PPP is preferable for earthquakes study 

owing to its sensitivity to the movements induced by earthquakes. DD requires 

the reference stations to be outside the region to ensure they are not affected 

by the same movement. Nevertheless, the results from DD is favourable for 

the assessment of long-term deformation in this study as it benefits from the 

fixed ambiguities resolution. The linear velocity rate from PPP and DD 
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showed declining trend in the North-South and increasing trend the East-West 

components. However, they differ in the vertical direction. While some 

stations, i.e. JHJY, SPGR, and TGRH, showed uplift movements in the PPP, 

all stations indicated subsidence pattern in the DD results. The rates from DD 

are accepted considering the Pearson correlation coefficient is higher by 4% in 

the East-West and 5% in the Up-Down element. The largest movement in the 

North-South, East-West, and Up-Down components is found at PRTS (-1.25 ± 

0.01 cm/year), TGPG (2.06 ± 0.01 cm/year), and KUKP (-0.41 ± 0.01 

cm/year), respectively. It implies that the current MyRTKnet stations in Johor 

have moved by as much as -21.25 cm in North-South, 35.02 cm in East-West, 

and -6.97 in Up-Down components, as of 1 January 2017, considering their 

reference epoch (i.e. ITRF2000 at epoch 2000.0). The results also suggest that 

MyRTKnet stations in the West moved at different rates than the stations in 

the East. In-depth geological interpretation of these results is subject to future 

work. 

 

Analysis of the horizontal movement showed that all stations moved 

towards a South-East direction, although they seem to change toward East 

direction after 2011. The 6.7Mw earthquake on 3 April 2011, which was also 

followed by another 6.0Mw earthquake on 6 April 2011, could have triggered 

the change, but further data is required to verify this finding as it only 

occurred at the end of the dataset. The calculated rates from PPP are found to 

be lower than DD by as much as 1.6 mm/year. A similar pattern is perceived 

in the estimated direction. The difference reaches up to 1.822°. The 

magnitudes range from 2.23 to 2.30 cm/year, whereas angle range between 

115.165° and 123.184°. Reviewing these movements, the coordinates of 

MyRTKnet stations are due revision to ensure that they are in line with the 

latest realisation of ITRF, and to ensure that they provide an accurate and 

reliable solution for relative positioning. 

 

The LOS-velocity map from the InSAR time-series allows assessment 

on the vertical deformation for areas not covered by MyRTKnet. ISBAS 

analysis produced 293,339 points for the ERS-1/2 (track 347) processing and 

178,877 points for the ERS-1/2 (track 75) processing. Improvement in 

coverage means better representation of the deformation in the area. The 

Peatland area in Johor showed a clear subsidence trend, which is similar to the 

reported rates in the literature. This finding cannot be retrieved from the GPS, 

standard SBAS or PS-InSAR analysis due to their limited coverage. The 

standard errors are relatively small in urban areas but deteriorate in 

remote/rural areas. About 91.8% points in the ERS-1/2 (track 347) results 

have a standard error less than 0.25 cm/year, and the corresponding percentage 

for ERS-1/2 (track 75) points is 99.4%. The small standard errors suggest that 

the atmospheric phase, orbital and DEM errors are well reduced in the time-

series processing. 
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The LOS-velocity map for ERS-1/2 (track 347) and ERS-1/2 (track 75) 

also matched in their overlapping area. Some part of the Johor Bahru City 

showed an uplift trend, which is observed in both results and the PS-InSAR 

result from Ami Hassan (2014). It could be due to urbanisation process, which 

is also supported by the Google rendered images. Although their estimated 

rate is slightly different, it can be caused by the difference in the data span, the 

spatial resolution of the results (PS-InSAR works on full resolution pixels, 

whereas ISBAS technique applies multi-looking), and the satellite viewing 

angles. Assessment of their accuracy is hindered by the absence of ground 

truth in the area. 

 

Comparison of the vertical rate from GPS and InSAR showed 

agreement in the direction, but difference in the magnitude. While GPS 

observed a trend at a particular point measured by the receiver, the velocity of 

an ISBAS point represents the movement of an area covered by the multi-

looked windows. As the conversion of LOS-velocities to the vertical direction 

also based on the assumption that there is no horizontal movement, it may 

cause misinterpretation of the actual ground motion that happens in both 

horizontal and vertical directions. If the surface displacement were in the SAR 

azimuth direction, it might be entirely missed from the InSAR LOS 

measurement. 

 

The properties of the ISBAS analysis is best seen in the histogram plot 

of the standard errors. The inclusion of ISBAS points increases the coverage 

but decreases the average standard error. For ERS-1/2 (track 347) processing, 

the SBAS points have an average value of 0.11 cm/year as compared to 

0.19 cm/year for the ISBAS points. The mean value for the ERS-1/2 (track 75) 

is 0.09 cm/year for the SBAS points but reduces to 0.12 cm/year for the 

ISBAS points. In this study, only points that have small standard errors in 

comparison with the estimated LOS-velocities are considered to ensure 

reliable results. 

 

It is evident that the combination of GPS and InSAR has enabled 

comprehensive representation of the long-term deformation in Johor. GPS has 

successfully quantified the movements from the tectonic motion and 

earthquakes in the surrounding region, whereas InSAR has identified local 

subsidence due to the development of tropical peatland and urbanisation in the 

Johor Bahru City. It is expected that their combination for the assessment of 

deformation will continue to develop in light of the newly available Sentinel-1 

satellites. The satellites have short revisit cycle, and small orbital separation, 

which is expected to improve the coherence in the area. Moreover, the 

Sentinel-1 data is accessible for free, which definitely adds to its interest. 
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8.2. Recommendations 

 

The following items are drawn from the discussion points which indicate that 

further research may be useful and perhaps lead to significant results. 

 

 

 

8.2.1. GPS Processing 

 

The PPP processing in this research is based on the float ambiguity 

resolution. The results can be improved further, especially in the East-West 

direction, with the fixed ambiguities resolution. A few well-known software 

are available for the PPP processing with fixed ambiguity resolution such as 

the GIPSY OASIS II by the Jet Propulsion Laboratory (JPL). The DD 

processing, on the other hand, is customised for a regional network. The final 

solution relies on the 27 IGb08 stations for the reference stations. The 

inclusion of more stations, scattered in all continents, will produce a result that 

better fit the global network. It is because a better geometry is constrained for 

the coordinate estimation. Future work also can benefit from the geological 

interpretation of the results, which will give knowledge on the driving forces 

behind the deformation. The individual contribution of each driving factors 

can also be investigated. The results of this study indicate a change in the 

direction of movement at a later date, i.e. toward the East direction. However, 

a conclusive result is hindered by limited data as the change only occurred at 

the end of the dataset. It is recommended to include recent data, which will 

enable a better conclusion. The longer dataset also allow verification on the 

RMS improvement in DD as observed in this research. 

 

 

 

8.2.2. SAR Processing 

 

Although this research also investigates the feasibility of Sentinel-1 for 

deformation monitoring in Malaysia, no LOS-velocity map is produced from 

the processing as the data is insufficient for long-term deformation monitoring 

(only covers 18 months period). The Sentinel-1 processing is made following 

targeted changes to the existing workflow as described in Section 5.5 of 

Chapter 5. The coherence is likely to improve owing to the short revisiting 

cycle of the satellite and the small orbital tube. Hence, it is expected to give a 

better result. There are several challenges faced in the Sentinel-1 processing as 

the data is gathered using the novel Terrain Observation with Progressive 

Scans in azimuth (TOPS) (Holzner and Bamler, 2002; Torres et al., 2012). The 

coregistration accuracy requirement is much more stringent than other 

stripmap products at one thousandth of one pixel (De Zan et al., 2014). Any 
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imprecision in the coregistration may result in noticeable phase ramps on the 

individual bursts as found in this research. A higher level of accuracy can be 

achieved through, for example, a spectral diversity technique (Scheiber and 

Moreira, 2000), as implemented by some authors (e.g. Lanari et al., 2015; 

Wegmüller et al., 2015). 

 

The number of interferograms generated from the SBAS or ISBAS 

analysis is larger than the independent interferograms (i.e. the number of 

images minus one). Some image may have influenced the derived velocities 

more than the others as a result of more interferogram pairs. The predefined 

threshold used for the temporal and spatial baselines determine the number of 

pairs for each image. Further research may look into this aspect to see if 

appropriate weighting to interferogram could improve the result. It is also 

interesting to compare the ISBAS result in Johor with other InSAR time-series 

techniques such as the SqueeSAR (Ferretti et al. 2011). Furthermore, three-

dimensional (3D) InSAR analysis can be implemented if multiple SAR 

acquisitions are available from different geometries or SAR systems. 

 

 

 

8.2.3. Tropospheric Modelling 

 

In this research, the tropospheric modelling in InSAR is addressed 

considering their correlation with height. This method, however, only 

addresses the vertical stratification effects but not the turbulence mixing 

phenomena. It will be desirable to consider both effects for the tropospheric 

correction. This can be achieved, for example, using external numerical 

weather model, the National Aeronautics and Space Administration (NASA) 

Moderate Resolution Imaging Spectroradiometer (MODIS), the European 

Space Agency (ESA) Medium Resolution Imaging Spectrometer (MERIS) 

measurements, or their combination. The power law correction applied in this 

research can also be improved by splitting the study area into multiple small 

windows and estimating the power law coefficients locally, as implemented in 

Bekaert et al. (2015a). This procedure will account for the spatial variability of 

the tropospheric properties over larger regions. 
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APPENDIX B 

 

Example of Ambiguity Resolution Summary 

from Bernese Processing using DD 

 
================================================================================ 

PART 6: AMBIGUITY RESOLUTION SUMMARY 

================================================================================ 

 

================================================================================ 

 Code-Based Widelane (WL) Ambiguity Resolution (<6000 km) 

================================================================================ 

 

 File     Sta1 Sta2    Length     Before     After    Res  Sys  Max/RMS L5    Receiver 1           Receiver 2 

                        (km)    #Amb (mm)  #Amb (mm)  (%)       (L5 Cycles) 

 ---------------------------------------------------------------------------------------------------------------------- 

 ALKT0010 ALIC KAT1   1043.680    55  0.0    19  0.3  65.5 G    0.145  0.074  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_WL  

 BAJH0010 BAKO JHJY    949.429    50  0.0    10  0.2  80.0 G    0.148  0.077  LEICA GRX1200+GNSS   TRIMBLE 5700          #AR_WL  

 CODV0010 COCO DGAV   2716.504    44  0.0     2  0.2  95.5 G    0.150  0.071  TRIMBLE NETR5        JPS EGGDT             #AR_WL  

 COXM0010 COCO XMIS    984.535    52  0.0    11  0.3  78.8 G    0.166  0.092  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_WL  

 CUJH0010 CUSV JHJY   1393.405    44  0.0     2  0.3  95.5 G    0.180  0.071  TRIMBLE NETRS        TRIMBLE 5700          #AR_WL  

 DAKT0010 DARW KAT1    202.319    65  0.0    16  0.1  75.4 G    0.146  0.054  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_WL  

 GGKT0010 GUUG KAT1   3337.191    54  0.0    12  0.2  77.8 G    0.146  0.077  TRIMBLE NETR5        LEICA GRX1200+GNSS    #AR_WL  

 GGTW0010 GUUG TWTF   2765.124    45  0.0     2  0.3  95.6 G    0.150  0.074  TRIMBLE NETR5        ASHTECH Z-XII3T       #AR_WL  

 HYII0010 HYDE IISC    497.626    55  0.1    11  0.3  80.0 G    0.136  0.065  LEICA GRX1200GGPRO   ASHTECH UZ-12         #AR_WL  

 HYLH0010 HYDE LHAZ   1856.740    55  0.0    15  0.3  72.7 G    0.148  0.073  LEICA GRX1200GGPRO   TPS E_GGD             #AR_WL  

 HYPR0010 HYDE PRTS   3128.337    42  0.0     9  0.3  78.6 G    0.143  0.085  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_WL  

 KAXM0010 KARR XMIS   1682.678    48  0.0     8  0.2  83.3 G    0.131  0.059  TRIMBLE NETR8        LEICA GRX1200GGPRO    #AR_WL  

 KAYA0010 KARR YAR2    909.905    45  0.0     2  0.3  95.6 G    0.135  0.062  TRIMBLE NETR8        ASHTECH UZ-12         #AR_WL  

 KTXM0010 KAT1 XMIS   2883.353    50  0.0    13  0.1  74.0 G    0.097  0.045  LEICA GRX1200+GNSS   LEICA GRX1200GGPRO    #AR_WL  

 NNYA0010 NNOR YAR2    236.453    49  0.0     4  0.2  91.8 G    0.111  0.054  ASHTECH Z-XII3       ASHTECH UZ-12         #AR_WL  

 PITW0010 PIMO TWTF   1140.747    50  0.1     1  0.2  98.0 G    0.140  0.055  ASHTECH UZ-12        ASHTECH Z-XII3T       #AR_WL  

 SHTW0010 SHAO TWTF    680.806    47  0.0     1  0.2  97.9 G    0.135  0.057  ASHTECH UZ-12        ASHTECH Z-XII3T       #AR_WL  

 TRXM0010 TGRH XMIS   1396.151    50  0.0    11  0.3  78.0 G    0.140  0.080  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_WL  

 --------------------------------------------------------------------------------------------------------------------- 

 Tot:  18             1544.721   900  0.0   149  0.2  83.4 G    0.180  0.069                                             #AR_WL  

 

 

================================================================================ 

 Code-Based Narrowlane (NL) Ambiguity Resolution (<6000 km) 

================================================================================ 

 

 File     Sta1 Sta2    Length     Before     After    Res  Sys  Max/RMS L1    Receiver 1           Receiver 2 

                        (km)    #Amb (mm)  #Amb (mm)  (%)       (L1 Cycles) 

 ---------------------------------------------------------------------------------------------------------------------- 

 ALKT0010 ALIC KAT1   1043.680    77  1.4    47  1.5  39.0 G    0.120  0.040  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_NL  

 BAJH0010 BAKO JHJY    949.429    60  1.7    29  1.7  51.7 G    0.135  0.046  LEICA GRX1200+GNSS   TRIMBLE 5700          #AR_NL  

 CODV0010 COCO DGAV   2716.504    44  2.1     9  2.1  79.5 G    0.131  0.058  TRIMBLE NETR5        JPS EGGDT             #AR_NL  

 COXM0010 COCO XMIS    984.535    52  1.7    15  1.9  71.2 G    0.148  0.068  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_NL  

 CUJH0010 CUSV JHJY   1393.405    44  1.5     4  1.6  90.9 G    0.140  0.054  TRIMBLE NETRS        TRIMBLE 5700          #AR_NL  

 DAKT0010 DARW KAT1    202.319    77  1.5    35  1.5  54.5 G    0.163  0.071  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_NL  

 GGKT0010 GUUG KAT1   3337.191    56  1.5    20  1.6  64.3 G    0.138  0.069  TRIMBLE NETR5        LEICA GRX1200+GNSS    #AR_NL  

 GGTW0010 GUUG TWTF   2765.124    47  1.3     9  1.3  80.9 G    0.145  0.058  TRIMBLE NETR5        ASHTECH Z-XII3T       #AR_NL  

 HYII0010 HYDE IISC    497.626    61  1.2    20  1.3  67.2 G    0.131  0.059  LEICA GRX1200GGPRO   ASHTECH UZ-12         #AR_NL  

 HYLH0010 HYDE LHAZ   1856.740    56  1.0    17  1.1  69.6 G    0.111  0.044  LEICA GRX1200GGPRO   TPS E_GGD             #AR_NL  

 HYPR0010 HYDE PRTS   3128.337    42  1.8    12  1.9  71.4 G    0.147  0.074  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_NL  

 KAXM0010 KARR XMIS   1682.678    49  1.7    15  1.7  69.4 G    0.141  0.066  TRIMBLE NETR8        LEICA GRX1200GGPRO    #AR_NL  

 KAYA0010 KARR YAR2    909.905    46  1.4     5  1.5  89.1 G    0.144  0.045  TRIMBLE NETR8        ASHTECH UZ-12         #AR_NL  

 KTXM0010 KAT1 XMIS   2883.353    50  1.7    19  1.7  62.0 G    0.160  0.062  LEICA GRX1200+GNSS   LEICA GRX1200GGPRO    #AR_NL  

 NNYA0010 NNOR YAR2    236.453    50  1.1     7  1.2  86.0 G    0.126  0.042  ASHTECH Z-XII3       ASHTECH UZ-12         #AR_NL  

 PITW0010 PIMO TWTF   1140.747    50  1.0     3  1.0  94.0 G    0.130  0.042  ASHTECH UZ-12        ASHTECH Z-XII3T       #AR_NL  

 SHTW0010 SHAO TWTF    680.806    49  1.0     4  1.0  91.8 G    0.068  0.022  ASHTECH UZ-12        ASHTECH Z-XII3T       #AR_NL  

 TRXM0010 TGRH XMIS   1396.151    51  1.9    21  2.0  58.8 G    0.167  0.069  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_NL  

 --------------------------------------------------------------------------------------------------------------------- 

 Tot:  18             1544.721   961  1.5   291  1.6  69.7 G    0.167  0.056                                             #AR_NL  

 

 

================================================================================ 

 Phase-Based Widelane (L5) Ambiguity Resolution (<200 km) 

================================================================================ 

 

 File     Sta1 Sta2    Length     Before     After    Res  Sys  Max/RMS L5    Receiver 1           Receiver 2 

                        (km)    #Amb (mm)  #Amb (mm)  (%)       (L5 Cycles) 

 ---------------------------------------------------------------------------------------------------------------------- 

 GAJH0010 GAJA JHJY     76.949    43  3.5     1  3.7  97.7 G    0.123  0.042  TRIMBLE 5700         TRIMBLE 5700          #AR_L5  

 JHKU0010 JHJY KUKP     44.321    43  2.4     0  2.7 100.0 G    0.074  0.024  TRIMBLE 5700         TRIMBLE 5700          #AR_L5  

 JHTG0010 JHJY TGPG     39.424    43  2.1     1  2.2  97.7 G    0.053  0.018  TRIMBLE 5700         TRIMBLE 5700          #AR_L5  

 JHTR0010 JHJY TGRH     62.315    43  3.5     0  3.8 100.0 G    0.097  0.042  TRIMBLE 5700         TRIMBLE NETR5         #AR_L5  

 NNPE0010 NNOR PERT     88.485    53  3.6     2  3.9  96.2 G    0.143  0.043  ASHTECH Z-XII3       ASHTECH UZ-12         #AR_L5  

 NTSP0010 NTUS SPGR     65.093    46  2.8     9  2.9  80.4 G    0.072  0.028  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_L5  

 NTSP0010 NTUS SPGR     65.093    47  2.8    20  2.9  57.4  R   0.134  0.060  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_L5  

 NTSP0010 NTUS SPGR     65.093    93  2.8    29  2.9  68.8 GR   0.134  0.044  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_L5  

 PRSP0010 PRTS SPGR     53.294    47  2.4     1  2.5  97.9 G    0.094  0.027  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L5  

 PRSP0010 PRTS SPGR     53.294    42  2.4    11  2.5  73.8  R   0.130  0.039  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L5  

 PRSP0010 PRTS SPGR     53.294    89  2.4    12  2.5  86.5 GR   0.130  0.033  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L5  

 SPTR0010 SPGR TGRH     75.731    46  3.3     0  3.6 100.0 G    0.148  0.048  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L5  

 SPTR0010 SPGR TGRH     75.731    37  3.3    11  3.6  70.3  R   0.111  0.043  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L5  

 SPTR0010 SPGR TGRH     75.731    83  3.3    11  3.6  86.7 GR   0.148  0.046  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L5  

 --------------------------------------------------------------------------------------------------------------------- 

 Tot:   8               63.202   364  3.0    14  3.2  96.2 G    0.148  0.036                                             #AR_L5  

 Tot:   3               64.706   126  2.9    42  3.0  66.7  R   0.134  0.048                                             #AR_L5  

 Tot:   8               63.202   490  3.0    56  3.2  88.6 GR   0.148  0.039                                             #AR_L5  
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================================================================================ 

 Phase-Based Narrowlane (L3) Ambiguity Resolution (<200 km) 

================================================================================ 

 

 File     Sta1 Sta2    Length     Before     After    Res  Sys  Max/RMS L1    Receiver 1           Receiver 2 

                        (km)    #Amb (mm)  #Amb (mm)  (%)       (L1 Cycles) 

 ---------------------------------------------------------------------------------------------------------------------- 

 GAJH0010 GAJA JHJY     76.949    43  1.7     3  1.8  93.0 G    0.134  0.046  TRIMBLE 5700         TRIMBLE 5700          #AR_L3  

 JHKU0010 JHJY KUKP     44.321    43  2.0     3  2.1  93.0 G    0.135  0.058  TRIMBLE 5700         TRIMBLE 5700          #AR_L3  

 JHTG0010 JHJY TGPG     39.424    43  1.8     3  1.8  93.0 G    0.145  0.044  TRIMBLE 5700         TRIMBLE 5700          #AR_L3  

 JHTR0010 JHJY TGRH     62.315    43  1.9     2  2.0  95.3 G    0.179  0.073  TRIMBLE 5700         TRIMBLE NETR5         #AR_L3  

 NNPE0010 NNOR PERT     88.485    53  1.2     7  1.3  86.8 G    0.144  0.042  ASHTECH Z-XII3       ASHTECH UZ-12         #AR_L3  

 NTSP0010 NTUS SPGR     65.093    46  1.8    13  1.8  71.7 G    0.111  0.052  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_L3  

 NTSP0010 NTUS SPGR     65.093    47  1.8    26  1.8  44.7  R   0.130  0.074  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_L3  

 NTSP0010 NTUS SPGR     65.093    93  1.8    39  1.8  58.1 GR   0.130  0.061  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_L3  

 PRSP0010 PRTS SPGR     53.294    47  2.0     3  2.0  93.6 G    0.139  0.062  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L3  

 PRSP0010 PRTS SPGR     53.294    42  2.0    14  2.0  66.7  R   0.150  0.073  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L3  

 PRSP0010 PRTS SPGR     53.294    89  2.0    17  2.0  80.9 GR   0.150  0.066  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L3  

 SPTR0010 SPGR TGRH     75.731    46  1.9     5  2.0  89.1 G    0.144  0.055  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L3  

 SPTR0010 SPGR TGRH     75.731    37  1.9    14  2.0  62.2  R   0.112  0.066  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L3  

 SPTR0010 SPGR TGRH     75.731    83  1.9    19  2.0  77.1 GR   0.144  0.059  TRIMBLE NETR5        TRIMBLE NETR5         #AR_L3  

 --------------------------------------------------------------------------------------------------------------------- 

 Tot:   8               63.202   364  1.8    39  1.9  89.3 G    0.179  0.055                                             #AR_L3  

 Tot:   3               64.706   126  1.9    54  1.9  57.1  R   0.150  0.071                                             #AR_L3  

 Tot:   8               63.202   490  1.8    93  1.9  81.0 GR   0.179  0.058                                             #AR_L3  

 

 

================================================================================ 

 Quasi-Ionosphere-Free (QIF) Ambiguity Resolution (<2000 km) 

================================================================================ 

 

 File     Sta1 Sta2    Length     Before     After    Res  Sys  Max/RMS L5    Max/RMS L3    Receiver 1           Receiver 2 

                        (km)    #Amb (mm)  #Amb (mm)  (%)       (L5 Cycles)   (L3 Cycles) 

 ------------------------------------------------------------------------------------------------------------------------------------ 

 ALKT0010 ALIC KAT1   1043.680    94  2.1    94  2.1   0.0 G    0.000  0.000  0.000  0.000  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_QIF 

 ALKT0010 ALIC KAT1   1043.680    74  2.1    48  2.1  35.1  R   0.470  0.191  0.100  0.039  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_QIF 

 ALKT0010 ALIC KAT1   1043.680   168  2.1   142  2.1  15.5 GR   0.470  0.191  0.100  0.039  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_QIF 

 BAJH0010 BAKO JHJY    949.429    58  2.3    54  2.3   6.9 G    0.454  0.284  0.094  0.047  LEICA GRX1200+GNSS   TRIMBLE 5700          #AR_QIF 

 COXM0010 COCO XMIS    984.535    30  2.1    28  2.1   6.7 G    0.324  0.229  0.092  0.065  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_QIF 

 COXM0010 COCO XMIS    984.535    70  2.1    50  2.1  28.6  R   0.389  0.130  0.080  0.035  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_QIF 

 COXM0010 COCO XMIS    984.535   100  2.1    78  2.1  22.0 GR   0.389  0.142  0.092  0.039  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_QIF 

 CUJH0010 CUSV JHJY   1393.405     8  2.1     6  2.1  25.0 G    0.395  0.279  0.088  0.062  TRIMBLE NETRS        TRIMBLE 5700          #AR_QIF 

 DAKT0010 DARW KAT1    202.319    72  1.8    72  1.8   0.0 G    0.000  0.000  0.000  0.000  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_QIF 

 DAKT0010 DARW KAT1    202.319   158  1.8   138  1.8  12.7  R   0.472  0.196  0.083  0.028  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_QIF 

 DAKT0010 DARW KAT1    202.319   230  1.8   210  1.8   8.7 GR   0.472  0.196  0.083  0.028  LEICA GRX1200GGPRO   LEICA GRX1200+GNSS    #AR_QIF 

 GAJH0010 GAJA JHJY     76.949     6  1.9     6  1.9   0.0 G    0.000  0.000  0.000  0.000  TRIMBLE 5700         TRIMBLE 5700          #AR_QIF 

 HYII0010 HYDE IISC    497.626    40  2.0    38  2.0   5.0 G    0.079  0.056  0.070  0.049  LEICA GRX1200GGPRO   ASHTECH UZ-12         #AR_QIF 

 HYLH0010 HYDE LHAZ   1856.740    36  2.2    36  2.2   0.0 G    0.000  0.000  0.000  0.000  LEICA GRX1200GGPRO   TPS E_GGD             #AR_QIF 

 HYLH0010 HYDE LHAZ   1856.740    74  2.2    66  2.2  10.8  R   0.317  0.156  0.091  0.055  LEICA GRX1200GGPRO   TPS E_GGD             #AR_QIF 

 HYLH0010 HYDE LHAZ   1856.740   110  2.2   102  2.2   7.3 GR   0.317  0.156  0.091  0.055  LEICA GRX1200GGPRO   TPS E_GGD             #AR_QIF 

 JHKU0010 JHJY KUKP     44.321     6  2.3     6  2.3   0.0 G    0.000  0.000  0.000  0.000  TRIMBLE 5700         TRIMBLE 5700          #AR_QIF 

 JHTG0010 JHJY TGPG     39.424     6  2.0     6  2.0   0.0 G    0.000  0.000  0.000  0.000  TRIMBLE 5700         TRIMBLE 5700          #AR_QIF 

 JHTR0010 JHJY TGRH     62.315     4  2.2     4  2.2   0.0 G    0.000  0.000  0.000  0.000  TRIMBLE 5700         TRIMBLE NETR5         #AR_QIF 

 KAXM0010 KARR XMIS   1682.678    30  2.3    30  2.3   0.0 G    0.000  0.000  0.000  0.000  TRIMBLE NETR8        LEICA GRX1200GGPRO    #AR_QIF 

 KAYA0010 KARR YAR2    909.905    10  1.7     8  1.7  20.0 G    0.240  0.170  0.003  0.002  TRIMBLE NETR8        ASHTECH UZ-12         #AR_QIF 

 NNPE0010 NNOR PERT     88.485    14  1.4    14  1.4   0.0 G    0.000  0.000  0.000  0.000  ASHTECH Z-XII3       ASHTECH UZ-12         #AR_QIF 

 NNYA0010 NNOR YAR2    236.453    14  1.3    12  1.3  14.3 G    0.008  0.006  0.048  0.034  ASHTECH Z-XII3       ASHTECH UZ-12         #AR_QIF 

 NTSP0010 NTUS SPGR     65.093    26  1.9    26  1.9   0.0 G    0.000  0.000  0.000  0.000  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_QIF 

 NTSP0010 NTUS SPGR     65.093    52  1.9    52  1.9   0.0  R   0.000  0.000  0.000  0.000  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_QIF 

 NTSP0010 NTUS SPGR     65.093    78  1.9    78  1.9   0.0 GR   0.000  0.000  0.000  0.000  LEICA GRX1200GGPRO   TRIMBLE NETR5         #AR_QIF 

 PITW0010 PIMO TWTF   1140.747     6  2.8     4  2.8  33.3 G    0.216  0.153  0.025  0.018  ASHTECH UZ-12        ASHTECH Z-XII3T       #AR_QIF 

 PRSP0010 PRTS SPGR     53.294     6  2.1     6  2.1   0.0 G    0.000  0.000  0.000  0.000  TRIMBLE NETR5        TRIMBLE NETR5         #AR_QIF 

 PRSP0010 PRTS SPGR     53.294    28  2.1    28  2.1   0.0  R   0.000  0.000  0.000  0.000  TRIMBLE NETR5        TRIMBLE NETR5         #AR_QIF 

 PRSP0010 PRTS SPGR     53.294    34  2.1    34  2.1   0.0 GR   0.000  0.000  0.000  0.000  TRIMBLE NETR5        TRIMBLE NETR5         #AR_QIF 

 SHTW0010 SHAO TWTF    680.806     8  2.6     8  2.6   0.0 G    0.000  0.000  0.000  0.000  ASHTECH UZ-12        ASHTECH Z-XII3T       #AR_QIF 

 SPTR0010 SPGR TGRH     75.731    10  2.1    10  2.1   0.0 G    0.000  0.000  0.000  0.000  TRIMBLE NETR5        TRIMBLE NETR5         #AR_QIF 

 SPTR0010 SPGR TGRH     75.731    28  2.1    28  2.1   0.0  R   0.000  0.000  0.000  0.000  TRIMBLE NETR5        TRIMBLE NETR5         #AR_QIF 

 SPTR0010 SPGR TGRH     75.731    38  2.1    38  2.1   0.0 GR   0.000  0.000  0.000  0.000  TRIMBLE NETR5        TRIMBLE NETR5         #AR_QIF 

 TRXM0010 TGRH XMIS   1396.151    42  2.3    40  2.3   4.8 G    0.168  0.119  0.014  0.010  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_QIF 

 TRXM0010 TGRH XMIS   1396.151    92  2.3    84  2.3   8.7  R   0.443  0.216  0.093  0.049  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_QIF 

 TRXM0010 TGRH XMIS   1396.151   134  2.3   124  2.3   7.5 GR   0.443  0.201  0.093  0.044  TRIMBLE NETR5        LEICA GRX1200GGPRO    #AR_QIF 

 ----------------------------------------------------------------------------------------------------------------------------------- 

 Tot:  21              641.909   526  2.1   508  2.1   3.4 G    0.454  0.200  0.094  0.043                                             #AR_QIF 

 Tot:   8              709.693   576  2.1   494  2.1  14.2  R   0.472  0.179  0.100  0.039                                             #AR_QIF 

 Tot:  21              641.909  1102  2.1  1002  2.1   9.1 GR   0.472  0.183  0.100  0.039                                             #AR_QIF 

 

 

================================================================================ 

 Direct L1/L2 Ambiguity Resolution (<20 km) 

================================================================================ 

 

 File     Sta1 Sta2    Length     Before     After    Res  Sys  Max/RMS L1    Receiver 1           Receiver 2 

                        (km)    #Amb (mm)  #Amb (mm)  (%)       (L1 Cycles) 

 ---------------------------------------------------------------------------------------------------------------------- 

 DGDV0010 DGAR DGAV      0.000    82  0.5     0  0.5 100.0 G    0.005  0.001  ASHTECH UZ-12        JPS EGGDT             #AR_L12 

 --------------------------------------------------------------------------------------------------------------------- 

 Tot:   1                0.000    82  0.5     0  0.5 100.0 G    0.005  0.001                                             #AR_L12 
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APPENDIX C 

 

Comparison between the 

Estimated ZTDs (PPP and DD) and the Published ZTDs from CODE 
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APPENDIX D 

 

Extracted Daily Coordinate Time-Series from PPP Processing 

(1 August 2007 – 31 October 2007) 

 

 

Figure C1: Extracted daily coordinate time-series for station GAJA (1 August 2007 

- 31 October 2007) from PPP processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure C2: Extracted daily coordinate time-series for station JHJY (1 August 2007 

- 31 October 2007) from PPP processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 

 

 

 

 

 



. 280 . 

 

 

 

 

 

 

Figure C3: Extracted daily coordinate time-series for station KLUG (1 August 2007 

- 31 October 2007) from PPP processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 

 

 

 

 

 



. 281 . 

 

 

 

 

 

 

Figure C4: Extracted daily coordinate time-series for station KUKP (1 August 2007 

- 31 October 2007) from PPP processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure C5: Extracted daily coordinate time-series for station PRTS (1 August 2007 

- 31 October 2007) from PPP processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure C6: Extracted daily coordinate time-series for station SPGR (1 August 2007 

- 31 October 2007) from PPP processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure C7: Extracted daily coordinate time-series for station TGPG (1 August 2007 

- 31 October 2007) from PPP processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure C8: Extracted daily coordinate time-series for station TGRH (1 August 2007 

- 31 October 2007) from PPP processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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APPENDIX E 

 

Extracted Daily Coordinate Time-Series from DD Processing 

(1 August 2007 – 31 October 2007) 

 

 

Figure D1: Extracted daily coordinate time-series for station GAJA (1 August 2007 

- 31 October 2007) from DD processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure D2: Extracted daily coordinate time-series for station JHJY (1 August 2007 

- 31 October 2007) from DD processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure D3: Extracted daily coordinate time-series for station KLUG (1 August 2007 

- 31 October 2007) from DD processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure D4: Extracted daily coordinate time-series for station KUKP (1 August 2007 

- 31 October 2007) from DD processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 

 

 

 

 

 



. 290 . 

 

 

 

 

 

 

Figure D5: Extracted daily coordinate time-series for station PRTS (1 August 2007 

- 31 October 2007) from DD processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure D6: Extracted daily coordinate time-series for station SPGR (1 August 2007 

- 31 October 2007) from DD processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure D7: Extracted daily coordinate time-series for station TGPG (1 August 2007 

- 31 October 2007) from DD processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 
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Figure D8: Extracted daily coordinate time-series for station TGRH (1 August 2007 

- 31 October 2007) from DD processing: (a) in North-South component, (b) in East-

West component, (c) in Up-Down component, and (d) RMS for the estimation in colour 

coded, i.e. blue for North-South component, green for East-West component, and cyan 

for Up-Down component. The red dotted lines in the y-axis of figure (a), (b), and (c) 

represent earthquakes larger than 6Mw. 

 

 



 

 


