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ABSTRACT  

Stirred tanks are widely us ed in  the  chemical reactions and the mixing 

operations  for  process industries  to enable high product quality and 

process efficiency . Despite there being a large body of studies on the 

hydrodynamics of water  in the stirred tanks, the understanding s of  the 

hydrodynamics of  the  ionic liquids in the stirred tanks  are  still very limited . 

In this study, Computational Fluid Dynamics  (CFD) modelling is used to 

investigat e the detailed flow characteristics of the single and multiphase 

ionic liquid  flows  in the stirr ed tanks which are  experimentally validated 

using Particle Image Velocimetry (PIV) . 

The ANSYS FLUENT was employed in this investigation to carry  out the 

CFD simulation. Initially , the hydrodynamics of single phase flows were 

numerically studied where the  single phase turbulent water flow and 

single phase transitional  ionic liquid flow were model led  using a RANS and 

LES approach respectively in the three  stirred tanks equipped with 

different bottom  shapes and length of baffles. The simulation results 

indicat ed that t he  bottom shape and bafflesô length have  significant effect 

on the flow field in a stirred tank when the water was operated in the 

turbulent state, where a large dead zone region was identified below the 

impeller . However,  the magnitude of the dea d zone region reduced a lot  

when  the  ionic liquid was operated in the t ransitional  state.  

Before carrying out the gas - ionic liquid multiphase flow simulation  in a 

stirred tank , t he bubble size needs to be identified  as it is crucial  

information  for  the  accurate gas - ionic liquid multiphase  flow modelling. In 
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order to obtain the bubble size data, a high speed camera and a 

microscope  were employed  to experimental ly  measure the bubble size in 

the ionic liquid solutions. The c orrelations between the bubble size in the 

ionic liquid solutions and  the  impeller agitation  speed were established. It 

showed that both the bubble breakage and coalescence has significant 

effect on determining bubble size in the ionic liquid.  In addition, it was 

suggested that t he surface t ension of the ionic liquid is more important 

than the liquid viscosity on affecting the bubble size in the stirred tank.  

Afterward, the gas - ionic liquid multiphase  flow modelling was carried out 

in the stirred tank  at various impeller speeds and gassing ra tes. The 

simulation results indicated that the presence of gas phase did not have 

significant effect on changing the flow of liquid phase under the selected 

operation conditions  due to the small bubble size, low gas flow rate and 

high viscosity of ionic li quid . The gas phase followed well with the liquid 

phase and circulated in the majority region of the stirred tank, which 

implied  better gas holdup and mass transfer  of th e multiphase  flow 

system.  A correlation was proposed to predict the impeller power 

con sumption of the gas - ionic liquid transitional flow in a stirred tank 

agitated by a Rushton turbine impeller.  

Finally, i n order to validate the above single and multiphase  flow  CFD 

models adopted in this study, an experimental rig was established and the 

advanced visualization technique Particle Image Velocimetry  (PIV)  was 

used to measure the single phase water and ionic liquid  flow s and gas -

ionic liquid multiphase  flow in a stirred tank.  The PIV data showed 

agreement  with the CFD results in terms of the flo w pattern and velocity 
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components, which indicates good  accuracy of the computational models 

and approaches presented in this investigation . 
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CHAPTER 1: INTRODUCTION  

1.1 General Introduction 

Ionic liquids (ILs) are a new class of solvent emerged recently, which are 

salts that have much lower melting points ( at or below 100ᴈ.) than 

normal salts, and are often fluid at room temperature. Unlike other salts, 

ionic liquids consist entirely of ionic species. They have extremely low 

vapour pressures, excellent thermal stabilities, ionic conductivities and are 

capable of dissolving  organic and inorganic species (Dong et al., 2010 ) . 

Due to these essential characteristics, ionic liquids can be  served as an 

excellent replacement for organic solvents in catalysis, synthesis and 

biocatalysts (Yue et al., 2011 , Olivier -Bourbigou et al., 2010 , Yang and 

Pan, 2005 ) . Research has found that the applications of ionic liquids in 

chemical industry can greatly reduce the emission of volatile organic 

comp ounds (VOCs) (Earle and Seddon, 2000 ) . Therefore, the application 

of ionic liquids in chemical processes will be an important step toward 

Green Manufacture.  

The strength of the van der Waals forces, Coulombic interactions and the 

size of the ions affect the viscosity of ionic liquids. The high viscosity of 

the ionic liquids makes them hard to flow hence affecting mixing, 

separation, heat and mass transfer and applications in industry (Zhang et 

al., 2006, Zhang et al., 2015). Besides, compared with research progress 

on the chemical aspects of the ionic liq uids, the literatures on fluid 

dynamics of the ionic liquids are still very less. The knowledge of the ionic 
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liquid hydrodynamics will provide better design and operation of the 

chemical process for ionic liquids and therefore is worth investigation.  

Despi te that some numerical and experimental studies on the ionic liquid 

hydrodynamics were carried out in the bubble columns with single or 

limited numbers of bubbles (Dong et al., 2010 , Wang et al., 2010a ) , the 

hydrodynamics aspects of the gas - ionic liquid multiphase flow in the more 

complex chemical reactors such as the stirred tanks  are  still lack of 

attention. The ke y features of those reactors  are their relative flexibility  

and  simple design control systems , which enable  high product quality and 

process efficiency (Zhanga et al., 2009). Understandings of the 

hydrodynamics in the stirred tanks will provide considerabl e insight into 

designing the reactors, the impellers and for determining the mixing 

operation conditions (Qi et al., 201 2) . Stirred tanks are also frequently 

used in research as they enable detailed study of the relation between the 

droplet/bubble morphology and the energy dissipation rate (Hu et al., 

2005b , Hu et al., 2005a , Hu et al., 2006 ) . Therefore, the stirred tanks are 

ideally suited for current research.  

The computational fluid dynamics (CFD) is a powerful tool for the 

prediction, design and scale-up of the chemical reactors. In the last two 

decades, with the advance of computer technology, significant progresses 

have been achieved on the CFD simulations of the mixing processes. Many 

simulation methods were developed to understand the details on the flow 

and bulk mixing. The literatures concluded that the accuracy of the CFD 

results is highly depended on the individual geometry and on turbulence 

modelling (Deglon and Meyer, 2006).  
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Due to the importance of the stirred tanks in processing industry, 

considerable efforts have been taken to develop the CFD modelling of the 

stirred tanks (Lanea et al., 2005). CFD has been broadly used in modelling 

the single phase flow and reasonable success has been achieved in 

predicting the flow flieds (Lane et al., 2000). Besides the modelling of 

single phase flow, CFD is also a useful tool for modelling the multiphase 

flows such as the liquid-liquid, particle-liquid and gas-liquid multiphase 

flows. CFD has several unique advantages over experiment-based 

approaches to the fluid systems. For instance, it can substantially reduce 

time and costs of new designs and has the ability to study systems where 

controlled experiments are difficult or impossible to perform. In addition, 

the stirred tanks used in mixing industry are often non-transparent which 

will limit the application of visualization technology. CFD therefore offers 

better method to study the detailed flow information in stirred tanks. The 

CFD method will be employed in the present research to supplement the 

experimental investigations because of its cost effectiveness and the 

limitations of the available experimental techniques. 

So far, the studies of fluid dynamics are normally carried in the flat bottom 

stirred tank, whereas the dished bottom stirred tank are frequently used 

in industry. The effect of the tank bottom shape and the bafflesô length on 

the stirred tank mixing efficiency has not been systematically studied. 

Besides, due to the considerable additional complexities of the gas-ionic 

liquid multiphase flow system in the stirred tanks, such as the gas 

dispersion in the high viscosity liquid, the bubble deformation, the bubble 

breakup and breakage etc., the CFD investigations on the multiphase flow 

containing ionic liquid in the stirred tanks are still rare in open 
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publications. Modelling the single phase and multiphase flows in the 

stirred tanks using CFD will provide an insight into the details of the flow 

field in single phase and multiphase flow systems especially in areas 

difficult to examine experimentally. In this research, the single phase 

water, single phase ionic liquid and the gas-ionic liquid multiphase flows 

modelling are carried out. The visualization techniques including the high 

speed camera and Particle Image Velocimetry (PIV) are used to measure 

the bubble size in the ionic liquid and validate the CFD models 

respectively.  

1.2 Aims and Objectives 

At present, the majority of n umerical and experimental studies on the flow 

hydrodynamics in stirred tanks are based on water being the operation 

medium operated in the flat bottom stirred tanks. And the investigations 

on ionic liquids are mainly focused on the chemical aspects of the ionic 

liquids such as the synthesis and chemical properties  (Earle Martyn and 

Seddon Kenneth, 2000 ) . Studies on the effect of the tank bottom shape 

and bafflesô length on the flow mixing and the aspects of hydromechanics 

of gas - ionic liquid multiphase flow system including the bubble sizes and 

flow field which relate to mass transfer, stirred tank mixing performance 

and design are still very rare. The primary focuses of this study are t o 

investigate the effect of the tank bottom shape and bafflesô length on the 

flow hydrodynamics , the bubble size, flow velocities and gas holdup in the 

gas - ionic liquid multiphase flow system in the stirred vessel, which will 

provide knowledge for the reac tor design and process optimization, and 
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offer unique insights into the application of ionic liquids in the chemical 

industry.  

The intension of the research is to:  

¶ Complete a comprehensive literature review on numerical and 

experimental studies on the sing le phase and multiphase flow in the 

stirred tank reactors. Identify appropriate CFD models and 

approaches to simulate the turbulent and transitional single phase 

and multiphase flow in the stirred vessels.  

¶ Apply CFD models to the geometry of stirred tank used in the lab 

and carry out single phase  water turbulent flow  and transitional 

ionic liquid flow modelling. The effect of the tank bottom shape and 

bafflesô length on the flow pattern, velocity profiles, Power number, 

trailing vortexes at the fully devel oped turbulent state will be 

compared and discussed. The effect of the tank bottom shape and 

bafflesô length on the ionic liquid transitional flow pattern will also 

be compared and discussed.  

¶ Employ digital photography technology to measure the bubble size  

in a stirred tank. Investigate the effect of the ionic liquid 

concentration, viscosity, surface tension, impeller speed, gassing 

rate on the bubble size in the stirred tank. Establish the correlations 

between the bubble size and stirred tank operation con dition.  

¶ Carry out the gas - ionic liquid multiphase flow modelling in the 

stirred tank where the measured bubble size, the liquid physical 

properties such as density, viscosity and surface tension will be 

used in the simulations. The flow pattern, velocity p rofiles and gas 
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holdup which are the main concerned parameters in the stirred tank 

mixing will be systematically studied.  

¶ Establish PIV rig to experimentally validate the  single  phase  water 

and ionic liquid  flows and  gas - ionic liquid multiphase flow model ling. 

The flow pattern, velocity components of single and multiphase flow 

will be measured. The PIV data will be compared with the CFD data 

to validate the simulation models and results.  

1.3 Research Methodology 

The following steps will be taken to carry out this investigation: 

Step 1: Carry out literature survey to identify CFD models and approaches 

for simulating the single phase and multiphase turbulent and transitional 

flow in stirred tank reactor. Find out proper approaches to simulate the 

rotation of the impeller which may be the multiple reference frame 

approach, the sliding mesh approach or other approaches. Identity key 

parameters affect the mixing performance of stirred tank reactor, which 

may include agitation speed, flow pattern, velocity field, liquid viscosity, 

bubble size, temperature, pressure, gas flow velocity, volume fraction of 

dispersed phase etc.  

Step 2: Carry out single phase water and multiphase (gas-water) flow 

modelling using available operation conditions and geometry from 

reference. The simulation results can be compared with reference data to 

verify the CFD approaches and to serve as the bench mark for further 

water, ionic liquid and gas-ionic liquid flow modelling.  

Step 3: Establish the 3D geometry of the stirred tank used in the lab, 
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spatially discretise the geometry using mesh, and carry out the CFD 

modelling of the single phase water/ionic liquid flows and post-process the 

simulation data. The selection of suitable grid size, adequate turbulent 

model, right multiphase model and proper boundary condition settings are 

the main concerns in this step as they determine the accuracy of CFD 

simulation. 

Step 4: Use the high speed camera to measure the mean bubble size in 

the ionic liquid, which will be served as a key parameter for the gas-ionic 

liquid multiphase flow modelling. Identify how the key parameters such as 

the liquid surface tension, viscosity, ionic liquid concentration, impeller 

speed, gassing rate etc. affect the bubble size in a stirred tank. 

Step 5: Carry out the gas-ionic liquid multiphase flow modelling with 

special focus on the flow pattern, velocity profiles and gas holdup, which 

will provide key information for improving the stirred tank mixing 

efficiency and mixing process optimization. 

Step 6: Finally, carry out full experimental investigations using PIV to 

validate the CFD models. 

1.4 Thesis Outline 

This thesis consists of eight chapters. The following gives a general 

description of each chapter contained. 

The current chapter, Chapter 1 gives a brief introduction of the research 

background, the aims and objectives of this study, the research 

methodologies used in this investigation and the outline of the thesis.  
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Chapter 2 is a literature review focusing on numerical and experimental 

studies on single phase flow, multiphase flow in the stirred tanks, the 

investigations on the ionic liquid and flow measurement techniques. 

Computational Fluid Dynamics (CFD) methodologies used for modelling 

the flow in the stirred tanks will be introduced which include the governing 

equations, methods for modelling the rotating impeller, turbulence 

modelling, multiphase flow modelling, interphase forces, boundary and 

initial conditions. Available models and methods are reviewed and 

compared. Applicable models and simulation methodologies are identified, 

which will be used in modelling the single phase and multiphase flow in 

the stirred tanks. 

Chapter 3 presents the single phase water flow modelling in three 

different stirred tanks. The three stirred tanks are equipped with different 

length of baffles and bottom shapes. The flow parameters such as the 

Power number, Flow number, trailing vortex, turbulent kinetic energy and 

its dissipation rate and flow pattern are simulated and compared with the 

experimental data from references. The effects of the bottom shape and 

bafflesô length on these parameters are discussed. 

Chapter 4 employs Large Eddy Simulation (LES) method to simulate the 

single phase water and ionic liquid flows in three stirred tanks. The water 

flow predicted by the LES is compared with the data obtained by the RANS 

approaches used in chapter 3 and they showed good agreement. Large 

Eddy Simulation of single phase ionic liquid flow is carried out. The 

hydrodynamic behaviour of ionic liquid in terms of the flow pattern, 

velocity field and velocity components in the three different stirred tanks 
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are compared with the corresponding water cases respectively and 

showed different behaviours. 

Chapter 5 adopts visualization technology to measure the bubble size in 

ionic liquid solutions in a stirred tank. The effect of impeller agitation 

speed, gassing rate, liquid viscosity, liquid surface tension, ionic liquid 

concentration on the bubble size in ionic liquid is analysed and discussed. 

The bubble size information can be used for the gas-ionic liquid 

multiphase flow modelling. 

Chapter 6 carries out multiphase flow modelling in a stirred tank under 

various operation conditions. To validate the models and approaches used 

in the multiphase flow modelling, geometry of a stirred tank from 

reference is created and used to carry out simulation in this tank. The 

simulation results in terms of flow pattern and the velocity components of 

the gas and liquid phase are compared with the PIV data from literature, 

which proves the accuracy of the current multiphase flow simulation 

models and approaches. Afterwards, the gas-ionic liquid flow modelling is 

carried out using the verified simulation models and approaches. The most 

concerned parameters such as the flow pattern, gas hold-up, velocity 

components of gas and liquid phase in multiphase flow modelling under 

various conditions are examined and discussed.  

Chapter 7 concerns the experimental validation of the simulation data 

through the measurement of flow fields using Particle Image Velocimetry 

(PIV). The flow pattern, velocity components of single phase water and 

ionic liquid flows, gas-ionic liquid multiphase flow in a stirred tank are 
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measured. The PIV data are compared with the corresponding CFD results 

and good agreements can be found between them.  

Chapter 8 draws together the conclusions from the CFD simulations and 

the PIV experiments in this thesis and discusses the implications of the 

present findings for research and practice . Possible future work to advance 

the present research are suggested and discussed.  
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CHAPTER 2: LITERATURE REVIEW  

2.1 Introduction 

In recent decades, the computer technology has been developed at 

increasing high speed. Computational fluid dynamics (CFD) becomes the 

most important tool in studying all aspects of hydrodynamics . In chemical 

industry, CFD is the most cost -effective method to obtain detailed 

information on flow characteristics in chemical reactors. Furthermore, the 

actual size of apparatus are effectively dealt with based on CFD 

simulations, thus scale -up uncertai nties can be avoided (Montante et al., 

2001b ) .  

In this chapter, the num erical and experimental studies on single phase 

water  flow, water -gas multiphase flow and ionic liquid multiphase flow in 

chemical reactors including stirred tanks have been reviewed. The 

methods and models used to simulate the rotating impeller, the turbu lent 

and transitional flow in the stirred tanks are introduced. The potential and 

applicable CFD models and approaches used in this investigation are 

identified.  

The information of interphase forces and bubble size need to be known 

prior to carrying out t he gas - liquid multiphase flow modelling in the stirred 

tanks. Investigations on the interphase forces and bubble size in the gas -

liquid multiphase flow in stirred vessels are introduced.  

Experimental studies are required to carry out to validate the accur acy of 

the numerical models. Flow measurement equipment such as Pitot tube, 
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Hot -wire Anemometry ( HWA), Laser Doppler Velocimetry (LDV) and 

Particle Image Velocimetry (PIV) are commonly used tools in industry and 

research to measure the flow fields. The flo w field measurement devices 

including their measuring principles, advantageous and disadvantageous 

in applications are reviewed in this chapter.  

2.2 Principles of the Computational Fluid Dynamics  

2.2.1 Reynolds-averaged Navier-Stokes Equations 

All CFD mo dels are based on the fundamental governing equations of fluid 

dynamics which are derived from the law of conservation of mass, 

momentum and energy. They are continuity equation, momentum 

equation (Navier -Stokes Equations) and energy equation. Those 

govern ing equations are highly non - linear equations, therefore cannot be 

solved explicitly. The CFD has been established to utilise the numerical 

algorithms to resolve these equations.  

In most engineering cases, the time -averaged flow information (e.g. mean 

pre ssures, mean velocities, mean stresses etc.) is good enough to resolve 

most engineering problems so that it is not required to resolve fluctuation 

details in turbulent flows.  Thus, the majority of turbulent flow simulations 

has been and for the foreseeabl e future will continue to be carried out 

with the methods established based on Reynolds -averaged Navier -Stokes 

(RANS) equations (Versteeg and Malalasekera, 2007 ) . 

In Reynolds averaging, the solution variables in the instantaneous Navier -

Stokes equations are decomposed into mean and fluctuating components. 



Chapter 2 

13 

 

For example, the instantaneous velocities and pressure are substituted by 

the sum of mean and fluctuation parts:  

όᴆ όᴆ όȟᴆ 

(2.1)  

ὴ ὴ ὴ 

(2.2)  

where όᴆ and ὴ are instantaneous velocity and pressure respectively. όᴆ 

and όȟᴆ are the mean and fluctuating velocity components (i=1,2,3). ὴ and 

ὴ are the mean and  fluctuating pressure correspondently.  

Substituting the Reynolds decomposition for the flow variables into the 

instantaneous conservation equations of continuity and momentum and 

taking a time average (and dropping the overbar on the mean velocity) 

yields  the Reynolds -averaged Navier -Stokes equations for incompressible 

flow as showing in below subsections.  

2.2.1.1 Continuity Equation 

The flow in stirred tank during agitation process is governed by the 

continuity equation which the net mass flow out of cont rol volume must 

be the same as the rate of decrease of mass inside control volume. The 

differential form of the continuity equation is written as:  

ᴆ
π  

 (2.3)  
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where ” is the fluid density, ὸ is the time, όᴆ is the flow velocity vector. In 

the steady state simulation, the equation 2.3 can be written as:  

”όᴆ

ὼ
π  

(2.4)  

2.2.1.2 Momentum Equation 

The momentum equation is derived from the fundamental physical 

principle (Newtonôs second law) to model the flow:  

”όᴆ

ὸ

”όᴆ όᴆ

ὼ

ὴ

ὼ
”όȟᴆόȟᴆ ”Ὢ 

(2.5)  

where ” is the fluid density, ὸ is the time, όᴆ is the flow velocity vector, ὴ is 

the static pressure, ”Ὢ represents the body forces including gravity and 

buoyancy (ANSYS, 2011a ) . 

However, when this time -averaged Navier -Stokes Equations are applied, 

the extra term such as Reynolds stress tensor ( ”όȟᴆόȟᴆ) appears in the time -

averaged (or Reynolds -Averaged) flow equations. The Reynolds stress 

tensor needs modelling. According to the Boussinesq hypothesis, the 

Reynolds stress is proportional to the mean strain rate (Shaw, 1992 ) :  

”όȟᴆόȟᴆ ‘
όᴆ

ὼ

όᴆ

ὼ

ς

σ
”Ὧ  

                   (2.6)  
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where  ‘ is turbulent viscosity,  is Kronecker delta (if i=j, 1=; if iÍj, 

  .Ὧ is the turbulent kinetic energy per unit mass .(0=

The turbulent viscosity ( ‘) is a property of the turbulent flow and can be 

calculated from:  

‘ ”ὅ
Ὧ

‐
 

(2.7)  

where k  is the turbulent kinetic energy rate per unit mass and Ů is the 

turbulent kinetic energy dissipation rate per unit mass. These two terms 

require additional modelling to close the RANS equations, which leads to 

the  emergence of various turbulence models such as the standard k-Ů 

turbulence model and its variations (e.g. Re -Normalisation Group (RNG) 

k-Ů model, Realizable k-Ů model). ὅ is the model constant equals to 0.09 

in the standard k-Ů turbulence model .  

Am ong these turbulence models, the standard k-Ů turbulence model is the 

most widely used one in simulating the turbulent flows in research and 

industry (Versteeg and Malalasekera, 2007 ) . The form of the standard k-Ů 

model is showing below:  



ὸ
”Ὧ



ὼ
”Ὧόᴆ
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Ὧ

ὼ
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(2.8)  
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The values of semi -empirical constants: ὅ ρȢττȟ ὅ ρȢωςȟ „ ρȢπȟ„

ρȢσ  were robust in modelling the turbulent flows in engineering 

app lications (ANSYS, 2011b ) . Ὃ  and Ὃ  represent the generation of k  

which results from mean veloci ty gradients and buoyancy respectively. ὣ  

indicates the contribution of the fluctuation dilatation in compressible 

turbulence to the overall dissipation rate. Ὓ and Ὓ are user defined terms 

(ANSYS, 2011a ) . 

Since hea t transfer was not of interest in this investigation, the 

conservation of energy equation was not used in the current simulation 

and will not be introduced here.  

2.2.1.3 Extension of Governing Equations to Multiphase Flow 

Modelling 

There are two distinct alternative kinds of specification to describe the 

motion of fluid flow: the Lagrangian specification and the Eulerian 

specification. 

The Lagrangian specification of the flow field is a way of looking at fluid 

motion where the observer follows an individual fluid parcel as it moves 

through space and time. The Eulerian specification of the flow field is a 

way of looking at fluid motion that focuses on specific locations in the 

space through which the fluid flows as the time passes (Lamb, 1994). 

These two specifications are the bases for the two approaches which are 

broadly used in the numerical simulation of the multiphase flows: Euler-

Lagrange approach and Euler-Euler approach (Lamb, 1994). 

In the Euler-Lagrange approach, the primary phase is treated as 
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continuum by solving the N-S equations, while the dispersed phase is 

solved by tracking every single particle which moving through the flow 

field. This approach has been used in several applications, such as the 

modelling of spray dryers, coal and liquid fuel combustion etc. The 

advantage of this approach is being able to model the motion of particles 

or bubbles with different sizes. But this method is limited to model 

relatively dilute flows, since it will bring about vast computational cost and 

simulation time when there are large numbers of bubbles in the primary 

phase (Lapin and L¿bbert, 1994, Sokolichin et al., 1997, Delnoij et al., 

1997, Druzhinin and Elghobashi, 1998). When the Euler-Lagrange method 

is used in modelling the gas-liquid multiphase flow in the stirred tanks, all 

the bubbles in the liquid phase will be tracked individually. There are 

numerous bubbles in a stirred tank generated by means of agitating and 

sparging, therefore this approach will be highly computational demand in 

modelling gas-liquid multiphase flow in the stirred tanks and this method 

is not suitable for the current investigation. 

Compared with the Euler-Lagrange approach, the Euler-Euler approach 

avoids tracking the motion of bubbles with different sizes, hence greatly 

reducing the computation cost. However, the information of bubble 

trajectories and bubble size distributions cannot obtain by using the Euler-

Euler approach. Since the bubble size distributions and their trajectories 

are not the main concern of the current stage of investigation and the 

gas-ionic liquid multiphase modelling is extremely time consuming, the 

Euler-Euler approach was used in this investigation.  

Euler-Euler approach is the most commonly adopted method to model the 
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gas-liquid flow in the stirred tanks. In this approach, the liquid and gas 

phase are regarded as interpenetrating continua medium which means 

that both the liquid and gas phase are part of the computational domain 

and interpenetrating with each other while they are moving (Gimbun et 

al., 2009). Since the volume of each phase cannot be occupied by the 

other phase,  the volume fraction term is introduced and the sum of 

volume fraction for each phase equals one (ANSYS, 2011a). When the 

Euler-Euler approach was employed, the governing equations will be 

solved for each phase. The continuity (equation 2.3) and momentum 

equation (equation 2.5) showed previously are changed into below forms 

respectively: 

”

ὸ

”όᴆȟ
ὼ

π 

(2.10)  

”όᴆȟ
ὸ

”όᴆȟόᴆȟ
ὼ

 ὴ

ὼ
”όᴆȟόᴆȟ Ὂᴆ ”Ὢᴆ 

(2.11 )  

where  is the volume fraction of liquid phase and gas phase.   ρȢ  

The subscript ή is the phase index, where ή ὰ and ή Ὣ indicate the 

variables of liquid phase and gas phase respec tively (ANSYS, 2011a ) . Ὂᴆ is 

the interphase forces, which will be introduced in the following section.  

2.2.1.4 Forces Acting on Bubbles 

The interphase forces mentioned above, which control the bubble 

movement in the liquid phase, are mainly the drag force, lift force and 



Chapter 2 

19 

 

added mass force (Gimbun et al., 2009).  

The drag force of liquid phase ( Ὂᴆȟ) and gas phase Ὂᴆȟ  is proportional to 

the mean relative velocity be tween different phases. It can be described 

as:  

Ὂᴆȟ Ὂᴆȟ ὑόᴆ όᴆ  

(2.12)  

where ὑ is interphase exchange coefficient.  

In general, ὑ is defined as:  

ὑ
ὃ

ψ
”ὅ όᴆ όᴆ 

(2.13)  

where ὃ is the interfa cial area, ὅ  is the drag force coefficient. By default, 

ὃ  is calculated from the below equation:  

ὃ
φ

Ὠ
 

(2.14)  

where Ὠ is bubble diameter. Thus, equation 2.12 can be written as:  

Ὂᴆȟ Ὂᴆȟ
σ”ὅ

τὨ
όᴆ όᴆ όᴆ όᴆ 

(2.15)  
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Table  2. 1 shows the broadly used expressions for calculating the drag 

force coefficient from literatures.  

Table 2.1 Drag force coefficient in literature 

Researchers Applications Drag force coefficient 

Schiller and 

Naumanna 

(1935) 

From laminar 

flow to turbulent 

flow 

ὅ

ςτρ πȢρυὙὩȢ

ὙὩ
  ὙὩ ρπππ

πȢττ                                   ὙὩ ρπππ 

 

 

ὙὩ is the relative Reynolds number is 

defined as ὙὩ
ᴆ ᴆ

 

Ishii and Zuber 

(1979) 

Stokes flow ὅ , where ὔ  is particle Reynolds 

number, ὔ Ὠ”όᴆ όᴆȾ‘, ‘

‘ρ  Ȣ Ȣ Ⱦ  

Ishii and Zuber 

(1979) 

Undistorted 

bubbles 

ὅ
ςτρ πȢρὔ Ȣ

ὔ
 

Ishii and Zuber 

(1979) 

Distorted 

bubbles 
ὅ

ς

σ
Ὠ
Ὣɝ”

„

ρ ρχȢφχὪ
Ⱦ

ρψȢφχὪ
 

where Ὢ ρ   
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The drag force coefficient proposed by Schiller and Naumanna (1935)  is 

based on the experiment that bubble moving freely in stagnant water  and 

bubble shape is assumed as rigid spherical shape. The drag force 

coefficient proposed by Ishii and Zuber (1979)  considers the distortion of 

bubble at various Reynolds numbe r. Both of drag force coefficient models 

were commonly used in modelling the gas - liquid flow in stirred tank. And 

it has been found that, if the bubble size is small enough (less than 3 mm), 

the difference is negligible when applying these two drag force c oefficient 

models to the gas -water multiphase flow modelling in the stirred tanks 

(Gimbun et al., 2009 ) .  

Throughout this investigation, only the Schiller -Naumann a drag coefficient 

model is used because the experiment shows that the mean size of the 

bubbles in the pure ionic liquid at the investigated operation conditions 

are less than 1 mm and bubbles are almost in spherical shape.  

The lift force is dependent on the relative velocity between gas and liquid 

phase, the liquid velocity gradient, gas phase volume fraction and liquid 

density. The lift force is calculated through following equation:  

Ὂᴆ ȟ Ὂᴆ ȟ ὅ ” όᴆ όᴆ Ͻɳόᴆ 

(2.16)  

where ὅ  is lift force coefficient, which is the correction to the effect of 

fluid viscosity and particle shape on flow field. The value of lift force 

coefficient can be set between 0.01 and 0.5 when bubbles  mo ve in the 

liquid . The value of lift fo rce coefficient equals 0.5 when  bubbles  move in 

water , and it decreases with the increase of liquid phase viscosity  and 

with the decrease of the bubble size (ANSYS, 2011a ) .  
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The added mass force (virtual mass force) is formed due to the bubble 

undergoes acceleration different from that of the liquid phase. The 

equation to express the added mass force is: 

Ὂᴆ ”ὅ
Ὀ

Ὀὸ
όᴆ όᴆ  

(2.17)  

where ὅ  is ad ded mass force coefficient, which represents the inertial 

force of moving liquid under the effect of particles. Cook and Harlow 

(1984)  found that the value of added mass force coefficient can be set as 

0.25. Lance and Naciri (1991)  stated that the added mass force coefficient 

has relationship with the average gas volume fraction. The correlation is  

ὅ

ừ
Ử
Ừ

Ử
ứ
ρ ς

ςρ 
           π  πȢυ

σ ς

ς
              πȢυ  ρȢπ

 

(2.18 )  
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2.2.2 Large Eddy Simulation 

2.2.2.1 Principles of Large Eddy Simulation 

Compared with the Reynolds -averaged Navier -Stokes turbulence 

modelling discussed in section 2.2.1, the Large Eddy Simulation (LES) 

offers a different approach to simulate the flows. The LES modelling 

technique assumes that there are different scales of turbulent eddies in 

the flow fields. The larges t eddies are comparable to the characteristic 

length of the mean flow and the smallest eddies are responsible for the 

turbulent kinetic energy dissipation (ANSYS, 2011a ) . The large eddies are 

anisotropic, which interact with and obta in energy from the mean flow. 

The behaviour of the large eddies are dependent on the geometry of the 

computational domain, the boundary conditions and the body forces. 

Meanwhile, the small eddies were almost isotropic and their behaviour are 

universal (Versteeg and Malalasekera, 2007 ) . 

In the LES, the large turbulent structures in flow field are resolved direc tly 

by solving the spatial -averaged Navier -Stokes equations. The information 

of the small eddies were filtered. The influence of the small eddies on the 

resolved large eddies are modelled by applying the Sub -Grid -Scale (SGS) 

model. A spatial filtering oper ation is used in the LES to separate the large 

and small eddies. A general process of LES is showing below (Versteeg 

and Malalasekera, 2007 ) :  

 ̧ A filtering function and a cut -off width will be selected. All eddies 

with the length scale larger than the cut -off width will be resolved 

in the unsteady flow field.  
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 ̧ A spatial filtering process will be executed on the t ime -dependent 

flow equations. During this process, the information of turbulent 

structures of the small and filtered -out eddies will be destroyed.  

 ̧ Sub -gird -scale (SGS) model will be used to model the sub -gird -

scale stresses which are the interaction effec t of unresolved small 

eddies on resolved large eddies.  

 ̧ If the finite volume method such as FLUENT is used, the unsteady 

and space - filtered flow equations will be solved on the control 

volumes along with the SGS model of the unsolved stresses.  

The spatial filtering operation used in the LES is defined via a filter 

function. The form of its function and the cut -off width govern what is 

retained and filtered out. The filtering functions are showing below 

(Versteeg and Malalasekera, 2007 ) :  

‰ὼȟὸḳ ὋὼȟὼȟЎ‰ὼȟὸὨὼὼὼ 

(2.19)  

where ‰ὼȟὸ is the filtered f unction, ‰ὼȟὸ is the unfiltered function or 

original function, Ў is the filter cut -off width. The overbear means spatial 

filtering instead of time -averaging.  

The most commonly used forms of the filtering functions in the three -

dimensional LES simulati ons are the Top -hat (or box), Gaussian and the 

Spectral cut -off. Of which the Top -hat filtering function is used in finite 

volume implementation. The form of the Top -hat filter function is:  
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ὋὼȟὼȟЎ ρȾЎ 
π

    ȿὼ ὼȿ ЎȾς

    ȿὼ ὼȿ ЎȾς
 

(2.20)  

The selection of filter cut -off width (æ) is important in LES, since it 

determines which size of the turbulent eddy is retained and which size is 

rejected in the computational domain. In FLUENT, the filter cut -off width 

is often taken to be the cube root of the grid volume:  

Ў ЎὼЎώЎᾀ 

(2.21)  

where ЎὼȟЎώ and Ўᾀ are the length, width and height of the grid cells in 

three-dimensional computational domain respectively. 

2.2.2.2 Governing Equations for Large Eddy Simulation 

By applying the filtering operation to the governing equations obtains the 

filtered unsteady state continuity and momentum equations (Bakker et al., 

2000): 

”

ὸ
 
”ό

ὼ
π 

(2.22) 
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(2.23) 
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where † is the filtered stress tensor. „  is the Sub-Grid-Scale (SGS) 

Reynolds stresses and its form is „ ”όό ”όό . The SGS stresses 

are unknown and need to be modelled by the Sub-Grid-Scale model. The 

Sub-Grid-Scale model will be introduced in the following section. 

2.2.2.3 Sub-Grid-Scale Models 

Since the SGS stresses „  arise from the filtering process are unknown, 

these stresses need modelling. The Sub-Grid-Scale models in FLUENT 

employ the same Boussinesq hypothesis used in the RANS models (Hinze, 

1975), in which the SGS stresses „  are proportional to the local strain 

rate (indicate the symbol used equation 2.24) of the resolved flow:  

„
ρ

σ
„  ς‘ὛӶ 

(2.24)  

where ‘ is the SGS turbulent viscosity.   is Kronecker delta (if i=j,  ;1= 

if iÍj,  =0). „  is the isotropic part of the SGS stresses which i s not 

modelled but added to the filtered static pressure term.  ὛӶ is the rate of 

strain tensor for the resolved scale (ANSYS, 2011a ) :  

ὛӶ
ρ

ς
 
ό

ὼӶ

ό

ὼӶ
 

(2.25)  

FLUENT offers five Sub-Grid-Scale models for calculating ‘, which are 

Smagorinsky-Lilly, Dynamic Smagorinsky-Lilly, Wall Adapting Local Eddy 
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Viscosity (WALE), Algebraic Wall-Modeled LES (WMLES), and Dynamic 

Kinetic Energy Sub-Grid-Scale model.  

In the Smagorinsky-Lilly Sub-Grid-Scale  model, the turbulent viscosity is 

obtained by (ANSYS, 2011a): 

‘ ”ὒȿίӶȿ 

(2.26)  

where ὒ  is the subgrid scales of the mixing length. ȿίӶȿ ςίӶίӶ. In 

FLUENT,  ὒ is calculated from:  

ὒ ÍÉÎ ‖Ὠȟὅὠ
Ⱦ

 

(2.27)  

where ‖ is the von Kármán constant, Ὠ is th e distance to the closest wall, 

ὠ is the cell volume, ὅ is the Smagorinsky constant. The von Kármán 

constant  ‖  equals to 0.41 which is a universal value used for flow 

modelling (ANSYS, 2011a). The Smagorinsky constant   ὅ   is an empir ical 

value and its default value in this model equals 0.1.  A  ὅ value of 0.1 has 

been found to yield the best simulation results for modelling flows in the 

transitional and turbulent states (ANSYS, 2011a).  

Dynamic Smagorinsky-Lilly Sub-Grid-Scale model is a modified version of 

the Smagorinsky-Lilly Sub-Grid-Scale model proposed by Germano et al. 

(1991) and Lilly (1992). The Dynamic Smagorinsky-Lilly Sub-Grid-Scale 

model allows the Smagorinsky constant  ὅ  varying in space and time. 

The value of ὅ  is dynamically calculated ground on the information 
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offered by the resolved scales of motion and it  is not necessary to specify 

the value of ὅ in advance (ANSYS, 2011a ) . 

The WALE Sub-Grid-Scale model used another equation to model the 

turbulent viscosity  ‘ . The equation is as showing:  

‘ ”ὒ
ίί Ⱦ

ίӶίӶ Ⱦ ίί Ⱦ
 

(2.28)  

where ὒ and ί  were computed respectively from:  

ὒ άὭὲ ‖Ὠȟὅὠ  

(2.29)  
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(2.30)  
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ὼӶ
 

(2.31)  

ὅ  is the model constant. Its default value equals 0.325 and this value has 

been proved to get reasonable simulation results for modelling the wall 

bounded flows and laminar  shear flows (ANSYS, 2011a ) . 

Algebraic WMLES was proposed by Shur et al. (2008). A mixing length 

model with a modified Smagorinsky model and with the Piomelli wall 
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damping function was combined in the Algebraic Wall-Modelled LES model 

(ANSYS, 2011a). The turbulent viscosity in this model is calculated: 

‘ ”ẗάὭὲ‖Ὠ ȟὅ ῳ ϽὛẗρ ὩὼὴώȾςυ  

(2.32) 

where Ὠ  is the wall distance, Ὓ is the strain rate, ὅ  is constant equals 

0.2. In order to account for the grid anisotropies in the wall -modelled 

flows, the Algebraic WMLES model employs a modified grid scale: 

Ў άὭὲάὥὼὅ ẗὨȠ ὅ ẗὬ ẗὬ  Ƞ Ὤ   

(2.33)  

where Ὤ  is the maximum edge length of the cell, Ὤ  is the wall -normal 

grid distance and ὅ  is a constant  equals 0.15.  

The Smagorinsky-Lilly and Dynamic Smagorinsky-Lilly Sub-Grid-Scale 

model are numerical models in which the Sub-Grid-Scale stresses are 

parameterized by employing the resolved velocity scales. It assumes that 

a local equilibrium exists between the kinetic energy dissipation at small 

subgrid scales and the transferred energy through the filter scale of the 

grid. When the transportation of the sub-grid-scale turbulence kinetic 

energy is considered, the modelled turbulence in the sub-grid-scale will be 

more accurate (ANSYS, 2011a). 

The Sub -Grid -Scale kinetic energy is defined as:  

Ὧ
ρ

ς
ό ό  

(2.34)  
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The turbulent viscosity is calculated through  Ὧ :  

‘ ὅὯ
Ⱦ
 ὠ  

(2.35)  

The SGS stresses are calculated by:  

„
ς

σ
Ὧ  ςὅὯ

Ⱦ
 ὠὛӶ 

(2.36)  

By adopting the following equation, Ὧ  can be gained:  

Ὧ

ὸ

όὯ
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(2.37)  

The values of ὅ and ὅ are calculated dynamically. „ is constant equals 

1.0 (ANSYS, 2011a ) . 

Among these four Sub-Grid-Scale models, the Smagorinsky-Lilly Sub-

Grid-Scale model developed by Smagorinsky (1963) and Lilly (1966) is 

the most basic and extensively used one in the LES of flow in the stirred 

tank reactors (Bakker et al., 2000). And this Sub-Grid-Scale model can be 

used in modelling the turbulent and transitional flow.   
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2.3 Computational Fluid Dynamics Modelling in the Stirred 

Tanks 

2.3.1 Modelling the Rotating Impeller 

Modelling the interactions between the rotating impeller and stationary 

baffles is one of the key issues in simulating the flow phenomenon in the 

stirred tanks. The approaches used to model the rotating impeller will be 

introduced  in this section. The generally adopted approaches are (Joshi et 

al., 2011 ) :  

 ̧ Impeller Boundary Condition Approach (Black Box)  

 ̧ Snapshot Approach 

 ̧ Momentum Source-sink Approach 

 ̧ Inner-outer Iterative Approach 

 ̧ Multiple Reference Frame Approach 

 ̧ Sliding Mesh Approach  

2.3.1.1 Impeller Boundary Condition Approach (Black Box) 

The impeller Boundary Condition Approach is an earliest and simplest 

method to simulate the rotati ng impeller and it has been adopted by 

researchers such as Ranade and Joshi (1990)  and Harvey and Greaves 

(1982)  to model the rotating impeller in the stirred tanks. In this 

approach, the effect of rotating impeller on the surrounding liquid is 



Chapter 2 

 

32 

 

modelled by p roviding boundary conditions which obtained from the 

experimental data on the cylindrical surface covering the impeller.  

The application of the Impeller Boundary Condition Approach is severely 

limited by the availability of the experimental data. In order  to carry out 

simulation using this method, the flow variables including velocities, 

pressure, turbulent kinetic energy, and the turbulent kinetic energy 

dissipation rate have to be determined experimentally. These 

experimental data will be served as the b oundary and initial conditions of 

the cylindrical surface covering the impeller (Joshi et al., 2011 ) . This 

method lacks generality, since numerical simulations us ing this method 

can at the most be extended to the geometries and operation conditions 

very much alike to that for which the experimental data are available 

(Paul et al., 2004 ) . If the operation conditions, impeller design, liquid 

property or tank geome try have changed, the boundary conditions have to 

be measured again for simulating the new system. Besides, the Impeller 

Boundary Condition Approach can only provide the information out of the 

cylindrical surface, the detailed flow phenomenon such as flow pattern, 

flow velocity, pressure, turbulent kinetic energy, turbulent kinetic energy 

dissipation rate etc. around the impeller blade are still unknown. 

Therefore, this approach is not appropriate to model the rotating impeller 

in this investigation.  

2.3.1.2 Snapshot Approach 

The Snapshot Approach proposed by Ranade and Dommeti (1996) , a 

different modelling way from the Impeller Boundary Condition A pproach, 

can be used to model the rotating impeller. This  method assumes that the  
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pressure forces formed by the blade rotation will cause ejection of fluid 

from the front of the blades and suction of flui d at the back side of the 

blades. If the ejection and suction effect are modelled correctly, a realistic 

rotational flow in the stirred tank will be well simulated.  

In order to achieve this, mass sources and mass sinks were specified on 

the front of and o n the back of the impeller blades respectively. For the 

flow in the bulk region, this method assumed that the time derivative 

terms in the transport equations are negligible and removed from the 

momentum equation. Therefore, the flow in a stirred tank was simulated 

using steady state framework along with the source terms (Ranade, 1997 ) . 

The  Snapshot Approach can offer detailed flow information around 

impeller blades.  The major limitation of this approach is that this method 

assume s the baffles have no effect on the flow in and between the 

impeller blades, which will lead to incorrect simulation results where the 

baffles and rotating impellers have strong influence on the flows  in and 

between the impeller blades  (Joshi et al., 2011 ) . 

2.3.1.3 Momentum Source-sink Approach 

The Momentum Source -sink Approach was proposed by Pericleous and 

Patel (1987)  and it was further optimized by Xu and McGrath (1996)  to 

model the rotational motion of impeller. In th is method, the rotating 

impeller is treated as the momentum source, whereas the baffles are 

treated as the momentum sinks. This  method assumes that there are two 

forces namely the drag force and lift force g enerating the flow in the 

stirred tanks. The drag force is the force in the fluid resultant velocity 

direction and the lift force acts in the perpendicular direction to the 
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resultant velocity (Patwardhan, 2001 ) . This method is realized by adding a 

term, which is corresponding to the drag force and lift force produced b y 

the impeller action, to modify the source terms in the transport equations. 

However, the Momentum Source -sink Approach is not an available module 

in commercial CFD software. Certain terms such as the momentum 

source/sink due to the emergence/decay of the  drag and lift force on the 

impeller blades are required to be experimentally determined prior to 

carrying out these simulations, which limits its applications in modelling 

the rotating impeller in industrial scale stirred tanks (Patwardhan, 2001 , 

Chtourou et al., 2014 ) .  

2.3.1.4 Inner-outer (IO) Approach 

The Inner -outer Approach avoids using empirical or e xperimental data to 

model the rotating impeller in the stirred tanks, which makes it a more 

advantaged method than the Momentum Source -sink Approach in 

simulating the flow in the stirred vessels (Lane, 2006 ) . When the Inner -

outer Approach is employed, the computation domain of the stirred tank is 

divided into two overlapping zones. The  cylindrical region containing the 

impeller is defined as the inner zone and the bulk of the region in the 

computational domain is defined as the outer zone. In the modelling 

procedure, a simulation is firstly carried out in the inner zone in a 

reference f rame rotating with the impeller. Arbitrary boundary conditions 

will be applied to the inner zone boundary surface. Therefore, a first flow 

filed in the inner zone is calculated and the information of velocity profiles, 

turbulent kinetic energy and turbulen t kinetic energy dissipation rate on 

the inner surface of the outer zone can be obtained. This information will 



Chapter 2 

35 

 

be used as the boundary conditions of the outer zone and the simulation 

will be performed in the inertial reference frame as the Impeller Bounda ry 

Condition Approach. And then, the information of velocity profiles, 

turbulent kinetic energy and turbulent kinetic energy dissipation rate on 

the outer boundary surface of the inner zone is obtained. These data will 

in turn used for the second inner zon e simulation and so on. The inner -

outer interactive procedure will be continued until the simulation reaches 

satisfactory numerical convergence (Joshi et al., 2011 ) .   

This method has been employed by several researchers (Montante et al., 

2001a , Brucato et al., 1998 )  to simulate the flow field in the stirred tanks 

and agreements were obtained between CFD and experimental data. 

However, the Inner -outer approach is very time consuming and it is not 

an available module in current commercial CFD software such as FLUENT 

and  CFX (ANSYS, 2013 , ANSYS, 2011b ) , which may limit its application in  

modelling the rotating impeller in the stirred vessels.  

2.3.1.5 Multiple Reference Frame (MRF) Approach 

The Multiple Reference Frame Approach proposed by Luo et al. (1994b)   is 

a steady state simulation approach. Similar to the IO approach, a rotating 

reference frame is used to simulate the flow in the inner zone and 

stationary reference frame is used to model the flow in the domain of the 

outer zone. This method also avoids usin g any experimental data to model 

the rotating impeller. Compared with the IO approach, there is no overlap 

region in the computational domain when the MRF approach is adopted. 

Instead, an interface is defined and used to bridge the flow variables 
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between t he two zones. Thus it makes the MRF approach less 

computational demand than the IO approach (Joshi et al., 2011 ) .  

The MRF method is an available module in many c ommercial CFD 

packages and it has been broadly used to model the rotating impeller. For 

example, Aubin et al. (2004)  studied the effect of the impeller modelling 

methods, discretization schemes and turbulent models on simulating the 

mean velocities, turbulent kinetic energy, flow pattern and power numbers 

etc. The simulation adopting MRF method showed  good prediction of the 

flow pattern and turbulent kinetic energy in a stirred tank. Scargiali et al. 

(2007)  employed th e MRF method with the Eulerian ïEulerian multiphase 

flow approach and the standard kïὑ turbulence model to study the gas -

liquid flow in stirred tank. The simulated gas and liquid flow field and gas 

holdup showed agreement with experimental data.  

2.3.1.6 Sliding Mesh (SM) Approach 

Like the MRF approach, the Sliding Mesh is also a suitable m ethod to 

simulate the rotating impeller in the stirred tanks. The Sliding Mesh is an 

available module in most commercial CFD packages. By applying this 

method, full transient simulation can be carried out using two grid zones: 

an inner rotating zone and ou ter stationary zone. The inner rotating zone 

includes the impeller. Region out of the inner zone in the computational 

domain is treated as the outer stationary zone. During the simulation, the 

grid in the inner zone rotates with the impeller while the grid  in the outer 

zone keeps stationary. The two zones slide with each other at a cylindrical 

interface. The standard conservation equations will be solved in the outer 

zone and acceleration terms which consider the rotating impeller will be 
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added to the conse rvation equations to calculate the flow in the inner zone. 

These two regions are coupled at the sliding interface via sliding -grid 

algorithm (Joshi et al., 2011 ) . The Sliding Mesh  Method is an accurate 

approach to model the impeller rotation, but it is more computational 

demand than the MRF approach (ANSYS, 2011b ) . 

The Sliding Mesh has been broadly used to study the transient flow field in 

the stirred tanks. For example, Bakk er et al. (1997)  employed the Sliding 

Mesh method to study the time dependent laminar flow in a stirred tank. 

They concluded that the Sliding Mesh method can well predict the laminar 

flow pattern, velocity magnitude and pumping number without any 

experim ental data for the impeller boundary conditions. Fan et al. (2007)  

stated that good agreements were obtained between the PIV data and 

simulation resu lts applying LES together with the Sliding Mesh.  

2.3.2 Boundary and Initial Conditions 

The boundary and initial conditions need to be applied to the flow 

problems being simulated when numerically solving the governing 

equations. Based on the FLUENT package, those types of boundary 

conditions could be used to model the single phase and multiphase flows 

in the stirred tank are: 

¶ Wall boundary conditions: the wall of tank, impeller, agitating shaft. 

¶ Interface boundary conditions: the boundaries between rotational 

zone and stationary zone which enable flow variables in one zone to 

be used to calculate fluxes at the boundary of the neighbouring 

zone. 
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¶ Velocity inlet boundary conditions: the specification of the gas inlet 

velocity at the sparger where gas is introduced into the gas-liquid 

multiphase flow stirred tank. 

¶ Degassing boundary conditions̔the top of the tank in which the 

dispersed gas phase is allowed to escape while the liquid phase 

stays in the gas-liquid multiphase flow stirred tank. 

And the following initial conditions must be provided:  

¶ The physical properties of fluid such as viscosity, density, surface 

tension. 

¶ The speed of the agitator in the rotational zone. 

¶ The volume fraction of the gas phase at the inlet in the gas-liquid 

multiphase flow stirred tank. 

¶ The velocity of the inlet gas and bubble size in the gas-liquid 

multiphase flow stirred tank. 

2.3.3 RANS Modelling of the Single Phase Flow in the Stirred Tanks 

In order to apply the CFD to simulate the real flow fields in the stirred 

tanks as much as possible, accurate numerical models should be built up. 

The CFD studies on single phase turbulent and transitional flows in the 

stirred tanks will be reviewed in this section. 

2.3.3.1 Modelling the Turbulent Flow in the Stirred Tanks 

A novel grid disc impeller (see Figure 2.1) has radial flow characteristic 
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was designed by Buwa et al. (2006), and this impeller was used for their 

study of single phase flow mixing in a stirred tank. In their investigation, 

the MRF method and the standard k-Ů model were applied to model the 

flow field. The mixing time and power consumption were numerically and 

experimentally studied. They found that this novel disc has good mixing 

performance and requires less power consumption. The simulated mean 

velocities, power consumption and mixing time showed good agreement 

with their experimental results.  

 

Figure 2.1 Grid disc impeller (Source: Buwa et al. (2006)) 

Bakker and Van den Akker (1994b)  used the standard kïŮ model t o 

simulate the turbulent flow in a stirred tank equipped with a Rushton 

turbine impeller. The results showed the characteristic turbulent flow 

pattern in a flat bottom vessel agitated by a Rushton turbine. The liquid 

around the impeller was thrust toward t he wall of tank with radial jet flow 

reaching the tank wall and forming two circulation loops: the upward 

circulation loop and the downward circulation loop. The impeller was 

located at an impeller to bottom clearance of one third of tank diameter, 
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thus th e size of the downward circulation loop is smaller than the upward 

circulation loop.  

Deglon and Meyer (2006)  investigated the effect of the different turbulent 

models, rotating impeller modelling methods and discretization schemes 

on the accuracy of simulations in a flat bottom stir red tank fitted with a 

Rushton turbine impeller. T hey showed that the Multiple Reference Frames 

(MRF) method and the standard k-Ů model accurately predict the flow in 

the trailing vortexes regions. The MRF method and the standard k-Ů model 

enable accurate simulation of the Power number if very fine girds and 

higher -order discretization schemes are employed. Due to the deficiencies 

of the k-Ů model, the turbulence kinetic energy near the impeller region 

was over or under estimated even  very fine gird and hig her -order 

discretization were used  in the simulations .  

Aubin et al. (2004)  simulated the flow field generated by a down and an 

up -pumping pitched blade turbines in  a dished bottom stirred tank. The 

standard kïŮ and RNG kïŮ models were used to model the turbulence. 

The Sliding Mesh and MRF methods were adopted to model the rotating 

impeller. They observed that the secondary circulation loop below the 

impeller is more radially far away from the axial centre and  the vorticity 

was also larger than the  that of  secondary loop observed in a flat bottom 

stirred tank agitated by a down pumping pitched blade (Gabriele et al., 

2009 ) . Aubin et al. (2004)  concluded that  for simulation of the flow in a 

dish bottom vessel, the numerical scheme was important in predicting 

turbulent kinetic energy. However the choice of turbulence models: 

standard k-Ů and the RNG kïŮ models have little effect on predicting the 
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mean flow pattern and turbulent kinetic energy. Their simulated turbulent 

kinetic energy showed better agreement with experimental data for up -

pumping pitched blade turbine. The latter conclus ion contradicts the 

results obtained in flat bottom vessel, where the standard k-Ů model can 

predict the turbulence kinetic energy with smallest deviations than other 

turbulence models such as the RNG kïŮ model and Realizable kïŮ model 

(Jaworski and Zakrzewska, 2002 ) .  

Haque et al. (2011)  adopted four turbulence models: the standard kïŮ 

model, shear -stress transport model and two Reynolds -stress turbulence 

models with variant of the pressure -strain correlations to simulate the 

turbulent flow in an unbaffled dished bottom stirred vessel fitted with a 

Rushton turbine impeller. They foun d that an inner vortex below the 

impeller was formed which was not observed in a fully baffled flat bottom 

stirred vessel. They concluded that all four turbulence models can predict 

very similar flow field, but the Reynolds stress model is more accurate in  

predicting the mean axial velocity. All turbulence models give accurate 

estimation of the turbulent kinetic energy below the impeller, but 

underestimate its level in the impeller region and in the areas close to the 

tank walls.  

Deen et al. (2002)  adopted the standard kïŮ model and the sliding mesh 

method to study the turbulent flow in a stirred tank. They reported that 

the shape of tank bottom has practically no significant effect on the flow 

pattern in the Rushton turbine impeller region. However,  this conclusion 

was based on the comparison of the simulation of the water turbulent flow 

in a flat bottom stirred tank with PIV experimental data obtained in a 
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dished bottom stirred vessel. Detailed analysis of their results indicates 

that the experimentally observed jet fro m the impeller was slightly 

inflected downward in the dished bottom stirred tank, whilst it was almost 

horizontal in simulation carried out in the flat bottom stirred tank. This 

study is mainly focused on the flow field in the region near the impeller (in 

Figure 2.2). The flow pattern outside the region was not discussed.  

 

Figure 2.2 The investigated region in the stirred tank (Source: 

Deen et al. (2002)) 

According to the above literatures, the single phase flows in the stirred 

tanks are often operated in the fully devel oped turbulent state. The 

standard kïŮ model is the generally used turbulence model in modelling 

the turbulence in the stirred tanks. The MRF and SM method can be used 

in simulating the rotating impeller in the steady and transient simulation 

respectively. The most concerned flow parameters  such as the flow 
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pattern, flow velocities, power number, turbulent kinetic energy and its 

dissipation rate etc. can be well predicted by adopting the standard kïŮ 

model combined with MRF or SM method. The effect of impeller type, 

impeller combinations on flow pattern, power number are generally 

studied in literatures. Majority of investigations are carried out in the flat 

bottom stirred tanks in lab scale. However, dished bottom stirred tanks 

are commonly used in industry. The flow in the dished bottom sti rred 

tanks may show different flow patterns when water or ionic liquid is 

served as the operation liquid. The effect of the stirred tank bottom shape 

and bafflesô length on water and ionic liquid flow pattern will be studied in 

chapter 3 and chapter 4.  

2.3.3.2 Modelling the Transitional Flow in the Stirred Tanks 

Since the viscosity of the ionic liquid (BmimBF 4) is 0.07 Pa.s, the flow will 

be in the transitional state ( ρπ ὙὩ ρπȟπππ) if the pure ionic liquid is 

served as the operation liquid in the stirred tanks (Paul et al., 2004 ) . 

However, compared with the turbulent flow modelling, investigations on 

the CFD modelling of the transitional flow in the stirred tanks are still very 

rare.  

Jaworski et al. (1996) simulated the transitional flow of a non -Newton ian 

liquid ( Re=430) in a fully baffled flat bottom stirred tank agitated by a 

Rushton turbine. The sliding mesh method was used to model the rotating 

impeller. The power law equation was defined to describe the rheological 

behaviour of the shear thinning o peration fluid. The RNG k-Ů model, which 

includes a differential formulation of the turbulent viscosity that is 

supposed to account for the low Reynolds number effects, was used to 
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closure the Reynolds -averaged N -S equations. The flow pattern, mean 

velocity components, effective viscosity, turbulent kinetic energy and 

energy dissipation rate were simulated in their study. The typical radial jet 

flow from the impeller was found. The magnitude of the radial -axial 

circulation loops diminished a lot when the viscous liquid was agitate d in 

the stirred tank. High level of turbulent kinetic energy and lowest 

apparent viscosity was found in the impeller discharge region. The 

simulated mean velocity components including axial, radial and tangential 

velocities showed agreement with the LDV d ata. The authors stated that 

the RNG k-Ů model can predict better results than the two -equation model 

(such as the standard k-Ů model) when it is adopted for simulating 

transient, high swirl, transitional flows.  

Murthy Shekhar and Jayanti (2002)  employed two different turbulent 

models (standard k-Ů model and low Reynolds k-Ů model) to simulate the 

transitional flow field in a stirred tank. Different flow patterns were 

observed in the upper bulk region when those models were employed in 

the simulation. A secondary circulation flow was found in the  corner region 

close to the tank top when the low Reynolds k-Ů model was employed. 

The species transport equation was then solved to investigate the mixing 

time in the stirred tank. They found different mixing times when the 

species transport equation was solved based the initial flow fields 

simulated by the standard k-Ů model and low Reynolds k-Ů model 

respectively. The additional recirculation zone around the main circulation 

loop, predicted by the low Reynolds k-Ů model, will impede the stirred 

tank fast  mixing and increase the stirred tank mixing time.  



Chapter 2 

45 

 

Kelly and Gigas (2003)  carried out CFD simulation to model the flow i n a 

stirred tank agitated by an axial - flow impeller using viscous liquids 

(glycerin and Carbopol polymer solutions). The flow pattern investigated is 

in the transitional state (50ÒReÒ400). The laminar flow modelling 

equation was adopted to close the RANS e quations.  The MRF method was 

used to model the rotating impeller. The Power law model was used to 

model the shear - thinning behaviour of the liquid. They found that the 

power number of the operation liquid depends on the Reynolds number as 

well as on the f low behaviour index of the power law model. The 

simulated impeller power number and flow velocities showed good 

agreement with the experimental data.  

Sossa -Echeverria and Taghipour (2015)  numerically and experimentally 

studied the flow velocities in the cylindrical tanks  agitated by three 

different side -entry impellers. The operation liquids (carbopol solutions) 

were shear thinning fluids and operated in the laminar - transitional 

regimes. The MRF method was used to model the rotating impeller. The 

Herschel -Bulkey model and  Bingham model were used to describe the 

non -Newtonian property of operation liquids. They found that the impeller 

with smaller pitch ratio has lower power requirements and pumping 

capacities. Impeller with large pitch ratio offers larger high shear rate 

areas. The predicted flow fields showed agreement with the PIV results  

It can be concluded that the models designed for modelling the 

transitional flows are less developed than the models used to simulate the 

fully development turbulent flows. The commonly  used standard k-Ů 

model is more appropriate for modelling the flow in the fully development 
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turbulent state. However, it may not provide accurate simulation results 

such as the flow pattern, flow velocities etc. when the flow is in the 

transitional state.  The RNG k-Ů model and low Reynolds k-Ů model are 

more suitable to simulate the transitional flow. Agreements between CFD 

and experimental data have been obtained by adopting these two models.  

2.3.4 Large Eddy Simulation of the Single Phase Flow in the Stirred 

Tanks 

As it was mentioned in section 2.2.2, compared with the RANS modelling, 

the Large Eddy Simulation (LES) adopts a different modelling method to 

simulate the flows. Since the detailed information of flow structures and 

turbulence can be captured by adopting the LES, this method has been 

gained much attention in recent years to model the flows operated at 

various operation conditions (from the laminar to turbulent regimes). The 

investigations of the LES of the single phase flow in the stirred tanks  will 

be reviewed in this section.  

Bakker and Oshinowo (2004)  employed the large eddy simulation to 

model the large -scale chaotic structures of the turbulent flow field 

agitated  by a Rushton turbine impeller in a flat bottom stirred tank. The 

Sliding Mesh method was applied to model the rotational motion of the 

impeller. The trailing vortexes formed behind each blade tips of Rushton 

turbine were also numerically studied. Both the  numerical and 

experimental  results  indicated that the trailing vortexes were formed 

behind each blade and moved radially toward the tank wall. This 

phenomenon was also verified by the numerical study carried out by 

Derksen and Van den Akker (1999)  and Eggels (1996) .  
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Zadghaffari et al. (2010)  carried out the large eddy simulation to study 

the turbulent water flow in a stirred tank agitated by a Rushton turbine 

impeller. The Smagorinsky -Lilly Sub -Grid -Scale model  was used to model 

the SGS stresses. The flow pattern, power number, mixing time, turbulent 

kinetic energy and its dissipation rate were simulated. The simulation 

results showed agreement with the LDV results obtained by Wu and 

Patterson (1989) . Zadghaffari et al. (2010)  concluded that the LES 

simulation can predict the flow field, power number, mean velocity 

components and mixing time accurately. The variation trend of turbulent 

kinetic energy at radial direction can also be captured. Obvious deviations 

with experimenta l data were found in predicting the turbulent kinetic 

energy dissipation rate close to the wall and impeller.  

Hartmann et al. (2004)  performed the LES and Reynolds -averaged 

Navier -Stokes (RANS) simulations to model the flow field in a fully  baffled 

stirred tank. The Reynolds number (Re) equals 7300 , which indicates that 

the flow is in the lower limit of the turbulent regime. The Sliding Mesh 

method was applied to model the rotating impeller. Laser Doppler 

Velocimetry ( LDV)  was used to verify  the simulation results. They noted 

that the LES is more advantageous than the RANS, in which the velocity 

fluctuations, Reynold stresses, turbulent kinetic energy are resolved down 

to the numerical grid scale. The predicted flow field showed good 

agreemen t with the LDV data, whereas deviations can be identified in the 

tangential velocit ies  predicted by the RANS. The development of trailing 

vortexes was well predicted by adopting the LES and RANS simulation. 

The LES is better than the RANS simulation in sim ulating the turbulent 

kinetic energy and its dissipation rate.  
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Delafosse et al. (2008)  employed the large eddy simulation to study the 

turbulent flow in a mixing tank agitated by a Rushton turbine impeller. 

Comparisons were made in the key parameters in terms of the turbulent 

kinetic  energy, turbulent kinetic energy dissipation rate and velocity 

profiles which were predicted by  the  LES and the standard k-Ů model. The 

default Smagorinsky -Lilly Sub -Grid -Scale model was used to model the 

Sub -Grid -Scale stresses. They concluded that both the LES and  the  

standard  k-Ů model offer good result of the mean flow field. However,  the 

LES was better in predicting the flow in the impeller discharge region.  

Li et al. (2011)  investigated the single loop flow patterns agitated by the 

Rushton turbines with different diameters. The phase -averaged and phase 

resolved velocities, turbulent kinetic energy, trailing vortice s and their 

behaviours were simulated and validated by PIV experiments. 

Comparisons were made between the simulation results obtained from 

standard k-Ů model and LES. The different SGS models in terms of 

Smagorinsky -Lilly, Dynamic Smagorinsky -Lilly and Dyn amic Kinetic 

Energy model were used in LES. The simulated flow parameters including 

velocity components and turbulent kinetic energy were compared. They 

concluded that regions with high levels of turbulent kinetic energy are 

consistent with the trailing vo rtexes and the vortexes transfer the energy 

from the blade to the bulk region of the stirred tank. The LES with all the 

tested SGS models can give accurate results. They found that the flows in 

the trailing vortexes regions are anisotropic, thus the standa rd k-Ů model 

based on isotropic assumption is less accurate in simulating the flow 

phenomenon in this area.  
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Fan et al. (2007)  compared the flow fields predicted by  the  LES and the 

standard  k-Ů model. The Smag orinsky -Lilly Sub -Grid -Scale model was 

used in LES . They found that the flow patt erns predicted by the LES are 

asymmetric, chaotic, complex and detailed.  

Preliminary series of LES of single phase water turbulent flow in a flat 

bottom stirred tanks (geomet ry and operation condition are the same as 

shown in section  3.2 ) were carried out to estimate the effect of Sub -Grid -

Scale models on the simulation results. The simulation data were sampled 

and compared at a horizontal plane 40 mm above the tank bottom, wh ich 

indicates that there is no significant among the simulation results when 

different  Sub -Grid -Scale models used in this study  (Appendix 2.1 Velocity 

Magnitudes Predicted by Different SGS Models ) . 

According the literatures in thi s section , the LES showed more detailed 

and accurate simulation results than that predicted by the RANS modelling. 

The Smagorinsky -Lilly model was the economic and widely used Sub -Grid -

Scale model  in the LES . The LES avoids the limitation of the standard k-Ů 

model that can only be used in the fully developed turbulent flow. 

Therefore, the LES together with the Smagorinsky -Lilly Sub -Grid -Scale 

model will  be used to model the single phase water and the ionic liquid 

transitional flow s in the stirred tank.  

2.3.5 Modelling the Gas-liquid Multiphase Flow in the Stirred 

Tanks  

The term multiphase flow is used to describe any fluid flow consisting of 

more than one phase or component (Brennen, 2005). A phase refers to 
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the solid, liquid or vapour state of the matter. A component is a chemical 

species such as hydrogen, oxygen, water or Freon (Schwarzkopf. et al., 

2012). Multiphase flows can be divided into four categories: solid-liquid, 

gas-solid, gas-liquid and three phase flows (Schwarzkopf. et al., 2012). By 

definition, the dispersed phase is termed as the particles, droplets or 

bubbles in solid-liquid flow, liquid-gas flow and gas-liquid flow 

respectively. The continuous phase is referred to the medium around the 

dispersed phase (Clift et al., 2005). In this study, we focus on modelling of 

the gas-liquid dispersion in the stirred vessel. The essential information 

required for the gas-liquid multiphase flow modelling in the stirred tanks 

in terms of bubble size, interphase forces, turbulence model are reviewed 

and discussed in this section. 

2.3.5.1 Experimental Studies on the Bubble Size in the Stirred 

Tanks 

The knowledge on bubble size and its distributions in the stirred tanks are 

important in determining both the mass transfer rate and the gas-liquid 

interfacial area in the gas-liquid stirred vessels (Paul et al., 2004). And the 

bubble size data is required to carry out multiphase modelling in the 

stirred tanks. Accurate bubble size information is a key factor towards 

successful gas-liquid multiphase flow simulation (Khopkar and Ranade, 

2006).  

A number of techniques such as the capillary and digital photography are 

generally used for measurement of the bubble size and its distributions in 

the stirred tanks. Capillary suction probe is an intrusive point wise 

technology to measure the bubble size. In this method, a capillary will 
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suck bubble and the photoelectric probes are used to calculate the size of 

the bubble inside the capillary (Moilanen, 2009). Greaves and Barigou 

(1988) used capillary probe technique measured the bubble size and its 

distribution at several positions in stirred tank. They concluded that the 

bubble size distribution was dependent on the intensity of impeller 

rotation and its location in the stirred tank.  

Barigou and Greaves (1992) carried out several experiments to 

investigate the bubble size distributions in stirred tank using capillary 

suction probes. Data were sampled at the bulk of the tank, impeller region 

and area below the impeller. The twenty-two measuring points were 

plotted in the mid-plane between two adjacent baffles as shown in Figure 

2.3. They found that smallest bubbles were found mainly near the impeller 

tips region due to the high level of turbulence, and the bubble sizes are 

relative larger at other sampling positions. At low agitation speed around 

100 rpm, bubbles were not found in the centre zone below impeller due to 

the uncompleted flow circulation. By increasing the impeller speed, the 

lower circulation loop was enlarged causing more gas circulated in this 

area. Compared with the bubble size in the impeller region, the bubble 

sizes are larger in the lower circulation loop. The bubble diameter rises 

from the impeller tips towards the tank wall due to the increasing number 

of bubbles and gas holdup which enhance the bubble collision and 

coalescence. 

The effect of the impeller speed on the overall Sauter mean diameter in 

the bulk region was found to be insignificant. Barigou and Greaves (1992) 

stated that the increased turbulence intensity by increasing the impeller 
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speed was balanced by the increase in bubble coalescence due to the rise 

of gas holdup. The gas holdup in the downward flow region is higher than 

that in the upward flow region.  

 

Figure 2.3 Measuring points in mid-plane between two baffles 

(dimensions in mm) (Source: Barigou and Greaves (1992)) 

The digital photography is a non-intrusive, optical and the most 

informative measurement technique. The experimental results can be 

visually evaluated by adopting this method. Koji Takahashi and Nienow 

(1993) used this technique successfully measured the bubble size 

distributions in a stirred tank. They found that the bubble sizes close to 

the vessel wall (especially near the baffles) or in the upper levels of the 

vessel were more than four times larger than those in the impeller 

discharge region.  

Mart²n et al. (2008) used high-speed video technique to study the 

formation of the bubbles in a stirred tank equipped with different impellers 
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and with impellers fixed at different positions. They found that the bubbles 

are smaller under stirring condition than those formed in stagnant fluids. 

The initial bubble size at the orifice controls the contribution of the 

impeller to the bubble diameter. The location of the impeller, impeller 

rotation speed and the gas flow rate control the bubble size in the stirred 

tank.  

Montante et al. (2008) used digital camera studied the mean bubble size 

in a stirred tank agitated by a Rushton turbine impeller. The stirred tank 

was divided into thirteen investigation areas as shown in Figure 2.4. 

Figure 2.5 shows the mean bubble size in these thirteen areas. As can be 

seen from Figure 2.5, the smallest bubbles appear in the impeller region 

(area marked A). Due to the effect of the downward flow in the lower B 

and C region, the bubble resident time is longer in lower B and C region, 

which forms large bubbles in these areas. In the upper and lower central 

G zones, the differences in bubble size are not evident. They also 

mentioned that the bubbles diameter in the upper and lower D zones are 

relative the same due to the apparent coalescence below and above the 

impeller. Due to the entrainment of bubbles from the liquid surface, an 

increase in bubble size can be found in the upper zone E. While in the 

lower E zone, attribute to the jet of the circulation flow, the bubbles are 

smaller than upper zone E (Montante et al., 2008). 
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Figure 2.4 Investigation areas (Source: Montante et al. (2008)) 

 

Figure 2.5 Mean bubble diameter in different areas. Solid symbols: 

lower half vessel; empty symbols: upper half vessel (Source: 

Montante et al. (2008)) 

However, there is difference between the experimental results from 

Barigou and Greaves (1992) and Montante et al. (2008). For example, 

Montante et al. (2008) found that the bubble size in the upper and lower 

D zones are relatively the same, and negligible discrepancies can be found 

in lower and upper G zones. But in Barigou and Greavesô study, the bubble 

size in the area near the bottom (point 21 in Figure 2.3 corresponding to 
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lower D zone in Montante et al.ôs study ) is smaller than the area near 

liquid surface (point 2,3,6,7 in Figure 2.3 corresponding to upper D zone 

in Montante et al.ôs study ).  

Several studies correlated bubble/droplet size in stirred tank with 

operation conditions, which can be used to estimate the bubble/droplet 

size in the stirred vessels. Early researchers such as Shinnar (1961) 

proposed equations to predict bubble/droplet size in the stirred tanks. The 

equation, d32 å N-1.2, can be used to estimate the droplet size for systems 

where droplet size is controlled by the bubble/droplet breakup. The 

equation, d32 å N-0.75, is applicable for systems where the bubble/droplet 

size is controlled by the coalescence. Peters (1992) correlated Sauter 

mean diameter with impeller diameter (D) and Weber number (We), as 

showing below: 

Ὠ

Ὀ
ὑὡὩ Ȣ 

(2.38) 

Above equation can be used to estimate the bubble/droplet size for dilute 

systems. For more concentrated systems, the coalescence will be 

important and this equation may not applicable. The following equation 

was established: 

Ὠ

Ὀ
ὑ ρ ὑ ὡὩ Ȣ 

(2.39 )  
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where  is the volume fraction of dispersed phase. ὑ is considered to 

allow for either the damping of turbulence when the concentration of 

dispersed phase is relatively low with ὑ σ; or owing to coalescence  with 

value of ὑ from 3 to 10 (Pacek et al., 1998). 

Pacek et al. (1998) proposed correlation between operation conditions and 

d32 where breakup controls the droplet/bubble size as following: 

Ὠ

Ὀ
ὑὡὩ Ȣ ὑ‐ Ȣ ὑὔ Ȣ  

(2.40 )  

where ‐  is specific energy dissip ation rate. ὑȟ ὑ  and ὑ are equation 

variables and they varies in different systems. 

Equation 2.40 has been usually used to correlate the bubble/droplet size 

in the gas-liquid/liquid-liquid multiphase flow stirred tanks. However, this 

equation was found to be unsatisfactory to predict the mean bubble size in 

some cases where different operation mediums (such as the mixtures of 

water and isopropanol) were involved (Hu et al., 2003, Hu et al., 2006). 

So far, there has been no report on whether this equation can be used to 

predict the bubble size in the ionic liquids in the stirred tanks. The 

knowledge of bubble behaviour in the ionic liquids operated in the stirred 

tanks is still a research gap in literature. 

2.3.5.2 Interphase Forces Considered in the Gas-Liquid Multiphase 

Flow Modelling in the Stirred Tanks 

Since the interphase forces determine the bubble behaviours in the gas-



Chapter 2 

57 

 

liquid multiphase flow in the stirred tanks, the inclusion of those 

interphase forces in simulation is the key factor towards a successful 

multiphase flow modelling. As it was introduced in section 2.2.1.4, there 

are many forces acting on the bubbles moving in the liquid phase. These 

forces can be categorised as the drag force, lift force and added mass 

force (Morud and Hjertager, 1996). However, the inclusion of all the forces 

will not only bring about vast computation demand, but also cause 

convergence difficulty. Therefore, the interphase forces considered in the 

gas-liquid multiphase flow modelling in the stirred tanks will be reviewed 

and determined in this section.  

The drag force equation is showed in section 2.2.1.4. This force is caused 

by the relative velocity between the gas and liquid phase. The particles (or 

droplets or bubbles) with low density can response much faster to the 

liquid phase and high-density particles (or droplets or bubbles) response 

much slower to the flow around them. The low-density particles (or 

droplets or bubbles) will have smaller relative velocity than particles (or 

droplets or bubbles) with high density. Therefore, the drag force will 

become dominant for high density particles (or droplets or bubbles)  and 

relative smaller as the density of particles (or droplets or bubbles) 

decreases (ANSYS, 2011a).  

The lift force results from liquid velocity gradient and the relative velocity 

between the particles (or droplets or bubbles) and surrounding liquid. The 

lift force equation is displayed in section 2.2.1.4. The lift force acts 

perpendicularly to the direction of main flow. The lift force appears very 

small compared with the drag force. Sometimes, the lift force can be 
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ignored when computes the particles (or droplets or bubbles) trajectory 

(ANSYS, 2011a).  

Added mass force was formed when the particles (or droplets or bubbles)  

undergo acceleration different from that of the liquid phase (Scargiali et 

al., 2007). This additional force contribution is added mass force. The 

equation of the added mass force is displayed in section 2.2.1.4. The 

added mass force has constant influence and plays a key role when 

computing the trajectory of particles (or droplets or bubbles) (Martin, 

2011).  

Compared with the drag force and  the  lift force, the effect of the added 

mass force on bubblesô behaviour is much smaller. This force is ignored in 

most studies and including this force has negligible effect on simulation 

results such as flow pattern, velocity profiles, gas holdup etc. in the 

stirred tanks.  For example,  Scargiali et al. (2007) stated that the effect of 

added mass force is insignificant when modelling the gas-liquid flow in the 

stirred tanks. Gimbun et al. (2009) found that there is only a little 

increase in the overall gas hold-up in aerated stirred tank from 4.36% to 

4.60% and from 4.36% to 4.67% by adding the effect of virtual mass and 

lift force respectively.  

Among the drag force, lift force and added mass, the drag force is the 

dominated interphase force and it needs to be considered in modelling the 

gas-water turbulent flow in the stirred tank (Scargiali et al., 2007). For 

example, Petitti et al. (2013) stated that velocity field is dominated by the 

liquid phase motion agitated by the rotational turbine in the stirred tanks, 

thus other forces can be neglected compared with the drag force in the 
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gas-water turbulent flow in the stirred tank. The Lift force will be more 

significant for larger the bubbles, the inclusion of the lift force is not 

appropriate for closely packed bubbles or for very small bubbles (ANSYS, 

2011b). In this investigation, it has been observed that the measured 

mean bubble size in the gas-ionic liquid multiphase flow system in the 

stirred tank (bubble size is less than 1 mm) is much smaller than that in 

the gas-water multiphase flow system (bubble size is larger than 2 mm) 

by adopting the visual technology. And the viscosity of the ionic liquid is 

77 times larger than that of water, which means that the lift force 

coefficient would be at least one order smaller than that in the gas-water 

multiphase flow system in the stirred tank (ANSYS, 2011a). Therefore, 

effect of the lift force on the bubble motion is insignificant in modelling the 

gas-ionic liquid multiphase flow system in the stirred tank. It has been 

found that the inclusion of lift force and added mass force in gas-water 

multiphase flow modelling in the stirred tank will bring out convergence 

difficulties and highly computational demand (Wang et al., 2014). Due to 

the above reasons, the drag force can be considered as the dominated 

interphase force in modelling the gas-ionic liquid multiphase flow in a 

stirred tank. The effect of lift force on bubble motions in the highly viscous 

fluid such as the ionic liquid is neglected in this investigation. 

2.3.5.3 Modelling the Air-water Turbulent Flow in the Stirred 

Tanks 

Apart from the information of the bubble size, the interphase force 

models, the rotating impeller modelling method, the two phase model and 

the turbulence model are also the key factors towards the successful gas-
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liquid flow modelling in the stirred tanks. The numerical and experimental 

studies on the air-liquid multiphase turbulent flow in the stirred tank 

reactors will be introduced in this section.  

Deen et al. (2002) used Eulerian-Eulerian method to describe the 

continuity and momentum equations of multiphase flow. The standard k-Ů 

model was used to model the turbulence. The drag force was the only 

interphase force considered in their study. Sliding mesh method was used 

to model the rotating impeller. Since the liquid phase was water, they 

assumed that the bubbles have the same diameter of 4 mm or 2 mm in 

the stirred tank and applied it into gas-liquid simulation. Free surface 

boundary condition was user-defined on the liquid surface, in which only 

the gas phase is allowed to escape from the liquid surface. A source term 

was defined to describe the gas inflow velocity at the sparger. They 

reported that the trailing vortexes formed behind each impeller blade in 

single phase flow were disappeared and the flow is less periodic when gas 

was introduced from the sparger. The measured liquid velocities showed 

agreements with PIV data. They found that the liquid velocities reduced 

around 30% in the impeller region with the existence of gas. The presence 

of the gas phase has large impact on the liquid velocity field.  

Ranade et al. (2001b) applied Eulerian-Eulerian model to simulate the 

turbulent gas-water flow in a stirred tank. The standard k-Ů model was 

used to model the turbulence. The Snapshot method was used to simulate 

the rotating impeller. The drag force was the only interphase force 

considered in their simulation. By defining a source term at the sparger, 

the gas injection into the stirred tank was realized. The tank top was 
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treated as a wall for the liquid phase, in which water was not allowed to 

escape from here. A sink term was specified at the tank top for the gas 

phase, where the exiting of bubbles was simulated. They found that the 

location of the gas accumulation behind each impeller blade is in the 

region where trailing vortexes exist. The gas accumulation region can 

keep their structure up to 30 degrees behind each impeller blade. The 

current CFD models used in their investigation can well predict the gas 

accumulation behind the impeller blades and the CFD results showed good 

agreement with the PIV data. 

Wang et al. (2014) carried out series of simulations to study the 

hydrodynamic behaviours of the gas-liquid multiphase flow agitated by 

two six-blade impellers in a stirred tank. The Eulerian-Eulerian model was 

adopted to simulate the turbulent flow of the gas and liquid phases. The 

standard k-Ů model was applied to model the turbulence. The drag force 

and lift force were considered in the simulation. They noted that the 

adding of virtual mass force did not bring any improvement of simulation 

results and cause convergence difficulties.  

According to the above literature review on the air-water turbulent flow 

modelling in the stirred tanks, the current CFD and experimental 

multiphase flow studies are usually carried out in the gas-water system in 

stirred tanks. The Eulerian-Eulerian model, the standard k-Ů model and 

the MRF or SM method are combined to simulate the multiphase flow in 

the stirred tanks. The drag force is generally considered as the dominated 

interphase force in the gas-water multiphase flow modelling in the stirred 

tanks. These modelling methods may be moved to model the gas-water 
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turbulent flow or gas-ionic liquid multiphase flow in a stirred vessel. The 

flow pattern and velocity profiles of each phase, gas holdup, bubble size 

etc. are the most concerned parameters in the gas-liquid multiphase flow 

in the stirred tanks. These key parameters are worth studying in the gas-

ionic liquid multiphase flow system in a stirred tank. 

2.3.5.4 Modelling the Gas-Ionic Liquid Multiphase Flow  

As it has been discussed in section 2.3.5.3, the most numerical and 

experimental studies are carried out in the gas-water multiphase flow 

system in the stirred tanks. The studies on the gas-ionic liquid multiphase 

flow in the stirred tanks are still very rare. In this section, the property of 

the ionic liquid and studies of gas-ionic liquid system in the chemical 

reactors were introduced, which will provide insight to model the gas-ionic 

liquid multiphase flow in the stirred tanks. 

The Property of Ionic Liquid 

According to current common definition, the ionic liquids are materials 

that are consisted of cations and anions with melting point at or below 

100ᴈ. Some of them are called room temperature ionic liquids with 

melting point at room temperature (Plechkovaa and Seddon, 2008). The 

person discovered and identified ionic liquid is controversial. Gabriel and 

Weiner discovered ethanolamminium nitrate which has melting point 

between 52ᴈ and 55ᴈ (Gabriel and Weiner, 1888). The first report of the 

room temperature ionic liquids can be tracked to 1914 when a scientist 

called Paul Walden synthesized ethylammonium nitrate which has a 

melting point of 12ᴈ and was the product of neutralisation of ethylamine 
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with concentrated nitric acid (Plechkovaa and Seddon, 2008). However, 

their findings did not cause any significant interest to other researchers at 

that time. But this study area is becoming prosperous in recent years. 

Ionic liquids are salts in liquid form. They have high boiling points, low 

vapour pressure. Due to the nature of the anions and cations, the polarity 

of ionic liquid varied (Dumitriu et al., 2010). Ionic liquids have been 

chosen as preferable solvents in several cases of chemical industry. The 

properties of ionic liquid can be adjusted based on requirements of 

particular cases of application. Therefore, researchers described ionic 

liquids as designer solvents (Freemantle, 1998). 

Generally, for traditional liquid, the degree of hydrogen bonding greatly 

affects the viscosity of liquid hence influencing the flow behaviour in the 

stirred tanks (Sawamura et al., 1992). By reducing the degree of 

hydrogen bonding, the viscosity of water and corresponding solutions can 

be reduced, which makes the liquid easier to flow (Sawamura et al., 

1992). By adding the electrolytes, the extent of the structure of hydrogen 

bonding will be disrupted and the viscosity of aqueous solution will be 

reduced (Briscoe et al., 2000).  

Compared with the traditional liquid, the strength of the van der Waals 

forces, Coulombic interactions and the size of the ions affect the viscosity 

of ionic liquids and make the ionic liquids more viscous. For example, 

Zhang et al. (2006) stated that the increase in van der Waals interactions 

will result in the alkyl chain lengthening or fluorination, which makes the 

ionic liquid more viscous. However, by increasing the alkyl chain length, 

the columbic interactions between anions and cations will be reduced. But, 
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the increasing alkyl chain length has stronger effect on ionic liquid 

viscosity than that of decreasing the Coulombic interactions of anions and 

cations (Zhang et al., 2006). Shirota and Fukazawa (2011) noted that the 

charge localization in the ions has a stronger interaction with a counter ion 

than the ions with the delocalized charge distribution, and the stronger 

Coulombic interaction between the cation and anion provides the larger 

shear viscosity in fluids. Ohno (2005) stated that smaller the ions, the 

higher the cohesion is. And the high cohesion means high viscosity. 

Shirota and Fukazawa (2011) noted that the high cohesion of molten salts 

combined with electrostatic forces make ionic liquid more viscous.  

Researchers also found that by increasing the alkyl chain length, the 

nonpolar regions will increase and take up more and more space, hence 

decrease the density of ionic liquid (Kolbeck et al., 2010). For the longer 

alkyl chain the Coulombic interactions contribute less to the surface 

tension (Kolbeck et al., 2010).  

Hydrodynamics Studies of the Ionic Liquids 

As a new class of solvent, ionic liquids possess several unique properties, 

such as high boiling points, low vapour pressure, high viscosity etc., are 

worthy of scientific research. Knowledge of  the  bubble behaviour in the 

ionic liquid s will offer beneficial and fundamental information for design 

and scale -up the reactor s and the optimization of the mixing process  for 

these new  class of solvents. However, studies related to hydrodynamics of 

gas - ionic liquid system in stirred  tank are still very rare in literature s. 

Limited studies on the bubble behaviour in the ionic liquid s in the bubble 

column s are available, which can provide knowledge  for researching the 
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gas - ionic liquid multiphase flow in the stirred tanks.  

Bubble column  is a type of chemical reactors normally used in chemical 

process industry. The study of bubble behaviour in the bubble column s 

will provide valuable information for design and optimization of these  

reactor s. The drag force,  surface tension, viscosity and density of  the  ionic 

liquids  and gas can be  used in simulation to describe t he interphase forces 

and physical properties of the gas - ionic liquid multiphase flow systems 

(Wang et al., 2010b ) . 

Wang et al. (2010a)  studied the bubble behaviour in the ionic liquids in a 

bubble column. They stated that drag force is the dominated force which 

determines the bubble velocity in the ionic liquids in the bubble column, 

while other forces such as  the  li ft force and added mass force are ignored 

because of their small magnitude compared with the drag force. Among 

the interphase forces, only the drag force is considered and drag 

coefficient correlation considering the properties of ionic liquid such as 

high  viscosity and non -molecular structure is proposed. When the 

proposed drag force coefficient coupled with the PBM (Population Balance 

Model), the simulated gas holdup in the bubble column agree d well with 

the experimental data than the default one in the F LUENT. However, the 

drag force coefficient is applicable in cases operated at low Reynolds 

number (0.5ÒReÒ50). The application of this drag force coefficient may be 

limited in modelling  the gas - ionic  liquid  system operated at high Reynolds 

number.  

Wang et al. (2010b)  adopted an improved volume of fluid (VOF ) method 

combined with the modified drag force and drag force coefficient to 
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simulate the bubbleôs motion in the ionic liquid. The predicted bubble 

velocity agree d well with experimental data. However, the VOF model is 

appropriate for the multiphase flow w ith the dispersed phase volume 

fraction less than 10%. Besides, the improved VOF model is proposed 

based on the assumption that the bubbles move with the same speed as 

the liquid around them. Therefore, the improved VOF method may be not 

suitable to model the bubble behaviour in the stirred tanks.  

At present, available numerical and experimental studies on the bubble 

behaviour in the ionic liquids were mainly carried out in the bubble 

column s. The density  and viscosity were used to describe the physical 

pro pert y of the ionic liquid. The drag force plays a leading role in 

determining the bubble behaviour in the gas - ionic liquid multiphase flow 

system. As another commonly used chemical reactor, stirred tank, open 

publications on the gas - ionic liquid flow in th ese vessels are still very rare. 

Both the numerical and experimental investigations need to carry out to 

fill this re sear ch gap.  

2.4 Flow Measurement Techniques 

The applications of the flow measuring techniques in industry will provide 

information to devel op novel configurations of the equipment and expand 

present knowledge. These measuring techniques can also be served as 

the validation tools for CFD models, which are essential for reactor design 

and process optimization in this investigation. The frequent ly used flow 

measurement techniques are listed below and will be reviewed in this 

section:  
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¶ Pitot Tube  

¶ Hot -wire Anemometry  

¶ Laser Doppler Velocimetry  

¶ Particle Image Velocimetry  

Pitot Tube 

The Pitot tube was invited by Henri de Pitot in 1724, to measure the w ater 

velocity in rivers, and then this device was modified for measuring flows in 

closed channel and vessels etc. Henri de Pitot gave his name to this 

device. The typical Pitot tube consists of a right -angled tube with an open 

tip direct against the fluid flow and small taps placed perpendicular to the 

upcoming flow (see Figure 2.6). By measuring the total pressure (at tube 

tip) and static pressure (at small taps), the local velocity can be calculated 

from the Berno ulliôs equation.  

 

Figure 2.6 Pitot tube (Source: Ahmad (2012)) 
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This measuring tool has been used to measure the velocity of different 

fluid flows for many years (Chevula et al., 2015 ) . In early years, it was 

used by Wang and Qian (1989)  and Jaworski and FoŚt (1991) to measure 

the velocities in  the  stirred tanks. This method has its disa dvantage: the 

Pitot tube is intrusive tool which needs to be placed inside the flow s. 

Therefore, the flow pattern will be affect a lot by the inside probes 

especially  for  the measuring carried out in  the  small sized vessels. Besides, 

it has substantial dyn amic resistance to the changing conditions, thus this 

device cannot precisely measure  the  accelerating, unsteady or fluctuating 

flows (Ahmed and Alam Uzzal, 201 2) .  

Hot-wire Anemometry 

The hot -wire anemometry (HWA) is another point measurement technique 

for measuring  the  flow velocity. The vital part of HWA is a hot wire 

exposed in the flow, which is either heated by a constant current or 

retained at a constant  temperature (see Figure 2.7). The wire is usually 

made of tungsten, platinum or platinum - iridium with diameter on the 

order of several micrometres. When there is flow passing through the hot 

wire, it will cause co oling effect on this wire. The HWA is based on sensing 

and measuring the rate of cooling of the hot wire. Since the electrical 

resistance of the fine wire is dependent on the temperature of the metal, 

a relationship between the electrical resistance and fl ow velocity can be 

made when the fluid passing through the wire (Sun et al., 1992 ) . It is 

possible to detect the velocity components at this point in the flow field by 

combining several  wires on the same probe.  
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Figure 2.7 Hot-wire (Source: Mars (2015)) 

HWA has been frequently used to study the flow field (Sherif, 1998 , Amini 

and Hassan, 2014 ) . Beforehand knowledge of the functional dependence 

of  the  heat loss from the hot wire on  the  flow velocity, density,  

temperature and the flow angle will guarantee more accurate test results. 

Precise measurement data can be att ained in variety of flows: liquids, 

gasses, conducting liquid metals etc. under a wide range of environmental 

conditions (Mavros, 2001 ) . But HWA has usage limitation in industry, e.g. 

for industrial applications contain dirt and pollutants which will cause 

severe damage to the hot -wire anemometer. Besides, the HWA is an 

intrus ive measurement technique which will cause modification of  the  local 

flow field (Paul et al., 2004 ) . 

Laser Doppler Velocimetry 

Laser Doppler Velocimetry (LDV) also known as  the  Laser Doppler 

Anemometry (LDA), which is a nonintrusive tool to measure the  velocities  

of the  transparent or semi - transparent fluid flow s. The fluids are  seeded 

with particle tracers. If the size of these particle tracers is pretty small, in 

the order of micrometres, they can be treated as good tracers following 

the flow field wit h their velocity corresponding to the fluid velocity (Paul et 

al., 2004 ) .  
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Figure 2.8 LDV setup (Source: Doda (2008)) 

Figure 2. 8 illustrates a LDV system. The LDV adopt s splitter to generate 

two laser beams which cross at  some  pla ce in the flow of the fluid being 

measured. The tracer particles suspended in the flow are illuminated by 

the laser beams and at the same time, these two beams interfere and 

generate a set of parallel straight fringes in the intersection area. When 

the seeded particle tracers in the fluid pass through the fringes, they 

scatter laser light that is then captured by a photodetector. The frequency 

of the scattered light from the particles is different from that of the 

incident beam from the laser, which is call ed the Doppler shift, is linearly 

proportional to the tracer velocity. Therefore, it is possible to determine 

the particle velocity at the cross area by analysing the change in the 

scattered laser intensity fluctuations on the photodetector.  

LDV has been broadly used to measure the velocity profiles in the stirred 

tank reactors and good experimental results were obtained by  researchers 

such as  Bittorf and Kre sta (2000)  and  Schäfer et al. (1997) . Like other 

velocity measuring tools such as the Pitot tube and Hot -wire Anemometry, 

LDV is single point measuring device. It can only measure the velocity at 

a set point in the flow field.  
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Particle Image Velocimetry 

The Particle Image Velocimetry (PIV) is also a nonintrusive optical flow 

measurement and visualization technique used in research. It can be used 

to investigate the flow field and turbulent quantities in the single phase 

flow and the multiphase flow systems. PIV measures the instantaneous 

velocity for an entire plane of a flow field directly. Therefore PIV has 

obvious advantages over point wise measurement such as the capillary 

suction probe and the laser Doppler anemometry (Oakley et al., 1997).   

PIV measure s the flow velocit ies  and  flow  related properties if the fluid is 

seeded with tracer particles. Like the tracers used in the LDV, the tracers 

should be assumed to faithfully follow and do not alter the operation liquid. 

When a powerful la ser sheet is passing the seeded fluid, these tracers are 

illuminated and become visible. Pictures of the tracers at the test area will 

be taken by a high speed camera at short intervals. A map of the 

instantaneous velocity field can be gained by analysing the displacement 

of each tracer at the time interval if sufficient tracer particles are present.  

Generally, as shown in  Figure 2.9, the PIV system consists of a laser 

source to illuminate the test area,  a high spee d digital camera to record 

the images of tracers, a synchronizer to serve as a trigger for controlling 

the laser source and camera, a cylindrical lens to convert a laser beam to 

a laser sheet, a traverse to control the position of the camera, a computer 

and the image sampling and processing software.  



Chapter 2 

 

72 

 

 

Figure 2.9 Sketch of the PIV system 

The sampled images of traces are divided into small regions named as the 

interrogation areas (IA). The interrogation areas from each image fram e 

are cross -correlated with each other, pixel by pixel. The correlation 

produces a signal peak and detects the particleôs displacement. An 

accurate measurement of the tracerôs displacement obtains the velocity 

vector. A detailed velocity vector map over th e whole test area can be 

gained by repeating the cross -correlation for each IA over the two image 

frames taken by the high speed camera (Dynamics, 2013 ) .  

The PIV system has been served as a useful tool in research and used in 

flow measurement in the stirred tanks. Li et al. (2011)  applied the PIV to 

study the single - loop flow pattern generated by  a Rushton turbine fixed 

close to tank bottom in a stirred tank. They found that the areas with high 

level of turbulent kinetic energy were affected by the movement of the 

trailing vortexes formed behind the impeller blades. The single - loop flow 

pattern was a ltered into the double - loop one if the impeller dimeter 

increased from T/3 to T/2.  
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Montante et al. (2 008)  adopted two -phase PIV technique to measure the 

bubble and liquid velocity profiles in a gas - liquid multiphase flow system 

in a stirred tank. They found that there are very small differences between 

the liquid and bubble mean radial velocit ies  for al l testing locations (above, 

near and below the impeller). Expect for the impeller discharge region, 

there were obvious slip velocities in the axial direction along the tank wall. 

They also found that presence of bubbles has little on affecting the liquid 

turbulent characteristics.   

Ranade et al. (2001b)  used PIV to study the effect of the gas flow on the 

trailing vortexes structure which are formed behind a Rushton turbine 

impeller blade. They discovered that the location of the gas cavities 

coincides  with the location of the trailing vortexes identified in the single 

phase water  flow. The areas of gas  accumulation were found to maintain 

their coherent structure up around 30 degrees behind the impeller blade.  

Bakker et al. (1996) used this technology to study a flow field at a vertical 

plane along a baffle in a stirred tank. Their study revealed the nature of 

the chaotic flow field in a stirred tank.  

Honkanen and Saarenrinne (2002) measured a bubbly flow field using the 

PIV technology. The PIV measuring methods were compared. They 

mentioned that the PIV cameras installed with the optical filters together 

with the flow seeded with the fluorescent tracers can offer a good gas-

liquid multiphase flow measuring results.  

Among the widely used flow measurement devices, the PIV system due to 

its non-intrusive optical flow measurement ability and obtaining the entire 
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plane of flow data, it is the best tool to measure the flow fields. The PIV 

system will be used to measure the single phase and multiphase flow 

fields in the stirred tanks, and adopted to validate the CFD models used in 

this investigation. 

2.5 Conclusions 

The CFD simulation methodology for single phase and multiphase flow, 

and flow measurement techniques were introduced in this chapter. The 

models and approaches used for simulation and the research gaps for this 

investigation have been identified.  

The standard k-Ů turbulence model is more appropriate to model the 

turbulent flow in the stirred tank. The RNG k-Ů turbulence model and LES 

can be adopted to model the transitional flow in the stirred tank. The MRF 

or SM approach can be used to model the rotating impeller when the 

steady or transient state simulation is carried out respectively. Among the 

interphase forces, the drag force is the dominated force and other forces 

could be ignored when simulating the gas-ionic liquid multiphase flow in 

the stirred tanks.  

The flat bottom stirred tanks are widely used in the CFD and experimental 

studies, whereas the dished bottom stirred tank are frequently used in 

industry. The flow hydrodynamics may be different when the flow is 

operated in a dished bottom stirred tank. The effect of bottom shape on 

the hydrodynamics in the stirred tank still needs investigation.  

The Experiments need to be carried out to obtain the bubble size 

information which is an essential data used for the gas-ionic multiphase 



Chapter 2 

75 

 

modelling. The high speed camera can be adopted to measure the bubble 

size in the stirred tank. The correlations between the bubble size in the 

ionic liquid and the stirred tank operation conditions are not published in 

openly literatures. These correlations will be established in this research, 

which provides information for estimating the bubble size in gas-ionic 

multiphase flow systems. 

Literature review on studies of single phase and multiphase flow in the 

stirred tanks suggest that current investigations are normally focused on 

water or water-gas turbulent flow in the stirred vessels. The flow is in 

transitional state when the pure ionic liquid is served as the operation 

liquid. The single phase ionic liquid and the gas-ionic liquid multiphase 

flows in transitional state in the stirred tanks are still very rare in 

literatures.  

The Particle Image Velocimetry (PIV), due to its non-intrusive and entire 

plane measurement abilities, is used to study the hydrodynamics in the 

stirred tanks. The PIV can also be served as the best tool to validate the 

simulation models and results in this investigation. 
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CHAPTER 3: SINGLE PHASE WATER  FLOW S 

MODELLING IN THE  STIRRED TANKS  

3.1 Introduction 

Stirred tanks  are broadly used in process industry with these processes 

typically involving solids dissolution, fermentation, gas absorption, 

extraction etc. (Paul et al., 2004 ) . The performance of a stirred tank can 

be optimised by adjusting of the operation  parame ters  including reactor 

and impeller shapes, aspect ratio of the stirred tank , type, number, 

location  and size of impellers and b affles  (Joshi et al., 2011 ) .  

As m entioned in the literature review in chapter 2, in order to optimize the 

mixing performance of the stirred tanks, several investigations on stirred 

tanks were carried out in fully baffled flat bottom vessels in  lab scale and  

the effect of the type of the i mpeller on the overall flow pattern and the 

distributions of the energy dissipation rate in a single phase reactors 

(Bakker and Van den Akker, 1994b , Ng and Yianneskis, 2000 , Kumaresan 

and Joshi, 2006 )  and in multiphase reactors (Bakker and Van den Akker, 

1994a , Gimbun et al., 2009 )  were  investigated.  However, in many 

industrial applications, especially in the processes carried out at the 

elevated pressurised stirred tank s, the dished bottom  tanks are frequently 

used. Investigation s carried out in  such dished bottom stirred tanks are 

still rare  (Roy et al., 2010 ) .  

The dished bottom tanks with baffles reaching  to the edge of dish level 

are normally  used in pressurised processes  in  industrial applications. 



Chapter 3 

77 

 

However the effect of length of baffles and the shape of tank bottom on 

the flow field were not discussed in open literature s. The effects of the 

bottom shape and baffles ô length on the real stirred tanks ô operation 

especially the mixing efficiency might be significant. Therefore, this 

chapter investigates  the effects of bottom shape and baffle length on the 

mixing performance in stir red tanks , which is helpful to obtain  further 

insights for the design and optimisation of stirred vessels.  

Series of numerical simulations were carried out in the agitated stirred 

tanks which contain water as the liquid medium. The flow was operated in 

the  fully development turbulent state. The Rushton turbine impeller was 

used in this investigation due to its strong ability of dispersion  in the 

single phase and gas - liquid multiphase flows and a  large number of 

available  experimental and CFD data  in literat ures (Joshi et al., 2011 ) .  

The stirred tanks with different bottom shape and baffles length  were 

selected to evaluate the key parameters affecting the mixing eff iciency in 

terms of the Power number, Flow number, trailing vortex, turbulent 

kinetic energy, turbulent kinetic energy dissipation rate and flow pattern.  

3.2 Geometries of the Stirred Tanks and Flow Operation 

Conditions 

3.2.1 Geometries of the Stirred Tanks 

The flows in the following three types of stirred vessels were simulated 

namely the fully baffled flat bottom stirred tank (FB tank  in Figure 3. 1), 

the dished bottom stirred tank with baffles reaching to the dis h level (DBD 

tank  in Figure 3. 2), and dished bottom stirred tank with baffles extend ing  
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to the tank bottom (DBB tank  in Figure 3. 3). The se tanks  are  equipped 

with  four baff les  on the tank wall, and  a Rushton turbine impeller  is fixed 

in the tank centre with ½  clearance from the tank bottom . The detailed 

dimensions of the three tanks used in simulation are shown from  Figure 

3. 1 to Figure 3. 3.  

                                                               

Figure 3.1 Geometry of the fully baffled Flat Bottom stirred tank 

(FB tank) 

 
Figure 3.2 Geometry of the Dished Bottom stirred tank with baffles 

reaching to the Dish level (DBD tank) 

Rushton turbine 
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Figure 3.3 Geometry of the Dished Bottom stirred tank with baffles 

extending to the tank Bottom (DBB tank) 

3.2.2 Flow Operation Conditions 

The simulation s were carried out with water as the working fluid and with 

an impeller speed of 150 rpm . The Reynolds number ( Re) is used to 

define the flow regime as showing:  

ὙὩ
”ὔὈ

‘
 

(3.1)  

where ” is the density of the operatio n liquid, ὔ is the impeller rotation 

speed, Ὀ is the impeller diameter and ‘ is the viscosity of the operation 

liquid.  

For Reynolds numbers below 10, the flow in a stirred vessel is laminar. 

The fully development turbulent flow is achieved at Reynolds n umbers 
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higher than 10,000 in a stirred tank , and the flow is considered 

transitional with Reynolds number between 10 and 10,000 (Paul et al., 

2004 ) . According to the equation 3.1,  the  Reynolds number (Re)  is about 

14,000  and the fully developed turbulen t states were achieved  in the 

stirred vessels .  

3.3 Numerical Modelling Methods 

3.3.1 Turbulence Modelling 

The ANSYS FLUENT  (Version 14.5) was employed to simulate the flow in 

the stirred tanks by solving continuity  and momentum equations for the 

incompres sible, steady state turbulent flow . FLUENT adopts finite volume 

method (F VM). The used solver was velocity -pressure coupling with 

second -order numerical schemes for the spatial and temporal 

discretization.  

As discussed in the chapter 2, t he standard kïŮ model  has robust 

application s in modelling the turbulent flow . Therefore, it  was used to 

close the RANS equations and simulate the turbulence in the stirred tanks. 

The detailed RANS equations and the standard kïŮ model were introduced 

in the chapter 2  and they will not show here again . 

3.3.2 Modelling the Rotating Impeller 

The Multiple Reference Frame (MRF) method is less computationally 

demanding than  the  Sliding Mesh (SM) method whilst there is practically 

no significant difference in the accuracy bet ween those methods (Luo et 

al., 1994a , Tabor et al., 1996 ) . Thus , the MRF was used here to model the 
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steady -state  simulation of  the flow field s in the stirred tanks . In the MRF 

method, the computational domain is divided into two zones: the 

rotational zone and the stationary zone  (as indicates from Figure 3. 4 to 

Figure 3. 6) . The rotational zone includes the impeller, whereas stationary 

zone includes the domain outside rotational zone. An interface was used 

to bridge the flow variables between the two zones as shown in  Figure 3. 4 

to Figure 3. 6 (purple faces that cover the rotational zone  are the 

interface).  

3.3.3 Meshing the Stirred Tanks 

Before the governing equations can be numerically solved, the  flow 

domain and  the surface of all the boundaries need to be discretised into a 

finite number of elements known as control volumes by the regular or 

irregular arrangement of nodes, namely the mesh . The software, named 

Integrated Computer Engineering and M anufacturing Code for 

Computational Fluid Dynamics 14.0 (ICEM CFD 14.0), was used to mesh 

the geometries of the stirred tanks. The structured hexahedral mesh , 

which  enables simple data handling to speed  up the calculations , was 

employed (Shaw, 1992 ) . Figure 3. 4, Figure 3. 5, Figure 3. 6 show the 

mesh es of the  FB, DBD and DBB stirred tank respectively.  
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Figure 3.4 Mesh of the FB tank 

 

Figure 3.5 Mesh of the DBD tank 

 

Figure 3.6 Mesh of the DBB tank 
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To make sure that the simulation results are not affected by the size of 

grid,  the  mesh independence test needs to be  carr ied  out. The m esh 

independence test  is used to determine an optimum number of nodes  of 

the compu tational domain , where a fairly accurate solution for the 

problem is found at the expense of the least computational resources  (Mat 

and Kaplan, 2001 ) . The coarse  grids with nodes number of 440 k, 650 k 

and 660  k were used for the initial flow modelling in FB tank, DBD tank 

and DBB tank respectively . The velocity magnitudes at a horizontal plane 

40 mm above the tank bottom w ere monitored in each simulation. The 

simulated velocity magnitudes did  not significantly change  as the grids 

number increased to 920  k, 860  k and 880  k for the FB tank, DBD tank 

and DBB tank respectively  (Appendix 3.1  Mesh Independence Tests of the 

Grids of Stirred Tanks ). And the solutions can be considered mesh 

independent for the three stirred tanks.   

The simulated flow parameters including  the Power number, Flow number, 

trailing vortex, turbulent kinetic energy , turbulent kinetic energy 

dissipation rate and flow pattern in the FB tank, DBD tank DBB tank were 

compared and discussed in the next section 3.4 . 
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3.4 Effect of the Bottom Shape and Bafflesô Length on the 

Flow Parameters 

3.4.1 Power Number and Flow Number 

In the  stirred vessels design, the Power number  ὖ  and Flow number  (ὔ ) 

are the key parameters used in describing the impeller energy 

consumption and impeller pumping ability  of the stirred tank reactor s 

respectively  (Lane, 2006 ) .  

3.4.1.1 Power number 

The Power number  ὖ  is defined as following equation (Paul et a l., 2004 ) :  

ὖ
ὖ

”ὔὈ
 

 (3. 2)  

where P is the power applied to the impeller. N is the impeller speed and 

D is the impeller diameter. The power conveyed to the operation liquid is 

the product of the impeller rotating speed and torque   ῲ :  

ὖ ς“ὔῲ 

(3. 3)  

Since the surface s of the impel ler blades  have been  discretised into a 

finite number of elements  known as the  control volumes, the torque can 

be obtained by integrating of the pressure differences between the front 

and back side of the nodes of the control volumes  at the impeller blades:  
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ῲ ῳὴὃὶ 

(3. 4)  

where the summation is over the control volumes Ὥ corresponding to each 

impeller blade surface. ῳὴ  is the pressure difference between the back 

and front side of each blade at the blade surface element  (ὃ) . ὶ is the 

radial distance from the impeller shaft centre to the impeller blade surface  

element (Zadghaffari et al., 2010 ) .  

The Power number  is a measure of the pow er requirement s in a flow field 

for a fixed geometry of  impeller. It also  gives important information 

regarding the energy requirement, heat and mass transfer performance 

and stirred tank scale -up (Mar kopoulos et al., 2004 ) . A l arge number  of  

numerical and experimental investigations have been carried out to study 

the Power number  and how it is affected by the operation conditions, the 

geometry of stirred tank and the impeller (Zadghaffari et al., 2010 , 

Nienow et al., 1983 , Rutherford et al., 1996 , Qi et al., 2010 ) . It has been 

found that the value of Power number  sharp ly  decreas es with  the 

increasing Reynolds number  if the flow is operated in laminar condition 

(ὙὩ ρπ). Whereas,  the  ὖ is alm ost constant when the flow i s in fully 

developed  turbulent state (ὙὩ ρπȟπππ)  (Paul et al., 2004 ) . 
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In order to verify the simulated Power number , t he Power number s of FB 

tank under various operation conditions ( Re=1, 5, 10, 50, 100, 500, 1000, 

5000, 1 0000, 50000, 100000 respectively)  were simulated and calculated 

based on equation 3. 2 to 3. 4.  The simulation results were compared with 

the available experimental data obtained by Nienow et al. (1983)  with the 

same Rushton turbine impeller as shown in Figure 3. 7. Both the simulated 

and experimental results showed sharp decrease of the Power number  

with the increasing Reynolds number at  the laminar regime ὙὩ ρπ, and 

the Power number  is almost constant with the rising Reynolds number if 

the flow is in the fully developed turbulent  state ( ὙὩ ρπȟπππ) . The 

predicted Power number  is generally in good agreement with the 

experimental data under all operation conditions . However,  the predicted 

values are slightly smaller than the experimental ones. For instance, at 

the Reynolds number of 10,000 when the flow is fully developed  

turbulence state , the simulated Power number  is 4.6 while the reported 

experimental d ata is 5.0.  

 

Figure 3.7 The predicted and measured Power number of FB tank 
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As has been shown in Figure 3. 7, the predicted Power numbers are 

slightly smaller than the experimental ones . The discrepancy may 

attribute to the following  reasons.  

The first reason may be due to the difference in the thickness of the 

impeller used in the modelling and experiment. Rutherford et al. (1996)   

carried out experimental study to investigate the effect of the thickness of 

the Rushton turbine impel ler blade on the Power number in the turbulent 

flow. They found that the Power number is dependent on the thickness of 

the impeller blade . The measured torque on the impeller would  be 

decreased with  the  increasing blade thickness. The measured torque was 

found up to 33% reduction when the ratio of the blade thickness  and 

impeller diameter was increased from 0.008 to 0.033. Similar conclusions  

were also obtained by Chapple et al. (2002) . The impeller blade used in 

this investigation has a ratio of the blade thickness and the impeller 

diameter  being 0.027, according to Chapple et al. (2002) ôs study, the 

corresponding experimental measured Power number in the turbulent flow 

is about 4.9. H owever, it is not clear under which blade thickness Nienow 

et al. (1983)  obtained the experimental data as this information was not 

included in their paper. Therefore, the potential difference in the thickness 

of impeller may contribute to the slight discrepancy between  the  

experiment and simulation r esults.  

Another reason that contributes to the discrepancy might be the grid 

resolution used for modelling the impeller. Lane (2006)  stated that high 

resolution gird is needed to mesh  the impeller blade for  modelling . By 

using dense grid resolution , the actual pressure difference between the 
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front and back side of each b lade can be well predicted. Deglon and Meyer 

(2006)  also noted that very fine grid resolution is required to predict the 

accurate Power number. However, much higher grid density near the 

impeller blade will give rise to excessive computation demand and cause 

converge difficulty for flow modelling . I t is also not practical to use very 

dense  grid  near the impeller blade where there were software limitations 

on the number of nodes  in the computational domain .  

In order to investigate the effect of the bottom shape and baffles ô length 

on  the impeller Power number, the simulated results for Power number as 

a function of Reynolds number, ranging from 1 to 10,000 at different 

geometries of stirred tank, i.e. FB tank, DBD tank and DBB tank , are 

illustrated in Figure 3. 8. T he simulated Power number curve of the FB 

tank is almost consistent with the curve of DBB tank under various 

operation conditions . The shape of the tank bottom does  not have 

significant effect on the Power number at current investigat ed conditions. 

Compared with the FB and DBB tank, the DBD tank has a slightly 

reduction of the Power number under  turbulent state. For example, the 

simulated Power number for FB and DBB tank are 4.6  and 4.5 respectively 

(Re=10,000 ),  whereas the Power numbe r for DBD tank is 4.0.  
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Figure 3.8 The Power number curves of three stirred tanks 

The FB tank, DBD tank and DBB tank  equipped  with the same geometries 

of the impellers, and the same numbers of nodes were  adopted in the 

impelle r rotation region in the three stirred tanks. Therefore, the thickness  

of the impeller blades and the number of nodes near the impeller blades 

are not the key reasons caused the difference  in the Power number 

prediction  in the three stirred tanks. The baff lesô length in the DBD tank is 

shorter than that in the FB tank and DBB tank. For a Rushton turbine  

impeller,  the decreased Power number  for DBD tank is mainly caused by 

the shorter baffles equipped in this vessel . Karcz and Major (1998)  carried 

out investigations to study the effect of bafflesô length on Power number  

and found that the Power number  of  flat bottom stirred tank fitted with 

Rushton turbine decreases with the decreasing length o f the baffles . 

Similar phenomena can also been found in the study carried out by 

Markopoulos et al. (2004)  where dual Rus hton turbines were used in a flat 

bottom stirred tank. Therefore , under the same operation condition, slight 
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reduction  of the Power number can be identified in the DBD tank. And 

compared with  the DBD tank, more power was required to operate the  

liquid in the FB and the DBB tank by means of  the  impeller agitation.  

3.4.1.2 Flow number 

The Flow number (ὔ) is a measurement of the pumping ability of an 

impeller in a given geometry. The Flow number offers information for 

impeller design for circulating the fluid in the stirred vessels (Lane, 2006). 

The equation used for the Flow number is defined as (Paul et al., 2004 ): 

ὔ
ὗ

ὔὈ
 

(3.5) 

where ὗ is the discharge flow rate produced by the impeller. The subscript 

(ὰ) means that only the liquid flow rate is used in this calculation.  

The discharge flow rate was calculated by creating a cylindrical surface 

spanning the width of the impeller blades and applying mathematical 

summation over this area as following: 

ὗ Ὗ ȟὃ 

(3.6) 

where Ὗ ȟ is the radial velocity obtained by solving the governing 

equations and the turbulent models at the ith node. ὃ is the area of the 

radial flow of the ith node.   
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The FLUENT offers a function which employs the equation 3.6 to calculate 

the volumetric flow rate through a given surface. The simulated Flow 

number (ὔ) for FB and DBB tanks were calculated to be 0.71 and 0.70 

respectively. These values are very close to the reported experimental 

data of 0.73 when the flow is agitated by a Rushton turbine in the 

turbulent status in a fully baffled flat bottom stirred tank (Costes and 

Couderc, 1988). The Flow number for DBD tank was calculated to be 0.66 

which is slight smaller than that in the FB and DBB tanks. Therefore, 

under the same operation condition, the impeller pumping ability was 

slightly reduced when liquid was operated in a tank with shorter baffles 

(DBD tank) hence decreasing the impeller pumping efficiency for 

circulating the operation liquid inside this tank.  

The investigations in terms of the effects of the tank bottom shape and 

bafflesô length on the Flow numbers are very rare in the literatures. 

According to equation 3.5, this reduction in the Flow number in the DBD 

tank is mainly caused by the decreased liquid discharge rate (ὗ). The 

decreased ὗ maybe casued by a large dead zone region, which will be 

illustrated in section 3.4.4, is identified below the impeller disk in DBD 

tank when water is served as the operation liquid. This dead zone starts 

from the tank bottom and reaches to the impeller. The liquid velocity in 

this dead zone is almost zero. Probably it is the existence of the large 

dead zone area below the impeller, which inhibits the amount of liquid flow 

axially back to the impeller and discharge from the blades, that causes the 

slight reduction in the impeller pumping ability and the Flow number in 

DBD tank.  
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3.4.2 Trailing Vortex 

An important feature of the flow in the immediate vicinity of the impeller 

blades is the presence of trailing vortexes, which are strongly swirling 

structures produced on the trailing sides of impeller blades due to the flow 

separation (Lane, 2006 ) . The vortexes are the primary sources of the 

turbulence in the stirred tanks, fully understanding the trailing vortex 

behaviour is vital in the improvement of the mixing efficiency of the 

stirred tanks (Gabriele et al., 2009, Li et al., 2011, Ranade et al., 2001a). 

Therefore, the information of the trailing vortexes offers knowledge for the 

optimization of the stirred tank design and the mixing operations in 

mixing industry. 

The trailing vortexes were  found forming behind the impeller blades when  

the  Rushton turbine was used in  a stirred tank (see Figure 3. 9). These 

vortexes are  caused by the pressure differences between the high 

pressure in the front and the low pressure behind  each impeller blade and 

the radial jet flow induced by the passage of the impeller blade s. A pair of 

trailing vortexes can be observed behind each blade disk of a Rushton 

turbine.  
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Figure 3.9 Trailing vortexes behind impeller blades (source: 

Nienow and Wisdom (1974)) 

In order to show the more detailed  pressure differences  near the impeller  

blade,  the simulated pressure field at a horizontal plane passing through 

the impeller in the FB tank was simulated and results are showed  in Figure 

3. 10 . The impeller  is rotating at the anti - clockwise direction  at 150 rpm . It 

has been found  the high pressure region  (red)  formed  in front of each 

blade, and low pressure region  (green)  formed  behind every blade where 

trailing vortexes exist .  



Chapter 3 

 

94 

 

 

Figure 3.10 Simulated pressure distributions around impeller 

blades in FB tank (unit: Pa) 

For each pressure contour at the rear of the impeller blades, the point 

furthest out from the impeller is roughly aligned with the outflow from the 

impeller (Lane, 2006), Figure 3. 10 was used to predict the movement 

locus of the trailing vortexes behind the impeller blades. As has been 

noted that the trailing vortexes of a Rushton turbine are noticeable for 

angles up to about 30o behind the impeller blade and beyond that range 

these vortexes start to dissipate and merge with the flow in the discharge 

region (Lane, 2006), the locus of the trailing vortex was displayed at the 

angles from 0o to 30o behind one impeller blade.  

Since it has been found that the effect of the ratio of the impeller 

diameter to tank diameter (D/T) on the trailing vortexes is insignificant 

(Zhao et al., 2011). The simulated locus of the trailing vortex behind one 

Rushton turbine blade in the FB tank (D/T=1/2) was showed and 

The high pressure  
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compared with the experimental data obtained by Stoots and Calabrese 

(1995) where the D/T=1/3 was used in their investigation. As shown in 

Figure 3. 11, both the simulated trailing vortexes in the FB tank and 

experimental measured trailing vortexes by Stoots and Calabrese (1995) 

are formed behind impeller blade and move radially toward the tank wall. 

The simulation data in the FB tank shows good agreement with the 

experimental results carried out by Stoots and Calabrese (1995), which 

indicates that the current CFD models and methods i.e. the MRF approach, 

turbulence model, grid resolution etc. can be used to accurately simulate 

the track of the trailing vortex behind the Rushton turbine blade.  

 

Figure 3.11 Comparison of the simulated locus of the trailing 

vortex with the experimental one obtained by Stoots and 

Calabrese (1995) 

In order to investigate the effect of the baffle sô length and tank bottom 

shape on the behaviour of the trailing vortex , t he trailing vortex 

trajectories  behind  one impeller blade  in the FB tank, DBD tank and DBB 

tank were  simulated and  displayed  in Figure 3. 12 . As can be observed 
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from Figure 3. 12 , t he trailing vortex in all three  stirred tanks have shown 

similar locus behind one Rushton turbine blade, which indicates that the 

bottom shape as well as the length of baffles  do not have significant effect 

on the movement of the trailing vortex  in these stirred vessels .  

 

Figure 3.12 Comparisons of the trailing vortexes in the FB, DBD 

and DBB tank 

3.4.3 Turbulent Kinetic Energy and Its Dissipation Rate 

In most conditions, the liquids in the stirred tanks are normally operated 

in a fully developed turbulent state. An insight into the detailed time-

averaged turbulent flow parameters i.e. flow pattern, flow velocity, 

turbulent kinetic energy and its dissipation rate in the stirred tanks are 

necessary for the design of the stirred vessels under required operation 

conditions (Lane, 2006). Besides, the turbulent kinetic energy (k) and 

turbulent kinetic energy dissipation rate (Ů) are important turbulence 

parameters for CFD models, since the value of k and Ů are needed to 

calculate the turbulent viscosity which in turn models the Reynolds stress 
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term in the momentum equation (equation 2.7 in chapter 2) (Lane, 2006). 

Therefore, accurate prediction of the value of k and Ů are vital for the 

stirred tank design and precise CFD modelling. 

In order to facilitate the scale-up or scale-down of the obtained results to 

the real flow conditions, the flow variables are normally compared and 

shown in the dimensionless forms. The dimensionless flow variables often 

include velocity, turbulent kinetic energy and its dissipation rate. Rules like 

geometric similarity, same energy dissipation and equal impeller tip 

velocity make the dimensionless flow variables comparable between 

different investigations (Bashiri et al., 2014). In most literature, the 

stirred tanks investigated had a D/T (impeller diameter/tank diameter) 

ratio of 1/3. However, in this study, a tank with a D/T ratio of 1/2 is used 

for lab experiments and CFD simulation, this makes it difficult to compare 

the normalized CFD data with the experimental results from references at 

the normalized positions near the impeller blades. For this reason, another 

geometry of a flat bottom stirred tank from Lane (2006)  with tank 

diameter T=150 mm, impeller radius Rimp=25 mm, and with a D/T ratio of 

1/3 was created to validate the current CFD results in terms of k and Ů.  

Since the high level of k and Ů can be found in the Rushton turbine 

impeller discharge region which is the area most experimental and 

numerical studies focused on (Delafosse et al., 2011, Zhao et al., 2011), a 

special attention has been paid to the simulation of these two variables in 

this location. The simulated turbulent kinetic energy ( k)  and its dissipat ion 

rate ( Ů) at impeller centre line from impeller blade (r/ Rimp = 1) to region 

close to the baffle (r/ Rimp = 2.4) were compared with the available LDV data 
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obtained by Wu and Patterson (1989)  and CFD results obtained by Lane 

(2006)  respectively.  

The impeller speed is 300 rpm which is the same speed used by Lane 

(2006) . Water is served as the operation liquid. The comparisons in terms 

of k and  Ů are shown in Figure 3. 13  and Figure 3. 14  respectiv ely, where 

the radial distance ( r ) was normalized by the radius of impeller  Rimp  (25 

mm), the k was normalized by the square of impeller tip velocity 

(Utip = 0.79 m/s) and the Ů was normalized by the average energy 

dissipation rate ( Ůavg = 0.073  m 2/s 3) which i s obtained from below equation:  

‐
ὖ

ά

ὖὔὈ

ὠ
 

(3.7)  

where ὖ υȢπ,  N=5 rps, D=0.05 m and V is the volume of the operation 

liquid equals to 0.00265 m 3. The flow was in fully develop ed turbulent 

state with the Reynolds numbe r of being 12500.  

The comparison of the CFD and LDV results of the turbulent kinetic energy 

distributions at the impeller centre line are displayed in Figure 3. 13 . As 

can be seen from Figure 3. 13 , both the Lane (2006) ôs and this workôs CFD 

results show high level of turbulent kinetic energy close to the impeller 

blades ( RimpÒrÒ1.3Rimp ), and the values of turbulent kinetic energy are 

decreasing away from the impeller blades ( rÓ1.3Rimp ). Both the Lane 

(2006)ôs and this workôs CFD models show peak value of k  at radial 

distance around r=1.3 Rimp . And the LDV data obtained by Wu and 

Patterson (1989)  shows the peak at the d istance r=1.4 Rimp . There is a 
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large discrepancy between the experimental LDV data and the CFD results 

at the radial distance from r=R imp  to r=1.2 Rimp . This discrepancy is might 

due to  the experimental error caused by Wu and Patterson (1989) ôs LDV 

measurements. In the LDV results obtained by Hartmann et al. (2004) , 

showed that the value of k/ Ὗ  at the impeller centre line near the 

impeller blade (r/ Rimp  =1.1) is about 0.06, however as shown in Figure 

3. 13 , the experimental value of normalized k  by Wu and Patterson is 

around 0.04 at correspond ing positon which is lower than the one 

measured by Hartmann et al. (2004) . Nevertheless, the CFD results in this 

study showed good agreement with the CFD results by Wu and Patterson 

(1989)  in the position away from the impeller tips. And the CFD models 

used in this investigation provide better results than the CFD models used 

by Lane (2006)  as they are more close to the LDV results.  

 

Figure 3.13 Comparison of the CFD and LDV results of the 

turbulent kinetic energy distributions at the impeller centre line 

Figure 3. 14  illustrates the distributions of the turbulent kinetic energy 
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dissipation rate at  the  impeller c entre line obtained by Lane (2006) ôs CFD 

simulation , this workôs CFD prediction and the LDV results from  Wu and 

Patterson (1989). As can be observed from Figure 3. 14 , high level of 

turbulent kinetic energy dissipation rate s can be found in regions close to 

the impeller blades ( r= Rimp ), and the values of the turbulent kinetic 

energy  dissipation rates are decreasing away from the impeller blades ( rů

Rimp ). Again, the current CFD models provide better simulation results 

than the models used by Lane (2006) . Large difference s can  also be found 

between the LDV and the CFD data in the regions from r= Rimp  to r=1.2 Rimp . 

This low level of energy dissipation rate  in the LDV experiment  may be 

also caused by the measuring erro r using LDV , since it was indicated  by 

Wu and Patterson (1989)  that there were obvious difference among 

literatures in measuring  the values of Ů in the region close to the impeller 

blade. And Hartmann et al. (2004)  mentioned that  due to  the high shear 

of  the  impeller blade, high level of  Ů are  always  found around the impeller 

blades which decay to lower value toward  the bulk region . This trend 

shown in Figure 3. 14  is in good consistency as suggested by Hartmann et 

al. (2004) .  
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Figure 3.14 Comparison of CFD and LDV results of turbulent 

kinetic energy dissipation rate distributions at impeller centre line 

Generally , the CFD models used in this study  undere stimated or 

overestimated the  values of the k  and Ů in the impeller discharg e region , 

which  may attribute to the below two reasons .  

¶ Numerical errors due to the spatial discretisation 

The accuracy of the CFD model is affected by the number of nodes . 

Deglon and Meyer (2006)  investigated  series of models with various grid 

resolutions to study the effect of gr id number on prediction of k . It was  

found that the accuracy of simulation of k  can be improved when the very  

fine  grid was used , since if  the flow is in turbulent condition, the trailing 

vortexes around the impeller blades cause large velocity gradients n ear 

the impeller blades. A very find grid is required to reso lve the gradients in 

this area. As it has been discussed previously that very fine mesh would 
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greatly increase the calculation time and may lead to divergence of the 

simulation,  therefore, very fine grid was not attempted  in this study . 

¶ Errors due to the isotropic assumption used in the standard k-Ů 

model  

Due to the high shear and swirl caused by the impeller, the flow especially 

in the impeller discharge region is anisotropic turbulence, which 

contradicts the isotropic assumption of the stand ard  k-Ů model  that the 

turbulent stresses are  proportional to the mean rate of strain . Anisotropic 

turbulence model such as the Reynolds stress model and LES would  give 

more accurate predictions of the turbul ence  parameters such as the 

turbulent kinetic  energy and turbulent kinetic  energy dissipation rate 

(Hartmann et al., 2004 ) . However, t he problem of underestimat ing  or 

overestimat ing  the turbulent kinetic energy and its dissipation rate is still 

unavoidab le so far  (Lane, 2006 ) .  

¶ Errors due to the experimental rig 

The geometry of the s tirred tank, impeller and baffles  used in the lab are 

normally made by hand, therefore these components are not exactly  the 

same as that made by the software. And it has been noted that the 

geometry of the stirred tank, impeller and baffles have significan t effect 

on the flows inside the stirred vessels (Kumaresan and Joshi, 2006 )  hence 

causing the difference  between the CFD and experimental r esults.  

The LDV and PIV, which laser is served as the light source to illuminate 

the flow domain, are broadly used to measure the flow parameters inside 

the stirred tank. In this investigation, it has been found that there were 
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very strong reflective  lase r light s at the surfaces of the impeller blades 

when the laser beam  reached to the impeller blades. The very strong 

reflective laser light  will disturb  the scattered  laser light from the particle 

tracers and form glare near the impeller tips hence affectin g the accuracy 

of the LDV or PIV measurement  (Petrosky et al., 2015 ) . 

Despite the slight underestimation  or overestimation  of the k  and Ů, the 

CFD models used in this study showed good agreement with available 

numerical and experimental results from  the literature s. Th ese validated 

CFD models will therefore be used to investigate the effect of bottom 

shape and bafflesô length on the turbul ent kinetic energy and its 

dissipation rate  in the stirred tanks . The numerical simulations were 

carried out in  the FB tank, DBD tank and DBB tank  with tank diameter 

T=150 mm and D/T=1/2.  The impeller  speed is 150 rpm for all stirred 

tanks, corresponding t o Reynolds number equals 14,000 . The impeller 

was fixed at the height 0.45Òz/HÒ0.55. The  data were sampled close to 

the impeller blade  (at r=0.26 T) . The t urbulent kinetic energy was 

normalized by the Ὗ  (Utip =0.5 9 m/s) . The axial  distance (z) was 

normalized  by the tank height (H).   

Figure 3. 15  illustrates the averaged turbulent kinetic energy distributions 

at the axial distance from 0.4 2T to 0.5 8T for the three tanks . As can be 

seen from this figure , the distribution of k  showed similar trend for the FB, 

DBD and DBB  stirred  tanks  where the turbulent kinetic energy shows peak 

value  around the impeller blade centre line  area ( z/ H=0.5) and relative 

small  values  away from this region . The FB and DBB tank show  similar 

peak values in region 0.45Òz/HÒ0.55. However  a slight reduction of k  can 
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be found in  this region  when water is agitated in the DBD tank. This 

implies that the shape and length of baffles slightly affect the value of k  at 

this area.  

 

Figure 3.15 Turbulent kinetic energy distributions near the 

impeller blade in FB, DBD and DBB tank 

Figure 3. 16  illustrates the  distributions  of the  turbulent kinetic energy 

dissipation rates at the axial distance from 0.42 T to 0.5 8T for the three 

tanks.  The turbulent kinetic energy dissipation rate Ů is normalized by the 

average energy input per unit volume  (Ůavg = 0.066  m 2/s 3) . As can be found 

from Figure 3. 16 , there is no significant difference in Ů value  when water 

was agitated  in  the  FB and DBB stirred tank s,  except slight  decrease of Ů 

in  0.45Òz/HÒ0.50 in  the DBD tank . Figure 3. 16  implies that the short 

length of baffles  slightly  weakens the turbulent kinetic energy  dissipation 

rate in the flow close to the impeller  blade . 
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Figure 3.16 Turbulent kinetic energy dissipation rates near the 

impeller blade in the FB, DBD and DBB tank 

According to Figure 3. 15  and Figure 3. 16 , the distributions of k  and Ů in 

the FB tank and DBB tank showed similar values, however  slight 

reductions in k  and Ů can be observed in the impeller blade sweeping area 

(0.45Òz/HÒ0.55) when water was agitated in DBD tank. Since the length 

of the baffles is the main geometry differen ce between the DBD tank and 

the DBB tank, the baffle length slightly affects the turbulent kinetic energy 

and its dissipation rate in the region close to the impeller  blade . Though 

the overall trend is same, the full baffle length stirred tank give higher 

Ů/Ůavg hence giving better mixing performance  (Zhao et al., 2011 , 

Kumaresan and Joshi, 2006 ) . To sum up, the  CFD modelling suggests that 

the FB and DBB tank have better mixing performance than the DBD tank 

in agi tating water in fully developed  turbulent state . 
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3.4.4 Flow Pattern and Flow Velocity  

It has been mentioned in section 3.4.3  that  except for the turb ulent 

kinetic energy and its dissipation rate , the flow pattern and the flow 

velocity also provide the information  for the stirred tank  design and 

process optimization . For example, i t has been found that the additional 

circulation zones and dead zone in t he flow filed of stirred tank will impede 

the mixing effic iency  in the stirred vessels  hence reducing the quality of 

the final products and cause the waste of energy (Murthy Shekhar and 

Jayanti, 2002). Therefore, t his section explores the effect of the tan k 

bottom shape and baffle length on the flow pattern and the flow velocity 

in the stirred tanks , which provide the information for  the stirred tank  

design and process optimization . 

The flow pattern in a flat bottom, fully baffled stirred tank fitted with a 

Rushton turbine impeller has been extensively studied and it has well 

understood . As shown in Figure 3. 17  to Figure 3. 19 , the flow patterns in 

the stirred tanks are  character ised by the axial symmetry and the 

presence of the symmetrical circulation loops with the similar intensity 

below and above the impeller . It has been found that the shape of the 

bottom and the extension of baffles have a stro ng effect on the flow field 

bel ow the impeller ,  but they have very little  effect on the flow field in the 

top part (above the impeller) of the vessel. The most striking difference 

among the three geometries is the very large volume of nearly stagnant 

liquid (dead zone) just between the impeller disk and vessel bottom  in the 

DBD tank  as shown in Figure 3. 18 .  
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Figure 3.17 Velocity vectors in the 

FB tank 

 

 

Figure 3.18 Velocity vectors in the 

DBD tank 

 

Figure 3.19 Velocity vectors in the 

DBB tank 

Dead 

zone  
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Figure 3. 18  depicts the vector s plot of the flow field in the DBD tank in a 

vertical plane between two ad jacent baffles which clearly show that the 

intensity of the axial flow is reduced in a dish bottom vessel with baffles 

reaching to the edge of the dish. This leads to the reduction of the 

downward circulation loop which becomes much smaller than the upward  

circulation loop and forms a large dead zone. Such large dead zone was 

not observed in a flat bottom fully baffled (FB) stirred tank. In the DBB 

tank, the size of the dead zone was reduced by the longer baffles that 

reach to the very bottom of the vessel as shown in Figure 3. 19 . With the 

help of these longer baffles, the downward axial flow moves along the 

dished wall, and then flows towards the impeller when it reaches the 

stagnation point close the tank bottom. T his results in larger circulation 

loop and the increase of velocity magnitude below the impeller leading to 

improvement of mixing efficiency.  

Figure 3. 17  to Figure 3. 19  show that the velocity profiles in and above the 

impeller discharge region are nearly the same in all three geometries. 

However,  there are pronounced differences in the velocity distributions 

below the impeller indicating a very strong effect of the dish shape and 

length of the baffles on the flow below the impeller and close to the 

bottom. The details of the flow vectors and contours below the impeller 

enabling better comparison of the effect of dish shape and bafflesô length 

on the flow field are shown from Figure 3. 20  to Figure 3. 22 .  
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Figure 3.20 Flow velocity contours 

of the FB tank (unit: m/s) 

 

Figure 3.21 Flow velocity contours 

of the DBD tank (unit: m/s)  

 

Figure 3.22 Flow velocity contours 

of the DBB tank (unit: m/s)  

Dead 

zone  

Dead 

zone  

40 mm  40 mm  40 mm  
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In a fully baffled flat bottom vessel (FB tank as shown in  Figure 3. 20 ), the 

stagnation zones exist at the bottom and near the corners between the 

bottom plane and the cylindrical walls whilst there is a very intensive axial 

flow directly below the impeller. In the dished bottom vessel with baffles 

reac hing the edge of the dish ( the DBD tank as shown in Figure 3. 21 ) the 

stagnation zones at the bottom have disappeared.  However, a  very large, 

cylindrical dead zone separating the circulations loops is formed directl y 

below the impeller.  The diameter of this dead zone is almost one fifth  of 

impeller  diameter and it extend s from the impeller to the bottom of the 

vessel. Such a large dead zone in the dished bottom vessels has  not been 

reported in the numerical and exper imental studies on flow 

hydrodynamics in the stirred tanks .  

The presence of such a large dead zone does not only has a negative 

effect on mixing in single phase systems, but also causes problems of  

suspending solid particles in the liquid  in the multiphas e flow systems . The 

minimum impeller speed NJS  (Paul et al., 2004 )  which is necessary to 

suspend the particles is calculated from the empirical correlations based 

on the experimental data obtained in a fully baffled flat bottom tanks. The 

above simulat ion results  with the DBD tank may  rise up a question on the 

applicability of such correlations to the dish bottom tanks  where a dead 

zone region exists below the impeller .  

The size of the dead zone can be reduced by extending the baffles to the 

very botto m of the vessel as shown in Figure 3. 22 , which results in  higher 

intensity of  the downward flow circulation s and  the  increase of flow 

velocity magnitude between the impeller and the tank bottom (compare 
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with Figure 3. 21  and Figure 3. 22 ). The increased intensity of the 

downward flow circulations  and the decreased dead zone region below the 

impeller can  reduce  the mixing time in the single phase systems  (Murthy 

Shekhar and Jayanti, 2002) , and  might also lead to the decrease  of the 

minimum velocity of the particles suspension in the solid/ liquid systems  

in the stirred tanks .  

In order to  show more detailed information of  the dead zone below the 

impeller disk  and which velocity components lead to the formation of the 

dead zone region , the velocity components were sampled at a horizontal 

plane 40  mm above the tank bottom passing through the dead zone  (as 

indicates in Figure 3. 20  to Figure 3. 22 ) . The radial distributions of all 

velocity components at this plane are  normalized by the impeller tip 

velocity ( Utip =0.59 m/s) . The results obtain ed from different s hape of 

stirred  tanks  and  length of baffles are shown in Figure 3. 23  to Figure 3. 25  

respectively . As can be observed from Figure 3. 23 , the normalized radial 

velocities show little change along the r/R  ranging from 0 to 1.0. And t he 

radial velocit ies  are  almost zero  at this cross section,  due to the flows in 

this region  (between impeller and the bottom) is mainly axial/ tangential.  
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Figure 3.23 Radial velocities at a horizontal plane 40 mm above 

the tank bottom 

There is however a strong effect of the shape of the tank bottom and 

length of baffles on both tangential and axial velocities in the region bel ow 

the impeller  (in Figure 3. 24  and Figure 3. 25 ) . As can be observed  in 

Figure 3. 24 , there is a significant reduction of axial vel ocities in the axis of 

the vessel from 0.2 Utip  in the FB tank to 0.06 Utip  in the DBB tank and to 

almost 0 in the DBD tank , and they  followed by a gradual increase to the 

positive maximum at r=0.19 R in the FB tank , r= 0.41 R in the DBD  tank 

and  to  r=0.28 R in the DBB tank . From the range r=0.6 R to r= R, the 

axially velocity gradually increases to its negative maximum as it 

approaches the wall of the tank with the difference between the three 

tanks are very small. Since the m ixing efficiency  of the stirred tank 

equipped  with the Rushton turbine can  be significantly improved by 

increas ing the  axial flow rate  (Lamarque et al., 2010 ) , the FB tank 

provides better mixing performance than the DBD and DBB tank  especially 
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in the region below the impeller. The majority volume of liquid below the 

impeller i n the DBD tank is poorly mixed  in the axial direction . 

 

Figure 3.24 Axial velocities at horizontal plane 40 mm above the 

tank bottom 

Compared with the r adial velocity distributions, t he tangential velocities 

shown in Figure 3. 25  are  also  sensitive to the bottom shape and baffle 

length. In the DBD tank, it can be noticed that almost zero tangential 

velocity in the dead zone centre ( r/R =0) and a peak value of the 

tangential velocity at the  edge of the dead zone ( r/R =0.3). This 

distribution of tangential velocities  indicates a forced vortex is formed 

here. Due to the short baffles in DBD tank, high level of tangential 

velocities can be observed  at this data sampling plane. Majority volume of  

the liquid in the vortex region is rotat ing in the tangential direction 

without efficient  mixing in the axial direction. Figure 3. 23  to Figure 3. 25  

clearly indicate that r eduction of the axial velocity below the impeller 
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(0Òr/RÒ0.25) cause s the reduction of the  magnitude  of the  resultant  

velocit ies  in this region.  

 

Figure 3.25 Tangential velocities at a horizontal plane 40 mm 

above the tank bottom 

It is well known that the presence of baffles prevents  swirling and 

vortexing (Lu et al., 1997 , Haque et al., 201 1) . The relative tangential 

velocities between the impeller and liquid were  small without baffles , 

which result s in the reduction of the downwards pumping and poor mixing 

(Busciglio e t al., 2013 ) . In the DBD tank,  a forced vortex is formed below 

the impeller with low tangential velocity at  the vortex centre and high 

tangential velocity at the vortex edge. Since the m ixing  could be  

drastically  improved when  the baffles reach  to the ta nk bottom , which  

break s the tangential rotation of the liquid  and increa ses the axial flow 

rate  (Lamarque et al., 2010 ) , the extending baffles to the tank bottom 

(the DBB and FB tank) can reduce the magnitude of the forced vortex  and 
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decrease the intensity of rotation liquid  below the impe ller . As a result, 

the mixing  efficiency in the region below the impeller in the dished bottom 

stirred tanks can be greatly improved.  

3.5 Conclusions 

The effect s of the stirred tank bottom shape and bafflesô length on the 

single phase water  turbulent flow in the stirred tanks were  studied. The 

most concerned flow parameters such as the Power number , Flow number , 

trailing vorte x, turbulent kinetic energy , energy dissipation rate and flow 

pattern in the stirred vessel s were simulated and co mpared with availab le 

data in open literatures.  

The simulated Power number  of the Rushton turbine  impeller  in  the  FB 

tank showed good agreement with the reference data. At the same 

operation condition, due to the short baffles, slight reduction of the Power 

number  can be fou nd when water was operated in the DBD tank in the 

fully developed turbulent state (Re >10,000).  The impeller Flow number  

was slightly affected by the  bafflesô length. The Flow number  was  very 

similar in the FB tank and the DBB tank with being 0.71 and 0.7 0 

respectively. When flow is operated in the DBD tank, the Flow number  

was reduced to 0.66. The slight reduction of the Flow number  might be 

attribute d to the dead zone area formed below the impeller, which 

reduces the amount of liquid flow back to the impel ler and discharge from 

the impeller blades.  

The simulated trailing vortexes trajectory behind one Rushton turbine 

impeller blade was compared with the reference data. The simulation 
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results in the FB tank showed good agreement with the data from the 

refere nce. According to the simulation, the trailing vortexes trajectory 

behind impeller blade showed similar trend in the FB, DBD and DBB tank. 

The bottom shape and bafflesô length have  little effect on trailing vortex 

behaviour behind the impeller blade.  

Simul ation s of the turbulent kinetic energy ( k) and energy  dissipation rate 

(Ů) were  carried out in a flat bottom stirred tank with a same geometry 

from reference. Due to the grid resolution , the drawback of the standard 

kïŮ model  and experimental errors , under  or over estimation  of these two 

parameters were identified. Generally , the simulated k  and Ů were  closer  

to  the  experimentally obtained LDV data than the CFD results gained from 

other researchers. The same CFD models and approaches were used to 

model the k and  Ů values  in the FB tank, DBD tank and DBB tank  though 

out this study . The CFD results indicate d that the distributions of k  and Ů 

were  very similar near impeller tip s in the FB and DBB tank. At the same 

operation condition s, compared with the FB and DBB tank, slight  reduction 

of k  and Ů can be found in the regions close to the impeller  blade  in the 

DBD tank. This finding  suggests  that the FB and DBB tank provide better 

mixing performance than the DBD tank in mixing the flow in turbulent 

state  at the s ame condition compared with the DBD tank.  

Finally,  the flow patterns  and the flow velocities  in the FB, DBD and DBB 

stirred tank s were numerically investigated. The simulation results showed 

that both the bottom shape and bafflesô length has significant effect on 

the flow field in the stirred tank s especially in the region below the 

impeller. The f lat bottom stirred tank, due to its minimum magnitude of 
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the dead zone region below the impeller when the liquid was operated in 

the fully developed  turbulent flo w, has better mixing performance than 

the DBD and DBB tank at the same operation condition. A large dead zone 

area was formed below the impeller  in the DBD tank , which make s it 

inefficient to mix the liquid below the impeller in the turbulent flow. The 

DBB tank could  greatly reduce the magnitude of this dead zone, which 

improves the mixing efficiency in the dished bottom stirred tanks. Since 

dished bottom tanks are more widely used in mixing industry, similar 

stirred tank geometries like the DBB tank will  provide better mixing for 

the industries.  
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CHAPTER  4: LARGE EDDY SIMULATION OF SINGLE 

PHASE WATER AND IONIC LIQUID  FLOW S IN 

STIRRED TANKS  

4.1 Introduction 

Fundamental information of the flow fields in stirred vessels in terms of 

flow pattern, velocity prof iles etc. are essential for optimizing engineering 

design and assessing practical performance of stirred tanks (Li et al., 

2011 ) . Th e flow pattern and velocity profiles in the stirred tank have 

significant impact on the processes carried out in these vessels. Especially 

for the flow pattern and axial velocity profiles below the impeller which 

has substantial effect on solids suspension  behaviour (Montante et al., 

2001a , Armenante et al., 1998 ) . Besides, the mean velocities as well as 

flow  pattern are important parameters since they are signific ant in 

preventing the dead zone  formation and ensuring homogeneity in stirred 

tanks (Xuereb and Bertrand, 1996 ) .  

It has been discussed in chapter 3 that one of the major differences 

among the three investigated tank geometries is the magnitude of  the 

forced vortexes formed be low the impeller. Since the Large Eddy 

Simulation (LES) is better suited for simulating large dynamic structures, 

it was employed here to predict the magnitude of this forced vortex in this 

chapter. Since the detailed information of the LES and the justifi cations of 

the model parameters have been discussed in section 2.2.2 and 2.3.4 in 

chapter 2, the LES models will not show here.  



Chapter 4 

119 
 

The LES results of water turbulent flow in stirred tanks are compared with 

the velocity profiles obtained from RANS modelling i n chapter 3. The main 

focus is on the dead zone regions below the impeller disk. The LES is then 

applied to simulate the ionic liquid transitional flow in flat and dished 

bottom stirred tanks. The main attention is paid to the areas below the 

impeller. Com parisons are made between water turbulent flow and ionic 

liquid transitional flow in stirred vessels to show the effect of the flow 

regime on the dead zone area below the impeller.  

4.2 LES of Single Phase Water Flow 

4.2.1 Numerical Modelling Methods 

The de tailed geometries of  the  stirred tanks used in this investigation are 

the same as these introduced in the chapter 3. The operation liquid is 

water and impeller speed is 150 rpm. As it was showed in chapter 3, the 

flow in the stirred tanks was  in the fully developed  turbulent state 

(Re=14,000)  under current impeller agitation speed . The meshes of the 

stirred tanks were refined and the nodes number of 1.62 million, 1.60 

million and 1.65 million were used for DBD tank, DBB tank and FB tank 

respectively. The va lue of Y plus near the tank wall and impeller surface is 

less than  5 when the maximum g ri d size of 2 mm  used in the LES, which 

means that  this size of grid is  fine  enough to solve the flow in the near -

wall region  and in the flow domain  in the LES.  

FLUENT ( Version 14.5) was used to solve the spatial filtered continuity 

and momentum governing equations in the finite volumes. The 

Smagorinsky -Lilly subgrid -scale model was used to close the space -  
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filtered governing equations and to simulate the effect of the sm all scale 

eddies on the large scale eddies.  

Since the LES is required to carry out on a basis of a preliminary steady 

state flows, the standard kïŮ model and MRF approach were used to get a 

converged steady state flows as the initial condition for LES. And then, the 

LES and the sliding mesh (SM) approach were adopted to carry out the 

transient simulation in the stirred tanks.  

4.2.2 Judging Convergence 

For a transient simulation, the choice of the time step is critical. For a 

rotary mechanical device consists of a rotor (the rotating part) and a 

stator (the stationary part), around 20 time steps between each blade 

passing is recommended (ANSYS, 2011b ) . For the impeller agitation 

speed at 150 rpm, a time step of 0.003 s was sufficient enough for this 

tra nsient simulation. 20 iterations were performed at each time step.  

As it was suggested by ANSYS (2011b)  and Hartmann et al. (2004) , a 

good level of convergence can be achieved at each time step if the 

residual values of the velocity components and continuity at the end of 

each time step showed three orders of magnitude smaller th an that at the 

beginning of the time step. The residual values of velocity components 

and continuity were monitored during the simulation. These data were  

found dropped within three orders of magnitude at the end of each time 

step, which implies good conve rgence of simulations.  

Since the torque and velocities are normally served as the indications to 

show whether the steady state flows are achieved in the stirred tanks, 
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their values were monitored in each simulation (Gimbun et al., 2012 , Li et 

al., 2011 , Li et al., 2013 ) . As the simulation continued, after 12 seconds 

of i mpeller rotation time, the torque and velocities were more stable and 

periodic which indicates the steady state flows were achieved in  the  

stirred tanks. The simulation data was then sampled when the flows were 

in the steady state. The simulation data over  30 seconds of the stirred 

tank running time corresponding to 75 rounds of impeller rotation was 

collected and this amount of gathered information was believed to be able 

to get reasonable mean velocity profiles.  

4.2.3 Comparisons of Flow Fields Predicted by RANS and LES 

In order to compare the flow velocities obtained by RANS and LES, the 

times -averaged velocity profiles were obtained at a plane 40 mm above 

the bottom of the stirred tanks (the plane was indicated in section 3.4.4 in 

chapter 3) for both RA NS and LES. The axial velocity ( Uaxial ), radial 

velocity ( Uradial ), and tangential velocity ( Utangential ) were normalized by the 

impeller tip velocity ( Utip =0.589 m/s). The radial distance ( r) was 

normalized by the tank radius ( R=75 mm). The detailed veloc ity 

components distributions in DBD, DBB and FB tank obtained by the 

standard kïŮ model and LES were compared at this area and showed in 

this section.  

Figure 4. 1 to Figure 4. 3 display the axial, radial and tangential velocity 

profiles at the data sampling plane for RANS and LES in DBD tank. Very 

low velocit ies  were found near the centre of this plane ( r/R =0) in each 

figure indicating that a dead zone is formed in this regio n. The axial 

velocity is almost zero at the centre of this plane which means poor 
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mixing in axial direction in this area (in Figure 4. 1). As shown in Figure 

4. 3, the trend of the tangential velocity distributions, with zero tangential 

velocity at the plane centre and a peak tangential velocity at r=0.3 R, 

below the impeller disk indicates that a forced vortex is formed here. 

Majority of the liquids at this plane are rotating without efficient mixing in 

axial direction. LES predicts slightly higher values in terms of the axial 

velocity near the tank wall (0.8 RÒrÒR) and tangential velocity in the 

range from r=0.6 R to r=0.8 R than the results obtained by the standard kï

Ů model.  

 

Figure 4.1 Distributions of axial velocity (DBD tank) 
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Figure 4.2 Distributions of radial velocity (DBD tank) 

 

Figure 4.3 Distributions of tangential velocity (DBD tank) 

Followed by the comparisons made in the DBD tank, the velocities 

distributions at the data sampling plane in DBB tank are showed from 

Figure 4. 4 to Figure 4. 6. As can be observed from these figures, both the 

kïŮ model and LES show the similar trends of velocity components 

distributions at the data sampling plane in the DBB tank. As shown in  
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Figure 4. 4, the LES predicts a little higher axial velocity component near 

the plane centre (0ÒrÒ0.2R) than that predicted by the kïŮ model, 

however lower in the area close to the tank wall (0.85RÒrÒR). Figure 4. 5 

shows that the predicted radial velocities are similar for both kïŮ model 

and L ES except in the region of 0.7 RÒrÒ0.9R. Figure 4. 6 depicts that the 

LES gives a slightly higher tangential velocity component  than the kïŮ 

model in the radial direction from 0.5 R to 0.8 R. Generally, the predictions  

given by kïŮ model and LES are of good consistency.  

 

Figure 4.4 Distributions of axial velocity (DBB tank) 
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Figure 4.5 Distributions of radial velocity (DBB tank) 

 

Figure 4.6 Distributions of tangential velocity (DBB tank) 

Followed by the comparisons made in the DBD and DBB tank, the velocity 

profiles in the flat bottom stirred tank at the data sampling plane obtained 

by LES and kïŮ model are displayed from Figure 4. 7 to Figure 4. 9. As  can 

be seen from these figures, there is no significant difference in axial and 

radial velocity components predicted by LES and kïŮ model. However,  
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differen ces in the predicted tangential velocity can be observed that LES 

predicts lower tangential velocities from plane centre to 0.25 R and higher 

tangential velocities from 0.3 R to 0.7 R. The peak value of the tangential 

velocity predicated by LES is at 0.25 R, w hile the kïŮ model predicates the 

peak value at around 0.19 R indicating smaller forced vortex simulated by 

the kïŮ model.  Despite the difference, their trends are similar.  

 

Figure 4.7 Distributions of axial velocity (FB tank) 

 

Figure 4.8 Distributions of radial velocity (FB tank) 
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Figure 4.9 Distributions of tangential velocity (FB tank) 

To sum up, it appears that the tangential velocity distributions (the 

structure of forced vor tex) predicted by the LES and standard k-Ů model 

have  similar trend for the three stirred tanks. However,  in the FB tank, 

the size of the vortex predicted by standard k-Ů model is slight smaller 

than that gained by LES. Figure 4. 3 and Figure 4. 6 show that the water 

tangential velocity profiles predicted by both methods are similar in DBD 

and DBB tanks and minor differences can only be observed away from the 

vortex edge. Therefore, the existence of the dead zone w as proved by two 

different CFD models.  

Generally, velocity profiles obtained by the standard k-Ů model agree well 

with the LES results, which confirm the presence of the large dead zone 

area below the impeller in DBD tank. The bottom shape and bafflesô length 

have significant effect on flow patterns and the mixing efficiency in the 

region below th e impeller.  
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4.3 LES of Single Phase Ionic Liquid Flows in the Stirred 

Tanks 

The report on the mixing of highly viscous fluids, such as ionic liquids, in 

transitional state is rather limited in open literature. To fill this research 

gap, systematic numerica l studies on mixing in stirred vessels were 

undertaken. The transitional state flow pattern of ionic liquid agitated by 

Rushton turbine was modelled by adopting LES as the standard kïŮ model 

is only suitable to model the fully developed turbulent flows. Since the 

tank bottom shape and bafflesô length have significant effect on flow 

dynamics in the lower bulk region, attention was paid to the flow pattern 

and velocity components below  the impeller disk. The simulation results 

would not only offer knowledge for design and optimization of the ionic 

liquid mixing operations, but also provide information for investigating 

mixing efficiency of gas - ionic liquid multiphase flow in stirred ves sels.  

4.3.1 Operation Conditions 

The FB, DBD and DBB stirred tank s used in this investigation have been 

introduced in detail in chapter 3. The ionic liquid (BmimBF 4) with ‘=0.07 

Pa.s, ”=1210 kg/m 3 (at 25 ᴈ) was used as operation liquid. For single 

phase flow study, the impeller speed was kept at 440 rpm ( Re=650) in 

simulation, which was determined experimentally to guarantee liquid flow 

without entrainment of bubbles in PI V measurement of velocity 

distributions. Similar conditions are used in the PIV measurement for 

validation and the results will be discussed in chapter 7.  
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4.3.2 Numerical Modelling Methods 

The same mesh files of stirred tanks used in section 4.2 were adopt ed 

here. The standard kïŮ model was used to get the initial flow fields. And 

then, LES was carried out based on the flow fields. A time step of 0.0016 

s was used in this transient simulation which is small enough to enable 

around 20 time steps between each blade passing . The to rque of the 

impeller and the velocities in the region below the impeller were 

monitored. The torque and velocities showed regular periodic fluctuations 

after 12 seconds of impeller rotating time, which indicates the flows in 

stirred tank were in the steady  state (Gimbun et al., 2012 , Li et al., 2011 , 

Li et al., 2013 ) . Th e velocity profiles data were sampled after 12 seconds 

of mixing in stirred tanks. Around 30 seconds of simulation data was 

collected corresponding to 75 rounds of impeller rotation and this amount 

of data was believed to give reasonable mean velocity prof iles.  

4.3.3 Transitional Flow Fields in Stirred Tanks 

The effects of the tank bottom shape and bafflesô length on the ionic liquid 

flows in stirred tanks were discussed in this section. The ionic liquid is 

agitated in the FB, DBD and DBB tanks respectively  with the operation 

conditions mentioned in section 4.3.1. The ionic liquid was agitated at 440 

rpm. The Reynolds number ( Re) is 650 which indicates that the flow is in 

transitional flow regime at these operation conditions (Paul et al., 2004 ) .  

Figure 4. 10  to Figure 4. 12  show the time -averaged flow vectors and the 

contours of velocity magnitude of ionic liquid below the impeller for FB, 

DBD and DBB tanks respectively. It  can be observed in Figure 4. 10  to 
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Figure 4. 12 , the volume of dead zone below the impeller in DBD tank 

(Figure 4. 11 ) is significan tly smaller than the one  found in water fully 

turbulent flow mixing. The extent of radial -axial circulation is greatly 

reduced with its extent being similar to the results reported by (Jaworski 

et al., 1996 ) . Meanwhile, secondary circulation flows are formed below the 

downward circulating loops in each stirred tank with the strongest ones 

being observed in flat bottom stirred tank as shown in Figure 4. 10 . It is 

reported that the weak turbulence and sec ondary circulation loops have 

significant effect on mixing performance in that additional recirculation 

zone and weak turbulent circulation flow will prolong the mixing time in 

stirred vessels (Murthy Shekhar and Jayanti, 2002 , Sano and Usui, 1985 ) . 

The secondary circulation loops identified in the stirred tanks may weaken 

the mixing efficiency of ionic li quid at the region.  

 

Figure 4.10 Velocity vectors and contours of ionic liquid below the 

impeller in FB tank 
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Figure 4.11 Velocity vectors and contours of ionic liquid below the 

impeller in DBD tank 

 

Figure 4.12 Velocity vectors and contours of ionic liquid below the 

impeller in DBB tank 
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In order to provide more detailed information of the effect of the bottom 

shape and bafflesô length on the flows in the region below the impeller, 

the radial distribution of radial, axial and tangential velocities at the plane 

40 mm above the tank bottom in all three geometries are shown from the 

Figure 4. 13  to Figure 4. 15 . The data of velocity components were 

normalized by impeller tip velocity of 1.73 m/s here. Since this plane 

passes through the downward circulation loops, the radial velocity is 

negative between 0.3 R and 0.9 R. Figure 4. 13  shows that the radial 

velocity at the plane are close indicating that neither the bottom shape 

nor bafflesô length has significant effect on radial velocity at this plane. 

However, as shown in Figure 4. 14 , the axial velocity in dished bottom 

tanks, especially in the DBD tank, is decreased in the regions below the 

impeller. The axial velocity in the baffle region (around r/R =0.9) was also 

reduced in DBD tank where short baffles were employed . Since the mixing 

efficiency of stirred tank equipped with the Rushton turbine can be 

improved significantly by increasing the axial flow rate (Lamarque et al., 

2010 ) , the FB and DBB tank provide better mixing than the DBD tank in 

regions close to the tank wall. And the FB tank provides b etter mixing 

than the DBD and DBB tank in the region below the impeller disk when 

the ionic liquid is served as operation liquid.  

Figure 4. 15  shows the tangential velocity distributions below the impeller 

in each s tirred tank. As it was mentioned in chapter 3, this distribution of 

the tangential velocities indicates a forced vortex is formed below the 

impeller. The tangential velocities of ionic liquid in the three tanks show 

very similar variation trend suggesting that the change of bottom shape 

and extension of baffles do not cause significant change on the magnitude 
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of forced vortex. This is very different from the phenomenon observed in 

the water turbulent flows that the bottom shape and baffle length have a 

clea r effect on the magnitude of the forced vortex.  

 

Figure 4.13 Radial velocity distributions of ionic liquid in stirred 

tanks 

 

Figure 4.14 Axial velocity distributions of ionic liquid in stirred 

tanks 
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Figure 4.15 Tangential velocity distributions of ionic liquid in 

stirred tanks 

4.3.4 The Effect of the Flow Regime on the Flow Fields 

In order to study the effect of the flow regime on the flow filed. The LES of 

water turbul ent flow simulation results showed in section 4.2.3 were 

compared with the LES of ionic liquid transitional flow modelling results in 

section 4.3.3. The focus was on the region below the impeller and the 

detailed differences are showed in Figure 4. 16  to Figure 4. 24 . The 

simulations will show the different flow behavers of ionic liquid from 

conventional solvent like water which will offer insights into stirred tank 

design for  mixing ionic liquids.  

Figure 4. 16  to Figure 4. 24  show the comparison of velocity components of 

ionic liquid in transitional state (highly viscous ionic liquid) and water in 

turbulent state in the three stirred tanks. The time -averaged data were all 

sampled at the horizontal plane 40 mm above the tank bottom in all LES 
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cases. As shown in Figure 4. 16 , the radial velocity of water in turbulent  

flow is practically zero in the flat bottom tank. However,  in the ionic liquid 

transitional flow, the radial velocity is negat ive away from this plane 

centre , and the axial (in Figure 4. 17 ) and the tangen tial velocities (in 

Figure 4. 18 ) near the tank wall ( 0.9RÒrÒR) are quite low due to the high 

viscosity of the ionic liquid , all of which implies that the intensity of the 

downward circulation has reduced and the liquids start to flow towards the 

impeller before they reach the tank bottom. The Figure 4. 17  depicts that 

the axial velocities of ionic liquid just below the impeller and in the baffle 

region in FB tank are lower than the water in turbulent flow . At the plane 

centre ( r/R =0), the axial velocity of ionic liquid  is 0.13 Utip  which is 

smaller than the axial velocity of water of 0.2 Utip  implying that the 

intensity of mixing in ionic liquid system is decreased (Lamarque et al., 

2010 ) . The tangential velocity profiles in both ionic liquid and water flow 

in FB tank are practically overlapping as shown Figure 4. 18 . It seems that 

the difference in liquid viscosity does not cause significant effect on the 

tangential velocity component below the impeller at this plane.  

 
Figure 4.16 Radial velocity distributions of water and ionic liquid 

flow in FB tank 
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Figure 4.17 Axial velocity distributions of water and ionic liquid 

flow in FB tank 

 

Figure 4.18 Tangential velocity distributions of water and ionic 

liquid flow in FB tank 

Followed by the comparisons made in the FB tank, Figure 4. 19  to Figure 

4. 21  show the velocity components of water turbulent flow a nd ionic liquid 

transitional flow in the DBD tank. As mentioned earlier, the bottom shape 
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and baffles length did not have significant effect on the radial velocity 

profiles as the radial velocity components showed similar trend in all 

tested tanks when wat er and ionic liquid were operated in turbulent or 

transitional status respectively. The effect of flow regime on radial velocity 

distributions in DBD and DBB tank was very similar as it identified in FB 

tank in Figure 4. 16 . Therefore, Figure 4. 19  and Figure 4. 22  which 

compare the radial velocity components will not further discussed here.  

 

Figure 4.19 Radial velocity distributions of water and ionic liquid 

flow in DBD tank 

As can be observed in Figure 4. 20  and Figure 4. 21 , there is strong effect 

of flow regime on the axial  and tangential velocity profiles. In the water 

turbulent flow, the axial velocity at the centre of this plane is practically 

zero whilst at the same point the axial velocity of ionic liquid is 

approximately 0.07 Utip  as shown in Figure 4. 20 . Figure 4. 20  also shows 

that the axial velocities of ionic liquid transitional flow is more uniform 

than that in the turbulent flow, and it only goes through weak minimum 
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value around the  baffles ( r=0.9 R). Figure 4. 21  shows a lower peak value 

of tangential velocity of ionic liquid than water in the DBD tank below the 

impeller, which decreases from 0.22 Utip  to 0.15 Utip . This reduction implies 

that a  reduced intensity of the forced vortex at this region.   

 

Figure 4.20 Axial velocity distributions of water and ionic liquid 

flow in DBD tank 

 

Figure 4.21 Tangential velocity distributions of water and ionic 

liquid flow in DBD tank 
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Figure 4. 22  to Figure 4. 24  show the velocity components of water in 

turbulent flow and ionic liquid in transitional flow in DBB tank at a  

horizontal plane 40 mm above tank bottom.  

 

Figure 4.22 Radial velocity distributions of water and ionic liquid 

flow in DBB tank 

As can be seen in Figure 4. 23  and Figure 4. 24 , slightly decrease of the 

axial and tangential velocities at this plane centre can be found when the 

ionic liquid is used as operation liquid. While a more obvious reduction of 

axial and tangential velocities of ionic liqui d can be observed away from 

the plane centre. The peak tangential velocity below the impeller has 

reduced a lot (from 0.18 Utip  to 0.14 Utip ) which implies that the magnitude 

of the forced vortex has redu ced in this area. Like  Figure 4. 17 , the 

reduction of the axial velocities at this plane is observed and the effect of 

baffles on promoting the flow in axial direction below the impeller is 

weakened when the ionic liquid is agitated in the DBB tank. The peak axial 

velo city below the impeller decreased from 0.23 Utip  to 0.1 Utip.  Therefore, 
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compared with water turbulent flow, the mixing in axial direction below 

the impeller is weakened when the ionic liquid is operated in the DBB tank  

 

Figure 4.23 Axial velocity distributions of water and ionic liquid 

flow in DBB tank 

 

Figure 4.24 Tangential velocity distributions of water and ionic 

liquid flow in DBB tank 
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Figure 4. 16  to Figure 4. 24  clearly show that the flow regime, the shape of 

the tank bottom and the bafflesô length have significant effect on the flow 

fields in the stirred tank. For example, in the transitional ionic liquid flow, 

flow velocity that closes  the tank wall is almost zero in all geometries, 

which indicates that ionic liquid in this region is almost stagnant. The 

stagnant area near wall region in stirred tank has significant effect on 

mixing performance of stirred tank, si nce it may cause concentration 

gradients close to the wall and persist for a relative long time during 

mixing process hence prolonging the mixing time  (Lamberto et al., 1999 ) .  

Unlike the characteristic water turbulent flow pattern agitated by Rushton 

turbine, the ionic liquid viscosity weakened the magnitude of the upward 

and down ward circulation loops in all stirred tanks, and reduced the effect 

of baffles on generating flow in axial direction in FB tank and DBB tank. 

Maybe due to the effect of the high viscosity of ionic liquid and secondary 

circulation loops near the tank bottom , the short baffles have slight effect 

on forming the dead zone in the area below the impeller disk in DBD tank 

where large and obvious stagnant region can be observed in water 

turbulent flow.  

In the water fully turbulent condition, the extension of baffl esô length has 

a clear effect on reducing the magnitude of the forced vortex below the 

impeller and increasing the flow velocities in axial direction, hence 

enhancing the mixing efficiency in this area in the dished bottom stirred 

tank. This dead zone has reduced a lot when the ionic liquid is used as the 

operation liquid in the DBD tank.  
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The DBD and DBB tank have similar performance in mixing the viscous 

fluids such as the ionic liquid in the transitional state, but the DBB tank 

provides better axial mixi ng near the baffles region. Therefore, for dished 

tanks, the DBB tank offers better mixing for viscous fluids such as ionic 

liquid than the DBD tank.  

4.4 Conclusions 

Since LES provides more accurate simulation results than RANS modelling, 

the LES was used in this chapter to simulate the water turbulent flow and 

ionic liquid transitional flow in the FB, DBD and DBB stirred tank s. 

Comparisons were made between simulated data obtained by LES and 

RANS modelling. The LES results of velocity components in stirred  tanks 

showed agreement with data predicted by the RANS modelling in chapter 

3, which once again confirmed the formation of the large dead zone area 

in DBD tank.  

In the modelling of the ionic liquid transitional flow fields in the stirred 

tanks, attention was paid to regions below the impeller. The intensity of 

the upward and downward circulation loops induced by the rotating 

impeller were greatly reduced when the ionic liquid was served as the 

operation liquid, and secondary circulation loops were formed a round tank 

bottom. Ionic liquid velocities in the near tank bottom region were quite 

low, which would cause the existence of concentration gradients for a 

relative long time hence affecting the mixing efficiency in this region.   

The flow pattern and veloc ity components were similar in DBD and DBB 

tank below the impeller region when the ionic liquid was agitated in these 



Chapter 4 

143 
 

vessels. The dead zone found in the water turbulent flow in the DBD tank 

was reduced clearly when the ionic liquid was used as the operati on liquid. 

Therefore, the disadvantage of the DBD tank in mixing performance was 

reduced when liquid with high viscosity such as ionic liquid was mixed in 

this vessel. Since the DBB tank provides better axial mixing near baffle 

region, the DBB tank offers better mixing for viscous fluids such as ionic 

liquid.  
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CHAPTER 5: EXPERIMENTAL INVESTIGATION ON 

THE EFFECTS OF MIXING PARAMETERS AND 

PHYSICAL PROPERTIES OF IONIC LIQUID ON THE 

BUBBLE SIZE IN A STIRRED TANK  

5.1 Introduction 

The multiphase (gas-liquid flow) stirred tanks are broadly used in the 

mixing industry, since they enable high levels of back mixing for efficient 

contacting between the gas and liquid phase to undertake good mass 

transfer and improve the reaction rates (Paul et al., 2004). And a good 

design of the multiphase stirred tanks and the optimized mixing process 

can improve the quality of the final products, reduce the amounts of the 

excessive by-products and cut down the operational cost (Mueller and 

Dudukovic, 2010). Therefore, the contact area of the gas and liquid phase 

is the most important parameter for the gas-liquid multiphase flow reactor 

design and mixing process optimization.  

The distribution of bubble size in the multiphase stirred tanks is crucial in 

determining both the gas-liquid interfacial area and the mass transfer and 

reaction rates in the gas-liquid multiphase flows in the stirred vessels. The 

experimental and numerical investigations on the bubble size in the stirred 

tanks have been reviewed in Chapter 2. It has been recognised that the 

impeller type, agitation speed, gas flow rate and physical properties of the 

operation liquids are the key factors affecting the bubble size distribution 

(Puthli et al., 2005). This chapter focuses on the effects of the impeller 
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speed, gas flow rate and physical properties of the ionic liquid solutions on 

the bubble size in the gas-ionic liquid system.  

5.2 Experimental Setup and Camera Calibration  

5.2.1 Experimental Setup 

The bubble size measurement was carried out in a dished bottom stirred 

tank with four baffles reaching to the edge of dish (DBD tank). This stirred 

vessel is equipped with a standard Rushton turbine impeller placed at the 

halfway between the tank bottom and top. The detailed geometry of the 

stirred tank was introduced in Chapter 3 (in Figure 3. 2). The nitrogen was 

served as gas source and ionic liquid (BmimBF4) aqueous solutions with 

various concentrations were served as the liquid phase. A gas tube with 

an inner diameter of 2 mm was inserted into the stirred tank via the tank 

cover and was fixed below the impeller. The clearance between the gas 

outlet and tank bottom is T/4 where T is the tank diameter which equals 

150 mm. A porous filter was fixed on the top of the tube to break the 

incoming gas into small bubbles. The gas phase was introduced into the 

stirred tank through this tube. The gas flow rate was controlled by 

adjusting a gas flow meter. 

Experimental investigations were carried out to study the effect of the 

ionic liquid physical properties, impeller agitation speed and gas flow rate 

on the bubble size in the stirred tank respectively. The operation liquids 

were 0 wt.%, 1 wt.%, 5 wt.%, 10 wt.%, 30 wt.%, 50 wt.%, 100 wt.% 

ionic liquid (BmimBF4) aqueous solutions. The aqueous solutions were 

prepared beforehand in the 3L measuring cups. Before the injection of the 
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gas, the level of the operation liquid inside the stirred tank was 

maintained at the height equals to the tank diameter. The Room 

temperature was kept at 25 ᴈ during the experiments with the help of air 

conditioning.  

A high speed camera (2048Ĭ2048 pixels CCD) was connected to a 

microscope (Nikon-SM) to capture the images of bubbles in the stirred 

tank.  

The impeller speed was controlled at 150 rpm, 200 rpm and 250 rpm 

respectively. The gas flow rate was controlled by a gas flowmeter. The flow 

rate was controlled at 0.1 L/min, 0.2 L/min and 0.3 L/min respectively for 

each impeller agitation speed. The impeller speed greater than 250 rpm 

was not considered to avoid significant air entrainment from the liquid 

surface into the stirred tank. In addition, the gas flow rate was restricted 

less than 0.3 L/min to make sure that the images of bubbleôs boundary 

were detectable in post-processing. The minimum impeller agitation speed 

of 150 rpm and the maximum gassing rate of 0.3 L/min were employed to 

guarantee that complete dispersion of the gas phase can be achieved in 

the stirred tank. 

5.2.2 Camera Calibration 

In order to acc urately measure the bubble size in the stirred tank  by 

means of measuring the number of image pixels of each bubble , the 

camera used in this investigation  needs to be calibrated prior to  the  

measurement. During the calibration, a relationship between the 

measured pixels of the calibration target  (Pix c)  and the microscope 
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settings  (Mic s)  can be obtained  at  a focal plane. Since the diameter of the 

calibration target is known, a correlation between the distance and the 

pixel  numbers in the image  can be obtaine d. I t is possible to get the data 

of the bubble size by measuring the pixel  numbers  of the  bubble diameter 

at the focal plane at  different  microscope setting s marked on the 

microscope .   

 

(a) Camera mounted at the microscope 

 

(b) Calibration target fixed at tank wall 

 

(c) Sketch of the experimental rig 

Figure 5.1 Experiment setup 

Figure 5. 1 shows the e xperiment setup . A clip with diameter of 900 um 

was chosen as the calibration target which was attached at the outside 

Microscope  

High speed 
camera 

Clip 
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wall of the stirred tank. A high speed camera connected to a computer 

was mounted at a microscope to observe the image of the target  from the 

monitor .  

The flow in the stirred tank was illuminated by a light source  (18 watts 

lamp )  placed  at the other side of the vessel facing the lens of the 

microscope . In this way , the contrast ratio between the image background 

and the bubbles was enhanced. The exposure time of the camera was 

adjusted carefully to avoid over expos ure which otherwise  would  cause 

severe damage to the camera, and to prevent  image distortion  due to 

bubbles ô fast motion in the stirred tank. An exposure time of 900  ȉs was 

chosen which was found to get better bubble images in the experiments.  

The Dantec Dynamics software was used  to record the  images of this 

target. The pixel numbers of the calibration target were measured by the 

image analysis tool in the Dantec Dy namics  software .  

Since the original pictures captured by the Dantec Dynamics are saved in 

a 32 -bit tiff format, these photos cannot be displayed  on computer. The 

software named Image J was used to convert the 32 -bit tiff data into 16 -

bit jpg files . To get  enough data to analyse  the mean bubble size , at least 

600 images were sampled at each operation condition. These images of 

bubbles were further processed to increase the contrast ratio between the 

bubbles and image background, which makes the bubbles ô bou ndaries 

easier to be identified. The pixel numbers of each bubble ôs diameter  were 

obtained  and analysed  in the Bubble Pro software  at various operating 
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condition s. Around 40 ,000 images  of bubbles ô boundaries were  drawn  and 

processed manually  in the softwar e.  

Since the target pixel numbers (Pix c) will be changed accordingly  when 

the microscope  setting (Mic s) is adjusted during the measurement , a 

relationship between the target  pixels  and the microscope settings can be  

obtained which will  facilitate the measu ring process . This relationship is 

shown in Figure 5. 2.  

 

Figure 5.2 Linear fit of the pixels of the target at different 

microscope settings 

A Linear fit of the plotted data from Figure 5. 2 can be expressed as 

following equation:  

Pixc = 122. 4 Mic s + 5. 9 

(5.1)  
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where the microscope setting  (Mic s) ranges from 0.8 to 5.   

Since the diameter of the calibration clip is 900 um, the conversion from 1 

pixe l to micron s is given by the below equation:  

Micron s= 900/ measured pixels  

(5.2)  

Equation 5.1 and 5.2 are embedded in the Bubble Pro software for 

calculation  of the pixel numbers . The bubble size can be calculated by 

drawing the bubble boundary with hand at  the focal plane and analysing 

the pixel  number s of  bubble ôs diameter . 

5.3 Measuring the Physical Property of Ionic Liquid Solutions 

In order to  carry out the gas - ionic liquid multiphase  flow numerical  

simulations  and study the effect of the liquid physica l properties on the 

bubble size in the stirred tank, the physical properties including the 

viscosity, surface tension and density of 0  wt.%, 1 wt.%, 5 wt.%, 10 

wt.%, 30 wt.%, 50 wt.%, 100 wt.% ionic liquid (BmimBF4) aqueous 

solutions were measured and show ed in this section . 

The ionic liquid (BmimBF 4) used in this investigation was purchased from 

Cheng Jie (Shanghai, China) chemical company. Table 5. 1 shows the 

information  of physical properties  of the  pure  ionic li quid (BmimBF 4) used 

in this study.  
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Table 5.1 Physical properties of ionic liquid 

Name 
1-Butyl-3-methylimidazolium 

tetrafluoroborate 

CAS No. 174501-65-6 

Molecular formula C8H15N2BF4 

Abbreviation BMIMBF4 

Melting point -82ᴈ 

Molecular weight 226.02 

Density 1202 kg/m3 

Viscosity 7.0*10-2 Pa.s 

Surface tension 43.85 mN/m 

5.3.1 Viscosity measurement 

A rheometer (Malvern Kinexus, UK) was used to test the viscosities of the 

BmimBF 4 aqueous solutions (0  wt.%, 1  wt.%, 5  wt.%, 10  wt .%, 30  wt.%, 

50 wt.% and 100  wt.%). In order to test the accuracy of the rheometer, 

pure water was measured  as the testing sample before measuring the 

BmimBF 4 solutions. Samples were placed on the test ing  platform , and a 

cone -plate were  move d towards the t est ing  platform and contact ed with 

the samples  ( in  Figure 5. 3).  The cone -plate  rotated at various speeds 

during each measurement. By monitoring the shear forces and shear rates 

applied to the samples, the viscosit ies can be obtained (Hill, 2013 ) . The 

temperature of  the platform was controlled at 25 ᴈ. The shear rate of the 

cone -plate was  varied from 0.1  to 1000  s-1 at each measurement. The 

dynamic viscosities of the ionic liquid solutions showed constant values 
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under various shear rates  after the system was stabilize d, which indicates 

that  these ionic liquid solutions are Newtonian fluids.  

 

(a) The testing platform 

 

(b) Loading samples  

 

(c) A cone-plate moves towards the testing platform and rotating at different 

speeds 

Figure 5.3 Measurement of the viscosities of BmimBF4 solutions 

Figure 5. 4 shows the viscosities of different concentrations  of  BmimBF 4 

aqueous  solutions. As can be seen from this figure, there is very little 

increase in the liquid viscosity when the concentration of BmimBF 4 grows  

Testing platform Sample 

Cone-plate 
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from 0 wt.% to 50  wt.%. However, a sharp growth of liquid viscosity is 

identified with increasing BmimBF 4 concentration from 50 wt.% to 100 

wt.%. This trend is very similar to the variation trend reported by Liu et al. 

(2008) , in which all tested ionic liquids showed constant viscosity in dilute 

solutions and there was a rapid rise of viscosity in concentrated solutions . 

 

Figure 5.4 Sample viscosities at different concentrations of 

BmimBF4 solutions  

5.3.2 Surface tension measurement 

The surface tension data of Bmimbf 4 solutions were measured by a 

surface tension meter (Hengping Instrument, China). During the  

experiment, a round 30  m l of each sample was poured  into a beaker  

placed on a lifting platform  at each test . A small platinum loop was used in 

this measurement which  was h ung above the lifting platform. This 

platform can move towards the platinum loop gradually  allowing the loop 
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to  immerse into the testing sample gently. Afterward s, the platform 

started to move downward. As the platform moving down, a liquid film 

was formed between the liquid surface and platinum loop (see Figure 5. 5). 

Finally, this platinum loop was detached from the liquid surface. During 

this detachment, a peak force that enables the platinum loop to detach 

from the liquid surface was detected. This peak force was then  used to 

calculate the surface tension  force  in the s oftware installed  in  this 

equipment.  

 

(a) Platinum loop dipped into liquid 

sample and beaker started to move 

downwards 

 

(b) Liquid film was formed as the 

platform moving down 

Figure 5.5 Measurement of the surface tensions of BmimBF4 

solutions  

In order to test the accuracy of the surface tension meter, water was 

employed as the testing sample first. The measured surface tension of 

water (at 25 ᴈ)  is 71.85 mN/m . Th is value is  very close to the reference 

data  (71.97 mN/m) from the reference book of this instrument , which 

show s good accuracy  of this surface tension meter . BmimBF 4 solutions (0 

wt.%, 1 wt.%, 5 wt.%, 10 wt.%, 30 wt.%, 50 wt.% and 100 wt.%) were 

tested afterwards. After finishing each measurement, the beaker was 
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washed with cleanse r,  distilled water and wiped clean  for further use . The 

platinum loop was cleaned by the distilled water and heated by a flame of 

alcohol lamp for the next me asurement.  

 

Figure 5.6 Surface tension of different concentration of BmimBF4 

solutions 

The surface tension data of different concentration  of  BmimBF 4 solutions  

are plotted in Figure 5. 6. As can be observed from this graph, the surface 

tension of the tested samples decreased sharply in the solution s with  

concentration increas ing  from 0% to 10 wt.%.  However, surface tension 

stays  almost constant afterward when solutionsô concentration increased 

from 30  wt.% to 10 0 wt.% . This variation trend  is due to the differential 

surface segregation of cations and anions at different ionic liquid 

concentrations. At low ionic liquid concentration, the cations are the 

dominant species at the interface. A nd with  the increasing ionic liquid 

concentration, anions start to balance their distributions until both cations 
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and anions are evenly present ed (Malham et al., 2 006 , Sung et al., 2005 ) , 

resulting  in almost constant surface tension force at higher concentrations 

of ionic liquid solutions  (from 3 0 wt.% to 10 0 wt.% ).  

5.3.3 Density measurement  

Densimeter (DH -300L, China)  with a measuring range of 1 -99999 kg/m 3 

was used to test the density of BmimBF 4 solutions at 25ᴈ.  The d ensimeter 

was calibrated first using standard 100g weight . The p ure water was used 

as the testing sample  to test the accuracy  of this equipment . T he tested 

water density equals 998 kg/m 3. This value  is very close to the reference 

data of 997 kg/m 3 (at 25ᴈ) , which indicat es the  good measuring accuracy  

of the d ensimeter . The ionic liquid solutions were tested afterwards and 

the measured data are shown  in Figure 5. 7. As can be seen from this 

figure, the variation  of the densities  of ionic liquid solutions is almost in 

linear relation with the BmimBF 4 concentrations . This trend is consistent 

with  the variation tr end  of the density  of  ionic liquids aqueous solutions  

tested by Liu et al. (2008) . 

 
Figure 5.7 Density of different concentrations of BmimBF4 

solutions 
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Table 5. 2 summarised the detailed physical properties of the BmimBF4 

solutions including viscosity, surface tension and density. These data are 

critical parameters for modelling the ionic liquid flow in the stirred tank. 

Table 5.2 Physical properties of BmimBF4 solutions 

      Physical properties 

Viscosity (Pa.s) 
Surface tension 

(mN/m) 

Density 

(kg/m3) 
Concentration  

(wt.%) 

0 9.7*10-4 71.82 998 

1 9.5*10-4 65.13 1000 

5 8.5*10-4 52.76 1006 

10 9.6*10-4 47.56 1015 

30 1.38*10-3 44.5 1050 

50 2.1*10-3 44.92 1087 

100 7.0*10-2 43.85 1202 

 

5.4 Distribution of Bubble Size in Ionic Liquid Solutions at 

Various Operation Conditions 

Based on above measurements, this section experimentally investigate 

the effects of the impeller  speed, gas flow rate and physical properties of 

ionic liquid solutions on the bubble size in the gas - ionic liquid system  in 

the stirred tank.  

In order to analyse the images of bubbles in  the gas - liquid stirring system 

operat ed in steady state, an optimum  stirred tank running time needs to 

be determine d. The minimum  running time of 10 minutes for each 

operation conditions was suggested to ensure  the system  to  operate at 
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the steady state and this running time was used throughout the 

experiment s for this  stu dy  (Hu et al., 2005a ) .  

The image qualities of bubbles are  strongly affected  by the light source. In 

this experiment, i t was found that as the number of bubbles increase in 

the stirred tank by means of increasing the impeller speed or gassing rate, 

the excessive  bubbles block ed the light from the light source , which 

mak es the bubble images at the focal  plane were  not easy to be identified . 

The images of bubble are in good quality under the fixed impeller speed of 

150 rpm with gassing rates of 0.1 L/min, 0.2 L/min and 0.3 L/min 

respectively; or under the fixed gassing rate of 0.1 L/min with impeller 

speeds of 150 rpm, 200 rp m and 250 rpm. Therefore, the information  of 

the bubble size under the above operation conditions is investigated.  

5.4.1 The Effect of Impeller Speed on Bubble Size 

This section shows the effect of  the  impeller agitation speed on the bubble 

size in the st irred tank . Figure 5. 8 shows the bubble images in different 

ionic liquid aqueous  solutions under the fixed gassing rate of 0.1  L/min 

with impeller speeds of 150 rpm, 200 rpm and 250 rpm  respectively. As 

can be seen  clearly from Figure 5. 8, a decrease of bubble diameter can be 

observed with increasing impeller speed from 150 rpm to 250 rpm for all 

ionic liquid solutions  due to the fact that t he bubble  size distribution is a 

result of dynamics of the bubble  breakage and coalescence rates. For the 

breakage of bubble, the energy input must be high enough to overcome 

the force that hold it together as a function of surface tension force. The 

energy needed to break a bubble comes f rom the surrounding flow field as 

a form of kinetic energy in the turbulent eddies, shear energy, or as a 
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combination of the two (Stamatoudis and Tavlarides, 1985 ) . And t he 

bubble  coalescence occurs when bubble s suspended in a moving fluid , 

collide with one another. At the  time of collision  a thin film of liquid 

between them was formed. If the bubbles  contact together for sufficient 

time, the liquid film will be thin and rupture and thus resulting in 

coalescence. However, the colliding bubb les will separate instead of 

coalescence if the contact time is less than the film drainage time (Paul et 

al., 2004 ) . The increasing impeller speed will result in higher turbulence 

intensity and shear rate , which will increase bubble breakage frequency  

(Stamatoudis and Tavlarides, 1985 ) , hence resulting in the smaller 

bubbles in the stirred tank.   

 
(a) 0 wt.%, 150 rpm 

 
(b) 0 wt.%, 200 rpm  

 
(c) 0 wt.%, 250 rpm 

 
(d) 1 wt.%, 150 rpm 

 
(e) 1 wt.%, 200 rpm 

 
(f) 1 wt.%, 250 rpm 

 
(g) 5 wt.%, 150 rpm 

 
(h) 5 wt.%, 200 rpm 

 
(i) 5 wt.%, 250 rpm, 
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(j) 10 wt.%, 150 rpm 

 
(k) 10 wt.%, 200 rpm 

 
(l) 10 wt.%, 250 rpm 

 
(m) 30 wt.%, 150 rpm 

 
(n) 30 wt.%, 200 rpm 

 
(o) 30 wt.%, 250 rpm 

 
(p) 50 wt.%, 150 rpm 

 
(q) 50 wt.%, 200 rpm 

 
(r) 50 wt.%, 250 rpm 

 
(s) 100 wt.%, 150 rpm 

 
(t) 100 wt.%, 200 rpm 

 
(u) 100 wt.%, 250 rpm 

Figure 5.8 Bubble size in the ionic liquid solutions (Impeller speed: 

150 rpm, 200 rpm and 250 rpm; Gassing rate: 0.1 L/min) 

The bubbles sho wed i rregular spherical  shape in each picture when the 

pure  water (0 wt.% of ionic liquid) is agitated in the stirred tank. At the 

same operation condition, significant reduction of bubble size can be 

found  when only 1 wt.% of ionic liquid solution is used  as the operation 

liquid. This phenomenon  is the result of the high surface tension of pure 

water, in which bubble sô breakage is restrained  and large bubbles are 
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more easily  formed in stirred tank during gassing and stirring. The larger 

bubbles are easier to be deformed in flow, while smaller bubbles are 

dragged by the flow with little deformation  (Paul et al., 2004 ) .  

The Sauter mean diameter  (d 32 ) is widely used in literatures to 

characterise  the bubble size in the gas - liquid multiphase  flow system, as  it  

relates the volume of the dispersed phase to its area consequently the  

chemical reaction rates and mass transfer. Therefore, the Sauter mean 

diameter  was adopted in this section to characterise  the detailed bubble 

size information in the gas - ionic liqu id aqueous  solutions in the stirred 

tank. The Sauter mean diameter  is defined as  

Ὠ
ВὲὨ

ВὲὨ
 

(5.3)  

where n i is the number of bubbles with an equivalent diameter d eqi  which 

is obtained by assuming the bubbles as ellipsoid s (Paul et al., 2004 ) . The 

deqi  is calculated  through  

Ä ÁÂ 

(5.4)  

where Á is the horizontal bubble diameter ,  Â is the vertical bubble 

diameter  as shown in Figure 5. 9. 
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Figure 5.9 The horizontal and vertical diameter of a bubble  

Additional  two groups of measured data were added into Figure 5.10 to 

Figure 5.16  to fit the bubble size information  by using the power function, 

in which the impeller agitation speed was kept at 180 rpm and 220 rpm 

respectively. The detailed values of d32  at different impeller agitation 

speeds and ionic liquid concentrations at gassing rate of 0.1 L/min were 

plotted from Figure 5. 10  to Figure 5. 16  respectively. As can  be found in 

those figures, the data of d32 is decreasing with  the increasing impeller 

speed for all ionic liquid solutions. Significant reduction of d32  is identified 

when the impeller  speed increase s from 150 rpm to 200 rpm  with  pure 

water and 1 wt.% ion ic liquid solution  being  used as the operation liquid 

respectively.  

The surface tension of pure water and 1 wt.% ionic liquid solution  is much 

higher than other ionic  liquid solutions. Larger bubbles are easily formed 

at low impeller energy power input in to  the gas - liquid flow system. The 

large bubbles are easily deformed and broken, while small bubbles are 

more stable and move  with the flow (Martín et al., 2008 ) . Therefore, as 

can be seen from Figure 5. 10  and Figur e 5. 11 , the increase  of energy 

input by means  of rising impeller speed from 200 rpm to 250  rpm  does  

not cause great  reduction of d32  compared with the increase from 150 rpm 

to 200 rpm. With  the increas e of ionic liquid concentration from 5  wt.%  to 
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100  wt.%  (Figure 5. 12  to Figure 5. 16 ), more stable, sphere  and smaller  

bubbles are formed, with the reduction of d32  being  not remarkable.  

 

Figure 5.10 Sauter mean diameter at different impeller speeds (0 

wt.% ionic liquid solution) 

 

Figure 5.11 Sauter mean diameter at different impeller speeds (1 

wt.% ionic liquid solution) 
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Figure 5.12 Sauter mean diameter at different impeller speeds (5 

wt.% ionic liquid solution) 

 

Figure 5.13 Sauter mean diameter at different impeller speeds (10 

wt.% ionic liquid solution) 
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Figure 5.14 Sauter mean diameter at different impeller speeds (30 

wt.% ionic liquid solution) 

 

Figure 5.15 Sauter mean diameter at different impeller speeds (50 

wt.% ionic liquid solution) 
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Figure 5.16 Sauter mean diameter at different impeller speeds 

(100 wt.% ionic liquid solution) 

The relationship between the imp eller agitation speed and the d 32  is 

reported to fit with the following equation  proposed by (Pacek et al., 

1998 ) :  

Ὠ ȾὈᶿὔɻ
ȟ
 

(5.5)  

where D is the impeller diameter, N is the impeller rotating speed. In 

literature, the exponent  value of ɻȟ is -1.2 when the flow is in turbulent 

state.  

The following equation can be  used to correlate the sampled data. T his 

equation assumes that the droplet Sauter mean diameter is proportional 

to the maximum stable droplet size in the stirred tank in the turbulent 






































































































































































































































































































