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ABSTRACT

Stirred tanks are widely us ed in the chemical reactions and the mixing
operations for process industries  to enable high product quality and
process efficiency . Despite there being a large body of studies on the
hydrodynamics of water in the stirred tanks, the understanding s of the
hydrodynamics of the ionic liquids in the stirred tanks are still very limited
In this study, = Computational Fluid  Dynamics (CFD) modelling is used to
investigat e the detailed flow characteristics of the single and multiphase
ionic liquid flows in the stirr ed tanks which are experimentally validated

using Particle Image Velocimetry (PIV) .

The ANSYS FLUENT was employed in this investigation to carry out the

CFD simulation. Initially , the hydrodynamics of single phase flows were

numerically studied where the single phase turbulent water flow and

single phase transitional ionic liquid flow were model led using a RANS and

LES approach respectively in the three stirred tanks equipped with

different bottom shapes and length of baffles. The simulation results

indicat edthatt he bott om shape and haad digniicanbeffdcte ngt h
on the flow field in a stirred tank  when the water was operated in the

turbulent state, where a large dead zone region was identified below the

impeller . However, the magnitude of the dead zone region reduced a lot

when the ionic liquid was operated in thet ransitional state.

Before carrying out the gas -ionic liquid multiphase flow simulation in a
stired tank , the bubble size needs to be identified as it is crucial

information for the accurate gas -ionic liquid multiphase flow modelling. In



order to obtain the bubble size data, a high speed camera and a
microscope were employed to experimental ly measure the bubble size in
the ionic liquid solutions. The ¢ orrelations between  the bubble size in the
ionic liquid solutions and the impeller agitation  speed were established. It
showed that both the bubble breakage and coalescence has significant

effect on determining bubble size in the ionic liquid. In addition, it was
suggested that t he surface t ension of the ionic liquid is more important

than the liquid viscosity on affecting the bubble size in the stirred tank.

Afterward, the gas -ionic liquid multiphase flow modelling was carried out

in the stirred tank at various impeller speeds and gassing ra tes. The
simulation results indicated that the presence of gas phase did not have
significant effect on changing the flow of liquid phase under the selected

operation conditions  due to the small bubble size, low gas flow rate and

high viscosity of ionic li  quid . The gas phase followed well with the liquid
phase and circulated in the majority region of the stirred tank, which

implied better gas holdup and mass transfer of th e multiphase flow
system. A correlation was proposed to predict the impeller power
consumption of the gas -ionic liquid transitional flow in a stirred tank

agitated by a Rushton turbine impeller.

Finally, i n order to validate the above single and multiphase flow CFD
models adopted in this study, an experimental rig was established and the
advanced visualization technique Particle Image Velocimetry (PIV) was
used to measure the  single phase water and ionic liquid flows and gas -
ionic liquid multiphase flow in a stirred tank. The PIV data showed

agreement with the CFD results in terms of the flo w pattern and velocity



components, which indicates good accuracy of the

and approaches presented in this investigation

computational models
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CHAPTER 1: INTRODUCTION

1.1 Gener al Il ntroducti on

lonic liquids (ILs) are a new class of solvent emerged recently, which are

salts that have = much lower melting points ( at or b elzo)wharl 0 0
normal salts, and are often fluid at room temperature. Unlike other salts,

ionic liquids consist entirely of ionic species. They have extremely low

vapour pressures, excellent thermal stabilities, ionic conductivities and are

capable of dissolving  organic and inorganic species (Dong et al., 2010 ).
Due to these essential characteristics, ionic liquids can be served as an
excellent replacement for organic solvents in catalysis, synthesis and
biocatalysts (Yue et al.,, 2011 , Olivier -Bourbigou et al.,, 2010 , Yang and
Pan, 2005 ). Research has found that the applications of ionic liquids in
chemical industry can greatly reduce the emission of volatile organic

comp ounds (VOCs) (Earle and Seddon, 2000 ). Therefore, the application

of ionic liquids in chemical processes will be an important step toward

Green Manufacture.

The strength of t he esa,n Qoul oWabailcs ifrotrecr act i o

size of the ions affect the viscosity of

t he ioni c i qui ds makes them hard to
separation, heat and mass transfeEZhand eppl i
al ., ,Zh@éhg et 3l . Be 2 @ddared with research progress

on the chemical aspects of the ionic lig uids, the literatures on fluid

dynamics of the ionic liquids are still very less. The knowledge of the ionic
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liquid hydrodynamics will provide better design and operation of the

chemical process for ionic liquids and therefore is worth investigation.

Despi te that some numerical and experimental studies on the ionic liquid
hydrodynamics were carried out in the bubble columns with single or
limited numbers of bubbles (Dong et al.,, 2010 , Wang et al., 2010a ), the

hydrodynamics aspects of the gas -ionic liquid multiphase flow in the more

complex chemical reactors such as the stirred tanks are still lack of
attention. The ke vy features of those reactors are their relative flexibility
and simple design control systems , which enable high product quality and

process efficiency (Zhanga et al., 2009). Understandings of the
hydrodynamics in the stirred tanks will provide considerabl e insight into
designing the reactors, the impellers and for determining the mixing
operation conditions (Qi et al.,, 201 2). Stirred tanks are also frequently
used in research as they enable detailed study of the relation between the
droplet/bubble morphology and the energy dissipation rate (Hu et al.,
2005b , Hu et al., 2005a , Hu et al., 2006 ). Therefore, the stirred tanks are

ideally suited for current research.

The computational sf I(WCFD) dyimsamac power ful t ool
prediction, desimpnofandhecahemi cal reactors. I n
decades, with the advance of computer technol og

have been achieved on the CFD simulations of the
simul ati on methods were developed to understand t
and bul k mixing. The literatures concluded that
results is highly depended on the individual ge

model (Demggl on and Mgyer, 2006
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Due t o t he i mportance of phec esstsii rrge di ntdaurs ik
considerable efforts have been taken to deve
stirred(Ltbarlas et al CFROMWebs been broadly used
t he singl e phase flow and reasonabl e succe
pedicting the (Hadnew €tl i ®&lds,Bezs0@&s the modell
single phase fl ow, CFD is also a wuseful t ool
fl ows such aslitquealt-balgeli d alnidqugiads mul ti pha
fl ows. CFD has several uni que a dvaasnetda g e s
approaches to the fluid systems. For instanc

time and costs of new designs and has the ab

cotrolled experiments are difficult or i mpos
the stirred tanks wused in mixXxirmgsipadestr whar
wi || I i mit the application of wvisualizati on

better method to idtewdy |Itolhwe ichdtoa mati on in sti

CFD met hod will be employed in the present r
experiment al i nvestigations because of i ts
l'imitations of the available experimental t ec¢
Sof athe ssudfefluid dynamics are normally <car
stirred tank, whereas the dished bottom stir

in industry. The effect of the t ®&n&ndptohtoeom s

the stirred tank mixing es$ystcematcic alalsy nsottu

Besi des, due to the considerable adidiniiconal
l'iquid mul ti phase flow system 1in t he stirr
di spersion in the high viscosity Iliquid, t he
breakup remkalge etc., the CFD investigations
containing ionic l'iquid i n t he stirred t a

3
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publications. Model |l ing t he singl e phase and
stirred tanks using CFD wil/l grad Misd eo fan hien sfil gohat
field in single phase and multiphase flow sysH

di fficult to examine experimentsalnlgy.e Iprhasai s r

wat,estri ngle phase andnitchei oggarscd | i qui d maul ti phase
model |l ing ameitcafhieedsi suali zation techniques 1in
speed camera and Particle | mage Velocimetry (PI
t he bubbl e si ze i n t he ionic l'iquid and val

respectively.

1.2 Aims and Objectives

At present, the majority of n umerical and experimental studies on the flow
hydrodynamics in stirred tanks are based on water being the operation

medium operated in the flat bottom stirred tanks. And the investigations

on ionic liquids are mainly focused on the chemical aspects of the ionic
liquids such as the synthesis and chemical properties (Earle Martyn and
Seddon Kenneth, 2000 ). Studies on the effect of the tank bottom shape

and bafflesd | engt hgandrithe tisheets df hydremeahanixsi

of gas -ionic liquid multiphase flow system including the bubble sizes and

flow field which relate to mass transfer, stirred tank mixing performance

and design are still very rare. The primary focuses of this study are t o]
investigate the effect of the tank bottom shape
flow hydrodynamics , the bubble size, flow velocities and gas holdup in the
gas-ionic liquid multiphase flow system in the stirred vessel, which will

provide knowledge for the reac tor design and process optimization, and
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offer unique insights into the application of ionic liquids in the chemical

industry.

The intension of the research is to:

1 Complete a comprehensive literature review on numerical and
experimental studies on the sing le phase and multiphase flow in the
stired tank reactors. Identify appropriate CFD models and
approaches to simulate the turbulent and transitional single phase
and multiphase flow in the stirred vessels.

1 Apply CFD models to the geometry of stirred tank used in the lab
and carry out single phase water turbulent flow and transitional
ionic liquid flow modelling. The effect of the tank bottom shape and
bafflesd | ength on the f 1| owoweanumberr n, velo
trailing vortexes at the fully devel oped turbulent state will be
compared and discussed. The effect of the tank bottom shape and
bafflesd | ength on the ionic liquid tran:
be compared and discussed.

1 Employ digital photography technology to measure the bubble size
in a stirred tank. Investigate the effect of the ionic liquid
concentration, viscosity, surface tension, impeller speed, gassing
rate on the bubble size in the stirred tank. Establish the correlations
between the bubble size and stirred tank operation con dition.

1 Carry out the gas -ionic liquid multiphase flow modelling in the
stirred tank where the measured bubble size, the liquid physical
properties such as density, viscosity and surface tension will be

used in the simulations. The flow pattern, velocity p rofiles and gas
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holdup which are the main concerned parameters in the stirred tank
mixing will be systematically studied.

9 Establish PIV rig to experimentally validate the single phase water
and ionic liquid flows and gas-ionic liquid multiphase flow model ling.
The flow pattern, velocity components of single and multiphase flow
will be measured. The PIV data will be compared with the CFD data
to validate the simulation models and results.

1.3 Research Methodol ogy

The following steps wiutl tbhei st aiknevne sttoi gcaatriroyn :o

Step 1: Carry out |literature survey to identify

for simulating the single phase and multiphase

flow in stirred tank reactor. Find out proper i
rotatiarmheofi mpell er whi ch may be t he multiple
approach, the sliding mesh approach or ot her a

parameters affect the mixing performance of St
may include agitation speed, flligqwi patvtiesrcro,si Y gl o
bubble size, temperatur e, pressur e, gas fl ow ve

di spersed phase et c.

Step 2: Cagirrygloeutphasaedwantudnt i ph-water()gasgl ow

model |l ing using availabl e operation condition
refeeendhe simulation results can be compared w
verify the CFD approaches and to serve as the

water, i onic I|iiagmiiad laingduigdasf | ow model |l i ng.

Step 3: Establish the 3D geometry eofl atbhhe stirr
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spatially discretise the aga@aonteatrrryy wuosuitn gt hnee s

modlel i ng of the sinhngloaimage f Watwagr aaas potsh e

simulation dat a. The selection of suitable
model , right multdppasepemobdeubndary condition
the main concerns in this step as they det e

simul ati on.

Step 4: Use the high speed camera to measur e
the ionic liquid, which wil!/ be sgasvoedi as a
l iquid multiphase flow modelling. l denti fy h
the |l iquid surface tension, Vviscosity, i oni
speed, gassing rate etc. affect the bubble si
Step 5: Carry -bpmitc tlhiequgiad mul ti phase fl ow 1
speci al focus on the flow pattern, vel ocity
wi || provide key information for i mproving

efficiency and mixing process optimization.

Step 6: Finally]l caxpegr iomentfal investigati ol

vali date the CFD model s.

1.4 Thesis Outline

Thi s t hesi s consi sts of ei ght chapters. Th

description of each chapter contained.

The current chaptgewv,esChaapbtreireflof nt hed u etsieanm c
background, t he ai ms and objectives of t h

met hodol ogi es used in this investigation and
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Chapteirs 22 | iterature review focusing on numer.
studies on singlmeulphpdase!l dwow in the stirred
i nvestigations on t he ionic Il iquid and fl ow n
Computational Fluid Dynamics (CFD) met hodol ogi €
the flow in the stirred tanks will be introducec
emati ons, met hods for model |l ing t he rotating
model I i ng, mul tiphase flow modelling, i nterphac
initial conditions. Avail abl e model s and met h
compared. Applicable model s ang arianuil che n toinf imed ,h «
which wi |l be used in modelling the single phas:s

the stirred tanks.

Chaptempr&8sentssinigeéee phasfel omatdet |l ing i n three
di fferent stirred tanks. The three stirred tank:
lendp of baffles and bottom shapes. The flow pa
Power number, FI ow number, trailing vortex, tur |

its dissipation rate and flow pattern are simul
experi ment al data from tefefendes.bofthemefsthape s

baf fol esgt h on these parameters are discussed.

Chapt eeempd oys Large Eddy Simulation (hE&S) met h o
singl e wataesre iaonnd ¢ fl li @imn dt hr ee st iTrhree dwattaenrk s .

fl ow predicted byathkd WESBShi $heompt aRAKNSained by

approaches used in chapter 3 and they showed g
Eddy Si mul astiinognl eofphase fbowc i Bi cwira i ed out . i
hydrodynami ¢ behaviour of ionic l'iquid i n tert
vel ociiglyd fand velocity components in the three |
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ar e compared wi t h t he corresponding water

showed different behaviour s.

Chapteadopts visualization technology to mea

ionic | iquidcd =aolsuttiirornesd it ank. The effect of
speed, gassing rate, liquid viscosity, i qu
concentration on the bubble size in ionic |i
The bubbl e si ze information caonnilkte |lugedd i
multiphase fl ow model ling.

Chapteacaréries out multiphase flow modelling

various operati ®ovaclonddaittei otnhsee. model s and appr

i n t he mul tiphase flow modelling, geometry
refece is created and wused to carry out sin
simulation results in terms of flow pattern

the gas and I|liquid phase are compared with t

whi cphrwe st he accuracy of ulhtei pduarsree nftl onwv s i mu
models and approaches. -Abnhecwaids, dt ieé ogwamod
carried out wusing the verified simulation mo¢
concerned parameters such as the, flveew opat e
componengasofnd | iquid phase in multiphase |

various conditions are examined and di scusse

Chapteconicerns the experimental val i dation
through the measurement of flow fields wusing
(Pl'V)e (fTlhhow pattern, vel osiitng |l eompasentasndof

ionic ftligwigihenic | iquid multiphase flow in
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measured. The PIV data are compared with the cor

andgood agr sememt be found between them.

Chapt edr aBvs together the conclusions from the C
the PIV experi ment and distusseshthesimplicdtiens of she
present findings for research and practice . Possible future work to a

the present resear chd adries csuusgsgeeds.t ed an

10
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CHAPTER 2: LITERATURE REVIEW

2.1 I ntroducti on

In recent decades, the computer technology has been developed at

increasing high speed. Comput ati onal f | GHRDY bedoynesdhmi c s
most important tool in studying all aspects of hydrodynamics . In chemical
industry, CFD is the most cost -effective method to obtain detailed
information on flow characteristics in chemical reactors. Furthermore, the

actual size of apparatus are effectively dealt with based on CFD
simulations, thus scale -up uncertai nties can be avoided (Montante et al.,

2001b ).

In this chapter, the num erical and experimental studies on single phase
water flow, water -gas multiphase flow and ionic liquid multiphase flow in
chemical reactors including stirred tanks have been reviewed. The
methods and models used to simulate the rotating impeller, the turbu lent
and transitional flow in the stirred tanks are introduced. The potential and

applicable CFD models and approaches used in this investigation are

identified.

The information of interphase forces and bubble size need to be known
prior to carrying outt  he gas -liquid multiphase flow modelling in the stirred
tanks. Investigations on the interphase forces and bubble size in the gas -

liquid multiphase flow in stirred vessels are introduced.

Experimental studies are required to carry out to validate the accur acy of

the numerical models. Flow measurement equipment such as Pitot tube,

11
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Hot-wire Anemometry (  HWA), Laser Doppler Velocimetry (LDV) and
Particle Image Velocimetry (PIV) are commonly used tools in industry and
research to measure the flow fields. The flo w field measurement devices
including their measuring principles, advantageous and disadvantageous

in applications are reviewed in this chapter.

2.2 Princitphléosmput at i onal FIl uid Dynami cs

2.2.1 Reyvawérdasged Natvalkes Equations

All CFD mo dels are based on the fundamental governing equations of fluid
dynamics which are derived from the law of conservation of mass,
momentum and energy. They are continuity equation, momentum
equation (Navier -Stokes Equations) and energy equation. Those
govern ing equations are highly non -linear equations, therefore cannot be
solved explicitly. The CFD has been established to utilise the numerical

algorithms to resolve these equations.

In most engineering cases, the time -averaged flow information (e.g. mean

pre ssures, mean velocities, mean stresses etc.) is good enough to resolve

most engineering problems so that it is not required to resolve fluctuation

details in turbulent flows. Thus, the majority of turbulent flow simulations

has been and for the foreseeabl e future will continue to be carried out

with the methods established based on Reynolds -averaged Navier -Stokes

(RANS) equations (Versteeg and Malalasekera, 2007 ).

In Reynolds averaging, the solution variables in the instantaneous Navier -

Stokes equations are decomposed into mean and fluctuating components.

12
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For example, the instantaneous velocities and pressure are substituted by

the sum of mean and fluctuation parts:

60 op 0B
(2.1)
n nn
(2.2)
where 0p and 1) are instantaneous velocity and pressure respectively. 0p
and 6B are the mean and fluctuating velocity components (i=1,2,3). i and

N are the meanand fluctuating pressure correspondently.

Substituting the Reynolds decomposition for the flow variables into the
instantaneous conservation equations of continuity and momentum and
taking a time average (and dropping the overbar on the mean velocity)
yields the Reynolds -averaged Navier -Stokes equations for incompressible

flow as showing in below subsections.

2.2.1.1 Continuity Equation

The flow in stirred tank during agitation process is governed by the
continuity equation which the net mass flow out of cont rol volume must
be the same as the rate of decrease of mass inside control volume. The

differential form of the continuity equation is written as:

(2.3)

13
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where ” is the fluid density, Ois the time, ®is the flow velocity vector. In

the steady state simulation, the equation 2.3 can be written as:

To

(2.4)
2.2.1.2 Momentum Equation
The momentum equation is derived from the fundamental physical
principle (Newtonds séeefoud | aw) to model
" 0P ” OPOD . .
Lo Lo L
T o Tw Tw
(2.5)
where " is the fluid density, Ois the time, @ s the flow velocity vector, N is
the static pressure, " "Qrepresents the body forces including gravity and

buoyancy (ANSYS, 2011a ).

However, when this time  -averaged Navier -Stokes Equations are applied,
the extra term such as Reynolds stress tensor ( " ()5()5 appears in the time -

averaged (or Reynolds -Averaged) flow equations. The Reynolds stress
tensor needs modelling. According to the Boussinesqg hypothesis, the

Reynolds stress is proportional to the mean strain rate (Shaw, 1992 ):

nofh 2T S
Tw Tw o

(2.6)

14
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where is turbulent viscosity, 1 is Kronecker delta (if i=j, 7 =1; i f

1 =0). TQis the turbulent kinetic energy per unit mass.

The turbulent viscosity (‘) is a property of the turbulent flow and can be

calculated from:

‘ n @ Q
0
(2.7)
where Kk is the turbulent kinetic energy rate per unit mass and U is the
turbulent kinetic energy dissipation rate per unit mass. These two terms
require additional modelling to close the RANS equations, which leads to
the emergence of various turbulence models such as the standard k-U
turbulence model and its variations (e.g. Re -Normalisation Group (RNG)
k-U model , Ré&a&modela Bl iethe model constant equals to 0.09
in the standard k- U turbulence model .
Among these turbulence models, the standard k-U turbulence model is the

most widely used one in simulating the turbulent flows in research and
industry (Versteeg and Malalasekera, 2007 ). The form of the standard k-0

model is showing below:

AU B B o)
—"Q — — = 0 - Y
o i ® vg 0 T ©9F @
(2.8)
L | "l
'I'_O - o @ o k; 0 ~QO o O 0 ) Y
(2.9)

15
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The values of semi

p® were

app lications

robust

in  modelling

-empirical constants: o] p& o pdo &, p8th,,

the turbulent flows in engineering

(ANSYS, 2011b ). "O and "O represent the generation of

which results from mean veloci

ty gradients and buoyancy respectively.

indicates the contribution of the fluctuation dilatation in compressible

turbulence to the overall dissipation rate.

(ANSYS, 2011a ).

Since hea t transfer was not of

Y and °Y are user defined terms

interest in this investigation, the

conservation of energy equation was not used in the current simulation

and will not be introduced here.

Mo d

The

mo t

spe

The

mo t

t hr

way

spa

The

bro

Lagrange

I n

16

o

c

a

1.3

Ext ensi

ng

on

of Governing Equations t o

e are twdtersaitnet &inds of specification

on

ifoi

of flui

cation.

Lagrangi an

on
ugh
of
e t
e t

dl vy

t he

where th
space a

l ooking

d

S P

e

nd

at

flow: t he Lagrangi an speci fi

eci fication of t he

flow field

observerffoidowsar aael

ti me. The Eul eri an

fluid moti on t hat

hrough which the 1 uid (Lfalnobws

C

iasi vi dumalv

specificat
focuses on
Ja9s9 4t he t i nm

wo specifications are the bases for the

used in

-LEawlrearn g e

t

he numeri cahasd mull aws onEwlfert he

approa-Ehl &md abprammbc h 1.99 4

approacimar yt he hapse

S

treated



Chapter 2

continuum by sNo$Segongtitdres, while the disper
solved by tracking every single particle wh
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gad iqdiledw in the sthritéddst amphpes olaichhui d and gas
phase are regarded as interpenetrating conti nueé
t hat both the | igqguid and gas phase are part of
and interpenetrating with eaoki g@ihmbrunwhdtl e t hey
al ., )2890®déde volume of each phase cannot be oc
ot her phase, t he tvemdmusmei rntrracd u ©ad and t he sun
vol unreacfti on for each phHlaNsSy Se q udall Istva@eme t h e
Eul-Bol er approach was empl oyed, t he governing
solved for each phase. The continuity (equatio
equation (equation 2.5@arehaeawadngedevinawslbyl ow f o

respectivel y:

" 1" @y -
T O Tw

(2.10)

" ®j T ®R®

T ool D@ f T|rI"GD“GDﬁ'@|"Q

T o Tw To

(2.11)
where | is the volume fraction of liquid phase and gas phase. | | p8

The subscript 1 is the phase index, where n aand B "Qindicate the
variables of liquid phase and gas phase respec tively (ANSYS, 2011a ). ®is

the interphase forces, which will be introduced in the following section.

2.2.1.4 Forces Acting on Bubbl es

The i nterphase f orces mentioned above, whi ch
movement in the |liquid phase, are mainly the d
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adled mass (Fiombcuen et al ., 2009

The drag force of liquid phase ( '®;) and gas phase  '®p is proportional to
the mean relative velocity be tween different phases. It can be described

as:

(2.12)

where 0 is interphase exchange coefficient.

In general, U is defined as:

(2.13)

where 0 is the interfa cial area, 0 is the drag force coefficient. By default,

0 is calculated from the below equation:

5 @ |
Q
(2.14)
where '‘Q is bubble diameter. Thus, equation 2.12 can be written as:
h h 0
(2.15)

19



Chapter 2

Table 2.1 shows the broadly used expressions for calculating the drag

force coefficient from literatures.

Tabl2elDrag force coefficient in |literature
Researche Applicati cDrag force coefficient
Schiller From | amir ctip TP QB8 v

5 NG pPTTT
Naumanna flow to t ™ T YQ pnm
(1935) flow

YQi s the relative Reyno

defi newQ as— 2>

l'shii and Stokes flcyg — whéres particle R
(1979) numbeir, Q" ® o1 ,°
npl 8 8 7T
Il shii and Undistorte, ¢t1p T0PO 8
0 o
0
(1979) bubbl es
I shi i and Di storted C > o p XD
0 -Q =
(1979) bubbl es o . P @ X
wher®@ p | —
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The drag force coefficient proposed by Schiller and Naumanna (1935) is
based on the experiment that bubble moving freely in stagnant water and
bubble shape is assumed as rigid spherical shape. The drag force
coefficient proposed by Ishii and Zuber (1979) considers the distortion of
bubble at various Reynolds numbe r. Both of drag force coefficient models
were commonly used in modelling the gas -liquid flow in stirred tank. And

it has been found that, if the bubble size is small enough (less than 3 mm),

the difference is negligible when applying these two drag force c oefficient
models to the gas -water multiphase flow modelling in the stirred tanks

(Gimbun et al., 2009 ).

Throughout this investigation, only the Schiller -Naumann a drag coefficient
model is used because the experiment shows that the mean size of the
bubbles in the pure ionic liquid at the investigated operation conditions

are less than 1 mm and bubbles are almost in spherical shape.

The lift force is dependent on the relative velocity between gas and liquid
phase, the liquid velocity gradient, gas phase volume fraction and liquid

density. The lift force is calculated through following equation:

Wy My 6 " @ ® 1
(2.16)
where 0 is lift force coefficient, which is the correction to the effect of
fluid viscosity and particle shape on flow field. The value of lift force
coefficient can be set between 0.01 and 0.5 when bubbles move in the
liquid . The value of lift fo rce coefficient equals 0.5 when bubbles move in
water , and it decreases with the increase of liquid phase viscosity and

with the decrease of the bubble size (ANSYS, 2011a ).
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The added ma@Gwi rftowracle mass force) is for med

undergoes acceleration di fferent from that

equation to express the added mass force is:
® | "0 ’OCD ®
0o
(2.17)

where 6 is ad ded mass force coefficient, which represents the inertial

force of moving liquid under the effect of particles. Cook and Harlow
(1984) found that the value of added mass force coefficient can be set as

0.25. Lance and Naciri (1991) stated that the added mass force coefficient

has relationship with the average gas volume fraction. The correlation is

m | Ti®
v P |
6 e
’O-
r d

(2.18)
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2.2.2 Large Eddy Simulation

2.2.2.1 Principles of Large Eddy Simulation

Compared with the Reynolds -averaged Navier -Stokes turbulence
modelling discussed in section 2.2.1, the Large Eddy Simulation (LES)
offers a different approach to simulate the flows. The LES modelling
technigue assumes that there are different scales of turbulent eddies in

the flow fields. The larges t eddies are comparable to the characteristic
length of the mean flow and the smallest eddies are responsible for the
turbulent kinetic energy dissipation (ANSYS, 2011a ). The large eddies are
anisotropic, which interact with and obta in energy from the mean flow.
The behaviour of the large eddies are dependent on the geometry of the
computational domain, the boundary conditions and the body forces.
Meanwhile, the small eddies were almost isotropic and their behaviour are

universal (Versteeg and Malalasekera, 2007 ).

In the LES, the large turbulent structures in flow field are resolved direc tly
by solving the spatial -averaged Navier -Stokes equations. The information

of the small eddies were filtered. The influence of the small eddies on the

resolved large eddies are modelled by applying the Sub -Grid - Scale (SGS)
model. A spatial filtering oper ation is used in the LES to separate the large

and small eddies. A general process of LES is showing below (Versteeg

and Malalasekera, 2007 ):

A filtering function and a cut -off width will be selected. All eddies
with the length scale larger than the cut -off width will be  resolved

in the unsteady flow field.
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A spatial filtering process will be executed on the t ime -dependent
flow equations. During this process, the information of turbulent
structures of the  small and filtered -out eddies will be destroyed.
Sub-gird -scale (SGS) model will be used to model the sub -gird -
scale stresses which are the interaction effec t of unresolved small
eddies on resolved large eddies.
If the finite volume method such as FLUENT is used, the unsteady
and space -filtered flow equations will be solved on the control
volumes along with the SGS model of the unsolved stresses.
The spatial filtering operation used in the LES is defined via a filter
function. The form of its function and the cut -off width govern what is
retained and filtered out. The filtering functions are showing below

(Versteeg and Malalasekera, 2007 ):

%00fD Kk "Oai BY %o 6D Qo & &

(2.19)

where %.aid is the filtered f unction, %.cfd is the unfiltered function or
original function, ¥ is the filter cut -off width. The overbear means spatial

filtering instead of time  -averaging.

The most commonly used forms of the filtering functions in the three -
dimensional LES simulati ons are the Top -hat (or box), Gaussian and the
Spectral cut -off. Of which the Top -hat filtering function is used in finite

volume implementation. The form of the Top - hat filter function is:
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oy W ws YIc

"Oafw Y "
T W ws YIC
(2.20)
The selection of filter cut -of f wi dt h ( ) i s i Be itt ant i
determines which size of the turbulent eddy is retained and which size is
rejected in the computational domain. In FLUENT, the filter cut - off width
is often taken to be  the cube root of the grid volume:
Yy  YoyaYa
(2.21)

where YohYwan ddare the | ength, width and height

t hr-dé mensicomglut ati onal domain respectively.

2.2.2.2 Governing Equations for Large Eddy Si

By appl wi g Ittleri ng operation to the governin

filtered unsteady state continuBalkkandemoambkn]
2000
L o
T o Tw
(2.22)
1o 1, LACTE T.
0 Tw Tw T Tw
(2.23)
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wherte i s t he filtered, dtsr etsltseGrS@slaer . ( SGS)
Reynolds stresses ,and?”6ot s6d ormhes SGS stresses

are unknown and need to beGmieSicelllee dnobdyelt. hel hRub

SubGr i Mdcal e model wi || be introduced in the follo

2.2. BuPpGri-dcal e Model s

Since the SG§ atisesdgom the filtering process
these stresses need m&d €é3d d Ingg . madlcheel sSuibn FLUENT
empl oy the same Boussinesq hypothee¢Hisnzwesed in tl

1975 in which the ,S@&3 estprreospsoerst i onal to the | oc.

rate (indicate the symbol usegoleaigatfiloomw?2. 24) of
p 1]
” O_u (.| C Y
(2.24)
where ‘ is the SGS turbulent viscosity. 1 is Kronecker delta (if i=j, 1 =1
i f i i=p), , s the isotropic part of the SGS stresses which i S not
modelled but added to the filtered static pressure term. Y is the rate of
strain tensor for the resolved scale (ANSYS, 2011a ):
gy P10 To
¢ ol Tar
(2.25)

FLUENTerosf ffi v@er iRlohl e model s f o'r, cwHicawH atarag

Smagori-hskyy, Dynamic-LSmdgygr iWaslkly Adapting Local
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Viscosity ( WALE), -MAdDgébdailLlcESWaIlWMLES) , and |

Kinetic En6&6r gSicaJueb model

I n the Sm&gdrliln/GrSHElx al e model, the turbul ent

obtai ndANDYS, 23011a

‘"0 dB

(2.26)

where 0 is the subgrid scales of the mixing length. dBF <i[il. In

FLUENT, 0 is calculated from:

(2.27)

where | is the von Kama constant, Qis th e distance to the closest wall,

@ is the cell volume, 0 is the Smagorinsky constant. The von Kéma
constant I equals to 0.41 which is a universal value used for flow
modelling (ANSYS, 2011a). The Smagorinsky constant 0 isanempir ical
value and its default value in this model equals 0.1. A 0 value of 0.1 has
been found to yield the best simulation results for modelling flows in the

transitional and turbulent states (ANSYS, 2011a).

Dynami c Smaglirlilns&§hiilr al e d el is a modified ve
the SmagoLi hbk@rShilt al e model prGep onaad kY al
(199apdilly (19B2) Dynamic SunalgloyrGrangik al e

mo d e | a |l | dcmagorinsky econstant 0 varying in space and time.

The value of 0§ is dynamically calculated ground on the information
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offered by the resolved scales of motion and it is not necessary to specify

the value of & inadvance (ANSYS, 2011a ).

The WALE-GiSiSical e model used another equation

turbul ent Vv i.%he egsadtidnys as showing:

‘ i I
irir 7 I —
(2.28)
where 0 and i were computed respectively from:
0 a8 B w
(2.29)
. P . P
L TTe g9
(2.30)
we 10
Yo
(2.31)

0 is the model constant. Its default value equals 0.325 and this value has
been proved to get reasonable simulation results for modelling the wall

bounded flows and laminar shear flows (ANSYS, 2011a ).

Al gebraic WMLES wasShpumro peds eal. A mixiagoldh@h

model with a modified Smagorinsky model and with the
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damping function was combi newodien |tetde LAISg enbordae

(ANSYS, 201TMhme turbulent viscosity in this mo

© U iEQEIQ hE @ OYp QoR ¢TI

(2.32)
where 'Q is the wall distance,  "Yis the strain rate, 0 is constant equals
0.2. In order to account for the grid anisotropies in the wall -modelled

flows,the Al gebr MLESWmodel employs a modified gri

Y aQadhd toane tQ tQ nNQ

(2.33)

where "Q is the maximum edge length of the cell, "Q isthe wall -normal

grid distance and 0 is aconstant equals 0.15.

The Smago-Lihdsky and Dynami cLi $mmygcoSibin a k g

mo d e | are numerical mode l-Gr i®oalwehi € hr e shsee sS ud
parameterized by employing the resolved velo
a |l ocal equil ibri utmhe xkisnet ibcetevreemgy di ssi pa
subgrid scales and the transferred energy tfF
gri d. When the transpogtisdciadore dafur bhlenscueb ki
energy is considered, the mod-gl lisecda Itkul rwbuel e n c

more acc(ANStYS, 23011a

The Sub -Grid - Scale kinetic energy is defined as:

(2.34)
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The turbulent viscosity is calculated through Q

(2.35)
The SGS stresses are calculated by:
C-~ v ¥~T -
o
(2.36)
By adopting the following equation, "Q can be gained:
~ T TQ
ORI NCRe! 16 .0 T Te
\ N ” . O
) Tw Tw o Tw
(2.37)
The values of 0 and O are calculated dynamically. . IS constant equals

1.0 (ANSYS, 2011a ).

Among these -GouHc a$web motiel sSmagorLinlslkyy Sub

GriSYcale model ddbymbopei nskyafdd63)y (i1s966)

the most basic and extensively used one in the
t ank r e éBcatkokresr et )aAndhilsO 0®Bu bSIc al e ncoadhed
used in modelling the turbulent and transitional
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2.3 Computational FIl uid Dynamics Model |l i

Tanks

2.3.1 Miodglithe Rotating I mpeller

Modelling the interactions between the rotating impeller and stationary
baffles is one of the key issues in simulating the flow phenomenon in the
stirred tanks. The approaches used to model the rotating impeller will be
introduced in this section. The generally adopted approaches are (Joshi et

al., 2011 ):

| mpell er Boundary Condition Approach (Bl a

Snapshot Approach

Moment um SsiunrkceApproach

l nne®muter | terative Approach

Mul ti ple Reference Frame Approach

Sl'iding Mesh Approach

2.3.1.1 I mpeller Boundary Condition Approach

The impeller Boundary Condition Approach is an earliest and simplest
method to simulate the rotati ng impeller and it has been adopted by
researchers such as  Ranade and Joshi (1990) and Harvey and Greaves
(1982) to model the rotating impeller in the stirred tanks. In this

approach, the effect of rotating impeller on the surrounding liquid is
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modelled by p roviding boundary conditions which obtained from the

experimental data on the cylindrical surface covering the impeller.

The application of the Impeller Boundary Condition Approach is severely
limited by the availability of the experimental data. In order to carry out
simulation using this method, the flow variables including velocities,
pressure, turbulent kinetic energy, and the turbulent kinetic energy

dissipation rate have to be determined experimentally. These

experimental data will be served as the b oundary and initial conditions of
the cylindrical surface covering the impeller (Joshi et al., 2011 ). This
method lacks generality, since numerical simulations us ing this method

can at the most be extended to the geometries and operation conditions

very much alike to that for which the experimental data are available

(Paul et al.,, 2004 ). If the operation conditions, impeller design, liquid
property or tank geome  try have changed, the boundary conditions have to

be measured again for simulating the new system. Besides, the Impeller
Boundary Condition Approach can only provide the information out of the
cylindrical surface, the detailed flow phenomenon such as flow pattern,
flow velocity, pressure, turbulent kinetic energy, turbulent kinetic energy
dissipation rate etc. around the impeller blade are still unknown.
Therefore, this approach is not appropriate to model the rotating impeller

in this investigation.

2.3.2 Snapshot Approach

The Snapshot Approach proposed by Ranade and Dommeti (1996) , a
different modelling way from the Impeller Boundary Condition A pproach,

can be used to model the rotating impeller. This method assumes that the
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pressure forces formed by the blade rotation will cause ejection of fluid
from the front of the blades and suction of flui d at the back side of the
blades. If the ejection and suction effect are modelled correctly, a realistic

rotational flow in the stirred tank will be well simulated.

In order to achieve this, mass sources and mass sinks were specified on

the front of and o  n the back of the impeller blades respectively. For the

flow in the bulk region, this method assumed that the time derivative

terms in the transport equations are negligible and removed from the
momentum equation. Therefore, the flow in a stirred tank was simulated
using steady state framework along with the source terms (Ranade, 1997 ).
The Snapshot Approach can offer detailed flow information around
impeller blades.  The major limitation of this approach is that this method
assume s the baffles have no effect on the flow in and between the
impeller blades, which will lead to incorrect simulation results where the

baffles and rotating impellers have strong influence on the flows in and

between the impeller blades (Joshi et al., 2011 ).

2.3.1.3 Momentummi&kurApger oach

The Momentum Source -sink Approach was proposed by Pericleous and
Patel (1987) and it was further optimized by Xu and McGrath (1996) to
model the rotational motion of impeller. In th is method, the rotating
impeller is treated as the momentum source, whereas the baffles are

treated as the momentum sinks. This method assumes that there are two
forces namely the drag force and lift force g enerating the flow in the
stirred tanks. The drag force is the force in the fluid resultant velocity

direction and the lift force acts in the perpendicular direction to the
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resultant velocity  (Patwardhan, 2001 ). This method is realized by adding a
term, which is corresponding to the drag force and lift force produced b y
the impeller action, to modify the source terms in the transport equations.

However, the Momentum Source -sink Approach is not an available module

in commercial CFD software. Certain terms such as the momentum
source/sink due to the emergence/decay of the drag and lift force on the
impeller blades are required to be experimentally determined prior to

carrying out these simulations, which limits its applications in modelling

the rotating impeller in industrial scale stirred tanks (Patwardhan, 2001

Chtourou et al., 2014 ).

2.3.1.4 -bmnner (1 O) Approach

The Inner -outer Approach avoids using empirical or e xperimental data to
model the rotating impeller in the stirred tanks, which makes it a more
advantaged method than the Momentum Source -sink  Approach in
simulating the flow in the stirred vessels (Lane, 2006 ). When the Inner -
outer Approach is employed, the computation domain of the stirred tank is

divided into two overlapping zones. The cylindrical region containing the
impeller is defined as the inner zone and the bulk of the region in the
computational domain is defined as the outer zone. In the modelling
procedure, a simulation is firstly carried out in the inner zone in a
reference f rame rotating with the impeller. Arbitrary boundary conditions

will be applied to the inner zone boundary surface. Therefore, a first flow

filed in the inner zone is calculated and the information of velocity profiles,
turbulent kinetic energy and turbulen t kinetic energy dissipation rate on

the inner surface of the outer zone can be obtained. This information will
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be used as the boundary conditions of the outer zone and the simulation

will be performed in the inertial reference frame as the Impeller Bounda ry
Condition Approach. And then, the information of velocity profiles,

turbulent kinetic energy and turbulent kinetic energy dissipation rate on

the outer boundary surface of the inner zone is obtained. These data will

in turn used for the second inner zon e simulation and so on. The inner -
outer interactive procedure will be continued until the simulation reaches

satisfactory numerical convergence (Joshietal., 2011 ).

This method has been employed by several researchers (Montante et al.,
2001a , Brucato et al., 1998 ) to simulate the flow field in the stirred tanks

and agreements were obtained between CFD and experimental data.
However, the Inner -outer approach is very time consuming and it is not
an available module in current commercial CFD software such as FLUENT

and CFX (ANSYS, 2013 , ANSYS, 2011b ), which may limit its application in

modelling the rotating impeller in the stirred vessels.

2.3.1.5 Multiple Reference Frame ( MRF)

The Multiple Reference Frame Approach proposed by Luo et al. (1994b) is
a steady state simulation approach. Similar to the 10 approach, a rotating

reference frame is used to simulate the flow in the inner zone and
stationary reference frame is used to model the flow in the domain of the

outer zone. This method also avoids usin g any experimental data to model

the rotating impeller. Compared with the 10 approach, there is no overlap

region in the computational domain when the MRF approach is adopted.

Instead, an interface is defined and used to bridge the flow variables
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between t he two zones. Thus it makes the MRF approach less

computational demand than the 10 approach (Joshietal., 2011 ).

The MRF method is an available module in many c ommercial CFD
packages and it has been broadly used to model the rotating impeller. For
example, Aubin et al. (2004) studied the effect of the impeller modelling
methods, discretization schemes and turbulent models on simulating the

mean velocities, turbulent kinetic energy, flow pattern and power numbers

etc. The simulation adopting MRF method showed good prediction of the
flow pattern and turbulent kinetic energy in a stirred tank. Scargiali et al.
(2007) employed th e MRF method with the Eulerian 1 Eulerian multiphase
flow approach and the standard ki U turbulence model to study the gas
liquid flow in stirred tank. The simulated gas and liquid flow field and gas

holdup showed agreement with experimental data.

2.3.1.6 Sliding Mesh (SM) Approach

Like the MRF approach, the Sliding Mesh is also a suitable m ethod to
simulate the rotating impeller in the stirred tanks. The Sliding Mesh is an

available module in most commercial CFD packages. By applying this
method, full transient simulation can be carried out using two grid zones:

an inner rotating zone and ou ter stationary zone. The inner rotating zone
includes the impeller. Region out of the inner zone in the computational

domain is treated as the outer stationary zone. During the simulation, the

grid in the inner zone rotates with the impeller while the grid in the outer
zone keeps stationary. The two zones slide with each other at a cylindrical
interface. The standard conservation equations will be solved in the outer

zone and acceleration terms which consider the rotating impeller will be
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added to the conse rvation equations to calculate the flow in the inner zone.

These two regions are coupled at the sliding interface via sliding -grid
algorithm  (Joshi et al.,, 2011 ). The Sliding Mesh Method is an accurate
approach to model the impeller rotation, but it is more computational

demand than the MRF approach (ANSYS, 2011b ).

The Sliding Mesh has been broadly used to study the transient flow field in

the stirred tanks. For example, Bakk er et al. (1997) employed the Sliding
Mesh method to study the time dependent laminar flow in a stirred tank.

They concluded that the Sliding Mesh method can well predict the laminar

flow pattern, velocity magnitude and pumping number without any
experim ental data for the impeller boundary conditions. Fan et al. (2007)
stated that good agreements were obtained between the PIV data and

simulation resu Its applying LES together with the Sliding Mesh.

2.3.2 Boundary and Initial Conditions

The boundary and initial conditions need t
probl ems being simul at ed when numerically
eqguations. Based on t he tFLhAUJENT 't ppekagd bot
conditions could be used to model the single
in the stirred tank are:
T Wal | boundary conditions: t he wall of t an
T I'nterface boundary <conditions: t hal bound

zone and stationary zone which enable flo

be used to calcul at e fl uxes at t he

Z0one.
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Vel ocity inlet boundary conditions: the spec
velocity at the spargercewheirne og-é sheeu sgdaisnt r o d t
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Degassing boundaryheondptiobndg he thek in whi
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The physical properties of fluid such as vi
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The volume fraction of the gaga$hgsedat t he

multiphase flamk stirred t

The wvelocity of t he inlet gagagaingduiubbl e s

mul tiphase flow stirred tank

.3 RANS Modeh&inglef Phase Flow in the Stirred

order to apply the CFD to simulate the real
ks as mwclhlsidad e, accurate numerical model s sh
CFD studies on single phase tsuirnbutlleent and

rred tanks will be reviewed in this section.

.3.1 Mod&aHluirmbgl ent Flow in the Stirred Tanks
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was desigBewa bgt al,. an2d 0téhi s i mpel |l er was Uu:
study of single phase flow mixing in a stirr

the MRF method andk-tUmedelt awemedapplied to m
flow field. The mixing time and power consun
experimentally studied. They found that this
performance and requires |l ess power consumpt

vel osi tip@wer consumption and mixing time shi

with their experimental results.
Bafile
szk@
L5
L6
L3
L4
Fank Ll

“rzml\-ﬁltlx_"‘L Periodic

faces

Figuré&éGeid disc impel IBurwa( $Sdurade}) (2006)

Bakker and Van den Akker (1994b) used the standard ki U model t o
simulate the turbulent flow in a stirred tank equipped with a Rushton

turbine impeller. The results showed the characteristic turbulent flow

pattern in a flat bottom vessel agitated by a Rushton turbine. The liquid

around the impeller was thrust toward t he wall of tank with radial jet flow
reaching the tank wall and forming two circulation loops: the upward
circulation loop and the downward circulation loop. The impeller was

located at an impeller to bottom clearance of one third of tank diameter,
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thus th e size of the downward circulation loop is smaller than the upward

circulation loop.

Deglon and Meyer (2006) investigated the effect of the different turbulent
models, rotating impeller modelling methods and discretization schemes

on the accuracy of simulations in a flat bottom stir red tank fitted with a
Rushton turbine impeller. T hey showed that the Multiple Reference Frames
(MRF) method and the standard k-U model accurately predict the flow in

the trailing vortexes regions. The MRF method and the standard k-U model
enable accurate simulation of the Power number if very fine girds and

higher -order discretization schemes are employed. Due to the deficiencies

of the k-U model, the turbulence kinetic energy near the impeller region

was over or under estimated even very fine gird and hig her-order

discretization were used in the simulations

Aubin et al. (2004) simulated the flow field generated by a down and an

up - pumping pitched blade turbines in a dished bottom stirred tank. The
standard ki U and RNG ki U models were used to model the turbulence.
The Sliding Mesh and MRF methods were adopted to model the rotating
impeller. They observed that the secondary circulation loop below the
impeller is more radially far away from the axial centre and the vorticity
was also larger than the that of secondary loop observed in a flat bottom
stirred tank agitated by a down pumping pitched blade (Gabriele et al.,
2009 ). Aubin et al. (2004) concluded that for simulation of the flow in a
dish bottom vessel, the numerical scheme was important in predicting
turbulent kinetic energy. However the choice of turbulence models:

standard k-U and the RNG ki U models have little effect on predicting the
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mean flow pattern and turbulent kinetic energy. Their simulated turbulent

kinetic energy showed better agreement with experimental data for up -
pumping pitched blade turbine. The latter conclus ion contradicts the
results obtained in flat bottom vessel, where the standard k-U model can
predict the turbulence kinetic energy with smallest deviations than other
turbulence models such as the RNG ki U model and Realizable ki U model

(Jaworski and Zakrzewska, 2002 ).

Haque et al. (2011) adopted four turbulence models: the standard ki U
model, shear -stress transport model and two Reynolds -stress turbulence
models with variant of the pressure -strain correlations to simulate the
turbulent flow in an unbaffled dished bottom stirred vessel fitted with a
Rushton turbine impeller. They foun d that an inner vortex below the
impeller was formed which was not observed in a fully baffled flat bottom

stirred vessel. They concluded that all four turbulence models can predict

very similar flow field, but the Reynolds stress model is more accurate in
predicting the mean axial velocity. All turbulence models give accurate
estimation of the turbulent kinetic energy below the impeller, but
underestimate its level in the impeller region and in the areas close to the

tank walls.

Deen et al. (2002)  adopted the standard ki U model and the sliding mesh
method to study the turbulent flow in a stirred tank. They reported that
the shape of tank bottom has practically no significant effect on the flow

pattern in the Rushton turbine impeller region. However, this conclusion
was based on the comparison of the simulation of the water turbulent flow

in a flat bottom stirred tank with PIV experimental data obtained in a
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dished bottom stirred vessel. Detailed analysis of their results indicates

that the experimentally observed jet fro m the impeller was slightly
inflected downward in the dished bottom stirred tank, whilst it was almost
horizontal in simulation carried out in the flat bottom stirred tank. This

study is mainly focused on the flow field in the region near the impeller (in

Fi g u r2¢ Th2 flow pattern outside the region was not discussed.
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* S=1T7/10

w <

A
l=w=D/4
l
<+ t
y/ 0
H=T C ] tu'
;
+—T>
DAT/3
CcC=T/2
\%

T=0.222 m

Figur2aTBhe investigated region iSoutrlcee:stii

Deen et all) (2002)

According to the above literatures, the single phase flows in the stirred

tanks are often operated in the fully devel oped turbulent state. The
standard ki U model is the generally used turbulence model in modelling

the turbulence in the stirred tanks. The MRF and SM method can be used

in simulating the rotating impeller in the steady and transient simulation

respectively. The most concerned flow parameters such as the flow

42

rred

t



Chapter 2

pattern, flow velocities, power number, turbulent kinetic energy and its

dissipation rate etc. can be well predicted by adopting the standard kiU

model combined with MRF or SM method. The effect of impeller type,

impeller combinations on flow pattern, power number are generally

studied in literatures. Majority of investigations are carried out in the flat

bottom stirred tanks in lab scale. However, dished bottom stirred tanks

are commonly used in industry. The flow in the dished bottom sti rred

tanks may show different flow patterns when water or ionic liquid is

served as the operation liquid. The effect of the stirred tank bottom shape

and bafflesd | ength on water and ionic |iqui

chapter 3 and chapter 4.

2.33.2 Modelling the Tramks&tioneldsFhaow i n

Since the viscosity of the ionic liquid (BmimBF 4) is 0.07 Pa.s, the flow will

be in the transitional state ( p T YQ p tum)mif the pure ionic liquid is
served as the operation liquid in the stirred tanks (Paul et al.,, 2004 ).
However, compared with the turbulent flow modelling, investigations on

the CFD modelling of the transitional flow in the stirred tanks are still very

rare.

Jaworski et al. (1996) simulated the transitional flow of a non -Newton ian
liquid ( Re=430) in a fully baffled flat bottom stirred tank agitated by a

Rushton turbine. The sliding mesh method was used to model the rotating

impeller. The power law equation was defined to describe the rheological
behaviour of the shear thinning o peration fluid. The RNG  k-Umodel, which
includes a differential formulation of the turbulent viscosity that is

supposed to account for the low Reynolds number effects, was used to
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closure the Reynolds -averaged N -S equations. The flow pattern, mean
velocity components, effective viscosity, turbulent kinetic energy and
energy dissipation rate were simulated in their study. The typical radial jet

flow from the impeller was found. The magnitude of the radial - axial
circulation loops diminished a lot when the viscous liquid was agitate din
the stirred tank. High level of turbulent kinetic energy and lowest
apparent viscosity was found in the impeller discharge region. The
simulated mean velocity components including axial, radial and tangential

velocities showed agreement with the LDV d ata. The authors stated that
the RNG k-Umodel can predict better results than the two -equation model
(such as the standard k-U model) when it is adopted for simulating

transient, high swirl, transitional flows.

Murthy Shekhar and Jayanti (2002) employed two different turbulent
models (standard  k-U model and low Reynolds  k-U model) to simulate the
transitional flow field in a stirred tank. Different flow patterns were
observed in the upper bulk region when those models were employed in

the simulation. A secondary circulation flow was found in the corner region
close to the tank top when the low Reynolds k-U model was employed.
The species transport equation was then solved to investigate the mixing

time in the stirred tank. They found different mixing times when the

species transport equation was solved based the initial flow fields
simulated by the standard k-U model and low Reynolds k-U model
respectively. The additional recirculation zone around the main circulation

loop, predicted by the low Reynolds k-U model, will impede the stirred

tank fast mixing and increase the stirred tank mixing time.
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Kelly and Gigas (2003) carried out CFD simulation to model the flow i na

stirred tank agitated by an axial -flow impeller using viscous liquids

(glycerin and Carbopol polymer solutions). The flow pattern investigated is

in the transitioRe®BO0OO0s)t.atE@he(508&®&minar flow
equation was adopted to close the RANS e quations. The MRF method was

used to model the rotating impeller. The Power law model was used to

model the shear -thinning behaviour of the liquid. They found that the

power number of the operation liquid depends on the Reynolds number as

well as on the f low behaviour index of the power law model. The

simulated impeller power number and flow velocities showed good

agreement with the experimental data.

Sossa-Echeverria and Taghipour (2015) numerically and experimentally
studied the flow velocities in the cylindrical tanks agitated by three
different side -entry impellers. The operation liquids (carbopol solutions)

were shear thinning fluids and operated in the Ilaminar -transitional
regimes. The MRF method was used to model the rotating impeller. The
Herschel -Bulkey model and  Bingham model were used to describe the
non - Newtonian property of operation liquids. They found that the impeller

with smaller pitch ratio has lower power requirements and pumping
capacities. Impeller with large pitch ratio offers larger high shear rate

areas. The predicted flow fields showed agreement with the PIV results

It can be concluded that the models designed for modelling the
transitional flows are less developed than the models used to simulate the
fully development turbulent flows. The commonly used standard k-U

model is more appropriate for modelling the flow in the fully development
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turbulent state. However, it may not provide accurate simulation results
such as the flow pattern, flow velocities etc. when the flow is in the
transitional state. The RNG k-U model and low Reynolds k-U model are
more suitable to simulate the transitional flow. Agreements between CFD

and experimental data have been obtained by adopting these two models.

2.3.4 Large Eddy Stimsilmdli®onPlhdse FIl owrien

Tanks

As it was mentioned in section 2.2.2, compared with the RANS modelling,

the Large Eddy Simulation (LES) adopts a different modelling method to

simulate the flows. Since the detailed information of flow structures and
turbulence can be captured by adopting the LES, this method has been
gained much attention in recent years to model the flows operated at

various operation conditions (from the laminar to turbulent regimes). The
investigations of the LES of the single phase flow in the stirred tanks will

be reviewed in this section.

Bakker and Oshinowo (2004) employed the large eddy simulation to
model the large -scale chaotic structures of the turbulent flow field
agitated by a Rushton turbine impeller in a flat bottom stirred tank. The

Sliding Mesh method was applied to model the rotational motion of the
impeller. The trailing vortexes formed behind each blade tips of Rushton

turbine were also numerically studied. Both the  numerical and
experimental  results indicated that the trailing vortexes were formed
behind each blade and moved radially toward the tank wall. This
phenomenon was also verified by the numerical study carried out by

Derksen and Van den Akker (1999) and Eggels (1996)
46
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Zadghaffari et al. (2010) carried out the large eddy simulation to study
the turbulent  water flow in a stirred tank agitated by a Rushton turbine
impeller. The Smagorinsky  -Lilly Sub -Grid -Scale model was used to model
the SGS stresses. The flow pattern, power number, mixing time, turbulent

kinetic energy and its dissipation rate were simulated. The simulation
results showed agreement with the LDV results obtained by Wu and
Patterson (1989) . Zadghaffari et al. (2010) concluded that the LES
simulation can predict the flow field, power number, mean velocity
components and mixing time accurately. The variation trend of turbulent

kinetic energy at radial direction can also be captured. Obvious deviations

with experimenta | data were found in predicting the turbulent kinetic

energy dissipation rate close to the wall and impeller.

Hartmann et al. (2004) performed the LES and Reynolds -averaged
Navier - Stokes (RANS) simulations to model the flow field in a fully baffled
stirred tank. The Reynolds number (Re) equals 7300, which indicates that
the flow is in the lower limit of the turbulent regime. The Sliding Mesh

method was applied to model the rotating impeller. Laser Doppler
Velocimetry (  LDV) was used to verify  the simulation results. They noted
that the LES is more advantageous than the RANS, in which the velocity
fluctuations, Reynold stresses, turbulent kinetic energy are resolved down

to the numerical grid scale. The predicted flow field showed good
agreemen t with the LDV data, whereas deviations can be identified in the
tangential velocit ies predicted by the RANS. The development of trailing
vortexes was well predicted by adopting the LES and RANS simulation.
The LES is better than the RANS simulation in sim ulating the turbulent

kinetic energy and its dissipation rate.
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Delafosse et al. (2008) employed the large eddy simulation to study the
turbulent flow in a mixing tank agitated by a Rushton turbine impeller.
Comparisons were made in the key parameters in terms of the turbulent

kinetic energy, turbulent kinetic energy dissipation rate and velocity

profiles which were predicted by the LES and the standard k-Umodel. The
default Smagorinsky -Lilly Sub -Grid -Scale model was used to model the
Sub-Grid -Scale stresses. They concluded that both the LES and the
standard k-0 model offer good result of the mean flow field. However, the

LES was better in predicting the flow in the impeller discharge region.

Li et al. (2011) investigated the single loop flow patterns agitated by the
Rushton turbines with different diameters. The phase -averaged and phase
resolved velocities, turbulent kinetic energy, trailing vortice s and their
behaviours were simulated and validated by PIV experiments.
Comparisons were made between the simulation results obtained from
standard k-U model and LES. The different SGS models in terms of
Smagorinsky -Lilly, Dynamic Smagorinsky -Lilly and Dyn amic Kinetic
Energy model were used in LES. The simulated flow parameters including
velocity components and turbulent kinetic energy were compared. They
concluded that regions with high levels of turbulent kinetic energy are
consistent with the trailing vo rtexes and the vortexes transfer the energy
from the blade to the bulk region of the stirred tank. The LES with all the

tested SGS models can give accurate results. They found that the flows in

the trailing vortexes regions are anisotropic, thus the standa rd k-0 model
based on isotropic assumption is less accurate in simulating the flow

phenomenon in this area.
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Fan et al. (2007) compared the flow fields predicted by the LES and the
standard k-U model. The Smag orinsky -Lilly Sub-Grid-Scale model was
used in LES . They found that the flow patt erns predicted by the LES are

asymmetric, chaotic, complex and detailed.

Preliminary series of LES of single phase water turbulent flow in a flat

bottom stirred tanks (geomet ry and operation condition are the same as
shown in section 3.2) were carried out to estimate the effect of Sub -Grid -
Scale models on the simulation results. The simulation data were sampled

and compared at a horizontal plane 40 mm above the tank bottom, wh ich
indicates that there is no significant among the simulation results when

different Sub-Grid - Scale models used in this study (Appendix 2.1 Velocity

Magnitudes Predicted by Different SGS Models ).

According the literatures in thi s section , the LES showed more detailed
and accurate simulation results than that predicted by the RANS modelling.
The Smagorinsky -Lilly model was the economic and widely used Sub - Grid -

Scale model in the LES . The LES avoids the limitation of the standard k-U

model that can only be used in the fully developed turbulent flow.
Therefore, the LES together with the Smagorinsky -Lilly Sub -Grid - Scale
model will be used to model the single phase water and the ionic liquid

transitional flow s in the stirred tank.

2.5%5. Modelling -thgquiGasMultiphase FI ow in tr
Tanks
The term multiphase flow is used to descri be

more than one phase(Boenonempor@&@thhase refers
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the solid, liquid or vapour state of the matter
species such as hydrogen, dSylgwar, z kwap fe.r eotr aFlr.e,c

20102 Multiphase flows can be dividedqguind,o four

gasol gdd i quid and thre8cphptwasekdbpbwskt Byl ., 2012
definition, the dispersetdheph@marret iicsl etser nderdo pd £t s
bubbl es i-hiqguoldi df |l ogvas | filguw d alnidquigds f |l ow

respectivel y. The continuous phase is referred

di spersedCbhbhhaseet )all.n t20i0s5 studwmpodeé | f agusfon

thgadiquid dispersion in the stirred vessel. T
requiredhgfacdri qui d multiphase flow modelling in
in terms of bubble size, interphase forces, tur

and discubsedsentton.

2. 3. 5Exlperi ment al StudiBaadbloa $hze in the Stirr

Tanks

Th&nowl edge on bubble size ardtiitrg edli gtarniklsu taircen s
i mportant in determining both the +J4hagauidransfer
interfacial sfléaguiind tshe r@Padl ves s glAsn,dhza004
bubble size data 1is required to carry out mu | |
stirred tanks. Ac c uirnaftoer mzidsh mdne k sy z€&€ act or t owar
successf-buligwias multi phase (Khowpkari maha@at Ramade,

2 00)6

A numbetrewmhfni questboeapi habmad ydi gi t al phreet ography
generally used fortméadbbtemenzeofand its distrib
thestirred t@akillary suctn onntprrwshievei spoant Wi s

technology to measure the bubble size. I n this
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suck bubble and the photoelectric probes are
the bubble insiddMotiheaeneap.iG2@%yes and Barig
(1988%ed capillary probe technigue measured
di stribution at several positions in stirrec
bubbl e si ze distribution was dependent on

rotation and its |l ocation in the stirred tanl

Barigou and Greaceasr i(eld99dut sever al exper

investigate the bubbl e sstiizrer edi sttarmi&lpuul $licamgy i

suction probes. Data were sampled at the bul |
and area bel ow the i mptewlol eme a sTuhrei ntgwepnatiynt s
pl otted i apltahnee nbhiedt ween two adjacenkEi dbwurfd |l es
23. They found that smallest bubbles were foun
tips region due to the high |l evel of turbul
relative |l arger at other sampling positions.
1006 pm, bubbles were not found in the centre
the uncompleted flow circulation. By increa:
| ower circulation | oop was enlarged causing
area. Compared with thei bhpdbll er sieg@i dm, tthhee
sizes are |l arger in the | ower circulation |
from the impeller tips towards t henunmbmnekr wal |
ofbublsland gas hol dup whti lcdb u emlheance !l | i si on

coal escence.

Tre effetchemgel |l er speed on the overall Saut e
the bulk region was foumBarti gole ainns iGgriatvies a If

stated that the increased turbutkecéempeltleasi
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speed was balanced by the increase imisheubbl e co

of gas holdup. The gas holdup in the downward f

that in the upward flow region.
a5
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Figure@Mdasuring poinpbana hmetdween two baffl es

(di mensions iSoumoBarfi gou and GreayYes (1992)

The digital phot ogriampthryusi se,a omdn cal and t he

or mati ve measur ement technique. The experim

5
—

visually evaluated by a#doptimdgkamlmashimeamaddNi enc
(199u)sed this technique successfully measur ed
di stributisoemed i thank. They found that the bubble
the vessel wal | (especially near the baffl es) 0
vessel wer e mor e than four ti mes | arger t han

di scharge region.

Mart?2n et alused 2 Gs0pge)ie d vi deo technique t o stu
formation of thetbubbtdesank equipped with differ
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and with i mgdal laegr giffif erent positions. They f

are smaller under stirring condition than th
The initial bubbl e si ze at t he orifice con
i mpell er to the bubble diameitrepel ITehre i anpeetl il

rotation speed and the gas flow taséeicoatrol

t ank.

Montante et mated(@DOB) al camera studied the

in a stirred tank agitated by a Rushton turtl

was divided into thirteen i nvesRiigguartéd oB. ar e
Fi gurbes hzows the mean bubble size in these thi
seen fRiogmre 2.5, the smalleshémpbbl es appea
(area marked A). Due to the efféebtowértBe d
and C region, the bubble resident time is 1|o
whi dlorstharpgebbles in these areas. I n the upp
G zones, t he di fferences i n bubblyeal sbze al

mentioned that the rbubnbltehse duipapreert eand | ower |

relative the same due to the apparent coal es

i mpell er. Due to the entrainment of bubbl es
increase in bubble size can be found in the
|l ow&r zone, attributtehetior ctunleatji eotn dfl ow, the b
smal l er than uMpetambreelEd.al ., 20
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FigurB&BMBan bubble diameter in different areas. ¢
| ower half vessel; empty symboBmsur awe:per half v
Montante et a) . (2008)
However, t her e i s di f f eerxepnecrei mbat weenr eshét s fr

Barigou and GreaweMonthhd2) et .al Fe x(azndpll8e),

Montante et Bbund2008) the bubble size in the wu
D zones airwelryeltahe same, and negligible discrepa
in |l ower and upper G zones. Bstudwn, Baheé ghhublinag C

size in the area near tiFe gho3eda@mr  pmwd mdi n2gl tion
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| owerzome in Mont@&ntsd uelty a3l .is smaller than
liquid surface (Pobgunt3ec202r3r,ebs,p/onidn ng to wupper

in Montan®Gesewdgl ).

Sever al studi es correlatedimulshlie/rcderdopt &n k
operation conditions, which can be used to
si ze in the stirred vessels. SEanhgr réeseadryl

proposed equati cdnusbhbbtdeedpsedieci n the stirred t
equat daa N2 can be used to estimate the drop
wher e dropl et si ze i s buwelomdmdpd Ibetd a kbuyp . t hTeh e
equat depada ,N° 7% is applicable for bsapdbliedpl avther e
size is conthelblaé¢dsbdbBaters (clOror2e)l at ed Saut e
mean diameter with i nelalnedr Wkeibaeme Welrmb(ars (

showing bel ow:
Q
— LwQ 38
(2.38)

Above equation can be ulseldbdmd pelsetti nsaitzee tfhoer
systems. For mor e concentrated systems, tt
i mportant and this equation may not applica

was e ssthaebd :i
0 ' . o s
0 L p VLI

(2.39)
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whereis the volume fractionUjofi sdicopesrn sled epdhdoe.

all ow for either the damping of turbul ence whe
di spersed phase is ©Oelocatbvebwi hgwt wi thal escence
value fofom 3 ((Pace@ et al ., 1998

Pacek et apropa9ed)correlation between operation

dsowhere breakup controls the droplet/ bubble size

% bwQ?® v- & Vo 8
(2.40 )
where - is specific energy dissip ation rate. O h0 and) are equation
variables and they varies in different systems.
Equation 2.40 has been wusually wused to correlat

i n thel iggausi d4l li iggmiuididk i p h asset ifrirceve. tHeorwmke v er , t his
equiadn was found to be unsatisfactory to predict
some cases where different opdrhatiixamnurmediodms (s
water and i sopropanoMHu weér al,iHuw @0 &8al). , 2006

So ftaltrere has been no report on whether this eql
predict t he bubbl e si ze i n t he ionic l i quids
knowl edge eof bblédbitolug oriinc sloipeuiad ¢ dheitnn rred

tasks still a research gap in |iterature.

2.3.9n2erphase Forces Consi dearqgeud di nMutlhtd plhass e

FI ow Modelling in tkke Stirred Tank

Since the interphase forces advetoeurrmsi nien tthhee bguabsb |
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l'iquid mul ti phase fl ow itnhetrhel ust ibhroesatf t an
i nterphasei nf ogicrews!| atthheonkeiys f actor towards a
multiphase flow modelling. As it was introdu
are many forcrest metdblings omoving in the 1liquid
forces can be categorised as the drag force
for@orud agnedr tthgen., HeOWeEver, the inclusion of
wi || not only bring about vast computation
convergence diffi culitnyt.e rTphhearseef ofrcer,c etsheconsi de
gadiquid multiphase flow moksWilihgbénreheewe

and determined in this section.

The drag force equation is showed in section
by the relative velocity between the gas and
droplets or bubbl es) with |lmwchiemastee caam r
l iquid phlisgheaarsdbayti cles (or droplets or bu
mu ¢ h sl ower to the flowloasdeusdtay heml esThéor
droplets or bubbles) wildl have small er rel at
dropl et s or wbtulbbblhegh density. Therefore, t
become dominant for high density particles (
relative smal |l er as t he density of particl

decr esgAMSYS, 3011a

The | icfet rfeerul ts from | iquid velocity gradien
bet wetemparticles (or droplets or bubbles) anc
i ft force equation i s di spl ayed i n sectio
perpendicularly to thfel adWhreeélti dror cke w@m@iprear s

smal | compartendd rvaigt hf or c e . Someti mes, the | if
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ignored when computes the particles (or dropl et

(ANSYS, 3011a

Added mass force was f oiranleeds whem drmheplpatrd or bul

undergo acceleration different {Scoam gtimdti oeft t he

al ., )200his addricced oona@aht rfiobuti on is added mass
equation of the added mass force is displayed
added mass force has <constant influence and p!

computing the trajectory of parti(Mhesinrn,or drop

201)1

Compared with the drag force and the lift force, the effect of the added
mass force on biodris macls smallereThisfarce is ignored in

most studies and including this force has negligible effect on simulation

results such as flow pattern, velocity profiles, gas holdup etc. in the

stirred tanks. Forexample, Scar gi al i etstalt.ed( 20W0a%t) t he ef fect
added mass force is insignifidamuiwhdenomodaeal Itihrec
stirred QGiambkusn. et alf. ou(na0 0t9h at t her e i s only a
increaskevarall guaps ihnolader ated stirred tank fron

4. 60% and from 4. 36% itmg 4t 6& ebfyearddof virtual n

l'ift force .respectively

Amongherag fbrte dmdadded mhbe dragi £ bece

d omi n aitretde r pfharsaee d nietesdt ddeconsi dered in modelling

gaswater turbulent flow (Secatbpealsiti et eat t anR007

exampPetitti etsahte@l20hd8) velocity fheld is dor
' i qui d nohasten agitatednayurbernedwitatrireesl, t ank

t hust her forces <can be negltehcetreadg cfoamwpcaeheed wi t h
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gaswater turbulent flow.Thethefwstfored twahk
significant f dorb bll @rsg dre i mel usi on of t he I i f
appropriate for closely packebdubhulfdidIN&EY Sor f o
2011bl)n this investigation, it hlemeadbeead obs
mearbubbl e ini ztghaes oni ¢ MmMulQui phase flowhsesystem
stirred btudbmk e size is liesmschlimalnl dr tnhind)ta n

thgaswatewul ti phase f I(obw bdby et esmmze is | arger t
by adopthiegnigsual t ecAnnddvldo gvyi.scosity of the ion
77ti mes | arger thdrer.,t havhi oH meeans foohate t he
coef fiwoiuvelbdtat | east osmealdredert han t hvadatern t he

multiphase flow system (ANSY®H,e 3Q1ITherde ftoarnek,

effect of the | ift forcesognifhemndadlbli@egiot i ol
gadsonic |liquid multiphase flow Isthasemeen th
found tthatinclusion of i ft force -avmad eadded

multiphase fl oiwn mohel §t hwirleld Hhraintkg out conve
di f ftiieesl and highly computational dlurea ntdo ( Wa n
the above tédasadnmnsua,g force can be considered
i nterphaséenmfoaddredd i ng -itchrei cgalsi quid multiphase
stirredlhtearkKfect of I|iftofioorce iom tHhudbhiegmly

fluid such as tilwee giloencitce dithigsas di.gat i on

2.3.5.3 Mo dtehl elAi -mw@g t er Turbul ent FI ow i n t he

Tanks

Apart tfhem i nf or mati on of t he bubbl e si ze,
modeltsheot atimd liemp modell ing method, the two

the turbul enceal smodkeéelhyeafraect or s t owards -t he suc
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liquid flow modelling in the stirred tanks. The
studies henlaiqui d mul tiphase ttureiulreretd ftlaomk i n
reactors wil.| be introduced in this section.

Deen et al . (2002)-Eudseerd a & u lmeertihaond t o descri be

continuity and momentum equations ofkBultiphase

mo d e | was used to modeThdarhag tfuarbaud eomn@l®. t he
interphase force considered in their study. Sl ic
to model the rotating impeller. Since the |iqu

assumed that t he bubbl es havemmbme <Lamen dinamet er

thestirred tank and a9lpildwidd igi muntaad i ga. Free s
boundary condit-defi wad o0sethe | iquid surface, i
the gas phase is allowed to escape from the 1igqg
was defined to describe the gas inflow veloci-
repedt t hat the trailing vortexes formed behind

single phase flow were disappeared and the flow
was introduced from the sparger. The measured |
agreements with PIV datae ITiheyi o oweldo ctihtaite st hr e d
around 30% in the wimphhle!l exiseéginee of gas. The pr

oft hgas phase has | atrlgkei gunpdacvelomci ty field.

Ranade et al appgl2i0d b HFuulleerriiaann model tthe si mul at e

turbulgastat &rl ow in a stirred tkalhitkodellhewasst andar d

used to model the turbulence. The Snapshot met hc
t he rotating i mpell er. The dr ag force was t he
considernédcesirmul ati on. Byodetienitergm at the sparg
the gas injectiiornr eidnttoantkhewast reali zed. The t a
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mo d
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t he

t he

at eadwaalsl for the liquid phase, in which w
ape from here. A si nk ttheeram kwatsotph pfecsri f i e d
s e, wherxd ti ng of bubbles was si muilleat ed.

ation of the gas accumul ation behind eac

ion where trailing vortexes exist. The g
p their structure up ¢aciBndpeddgrreebsl aldehi n
rent CFDusneodd eil 8 t heiironmanmnvewelilgapredict th
umul ation behind the impeller blades and

eement with the PIV dat a.

g et al .ca(rz0ledd) out series of simul ati o
rodynamic behavi eluirgsuiaf muhe i phase fl ow a
bl adenpeliera stirred t anBEul eTrhiea nE unhoedreila nwe
pted mud as e the turbulent flow of the gas
ndle-toho d e | was applied to moTOlRér aghef crucred ul
i ft force wiemetkensi.deTlmdy onottelde t hat
ing of wvirtual mass force did not bring a

ults and cause convergence difficulties.

arndg t oa btohvkei t erature reviweaw eon ttuhdbubent f
el ling i n t he stirred tanks, t he curre
tiphase flow studies are uswmaalelry scyasrtreime d n
rred tanks.-ETher iEan emb d ah d aktUtimeo d= | and

MRF or SM membodedrseé mul ate the multipha
stirred tanks. The drag force is general
erphase for-watemlthehfaw model l ing in the

ks. These mamo helhsiylneg moved t o modwat etrhe ga
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turbul enar fdiamswi ¢ mulgwiiphheien a stirred vessel )
flow pattern and velocity profiles of each phas
et c. are the most conceéehgad iganametuudedsf i ow

in the stirred tanks. These key parameters are
ionic liquid multiphlhasertledwtanwg&tem in

2.3.5.4 Modell i-ngnitdelLiGawsi d Mul ti phase FIl ow

As it has been discussed hiemoss$ ecntuiadenr iakh.d3 . 5. 3,
experiment al studies are -watrirednudwt phase hfel ogwa
system in the stirred tanks.onTlte | stquwdideanudn i tplhe
flow in the stirred tanks are stild/l very rare.
the ionic | iugduieds aifd ngisats | i gqui dt hseylsd mimc ailn
reacstwerre introduced, which will provowdiecinsight
liquid multiphase flow in the stirred tanks.

The Property of lonic Liquid

According to current common dedi@i mboeryri alhe i o
t hat are consisted of cations and anions with
108. Some of them are called room temperature
melting point at r ¢Rolme ctheknopvearaa taunrde §.eTdhdeo n , 2008
persoainscovered and identified ionic |iquid is ¢
Wei ner di scovered ethanol amminium nitrate whi c
bet weesn a®h23 (Gabri el and Wei nmére, f1L8&88& report of
room temperature i doreit ¢ aetdk ouildsl4cawvhen a scienti
call ed Paul Wal den synthesi zed ethyl ammoni um 1
mel t ipmgnt 304&andvas the product of neutralisation
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with concentrat €RlIl encihtkroivca aa caindd Seldaweyer2008

their findings did notnteuvuesetany et pgerfiearh

that time. But this study area is becoming pi
l onic |iquids are salts in liquid form. The
vapour pressur e. Due to the nature of the an
ofi oni c l i quiDdmvariedet ). all.gnizO01lI0i qui ds havi
chosen as preferable solvents in several Cas
proptei es of ionic l'iquid can be adjusted b
particul ar cases of application. Therefore,

|l iquids as desiFgrneeemasmotl Ivee,ntis9 9 8

Generally, for traditional l'iquid, the degr e
affects the viscosity of liquid hence influe
stirred (Sawm&kmsur a et Rl .By 188@ducing t he deg
hydrogenndondhe viscosity of water and corre
be reduced, which makes the(Shwgmuda easi arl .

1992 By adding the electrolytes, the extent

bonding wild.l be deswuptcodi agd of agueous sol
redudedi scoe et).al ., 2000

Compared with the traditional i qui d, the s
forces, Coulombic interactions and the size
of ionic |liquids and make the i oenxiacmplliequi ds
Zhang et als.tatz2@oa)hat the increasetiemr acdn ome
wi || result in the al kyl chain Il engthening o
ionic | iquid nmorwevwiyscionwcsr.easing the al kyl c
the columbic interactions between anions and
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t he i ncr eaksyilngc haai n l engt h has stronger effect
viscosi ttyhatdaedr easing the Coulombic interaction:

cati@hsang et 3glShi r200t0a6 and Fukamawa (t2h®L1) he

charge | ocalizatismn sitmr otnlgeeri amst eraactiiem with a
than the ions with the delocalized charge di st
Coulombic interaction between the cation and ar
shear viscosiOhnon(286@ajed t hat smal |l er the i 01
higher t he cohesion i s. And t he high cohesion

Shirota and Fukamawa (t2&t1)X he high cohesion of

combined with electrostatic forces make i onic |

Researchers also found that by increasing the
nonpolar regions davit dke necpemseeannd more space,
decrease the densi t(Kolobfe cikoneitc).aliFqQu i2d0He® | onger

al kyl chain the Coul ombi c interactions contrib

tens{(Kon beck et)al ., 2010

Hydrodymnam StudtireRedonfc Ls quid

As a new class of solvent, ionic liquids possess several unique properties,

such as high boiling points, low vapour pressure, high viscosity etc., are

worthy of scientific research. Knowledge of the bubble behaviour in  the
ionic liquid s will offer beneficial and fundamental information for design

and scale -up the reactor s and the optimization of the mixing process for
these new class of solvents. However, studies related to hydrodynamics of
gas-ionic liquid system in stirred tank are still very rare in literature S.
Limited studies on  the bubble behaviour in  the ionic liquid s in the bubble

column s are available, which can provide knowledge for researching the
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gas-ionic liquid multiphase flow in the stirred tanks.

Bubble column is a type of chemical reactors normally used in chemical
process industry. The study of bubble behaviour in the bubble column s
will provide valuable information for design and optimization of these
reactor s. The drag force, surface tension, viscosity and density of the ionic
liquids and gas can be used in simulation to describe t he interphase forces
and physical properties  of the gas -ionic liquid multiphase flow systems

(Wang et al., 2010b ).

Wang et al. (2010a) studied the bubble behaviour in the ionic liquids in a
bubble column. They stated that drag force is the dominated force which
determines the bubble velocity in the ionic liquids in the bubble column,

while other forces such as the lift force and added mass force are ignored
because of their small magnitude compared with the drag force. Among
the interphase forces, only the drag force is considered and drag
coefficient correlation considering the properties of ionic liquid such as
high viscosity and non -molecular structure is proposed. When the
proposed drag force coefficient coupled with the PBM (Population Balance

Model), the simulated gas holdup in the bubble column agree d well with
the experimental data than the default one in the F LUENT. However, the
drag force coefficient is applicable in cases operated at low Reynolds
number ®RO&Q550Q . The application of tmaye drag f
limited in modelling  the gas -ionic liquid system operated at high Reynolds

number.

Wang et al. (2010b) adopted an improved volume of fluid (VOF ) method

combined with the modified drag force and drag force coefficient to
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simulate the bubbl eds motion in the ionic
velocity agree d well with experimental data. However, the VOF model is
appropriate for the multiphase flow w ith the dispersed phase volume
fraction less than 10%. Besides, the improved VOF model is proposed
based on the assumption that the bubbles move with the same speed as

the liquid around them. Therefore, the improved VOF method may be not

suitable to model the bubble behaviour in the stirred tanks.

At present, available numerical and experimental studies on the bubble
behaviour in the ionic liquids were mainly carried out in the bubble
column s. The density and viscosity were used to describe the physical
property of the ionic liquid. The drag force plays a leading role in
determining the bubble behaviour in the gas -ionic liquid multiphase flow
system. As another commonly used chemical reactor, stirred tank, open
publications on the gas  -ionic liquid flow in th  ese vessels are still very rare.
Both the numerical and experimental investigations need to carry out to

fill this re sear ch gap.

2.4 Flow Measurement Techniques

The applications of the flow measuring techniques in industry will provide
information to devel op novel configurations of the equipment and expand
present knowledge. These measuring techniques can also be served as

the validation tools for CFD models, which are essential for reactor design

and process optimization in this investigation. The frequent ly used flow
measurement techniques are listed below and will be reviewed in this

section:

66

l'iquid.

Th



Chapter 2

1 Pitot Tube

1 Hot-wire Anemometry

1 Laser Doppler Velocimetry

9 Particle Image Velocimetry
Pitot Tube

The Pitot tube was invited by Henri de Pitot in 1724, to measure the w ater
velocity in rivers, and then this device was modified for measuring flows in

closed channel and vessels etc. Henri de Pitot gave his name to this

device. The typical Pitot tube consists of a right -angled tube with an open
tip direct against the fluid flow and small taps placed perpendicular to the
upcoming flow (see  F i g u r6¢. B2measuring the total pressure (at tube

tip) and static pressure (at small taps), the local velocity can be calculated

fromtheBerno ul | i 6s equation.

Static taps
(several, equally
spaced circumference)

Streamlines

Stagnation point

Differential
manometer

FigureéePRtot tSobme c@hmad (2012)
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This measuring tool has been used to measure the velocity of different
fluid flows for many years (Chevula et al., 2015 ). In early years, it was

used by Wang and Qian (1989) and Jawor s ki and FoanSasure( 1991)

the velocities in  the stirred tanks. This method has its disa dvantage: the
Pitot tube is intrusive tool which needs to be placed inside the flow S.
Therefore, the flow pattern will be affect a lot by the inside probes

especially for the measuring carried out in the small sized vessels. Besides,
it has substantial dyn  amic resistance to  the changing conditions, thus this
device cannot precisely measure the accelerating, unsteady or fluctuating

flows (Ahmed and Alam Uzzal, 201  2).

Hotwi re Anemometry

The hot -wire anemometry (HWA) is another point measurement technique

for measuring the flow velocity. The vital part of HWA is a hot wire
exposed in the flow, which is either heated by a constant current or
retained at a constant temperature (see Fi g u r79. THe.wire is usually
made of tungsten, platinum or platinum -iridium with diameter on the
order of several micrometres. When there is flow passing through the hot

wire, it will cause co  oling effect on this wire. The HWA is based on sensing

and measuring the rate of cooling of the hot wire. Since the electrical
resistance of the fine wire is dependent on the temperature of the metal,

a relationship between the electrical resistance and fl ow velocity can be
made when the fluid passing through the wire (Sun et al.,, 1992 ). ltis
possible to detect the velocity components at this point in the flow field by

combining several  wires on the same probe.
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N 8

/7

Hot wire

Figure@Hatwir e&ogurcklars (2p15)

HWA has been frequently used to study the flow field (Sherif, 1998 , Amini
and Hassan, 2014 ). Beforehand knowledge of the functional dependence

of the heat loss from the hot wire on the flow velocity, density,
temperature and the flow angle will guarantee more accurate test results.
Precise measurement data can be att ained in variety of flows: liquids,
gasses, conducting liquid metals etc. under a wide range of environmental
conditions (Mavros, 2001 ). But HWA has usage limitation in industry, e.qg.

for industrial applications contain dirt and pollutants which will cause

severe damage to the hot-wire anemometer. Besides, the HWA is an
intrus ive measurement technique which will cause modification of the local

flow field (Paul et al., 2004 ).

Laser Doppler Velocimetry

Laser Doppler Velocimetry (LDV) also known as the Laser Doppler
Anemometry (LDA), which is a nonintrusive tool to measure the velocities
of the transparent or semi -transparent fluid flow s. The fluids are seeded
with particle tracers. If the size of these particle tracers is pretty small, in

the order of micrometres, they can be treated as good tracers following

the flow field wit  h their velocity corresponding to the fluid velocity (Paul et

al., 2004 ).
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Figur8LDPV se{BGpurd®d®eda (2008)

Figure 2. 8 illustrates a LDV system. The LDV adopt s splitter to generate
two laser beams which cross at some place in the flow of the fluid being
measured. The tracer particles suspended in the flow are illuminated by

the laser beams and at the same time, these two beams interfere and
generate a set of parallel straight fringes in the intersection area. When

the seeded particle tracers in the fluid pass through the fringes, they
scatter laser light that is then captured by a photodetector. The frequency
of the scattered light from the particles is different from that of the
incident beam from the laser, which is call ed the Doppler shift, is linearly
proportional to the tracer velocity. Therefore, it is possible to determine

the particle velocity at the cross area by analysing the change in the

scattered laser intensity fluctuations on the photodetector.

LDV has been broadly used to measure the velocity profiles in the stirred
tank reactors and good experimental results were obtained by researchers
such as Bittorf and Kre sta (2000) and Schéer et al. (1997) . Like other
velocity measuring tools such as the Pitot tube and Hot -wire Anemometry,

LDV is single point measuring device. It can only measure the velocity at

a set point in the flow field.
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Particle I mage Velocimetry

The Particle Image Velocimetry (PIV) is also a nonintrusive optical flow

measurementand vi s u al i techhiqueused in research. It can be wused
to invedthiéglaotwe fi el d and turbuhemmghbeamptiatsiee
fl ow tamehul ti phase flow systemben®t ntmemsauu e s
velocity for an entire planeheafefardl|l €WV I ha
obvious advantages over point Wi hsee a pmelal saurrye me

suctionapdolidmser Doppler @Drar&khemetetylal ., 1997

PIV measure s the flow velocit ies and flow related properties if the fluid is
seeded with tracer particles. Like the tracers used in the LDV, the tracers
should be assumed to faithfully follow and do not alter the operation liquid.

When a powerful la ser sheet is passing the seeded fluid, these tracers are
illuminated and become visible. Pictures of the tracers at the test area will

be taken by a high speed camera at short intervals. A map of the
instantaneous velocity field can be gained by analysing the displacement

of each tracer at the time interval if sufficient tracer particles are present.

Generally, as shown in Fi gur® th& PIV system consists of a laser
source to illuminate the test area, a high spee d digital camera to record
the images of tracers, a synchronizer to serve as a trigger for controlling

the laser source and camera, a cylindrical lens to convert a laser beam to

a laser sheet, a traverse to control the position of the camera, a computer

and the image sampling and processing software.
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Flow with seeding Laser +machine
7 particles
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Computer
]

Traverse control

Figur@eSRetch of the PIV system

The sampled images of traces are divided into small regions named as the

interrogation areas (IA). The interrogation areas from each image fram e

are cross -correlated with each other, pixel by pixel. The correlation

produces a signal peak and detect s Ant he partic
accurate measurement of the traceroés displ aceme
vector. A detailed velocity vector map over th e whole test area can be

gained by repeating the cross  -correlation for each IA over the two image

frames taken by the high speed camera (Dynamics, 2013 ).

The PIV system has been served as a useful tool in research and used in

flow measurement in the stirred tanks. Li et al. (2011) applied the PIV to
study the single -loop flow pattern generated by a Rushton turbine fixed
close to tank bottom in a stirred tank. They found that the areas with high

level of turbulent kinetic energy were affected by the movement of the

trailing vortexes formed behind the impeller blades. The single  -loop flow
pattern was a ltered into the double -loop one if the impeller dimeter

increased from T/3 to T/2.
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Montante et al. (2 008) adopted two -phase PIV technique to measure the
bubble and liquid velocity profiles in a gas -liquid multiphase flow system
in a stirred tank. They found that there are very small differences between

the liquid and bubble mean radial velocit ies for al | testing locations (above,
near and below the impeller). Expect for the impeller discharge region,

there were obvious slip velocities in the axial direction along the tank wall.

They also found that presence of bubbles has little on affecting the liquid

turbulent characteristics.

Ranade et al. (2001hb) used PIV to study the effect of the gas flow on the
trailing vortexes structure which are formed behind a Rushton turbine
impeller blade. They discovered that the location of the gas cavities
coincides with the location of the trailing vortexes identified in the single
phase water flow. The areas of gas  accumulation were found to maintain

their coherent structure up around 30 degrees behind the impeller blade.

Bakker et adsed 1t9Wi6s) t echnol ogy t oavsetrudy ad f |
pl ane along astbiafféad tank. Their study revea

t hehaotlioaw ff i &@dtdi imed t ank.

Honkanen and Saaremeasomd@db0) fl ow tfthel d us
PI'V technology. The PI'V measuring met hods
mentioned that the PIV ctmepascahsfalledswtithbd
with the flow seeded with the fluorescent t

l'iquid multiphase flow measuring results.

Among the widely used flow measur emeentt odevi c

its -nmhrusive optical flow measurtememti radi | i f
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pl ane of flow dat a, it is the best tool t o meas
system wil |l be used to measure the single phas
fields in the, sdadorpetdeodt aaki date the CFD model s

this investigation.

2.5 Conclusi ons

The CFD simulation methodology for single phas:
and flow measur ement techniques were introducec
model s and approachets i oaetdhnefleosre asricnulgaaps f or t hi

investigation have been identified.

The st arkdatrudr bul ence model i s more appropriate
turbulent flow in the &tliurédl eank. mddel RNGd LE

can be adopted to modeow tihne tthred rasstikitTihoendaMR F |

or SM approach can be used to model the rotati
steady or transient state simulation is carried
interphase forces, the drag force is the domina
coulbal i gnored when sgadibai cndhulgbiephase fl ow in

the stirs.ed tank

The flat bottom stirred ttahrekksD aarned wveixdoeelryy mesna da li r
studi es, whereas the dished bottom stirred tanl
i ndustry. The yflaoow c y dnrayd b e di fferent when th
operated in a dished bottom stirred tank. The e

the hydrodynamics in the stirred tank still need

TheExperi ments need t o be carried out t o obt a

i nfor mawthiierh i s an essent itahlg adiaotnai cu sneud tfi prhase
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modelling. The high speed camera can be adop
size in the stirred tank. The correléatei ons |
ionic liquid and the stiriroends taarnek noopte rpau b loins
openly I|literatures. These correlations wil/
which provides information for est4di maticng t

multiphase flow systems.

Literature review on studies ode sfilngw ei rphtalse

stirred tanks suggest that current i nvestiga
water or-gaveat eur bul ent flow in the stirred v
transitional state when the pure ionic |iqu
|l iquidsi Mhleesephi oni anti qieidoghasc | i quid mul ti
fl ewn transitional states dame tshtei |4t iveareyd rtas

|l iteratures.

The Particle |1 mage MVMkde ctianeiitngt r(uBhwe)at i r e
pl ameasur emeni e & buisleidt teoy stthue hydrodynamics
stirred tanks. Thes éPrl We cc aans atl s theest t ool to

simulation models and results in this invest:
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CHAPTER 3: SINGLE PHASE WATER FLOW S

MODELLING INTHE STIRRED TANKS

3.1 I ntroducti on

Stirred tanks  are broadly used in process industry with these processes
typically involving solids dissolution, fermentation, gas absorption,
extraction etc.  (Paul et al.,, 2004 ). The performance of a stirred tank can
be optimised by adjusting of the operation parame ters including reactor
and impeller shapes, aspect ratio of the stirred tank , type, number,

location and size of impellersand b  affles (Joshietal.,, 2011 ).

As m entioned in the literature review in chapter 2, in order to optimize the

mixing performance of the stirred tanks, several investigations on stirred
tanks were carried out in fully baffled flat bottom vessels in lab scale and
the effect of the type of the i mpeller on the overall flow pattern and the
distributions of the energy dissipation rate in a single phase reactors

(Bakker and Van den Akker, 1994b , Ng and Yianneskis, 2000 , Kumaresan
and Joshi, 2006 ) and in multiphase reactors (Bakker and Van den Akker,
1994a, Gimbun et al.,, 2009 ) were investigated. @ However, in many
industrial applications, especially in the processes carried out at the
elevated pressurised stirred tank s, the dished bottom  tanks are frequently
used. Investigation s carried out in  such dished bottom stirred tanks are

stilrare (Royetal, 2010 ).

The dished bottom  tanks with baffles  reaching to the edge of dish level

are normally used in pressurised processes in industrial applications.
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However the effect of length of baffles and the shape of tank bottom on

the flow field were not discussed in open literature S. The effects of the
bottom shape and baffles & length on the real stirred tanks 6 operation
especially the mixing efficiency might be significant. Therefore, this
chapter investigates the effects of bottom shape and baffle length on the
mixing performance in stir red tanks , which is helpful to obtain further

insights for the design and optimisation of stirred vessels.

Series of numerical simulations were carried out in the agitated stirred
tanks which contain water as the liquid medium. The flow was operated in

the fully development turbulent state. The Rushton turbine impeller was

used in this investigation due to its strong ability of dispersion in the
single phase and gas -liquid multiphase flows and a large number of
available experimental and CFD data in literat ures (Joshi et al.,, 2011 ).
The stirred tanks with different bottom shape and baffles length were
selected to evaluate the key parameters affecting the mixing eff iciency in
terms of the Power number, Flow number, trailing vortex, turbulent

kinetic energy, turbulent kinetic energy dissipation rate and flow pattern.

3. 2Geometries of i rtrhéedn KSsa n d FI ow Operatio

Conditions

3.2.1 Geometridad rafadk e S

The flows in the following three types of stirred vessels were simulated

namely the fully baffled flat bottom stirred tank (FB tank in Figure 3. 1),
the dished bottom stirred tank with baffles reaching to the dis h level (DBD
tank in Figure 3. 2), and dished bottom stirred tank with baffles extend ing
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to the tank bottom (DBB tank in Figure 3. 3). The se tanks are equipped
with four baff les on the tank wall, and a Rushton turbine impeller is fixed
in the tank centre with Y% clearance from the tank bottom . The detailed

dimensions of the three tanks used in simulation are shown from Figure

3.1 to Figure 3. 3.

F 3
b=18.75 mm
|| e
—,\—: w=15 mm H=T=150 mm
l— D=rsmm —| f
Rushton turbine C=75mm
¥ Y
}: T=150 mm »

Figuré&Gaometry haful ly baffled FIlat Bottom stirr g

(FB tank)

b=18.75 mm
> e
Hp=120 mm

s — _|_’—|_,_w=15 mm H=T=150 mm
|<— D=75 mm —bl T

NS

I: T=150 mm :I

Figur2gGB8ometry hai shed Bottom stirred tank with

reachitmg thiesh | evel (DBD t ank)
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b=18.75 mm
—» hat B
—s_I—I_u—l w=15 mm, H=T=150 mm
e— D=75mm—»| T
=75 mm
_¥

i:f. T=150 mm r—i

Figur@adGaometr y ha¥i shed Bottom stirred tank wi

exteinnmgot he ank Bottom (DBB tank)
3.2.2 Flowi OpefCanditions

The simulation s were carried out with water as the working fluid and  with
an impeller speed of 150 rpm . The Reynolds number (  Re) is used to

define the flow regime as showing:

(3.1)

where " is the density of the operatio n liquid, 0 is the impeller rotation
speed, Ois the impeller diameter and ‘ is the viscosity of the operation

liquid.

For Reynolds numbers below 10, the flow in a stirred vessel is laminar.
The fully development turbulent flow is achieved at Reynolds n umbers
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higher than 10,000 in a stirred tank , and the flow is considered
transitional with Reynolds number between 10 and 10,000 (Paul et al.,
2004 ). According to the equation 3.1, the Reynolds number (Re) is about

14,000 and the fully developed turbulen t states were achieved in the

stirred vessels .

3.3 Numerical MetdkRbHsnNng

3.3.1 Turbulence Modelling

The ANSYS FLUENT (Version 14.5) was employed to simulate the flow in

the stirred tanks by solving continuity and momentum equations for the
incompres sible, steady state turbulent flow . FLUENT adopts finite volume
method (F VM). The used solver was velocity -pressure coupling with
second -order numerical schemes for the spatial and temporal

discretization.

As discussed in the chapter 2, t he standard ki U model has robust
application s in modelling the turbulent flow . Therefore, it was used to
close the RANS equations and simulate the turbulence in the stirred tanks.
The detailed RANS equations and the standard ki Umodel were introduced

in the chapter 2 and they will not show here again

3.3.2 Modelling the Rotating I mpeller

The Multiple Reference Frame (MRF) method is less computationally
demanding than the Sliding Mesh (SM) method whilst there is practically
no significant difference in the accuracy bet ween those methods  (Luo et

al., 1994a , Taboretal., 1996 ). Thus, the MRF was used here to model the
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steady -state simulation of the flow field s in the stirred tanks . In the MRF
method, the computational domain is divided into two zones: the
rotational zone and the stationary zone (as indicates from  Figure 3. 4 to
Figure 3. 6). The rotational zone includes the impeller, whereas stationary

zone includes the domain outside rotational zone. An interface was used

to bridge the flow variables between the two zones as shown in Figure 3. 4
to Figure 3. 6 (purple faces that cover the rotational zone  are the
interface).

3.3.3 Meshing the Stirred Tanks

Before the governing equations can be numerically solved, the flow
domain and the surface of all the boundaries need to be discretised into a

finite number of elements known as control volumes by the regular or

irregular arrangement of nodes, namely the mesh . The software, named
Integrated Computer Engineering and M anufacturing Code for
Computational Fluid Dynamics 14.0 (ICEM CFD 14.0), was used to mesh

the geometries of the stirred tanks. The structured hexahedral mesh ,
which enables simple data handling to speed up the calculations , was
employed (Shaw, 1992 ). Figure 3. 4, Figure 3. 5, Figure 3. 6 show the

mesh es of the FB, DBD and DBB stirred tank respectively.
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To make sure that the simulation results are not affected by the size of

grid, the mesh independence test needs to be carried out. The m esh
independence test is used to determine an optimum number of nodes  of
the compu tational domain , where a fairly accurate solution for the
problem is found at the expense of the least computational resources (Mat
and Kaplan, 2001 ). The coarse grids with nodes number of 440 k, 650 k
and 660 k were used for the initial flow modelling in FB tank, DBD tank
and DBB tank respectively . The velocity magnitudes at a horizontal plane

40 mm above the tank bottom w ere monitored in each simulation. The
simulated velocity magnitudes did not significantly change as the grids
number increased to 920 k, 860 k and 880 k for the FB tank, DBD tank
and DBB tank respectively (Appendix 3.1 Mesh Independence Tests of the
Grids of Stirred Tanks ). And the solutions can be considered mesh

independent for the three stirred tanks.

The simulated flow parameters including the Power number, Flow number,
trailing vortex, turbulent kinetic energy , turbulent kinetic energy
dissipation rate and flow pattern in the FB tank, DBD tank DBB tank were

compared and discussed in the next section 3.4 .
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3.4 EffetcheBotft om Shape analL ebagftfhl edsr

FI ow Par ameters

3.4.1 Polwmbeand FIl ow Number

In the stirred vessels design, the Power number 0 and Flow number (0 )
are the key parameters used in describing the impeller energy
consumption and impeller pumping ability of the stirred tank reactor s

respectively (Lane, 2006 ).

3.4.1.1 Power number

The Power number 0 is defined as following equation (Paul eta I., 2004 ):
. 0
"0 O
(3.2)
where P is the power applied to the impeller. N is the impeller speed and

D is the impeller diameter. The power conveyed to the operation liquid is

the product of the impeller rotating speed and torque W :

U cu L’i‘+)

(3.3)

Since the surface s of the impel ler blades have been discretised into a
finite number of elements known as the control volumes, the torque can
be obtained by integrating of the pressure differences between the front

and back side of the  nodes of the control volumes atthe impeller blades:
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(3. 4)

where the summation is over the control volumes “(rorresponding to each
impeller blade surface. wn is the pressure difference between the back

and front side of each blade at the blade surface element (0). 1 is the
radial distance from the impeller shaft centre to the impeller blade surface

element (Zadghaffarietal., 2010 ).

The Power number is a measure of the pow er requirement s in a flow field
for a fixed geometry of impeller. It also gives important information
regarding the energy requirement, heat and mass transfer performance

and stirred tank scale -up (Markopoulos et al.,, 2004 ). A large number of
numerical and experimental investigations have been carried out to study

the Power number and how it is affected by the operation conditions, the
geometry of stirred tank and the impeller (Zadghaffari et al., 2010
Nienow et al., 1983 , Rutherford et al., 1996 , Qietal, 2010 ). It has been
found that the value of Power number sharply decreas es with the
increasing Reynolds number if the flow is operated in laminar condition

('YQ p it Whereas, the 0 is alm ost constant when the flow i s in fully

developed turbulentstate ('Y'Q p fit )n(Paul et al., 2004 ).
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In order to verify the simulated Power number , the Power number s of FB
tank under various operation conditions ( Re=1, 5, 10, 50, 100, 500, 1000,
5000, 1 0000, 50000, 100000 respectively) were simulated and calculated

based on equation 3. 2 to 3. 4. The simulation results were compared with
the available experimental data obtained by Nienow et al. (1983)  with the
same Rushton turbine impeller as shown in Figure 3. 7. Both the simulated
and experimental results showed sharp decrease of the Power number
with the increasing Reynolds number at the laminar regime YQ p 1 and
the Power number is almost constant with the rising Reynolds number if

the flow is in  the fully developed turbulent state ('YQ p fmn)r The
predicted Power number is generally in good agreement with the
experimental data under all operation conditions . However, the predicted
values are slightly smaller than the experimental ones. For instance, at

the Reynolds number of 10,000 when the flow is fully developed
turbulence state , the simulated Power number is 4.6 while the reported

experimentald ata is 5.0.

—=— Nienow et al.,1983
60 —&— CFD data

T T T T
1 10 100 1000 10000 100000
Re [-]

Figur@TBhe predicted and measur edfFBowern knumber
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As has been shown in Figure 3. 7, the predicted Power numbers are
slightly smaller than the experimental ones . The discrepancy may

attribute to the  following reasons.

The first reason may be due to the difference in the thickness of the

impeller used in the modelling and experiment. Rutherford et al. (1996)
carried out experimental study to investigate the effect of the thickness of
the Rushton turbine impel ler blade on the Power number in the turbulent
flow. They found that the Power number is dependent on the thickness of

the impeller blade . The measured torque on the impeller would be
decreased with the increasing blade thickness. The measured torque was
found up to 33% reduction when the ratio of the blade thickness and
impeller diameter was increased from 0.008 to 0.033. Similar conclusions
were also obtained by  Chapple et al. (2002) . The impeller blade used in
this investigation has a ratio of the blade thickness and the impeller
diameter being 0.027, according to Chapple et al. (2002) & study, the
corresponding experimental measured Power number in the turbulent flow

is about 4.9. H owever, it is not clear under which blade thickness Nienow
et al. (1983) obtained the experimental data as this information was not
included in their paper. Therefore, the potential difference in the thickness

of impeller may contribute to the slight discrepancy between the

experiment and simulation r esults.

Another reason that contributes to the discrepancy might be the grid
resolution used for modelling the impeller. Lane (2006) stated that high
resolution gird is needed to mesh the impeller blade for modelling . By

using dense grid resolution , the actual pressure difference between the
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front and back side of each b lade can be well predicted. Deglon and Meyer
(2006) also noted that very fine grid resolution is required to predict the
accurate Power number. However, much higher grid density near the
impeller blade will give rise to excessive computation demand and cause
converge difficulty for flow modelling . Itis also not practical to use very
dense grid near the impeller blade where there were software limitations

on the number of nodes in the computational domain

In order to investigate the effect of the bottom shape and baffles 0 length
on the impeller Power number, the simulated results for Power number as

a function of Reynolds number, ranging from 1 to 10,000 at different
geometries of stirred tank, i.e. FB tank, DBD tank and DBB tank , are
illustrated in  Figure 3. 8. The simulated Power number curve of the FB
tank is almost consistent with the curve of DBB tank under various
operation conditions . The shape of the tank bottom  does not have
significant effect on ~ the Power number at  current investigat ed conditions.
Compared with the FB and DBB tank, the DBD tank has a slightly
reduction of the Power number under turbulent state. For example, the
simulated Power number for FB and DBB tank are 4.6 and 4.5 respectively

(Re=10,000 ), whereas the Power numbe r for DBD tank is 4.0.
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—a— FB tank

60 —e— DBD tank
—a— DBB tank

T T T
1 10 100 1000 10000
Rel]

Figur8TBe Power number curves of three

The FB tank, DBD tank and DBB tank equipped with the same geometries

of the impellers, and the same numbers of nodes were adopted in the
impelle r rotation region in the three stirred tanks. Therefore, the thickness
of the impeller blades and the number of nodes near the impeller blades

are not the key reasons caused the difference in the Power number
prediction in the three stirred tanks. The baff les6length in the DBD tank is
shorter than that in the FB tank and DBB tank. For a Rushton turbine
impeller, the decreased Power number for DBD tank is mainly caused by
the shorter baffles equipped in this vessel . Karcz and Major (1998) carried
out investigations to study t hlower hiumeect of
and found that the Power number of flat bottom stirred tank fitted with
Rushton turbine decreases with the decreasing length o f the baffles
Similar phenomena can also been found in the study carried out by
Markopoulos et al. (2004) where dual Rus hton turbines were used in a flat
bottom stirred tank. Therefore , under the same operation condition, slight
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reduction of the Power number can be identified in the DBD tank. And
compared with the DBD tank, more power was required to operate the

liquid in the FB and the DBB tank by means of the impeller agitation.

3.4.ZF]1 ow number

The Flow nfumbsr a measur ement o B b it lhoeft ypaunmp i ng

(0

i mpelilrera given geoFnheotw yn u withéere r s information f
i mpell er design for cthetiatrtedgLebeef)ROODGE i n
The equas éfdatrhEl ow nuimb ed e f i (Raulkt ah, 2004 ):
. 0
00

( 35)
wherleis the discharge flow rate produced by the
(y means that only the liquid flow rate is used i
The discharge flow rate was calculated by <crea:
spanning the width of t he i mpell er bl ades and
summation over this area as foll owing:

0 Y RO

( 36)

wher¥ RS t he radi abt ¥ienmeoeadi by solving the gov

equat iacmmds t he tur buladnttihrodeddes t he adamea of

radi al fliopw obdehe
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respectively. These values are very <close t
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Couderc,). The8&F hnawmbdroDBD tank was calcul ated t
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(DBD t am&kncdecriemag hei mpel |l er peaifmfpii migency fo

circulating the opetrhit@ok. |l iquid inside

The investigations in tehmanbhf boheomf ébape
baf féll esrxgt h on the FI ow numbernshdadrnerrease.uy ra
According to 5eqguéatisomedtuncttlioonn niunmbet he DBD

t aniks mainly caused by the decreéls)edhéiquid

decrealsmaybe casuaedl abryge dead ,zowki alegwiohl b
il lustirnmteacti ond 8eddtdfied below the impelle
tank wheni watrered haesperation | iquid. This dea
from the t anakndbortetaocihes to the i mpell er. The
this dead zone is al mos# heperex.i sPelodbabthyg it
dead zone area below imdédisbinphel laero,unwhiodh | i qu

axially back to the i mpell erdeasnd tdhiastt hcaarugsee f |
sligretduct itome mmel | er pumpi ng h&biolwi tny mé re d

DBD t.ank
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3.2Trailing Vortex

An important feature of the flow in the immediate vicinity of the impeller

blades is the presence of trailing vortexes, which are strongly swirling

structures produced on the trailing sides of impeller blades due to the flow

separation (Lane, 2006 ). The vort eaee the primaol ®&berces

turbul entchesst i rred ftuddk/s,under sttarnadiilnign gt hveor t e x

behaviowi tiamss t he i mprovement of thet hree xing eff
stirred(Gabmke!l e et,Lal et 2a0Ba&nadd let al ., 2001a
Ther eftohree,i nf ormati on of the trailinghweortexes o
opti mi zattihoemt iorfr ed tank tdreeni ghn@ndperations i n
mi xing industry.

The trailing vortexes  were found forming behind the impeller blades when
the Rushton turbine was used in a stirred tank (see  Figure 3. 9). These
vortexes are caused by the pressure differences between the high

pressure in the front and the low pressure behind each impeller blade and

the radial jet flow induced by the passage of the impeller blade  s. A pair of
trailing vortexes can be observed behind each blade disk of a Rushton
turbine.
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FigureTBailing vortexes behinfisompeél er bl

Ni enow and Wisdom (1974)

In order to show the more detailed pressure differences near the impeller
blade, the simulated pressure field at a horizontal plane passing through

the impeller in the FB tank was simulated and results are showed in Figure
3.10. The impeller is rotating at the anti-clockwise direction at 150 rpm . It
has been found the high pressure region (red) formed in front of each
blade, and low pressure region (green) formed behind every blade where

trailing vortexes  exist .
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In order to investigate the effect of the baffle s dength and tank bottom
shape on the behaviour of the trailing vortex , the trailing vortex
trajectories behind one impeller blade in the FB tank, DBD tank and DBB

tank were simulated and displayed in Figure 3. 12. As can be observed
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from Figure 3. 12, t he trailing vortex in all three stirred tanks have shown
similar locus behind  one Rushton turbine blade, which indicates that the
bottom shape as wellas  the length of baffles  do not have significant effect

on the movement of  the trailing vortex in these stirred vessels

06=0° 0=10° 0=20° 0=30"

--------- FB tank

DBD tank

+ == DBB tank

Impeller blade

v

<«— Impeller disk

Figuré2@omparisohbeéeafai |l i ngesiont h&B, DBD

and DBB tank
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speci al attention has been paid to the si mul
t hi s | oTha simulatad.turbulent kinetic energy ( k) and its dissipat ion
rate ( U)at impeller centre line from impeller blade (r/ Rimp=1) to region

close to the baffle (f  Rimp=2.4) were compared with the available LDV data
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obtained by Wu and Patterson (1989) and CFD results obtained by Lane

(2006) respectively.

The impeller speed is 300 rpm which is the same speed used by Lane
(2006) . Water is served as the operation liquid. The comparisons in terms

of k and U are shown in Figure 3. 13 and Figure 3. 14 respectiv ely, where
the radial distance ( r) was normalized by the radius of impeller Rimp (25
mm), the k was normalized by the square of impeller tip velocity
(Uip=0.79 m/s) and the U was normalized by the average energy
dissipation rate ( Chyy=0.073 m?2/s3) whichi s obtained from below equation:

00 O
18

1
Q~| c

(3.7)

where 0 udr, N=5rps, D=0.05mand V is the volume of the operation
liquid equals to 0.00265 m 3. The flow was in fully develop ed turbulent

state with the Reynolds numbe r of being 12500.

The comparison of the CFD and LDV results of the turbulent kinetic energy

distributions at the impeller centre line are displayed in Figure 3. 13. As

can be seen from Figure 3. 13, boththe Lane(2006) 6 s and this wor kods
results show high level of turbulent kinetic energy close to the impeller

blades ( RmpOrO 1 .R3y), and the values of turbulent kinetic energy are

decreasing away from the impeller blades ( rO1 .R3yp). Both the Lane
(2006)6s and this wor kO peakGralie2 ofmokdat fadial s h o w
distance around r=1.3 Rmp. And the LDV data obtained by Wu and

Patterson (1989) shows the peak at the d istance r=1.4 Rimp. There is a
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large discrepancy between the experimental LDV data and the CFD results

at the radial distance from =R imp to r=1.2 Rimp. This discrepancy is might

due to the experimental error caused by Wu and Patterson (1989) 6s LDV
measurements. In the LDV results obtained by Hartmann et al. (2004) :

showed that the value of k/ Y at the impeller centre line near the

impeller blade (r/ Rimp =1.1) is about 0.06, however as shown in Figure
3.13, the experimental value of normalized k by Wu and Patterson is
around 0.04 at correspond ing positon which is lower than the one
measured by Hartmann et al. (2004) . Nevertheless, the CFD results in this
study showed good agreement with the CFD results by Wu and Patterson
(1989) in the position away from the impeller tips. And the CFD models

used in this investigation provide better results than the CFD models used

by Lane (2006) as they are more close to the LDV results.

0.10
—-—- CFD data (this work)
- ---Lane (2006)
0.08 —— Wu and Patterson (1989)

(e—

0.06
e

e d

>

X 0.04
0.02 4 . o
000 T T T T T T

10 12 1.4 16 1.8 2.0 2.2 2.4

I'/Rimp

Figur&@3Gomparsontbo®FDand LD¥sulotfsthe

tur bul ent Kkinetic ener gy hdeinspterlilbeurt icoennst raet

Figure 3. 14 llustrates the distributions of the turbulent kinetic energy

99



Chapter 3

dissipation rate at  the impeller ¢ entre line obtained by Lane (2006) 6 s CFD
simulation , t hi s wbD prédicton a@d the LDV results from Wu and
Patterson (1989). As can be observed from Figure 3. 14, high level of
turbulent kinetic energy dissipation rate s can be found in regions close to

the impeller blades ( r=Rimp), and the values of the turbulent kinetic

energy dissipation rates are decreasing away from the impeller blades ( rd

Rimp). Again, the current CFD models provide better simulation results

than the models used by Lane (2006) . Large difference s can also be found
between the LDV and the CFD datain the regions from r=Rimp t0 r=1.2 Rimp.
This low level of energy dissipation rate in the LDV experiment may be
also caused by the measuring erro r using LDV , since it was indicated by
Wu and Patterson (1989) that there were obvious difference among
literatures in  measuring the values of Uin the region close to the impeller
blade. And Hartmann et al. (2004) mentioned that due to the high shear
of the impeller blade, high level of Uare always found around the impeller
blades which decay to lower value toward the bulk region . This trend
shown in  Figure 3. 14 is in good consistency as suggested by Hartmann et

al. (2004)
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Generally , the CFD models used in this study undere stimated or
overestimated the  values of the k and Uin the impeller discharg e region |,

which may attribute to the below two reasons

T Numericas$dwee ritduepat i al di scretisation

The accuracy of the CFD model is affected by the number of nodes

Deglon and Meyer (2006) investigated series of models with various grid
resolutions to study the effect of gr id number on prediction of k. It was
found that the accuracy of simulation of k can be improved when  the very

fine grid was used , since if the flow is in turbulent condition, the trailing
vortexes around the impeller blades cause large velocity gradients n ear
the impeller blades. A very find grid is required to reso lve the gradients in

this area. As it has been discussed previously that very fine mesh would
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greatly increase the calculation time and may lead to divergence of the

simulation, therefore, very fine grid was not attempted  in this study

f Errsodue to the isotropsed aismsu @ameikadn

mod e |l

Due to the high shear and swirl caused by the impeller, the flow especially

in the impeller discharge region is anisotropic turbulence, which
contradicts the isotropic assumption of the stand ard k-U model that the
turbulent stresses  are proportional to the mean rate of strain . Anisotropic
turbulence model such as the Reynolds stress model and LES would give
more accurate predictions of the turbul ence parameters such as the
turbulent kinetic energy and turbulent kinetic energy dissipation rate
(Hartmann et al., 2004 ). However, t he problem of underestimat ing or
overestimat ing the turbulent kinetic energy and its dissipation rate is still

unavoidab le so far (Lane, 2006 ).

T Errsadrue t oextpheer i ment al rig
The geometry of the s tirred tank, impeller and baffles used in the lab are
normally made by hand, therefore these components are not exactly the

same as that made by the software. And it has been noted that the
geometry of the stirred tank, impeller and baffles have significan t effect
on the flows inside the stirred vessels (Kumaresan and Joshi, 2006 ) hence

causing the difference between the CFD and experimental r esults.

The LDV and PIV, which laser is served as the light source to illuminate
the flow domain, are broadly used to measure the flow parameters inside

the stirred tank. In this investigation, it has been found that there were
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very strong reflective laser light s at the surfaces of the impeller blades
when the laser beam reached to the impeller blades. The very strong
reflective laser light  will disturb the scattered laser light from the particle
tracers and form glare near the impeller tips hence affectin g the accuracy

of the LDV or PIV  measurement (Petrosky et al., 2015 ).

Despite the slight  underestimation  or overestimation of the k and U the
CFD models used in this study showed good agreement with available
numerical and experimental results from the literature s. These validated
CFD models will therefore be used to investigate the effect of bottom
shape and baf fl eshé tutbe end tkinetic cenergy and its
dissipation rate in the stirred tanks . The numerical simulations were
carried out in the FB tank, DBD tank and DBB tank with tank diameter
T=150 mm and D/T=1/2. The impeller speed is 150 rpm for all stirred
tanks, corresponding t o Reynolds number equals 14,000 . The impeller
was fixed at the height 0. 45 Oz / HOIhe BHafa were sampled close to
the impeller blade (at r=0.26 T). The turbulent kinetic energy was

normalized by the Y (Uwp=0.59 m/s) . The axial distance (z) was

normalized by the tank height (H).

Figure 3. 15 illustrates the averaged turbulent kinetic energy distributions

at the axial distance from 0.4 2T to 0.5 8T for the three tanks . As can be
seen from this figure , the distribution of k showed similar trend for the FB,
DBD and DBB stirred tanks where the turbulent kinetic energy shows peak
value around the impeller blade centre line area ( z/H=0.5) and relative
small values away from this region . The FB and DBB tank show similar

peak values inregion 0. 45 Oz / HOHowewes a slight reduction of  k can
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be found in this region when water is agitated in the DBD tank. This

implies that the shape and length of baffles slightly affect the value of  k at
this area.
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Figure 3. 16 illustrates the  distributions of the turbulent kinetic energy

dissipation rates at the axial distance from 0.42 T to 0.5 8T for the three

tanks. The turbulent kinetic energy dissipation rate Uis normalized by the
average energy input per unit volume (Chvg=0.066 m?/s3). As can be found
from Figure 3. 16, there is no significant difference in U value when water

was agitated in the FB and DBB stirred tank s, except slight decrease of U
in 0. 450z / WO thé DBD tank . Figure 3. 16 implies that the short
length of baffles  slightly weakens the turbulent kinetic energy dissipation

rate in the flow close to the impeller blade .
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According to Figure 3. 15 and Figure 3. 16, the distributions of k and Uin
the FB tank and DBB tank showed similar values, however slight
reductions in  k and U can be observed in the impeller blade sweeping area

(0. 450z / HOWherbwater was agitated in DBD tank. Since the length
of the baffles is the main geometry differen ce between the DBD tank and
the DBB tank, the baffle length slightly affects the turbulent kinetic energy

and its dissipation rate in the region close to the impeller blade. Though
the overall trend is same, the full baffle length stirred tank give higher

Uy hence giving better mixing performance (Zhao et al., 2011
Kumaresan and Joshi, 2006 ). Tosumup, the CFD modelling suggests that
the FB and DBB tank have better mixing performance than the DBD tank

in agi tating water in fully developed turbulent state
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3. 4F owatteamd| Bwel oci ty

It has been mentioned in section 3.4.3 that except for the turb ulent
kinetic energy and its dissipation rate , the flow pattern and the flow
velocity also provide the information  for the stired  tank design and

process optimization . For example, i t has been found that the additional
circulation zones and dead zone int he flow filed of stirred tank will impede

the mixing effic iency in the stirred vessels hence reducing the quality of

the final products and cause the waste of energy (Murthy Shekhar and
Jayanti, 2002).  Therefore, t his section explores the effect of the tan k
bottom shape and baffle length on the flow pattern and the flow velocity
in the stirred tanks , which provide the information for the stirred tank

design and process optimization

The flow pattern in a flat bottom, fully baffled stirred tank fitted with a
Rushton turbine impeller has been extensively studied and it has well

understood . As shown in  Figure 3. 17 to Figure 3. 19, the flow patterns in

the stirred tanks are character ised by the axial symmetry and the
presence of the symmetrical circulation loops with the similar intensity
below and above the impeller . It has been found that the shape of the

bottom and the extension of baffles have a stro ng effect on the flow field
below the impeller , but they have very little effect on the flow field in the

top part (above the impeller) of the vessel. The most striking difference
among the three geometries is the very large volume of nearly stagnant
liquid (dead zone) just between the impeller disk and vessel bottom in the

DBD tank as shownin Figure 3. 18.
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Figure 3. 18 depicts the vector s plot of the flow field in the DBD tank in a

vertical plane between two ad jacent baffles which clearly show that the

intensity of the axial flow is reduced in a dish bottom vessel with baffles
reaching to the edge of the dish. This leads to the reduction of the

downward circulation loop which becomes much smaller than the upward

circulation loop and forms a large dead zone. Such large dead zone was

not observed in a flat bottom fully baffled (FB) stirred tank. In the DBB

tank, the size of the dead zone was reduced by the longer baffles that

reach to the very bottom of the vessel as shown in  Figure 3. 19. With the

help of these longer baffles, the downward axial flow moves along the

dished wall, and then flows towards the impeller when it reaches the

stagnation point close the tank bottom. T his results in larger circulation

loop and the increase of velocity magnitude below the impeller leading

improvement of mixing efficiency.

to

Figure 3. 17 to Figure 3. 19 show that the velocity profiles in and above the

impeller discharge region are nearly the same in all three geometries.

However, there are pronounced differences in the velocity distributions

below the impeller indicating a very strong effect of the dish shape
length of the baffles on the flow below the impeller and close to the
bottom. The details of the flow vectors and contours below the impeller
enabling better comparison of the

on the flow field are shown from Figure 3. 20 to Figure 3. 22.
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In a fully baffled flat bottom vessel (FB tank as shown in Figure 3. 20), the
stagnation zones exist at the bottom and near the corners between the

bottom plane and  the cylindrical walls whilst there is a very intensive axial

flow directly below the impeller. In the dished bottom vessel with baffles
reac hing the edge of the dish ( the DBD tank as shown in  Figure 3. 21) the
stagnation zones at the bottom have disappeared. However, a very large,
cylindrical dead zone separating the circulations loops is formed directl vy
below the impeller.  The diameter of this  dead zone is almost one fifth  of
impeller diameter and it extend s from the impeller to the bottom of the
vessel. Such a large dead zone in  the dished bottom vessels  has not been
reported in the numerical and exper imental studies on flow

hydrodynamics in  the stirred tanks

The presence of such a large dead zone does not only has a negative
effect on mixing in single phase systems, but also causes problems of
suspending solid particles in the liquid in the multiphas e flow systems . The
minimum impeller speed Njs (Paul et al., 2004 ) which is necessary to
suspend the particles is calculated from the empirical correlations based

on the experimental data obtained in a fully baffled flat bottom tanks. The
above simulat ion results with the DBD tank  may rise up a question on the
applicability of such correlations to the dish bottom tanks  where a dead

zone region exists below the impeller

The size of the dead zone can be reduced by extending the baffles to the
very botto m of the vessel as shown in Figure 3. 22, which results in  higher
intensity of the downward flow circulation s and the increase of flow

velocity magnitude between the impeller and the tank bottom (compare
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with  Figure 3. 21 and Figure 3. 22). The increased intensity of the
downward flow circulations and the decreased dead zone region below the
impeller can reduce the mixing time in  the single phase systems (Murthy
Shekhar and Jayanti, 2002) , and might also lead to the decrease of the
minimum velocity of the particles suspension in the solid/ liquid systems

in the stirred tanks

In order to  show more detailed information of the dead zone below the
impeller disk and which velocity components lead to the formation of the
dead zone region , the velocity components were sampled at a horizontal

plane 40 mm above the tank bottom passing through the dead zone (as
indicates in  Figure 3. 20 to Figure 3. 22). The radial distributions of all
velocity components at this plane are normalized by the impeller tip
velocity ( Ugp=0.59 m/s) . The results obtain ed from different s hape of
stired tanks and length of baffles are shown in Figure 3. 23 to Figure 3. 25
respectively . As can be observed from Figure 3. 23, the normalized radial
velocities show little change along the r/R ranging from 0 to 1.0. And t he
radial velocit ies are almost zero at this cross section,  due to the flows in

this region (between impeller and the bottom) is mainly axial/ tangential.
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There is however a strong effect of the shape of the tank bottom and
length of baffles on both tangential and axial velocities in the region bel ow
the impeller (in Figure 3. 24 and Figure 3. 25). As can be observed in
Figure 3. 24, there is a significant reduction of axial vel ocities in the axis of
the vessel from 0.2 Uy in the FB tank to 0.06 Ugp in the DBB tank and to
almost 0 in  the DBD tank , and they followed by a gradual increase to the
positive maximum at r=0.19 R in the FB tank , r=0.41 R in the DBD tank
and to r=0.28 R in the DBB tank . From the range r=0.6 R to r=R, the
axially velocity gradually increases to its negative maximum as it
approaches the wall of the tank with the difference between the three

tanks are very small. Since the m ixing efficiency  of the stirred tank
equipped with the Rushton turbine can be significantly improved by
increas ing the axial flow rate  (Lamarque et al., 2010 ), the FB tank

provides better mixing performance than the DBD and DBB tank especially
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in the region below the impeller. The majority volume of liquid below the

impelleri n the DBD tank is poorly mixed in the axial direction
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Compared with the r adial velocity distributions, t he tangential velocities
shown in Figure 3. 25 are also sensitive to the bottom shape and baffle
length. In the  DBD tank, it can be noticed that almost zero tangential
velocity in the dead zone centre ( rMR=0) and a peak value of the
tangential velocity at the edge of the dead zone ( [r/R=0.3). This
distribution of tangential velocities indicates a forced vortex is formed
here. Due to the short baffles in DBD tank, high level of tangential
velocities can be observed at this data sampling plane. Majority volume of
the liquid in the vortex region is rotat ing in the tangential direction
without efficient mixing in the axial direction. Figure 3. 23 to Figure 3. 25

clearly indicate that r eduction of the axial velocity below  the impeller
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(00r / ROW). causes the reduction of the magnitude of the resultant

velocit ies in this region.
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It is well known that the presence of baffles prevents swirling and

vortexing (Lu et al.,, 1997 , Haque et al.,, 201 1). The relative tangential
velocities between the impeller and liquid were small without baffles ,
which result s in the reduction of the downwards pumping and poor mixing
(Busciglio e t al.,, 2013 ). In the DBD tank, a forced vortex is formed below
the impeller with low tangential velocity at the vortex centre and high
tangential velocity at the vortex edge. Since the m ixing could be
drastically improved when the baffles reach to the ta nk bottom , which
break s the tangential rotation of the liquid and increa ses the axial flow
rate (Lamarque et al,, 2010 ), the extending baffles to the tank bottom

(the DBB and FB tank) can reduce the magnitude of the forced vortex and
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decrease the intensity of rotation liquid below the impe ller. As a result,
the mixing efficiency in the region below the impeller in the dished bottom

stirred tanks can be greatly improved.

3.5 Conclusions

The effect s of the stiredtank bottom shape and bathé |l esd |
single phase water turbulent flow in the stirred tanks were studied. The

most concerned flow parameters such as the Power number , Flow number

trailing vorte X, turbulent kinetic energy , energy dissipation rate and flow

pattern in  the stirred vessel s were simulated and co  mpared with availab le

data in open literatures.

The simulated Power number of the Rushton turbine impeller in the FB
tank showed good agreement with the reference data. At the same
operation condition, due to the short baffles, slight reduction of the Power
number can be fou nd when water was operated in the DBD tank in the
fully developed turbulent state (Re >10,000). The impeller Flow number
was slightly affected by the baf f |l esd | eFlow humber Twas very
similar in the FB tank and the DBB tank with being 0.71 and 0.7 0
respectively. When flow is operated in the DBD tank, the Flow number
was reduced to 0.66. The slight reduction of the Flow number might be
attribute d to the dead zone area formed below the impeller, which
reduces the amount of liquid flow back to the impel ler and discharge from

the impeller blades.

The simulated trailing vortexes trajectory behind one Rushton turbine

impeller blade was compared with the reference data. The simulation
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results in the FB tank showed good agreement with the data from the
refere nce. According to the simulation, the trailing vortexes trajectory

behind impeller blade showed similar trend in the FB, DBD and DBB tank.
The bottom shape and Ve ditflefeffeetold tralling mogtdxh h a

behaviour behind  the impeller blade.

Simul ation s of the turbulent kinetic energy ( k) and energy dissipation rate
(O were carried out in a flat bottom stirred tank with a same geometry
from reference. Due to the grid resolution , the drawback of the standard

ki O model and experimental errors  , under or over estimation of these two
parameters were identified. Generally , the simulated k and Uwere closer
to the experimentally obtained LDV data than the CFD results gained from
other researchers. The same CFD models and approaches were used to

model the k and Uvalues in the FB tank, DBD tank and DBB tank though
out this study . The CFD results indicate d that the distributions of k and U
were very similar near impeller tip s in the FB and DBB tank. At the same
operation condition s, compared with the FB and DBB tank, slight  reduction
of k and U can be found in the regions close to the impeller blade in the
DBD tank. This finding suggests that the FB and DBB tank provide better
mixing performance than the DBD tank in mixing the flow in turbulent

state at the s ame condition compared with the DBD tank.

Finally, the flow patterns and the flow velocities in the FB, DBD and DBB
stirred tank s were numerically investigated. The simulation results showed

t hat both the bottom shape and bafeftloresd
the flow field in the stirred tank s especially in the region below the

impeller. The flat bottom stirred tank, due to its minimum magnitude of
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the dead zone region below the impeller when the liquid was operated in
the fully developed turbulent flo w, has better mixing performance than

the DBD and DBB tank at the same operation condition. A large dead zone
area was formed below the impeller in the DBD tank , which make s it
inefficient to mix the liquid below the impeller in the turbulent flow. The
DBB tank could greatly reduce the magnitude of this dead zone, which
improves the mixing efficiency in the dished bottom stirred tanks. Since
dished bottom tanks are more widely used in mixing industry, similar

stirred tank geometries like the DBB tank will provide better mixing for

the industries.
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CHAPTER 4: LARGE EDDY SIMULATION OF SINGLE
PHASE WATER AND IONIC LIQUID FLOW S IN

STIRRED TANKS

4.1 I ntroducti on

Fundamental information of the flow fields in stirred vessels in terms of

flow pattern, velocity prof iles etc. are essential for optimizing engineering
design and assessing practical performance of stirred tanks (Li et al.,
2011). The flow pattern and velocity profiles in the stirred tank have
significant impact on the processes carried out in these vessels. Especially

for the flow pattern and axial velocity profiles below the impeller which

has substantial effect on solids suspension behaviour (Montante et al.,
2001a, Armenante et al.,, 1998 ). Besides, the mean velocities as well as
flow pattern are important parameters since they are signific ant in
preventing the dead zone formation and ensuring homogeneity in stirred

tanks (Xuereb and Bertrand, 1996 ).

It has been discussed in chapter 3 that one of the major differences

among the three investigated tank geometries is the magnitude of the
forced vortexes formed be low the impeller. Since the Large Eddy
Simulation (LES) is better suited for simulating large dynamic structures,

it was employed here to predict the magnitude of this forced vortex in this

chapter. Since the detailed information of the LES and the justifi cations of
the model parameters have been discussed in section 2.2.2 and 2.3.4 in

chapter 2, the LES models will not show here.
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The LES results of water turbulent flow in stirred tanks are compared with

the velocity profiles obtained from RANS modelling i n chapter 3. The main
focus is on the dead zone regions below the impeller disk. The LES is then
applied to simulate the ionic liquid transitional flow in flat and dished
bottom stirred tanks. The main attention is paid to the areas below the
impeller. Com parisons are made between water turbulent flow and ionic
liquid transitional flow in stirred vessels to show the effect of the flow

regime on the dead zone area below the impeller.

4. 2 LESiIi ogPheas®at erl ow

4. 2.1 Numerical Model ling Methods

The de tailed geometries of  the stirred tanks used in this investigation are

the same as these introduced in the chapter 3. The operation liquid is

water and impeller speed is 150 rpm. As it was showed in chapter 3, the

flow in the stirred tanks was in the fully developed turbulent state
(Re=14,000) under current impeller agitation speed . The meshes of the
stirred tanks were refined and the nodes number of 1.62 million, 1.60

million and 1.65 million were used for DBD tank, DBB tank and FB tank
respectively. The va lue of Y plus near the tank wall and impeller surface is
less than 5 when the maximum g rid size of 2 mm used in the LES, which
means that this size of grid is  fine enough to solve the flow in the near -

wall region and in the flow domain in the LES.

FLUENT (Version 14.5) was used to solve the spatial filtered continuity
and momentum governing equations in the finite volumes. The

Smagorinsky -Lilly subgrid -scale model was used to close the space -
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filtered governing equations and to simulate the effect of the sm all scale

eddies on the large scale eddies.

Since the LES is required to carry out on a basis of a preliminary steady
state flows, the standard ki U model and MRF approach were used to get a
converged steady state flows as the initial condition for LES. And then, the
LES and the sliding mesh (SM) approach were adopted to carry out the

transient simulation in the stirred tanks.

4. 2.2 JudgingenCoenverg

For a transient simulation, the choice of the time step is critical. For a
rotary mechanical device consists of a rotor (the rotating part) and a
stator (the stationary part), around 20 time steps between each blade
passing is recommended (ANSYS, 2011b ). For the impeller agitation
speed at 150 rpm, a time step of 0.003 s was sufficient enough for this

tra nsient simulation. 20 iterations were performed at each time step.

As it was suggested by ANSYS (2011b) and Hartmann et al. (2004) , a
good level of convergence can be achieved at each time step if the
residual values of the velocity components and continuity at the end of

each time step showed three orders of magnitude smaller th an that at the
beginning of the time step. The residual values of velocity components

and continuity were monitored during the simulation. These data were
found dropped within three orders of magnitude at the end of each time

step, which implies good conve rgence of simulations.

Since the torque and velocities are normally served as the indications to

show whether the steady state flows are achieved in the stirred tanks,
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their values were monitored in each simulation (Gimbun et al., 2012 , Liet
al.,, 2011 , Lietal, 2013 ). As the simulation continued, after 12 seconds

of i mpeller rotation time, the torque and velocities were more stable and

periodic which indicates the steady state flows were achieved in the
stirred tanks. The simulation data was then sampled when the flows were

in the steady state. The simulation data over 30 seconds of the stirred
tank running time corresponding to 75 rounds of impeller rotation was

collected and this amount of gathered information was believed to be able

to get reasonable mean velocity profiles.

4. 2.3 Comparisons of Fl owyFiRANS aPrd diES e

In order to compare the flow velocities obtained by RANS and LES, the

times -averaged velocity profiles were obtained at a plane 40 mm above

the bottom of the stirred tanks (the plane was indicated in section 3.4.4 in

chapter 3) for both RA NS and LES. The axial velocity (  Uaa), radial
velocity ( Uradial ), and tangential velocity ( Usangeniai ) Were normalized by the
impeller tip velocity (  Up=0.589 m/s). The radial distance ( r) was
normalized by the tank radius ( R=75 mm). The detailed veloc ity
components distributions in DBD, DBB and FB tank obtained by the
standard ki U model and LES were compared at this area and showed in

this section.

Figure 4. 1 to Figure 4. 3 display the axial, radial and tangential velocity
profiles at the data sampling plane for RANS and LES in DBD tank. Very

low velocit ies were found near the centre of this plane ( r/R =0) in each
figure indicating that a dead zone is formed in this regio n. The axial
velocity is almost zero at the centre of this plane which means poor

121



Chapter 4

mixing in axial direction in this area (in Figure 4. 1). As shown in  Figure
4.3, the trend of the tangential velocity distributions, with zero tangential

velocity at the plane centre and a peak tangential velocity at r=0.3 R,
below the impeller disk indicates that a forced vortex is formed here.

Majority of the liquids at this plane are rotating without efficient mixing in

axial direction. LES predicts slightly higher values in terms of the axial

velocity near the tank wall (0.8 ROr ORand tangential velocity in the
range from r=0.6 R to r=0.8 R than the results obtained by the standard ki
U model.
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Followed by the comparisons made in the DBD tank, the velocities
distributions at the data sampling plane in DBB tank are showed from
Figure 4. 4 to Figure 4. 6. As can be observed from these figures, both the
ki U model and LES show the similar trends of velocity components

distributions at the data sampling plane in the DBB tank. As shown in
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Figure 4. 4, the LES predicts a little higher axial velocity component near

the pl ane centre (0O0OrO00.2R) than kitUhmodel, predi ct ed
however | ower in the area cl|l ose ftriguret4h®e tank wal
shows that the predicted radial velocities are similar for both ki U model

and L ES except in the region of 0.7  ROr OOR. Figure 4. 6 depicts that the

LES gives a slightly higher tangential velocity component than the ki U

model in the radial direction from 0.5 R to 0.8 R. Generally, the predictions

given by ki Umodel and LES are of good consistency.
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Followed by the comparisons made in the DBD and DBB tank, the velocity

profiles in the flat bottom stirred tank at the data sampling plane obtained

by LES and ki Umodel are displayed from Figure 4. 7 to Figure 4. 9. As can
be seen from these figures, there is no significant difference in axial and

radial velocity components predicted by LES and ki O model. However,
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differen ces in the predicted tangential velocity can be observed that LES
predicts lower tangential velocities from plane centre to 0.25 R and higher
tangential velocities from 0.3 R to 0.7 R. The peak value of the tangential
velocity predicated by LES is at 0.25 R, w hile the ki Umodel predicates the
peak value at around 0.19 R indicating smaller forced vortex simulated by

the ki Umodel. Despite the difference, their trends are similar.
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To sum up, it appears that the tangential velocity distributions (the

structure of forced vor  tex) predicted by the LES and standard k-U model
have similar trend for the three stirred tanks. However, in the FB tank,
the size of the vortex predicted by standard k-U model is slight smaller

than that gained by LES. Figure 4. 3 and Figure 4. 6 show that the water
tangential velocity profiles predicted by both methods are similar in DBD
and DBB tanks and minor differences can only be observed away from the
vortex edge. Therefore, the existence of the dead zone w as proved by two

different CFD models.

Generally, velocity profiles obtained by the standard k-U model agree well

with the LES results, which confirm the presence of the large dead zone

area below the impeller in DBD tank. The bott
have significant effect on flow patterns and the mixing efficiency in the

region below th e impeller.
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4.3 LESSimfglPeasdoni ki quiFd osvi nt heStirred

Tanks

The report on the mixing of highly viscous fluids, such as ionic liquids, in
transitional state is rather limited in open literature. To fill this research

gap, systematic numerica | studies on mixing in stirred vessels were
undertaken. The transitional state flow pattern of ionic liquid agitated by

Rushton turbine was modelled by adopting LES as the standard ki U model
is only suitable to model the fully developed turbulent flows. Since the

tank bottom shape and bafflesd | ength have
dynamics in the lower bulk region, attention was paid to the flow pattern

and velocity components below the impeller disk. The simulation results
would not only offer knowledge for design and optimization of the ionic

liquid mixing operations, but also provide information for investigating

mixing efficiency of gas  -ionic liquid multiphase flow in stirred ves sels.

4. 3.1 Operation Conditions

The FB, DBD and DBB stirred tank s used in this investigation have been
introduced in detail in chapter 3. The ionic liquid (BmimBF 4) with * =0.07
Pa.s, "=1210 kg/m 3 (at 25 3 ) was used as operation liquid. For single
phase flow study, the impeller speed was kept at 440 rpm ( Re=650) in
simulation, which was determined experimentally to guarantee liquid flow

without entrainment of bubbles in Pl V measurement of velocity
distributions. Similar conditions are used in the PIV measurement for

validation and the results will be discussed in chapter 7.
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4. 3.2 Numerical Model ling Methods

The same mesh files of stirred tanks used in section 4.2 were adopt ed
here. The standard ki U model was used to get the initial flow fields. And

then, LES was carried out based on the flow fields. A time step of 0.0016

s was used in this transient simulation which is small enough to enable

around 20 time steps between each blade passing . The to rque of the
impeller and the velocities in the region below the impeller were
monitored. The torque and velocities showed regular periodic fluctuations

after 12 seconds of impeller rotating time, which indicates the flows in

stirred tank were in the steady state (Gimbunetal., 2012 , Lietal, 2011
Li et al.,, 2013 ). Th e velocity profiles data were sampled after 12 seconds

of mixing in stirred tanks. Around 30 seconds of simulation data was
collected corresponding to 75 rounds of impeller rotation and this amount

of data was believed to give reasonable mean velocity prof iles.

4. 3.3 Transitional FIl ow Fields in Sti

The effects of the tank bottom shape and

flows in stirred tanks were discussed in this section. The ionic liquid is
agitated in the FB, DBD and DBB tanks respectively with the operation
conditions mentioned in section 4.3.1. The ionic liquid was agitated at 440

rpm. The Reynolds number ( Re) is 650 which indicates that the flow is in

transitional flow regime at these operation conditions (Paul etal., 2004 ).

Figure 4. 10 to Figure 4. 12 show the time -averaged flow vectors and the
contours of velocity magnitude of ionic liquid below the impeller for FB,

DBD and DBB tanks respectively. It can be observed in  Figure 4. 10 to
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Figure 4. 12, the volume of dead zone below the impeller

(Figure 4. 11) is significan tly smaller than the one fo

in DBD tank

und in water fully

turbulent flow mixing. The extent of radial -axial circulation is greatly

reduced with its extent being similar to the results reported by

etal, 1996 ). Meanwhile, secondary circulation flows are

(Jaworski

formed below the

downward circulating loops in each stirred tank with the strongest ones

being observed in flat bottom stirred tank as shown in

reported that the weak turbulence and sec ondary circu

Figure 4. 10. It is

lation loops have

significant effect on mixing performance in that additional recirculation

zone and weak turbulent circulation flow will prolong the mixi

stirred vessels  (Murthy Shekhar and Jayanti, 2002 , San

ng time in

0 and Usui, 1985 ).

The secondary circulation loops identified in the stirred tanks may weaken

the mixing efficiency of ionic li quid at the region.
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In order to provide more detailed information of the effect of the bottom
shape and bafflesd | ength on the
the radial distribution of radial, axial and tangential velocities at the plane

40 mm above the tank bottom in all three geometries are shown from the

inpellerw s

Figure 4. 13 to Figure 4. 15. The data of velocity components were

normalized by impeller tip velocity of 1.73 m/s here. Since this plane

passes through the downward circulation loops, the radial velocity is

negative between 0.3 R and 0.9 R. Figure 4. 13 shows that the radial

velocity at the plane are close indicating that neither the bottom shape

nor bafflesd | ength has significant

However, as shown in Figure 4. 14, the axial velocity in dished bottom

tanks, especially in the DBD tank, is decreased in the regions below the

impeller. The axial velocity in the baffle region (around

reduced in DBD tank where short baffles were employed

efficiency of stirred tank equipped with the Rushton turbine can be

improved significantly by increasing the axial flow rate

2010), the FB and DBB tank provide better mixing than the DBD tank in

r/R =0.9) was also

. Since the mixing

(Lamarque et al.,

regions close to the tank wall. And the FB tank provides b etter mixing

than the DBD and DBB tank in the region below the impeller disk when

the ionic liquid is served as operation liquid.

Figure 4. 15 shows the tangential velocity distributions below the impeller

in each s tirred tank. As it was mentioned in chapter 3, this distribution of
the tangential velocities indicates a forced vortex is formed below the

impeller. The tangential velocities of ionic liquid in the three tanks show

very similar variation trend suggesting that the change of bottom shape

and extension of baffles do not cause significant change on the magnitude
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of forced vortex. This is very different from the phenomenon observed in

the water turbulent flows that the bottom shape and baffle length have a

clear effect on the magnitude of the forced vortex.
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4. 3.4 The Effect of the Flow Regime on the

In order to study the effect of the flow regime on the flow filed. The LES of

water turbul ent flow simulation results showed in section 4.2.3 were
compared with the LES of ionic liquid transitional flow modelling results in

section 4.3.3. The focus was on the region below the impeller and the

detailed differences are showed in Figure 4. 16 to Figure 4. 24. The
simulations will show the different flow behavers of ionic liquid from
conventional solvent like water which will offer insights into stirred tank

design for mixing ionic liquids.

Figure 4. 16 to Figure 4. 24 show the comparison of velocity components of
ionic liquid in transitional state (highly viscous ionic liquid) and water in
turbulent state in the three stirred tanks. The time -averaged data were all

sampled at the horizontal plane 40 mm above the tank bottom in all LES

134



Chapter 4

cases. As shown in  Figure 4. 16, the radial velocity of water in turbulent
flow is practically zero in the flat bottom tank. However, in the ionic liquid
transitional flow, the radial velocity is negat ive away from this plane
centre , and the axial (in Figure 4. 17) and the tangen tial velocities (in
Figure 4. 18) near the tank wall (0 . 9 R O ) @eRquite low due to the high
viscosity of the ionic liquid , all of which implies that the intensity of the
downward circulation has reduced and the liquids start to flow towards the

impeller before they reach the tank bottom. The Figure 4. 17 depicts that

the axial velocities of ionic liquid just below the impeller and in the baffle

region in FB tank are lower than the water in turbulent flow . At the plane
centre ( r/R=0), the axial velocity of ionic liquid is 0.13 Utip which is
smaller than the axial velocity of water of 0.2 Utip implying that the
intensity of mixing in ionic liquid system is decreased (Lamarque et al.,

2010). The tangential velocity profiles in both ionic liquid and water flow
in FB tank are practically overlapping as shown Figure 4. 18. It seems that
the difference in ligquid viscosity does not cause significant effect on the

tangential velocity component below the impeller at this plane.
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Followed by the comparisons made in the FB tank, Figure 4. 19 to Figure
4.21 show the velocity components of water turbulent flow a nd ionic liquid

transitional flow in the DBD tank. As mentioned earlier, the bottom shape
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and baffles length did not have significant effect on the radial velocity

profiles as the radial velocity components showed similar trend in all

tested tanks when wat er and ionic liquid were operated in turbulent or
transitional status respectively. The effect of flow regime on radial velocity
distributions in DBD and DBB tank was very similar as it identified in FB

tank in Figure 4. 16. Therefore, Figure 4. 19 and Figure 4. 22 which

compare the radial velocity components will not further discussed here.
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As can be observed in  Figure 4. 20 and Figure 4. 21, there is strong effect
of flow regime on the axial and tangential velocity profiles. In the water
turbulent flow, the axial velocity at the centre of this plane is practically

zero whilst at the same point the axial velocity of ionic liquid is
approximately 0.07 Usp as shown in  Figure 4. 20. Figure 4. 20 also shows
that the axial velocities of ionic liquid transitional flow is more uniform

than that in the turbulent flow, and it only goes through weak minimum
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value around the baffles ( r=0.9 R). Figure 4. 21 shows a lower peak value
of tangential velocity of ionic liquid than water in the DBD tank below the
impeller, which decreases from 0.22 Uip to 0.15 Uyp. This reduction implies

that a reduced intensity of the forced vortex at this region.
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Figure 4. 22 to Figure 4. 24 show the velocity components of water in
turbulent flow and ionic liquid in transitional flow in DBB tank at a

horizontal plane 40 mm above tank bottom.
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As can be seen in  Figure 4. 23 and Figure 4. 24, slightly decrease of the
axial and tangential velocities at this plane centre can be found when the

ionic liquid is used as operation liquid. While a more obvious reduction of

axial and tangential velocities of ionic liqui d can be observed away from
the plane centre. The peak tangential velocity below the impeller has
reduced a lot (from 0.18 Uip to 0.14 Uygp) which implies that the magnitude

of the forced vortex has redu ced in this area. Like Figure 4. 17, the
reduction of the axial velocities at this plane is observed and the effect of

baffles on promoting the flow in axial direction below the impeller is
weakened when the ionic liquid is agitated in the DBB tank. The peak axial

velo city below the impeller decreased from 0.23 Uip to 0.1 Uyp. Therefore,
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compared with water turbulent flow, the mixing in axial direction below

the impeller is weakened when the ionic liquid is operated in the DBB tank
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Figure 4. 16 to Figure 4. 24 clearly show that the flow regime, the shape of

the tank bottom and the bafflesd | ength have
fields in the stirred tank. For example, in the transitional ionic liquid flow,

flow velocity that closes the tank wall is almost zero in all geometries,

which indicates that ionic liquid in this region is almost stagnant. The

stagnant area near wall region in stirred tank has significant effect on

mixing performance of stirred tank, si nce it may cause concentration

gradients close to the wall and persist for a relative long time during

mixing process hence prolonging the mixing time (Lamberto et al., 1999 ).

Unlike the characteristic water turbulent flow pattern agitated by Rushton

turbine, the ionic liquid viscosity weakened the magnitude of the upward

and down ward circulation loops in all stirred tanks, and reduced the effect

of baffles on generating flow in axial direction in FB tank and DBB tank.

Maybe due to the effect of the high viscosity of ionic liquid and secondary
circulation loops near the tank bottom , the short baffles have slight effect

on forming the dead zone in the area below the impeller disk in DBD tank

where large and obvious stagnant region can be observed in water

turbulent flow.

In the water fully turbulent condition, the extension of baffl esO6 |l ength has
a clear effect on reducing the magnitude of the forced vortex below the

impeller and increasing the flow velocities in axial direction, hence

enhancing the mixing efficiency in this area in the dished bottom stirred

tank. This dead zone has reduced a lot when the ionic liquid is used as the

operation liquid in the DBD tank.
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The DBD and DBB tank have similar performance in mixing the viscous
fluids such as the ionic liquid in the transitional state, but the DBB tank
provides better axial mixi ng near the baffles region. Therefore, for dished
tanks, the DBB tank offers better mixing for viscous fluids such as ionic

liquid than the DBD tank.

4. 4 Conclusions

Since LES provides more accurate simulation results than RANS modelling,

the LES was used in this chapter to simulate the water turbulent flow and

ionic liquid transitional flow in the FB, DBD and DBB stirred tank S.
Comparisons were made between simulated data obtained by LES and

RANS modelling. The LES results of velocity components in stirred tanks
showed agreement with data predicted by the RANS modelling in chapter

3, which once again confirmed the formation of the large dead zone area

in DBD tank.

In the modelling of the ionic liquid transitional flow fields in the stirred

tanks, attention  was paid to regions below the impeller. The intensity of

the upward and downward circulation loops induced by the rotating
impeller were greatly reduced when the ionic liquid was served as the
operation liquid, and secondary circulation loops were formed a round tank
bottom. lonic liquid velocities in the near tank bottom region were quite

low, which would cause the existence of concentration gradients for a

relative long time hence affecting the mixing efficiency in this region.

The flow pattern and veloc ity components were similar in DBD and DBB

tank below the impeller region when the ionic liquid was agitated in these
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vessels. The dead zone found in the water turbulent flow in the DBD tank

was reduced clearly when the ionic liquid was used as the operati on liquid.
Therefore, the disadvantage of the DBD tank in mixing performance was
reduced when liquid with high viscosity such as ionic liquid was mixed in

this vessel. Since the DBB tank provides better axial mixing near baffle

region, the DBB tank offers better mixing for viscous fluids such as ionic

liquid.
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CHAPTER 5: EXPERIMENTAL INVESTIGATION ON
THE EFFECTS OF MIXING PARAMETERS AND
PHYSICAL PROPERTIES OF IONIC LIQUID ON THE

BUBBLE SIZEIN A STIRRED TANK

5.1 I ntroducti on

The multiphbhsqui(datliowed t dmloadibbsya in the
mi xing industry, since théwcknmbfkoeern e fgfhi clieevnetl s
contacting between the gasunard tddkagd i chagpshase to
transfer and improve ((Phelreactdlommn@adtaelsgood
design ofulthphase stamdetdhe aagsi mi zed mixing pr
can improve the quality of themfoiumafls pheduct s,
excesshiypeoduahdout down the opefMateildreal anast
Dudukovic), Zbhbébefore, the contact area of the ge
is theimpettpantamet er f elri quhied gnausl ti phase fl ow re

degh and mixing process optimization.
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experimental anad vrewsmdrgiatatihhres bubbl e size in the
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operation éighedkewnrfactors affecting the bubbl
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speed, gas flow rate andthpbybsoociat brgpedt s ekl

thbubbl e dihgeasiomic | iquid system
5. Experimentalanl3amera Cali bration
5. 2Experi ment al Setup

The bubbé¢ emsasurement was carried out in a d
tank with four baffles reaching to the edge
vessiess equiwppéda standard Rushton turbine i mj
hal f way between the tank btoditloend agalo meotpr.y Tadhfe
stirred tank was i ntr @ dAigored 2)i. n T Giletarmd eeag s 3

served as gandsobmgai d (BmgmBBus sowiutthih ons

various conswate asteouda udggghase. A gwaist ht ube
aninner diametewasofi nzlseenmmmed into the stirred
cover waansfli xed below thkeei mpebhftance between t

outl et and tank whoetrteo nT itissnk/h4ei amet er whi ch e
150 mmpodus filter wabeé Opxed hentube to brea
incoming gas intoTémalglasbphllses was i ntroduc:ée
stirred t ank t hroollgdnh dads sfltauber ate was con

adjusagag flow meter.
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ga,s he l evel of t he operation l'iquid i nside
mai nt ained at t he height egmat er.t oT hteh e Rotoam k
temperature was3 kepitna@tt & esxwpehi méretaial p of

conditioning.

A high speed2@4s8ne2 Gi8kel s CCRhlonwast ed t o
microsqiNp&®W t o capture the images of bubbl es

t ank.

The i mpebkpeedcomatsr oatl ed50 r pm, 200 rpm and 250
respectivedy.f TOwaxaner dblyl @ed gas fl owmeter. The

rate was controll ed at aG.dl OL /3milLeisnpidhc t2i \Ld Imi nf or

each impeller agitation spegedatd@ibr RBhfmel |l er spe

was not considered to a&wndirdi sffmgoxmmhf i bant i quird

surface into the stirntdae tgamkv rlarnt ea dvdist irocens,t ri ct

l ess thah mbmm3 make t hatthee I mages ®f bbubbdhey

weraeget ectianblpgosdocessing. The minimum i mpeller agi

of 1r5p0mnd the maxi mum ¢&s3€i/mgwerraetnep | oyt ed
guar anttheceb mpl et e diepet hiceomasamphdsri eved i n

thsetirred tank.

52. Zamera Calibration

In order to acc urately measure the bubble size in the stirred tank by
means of measuring the number of image pixels of each bubble , the
camera used in this investigation needs to be calibrated prior to the
measurement. During the calibration, a relationship between the

measured pixels of the calibration target (Pix¢) and the microscope
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settings (Mics) can be obtained at a focal plane. Since the diameter of the
calibration target is known, a correlation between the distance and the
pixel numbers in the image can be obtaine d. Itis possible to get the data

of the bubble size by measuring the pixel numbers of the bubble diameter
at the focal plane at different microscope setting s marked on the

microscope .

Microscope

High speed
camera
)

(a) Camera mounted at (p)y calibrafiasedtatage
Computer Stirred tank
- |
(@) [e) .
Microscope o Light
o © ° source

LT

(c$Yketch of the experimental r

FiguréESperi ment setup

Figure 5. 1 shows the e xperiment setup . A clip with diameter of 900 um

was chosen as the calibration target which was attached at the outside
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wall of the stirred tank. A high speed camera connected to a computer
was mounted at a microscope to observe the image of the target from the

monitor .

The flow in the stirred tank was illuminated by a light source (18 watts
lamp ) placed at the other side of the vessel facing the lens of the
microscope . In this way , the contrast ratio between the image background
and the bubbles was enhanced. The exposure time of the camera was
adjusted carefully to avoid over expos ure which otherwise would cause
severe damage to the camera, and to prevent image distortion due to
bubbles 6fast motion in  the stirred tank. An exposure time of 900 1 swas

chosen which was found to get better bubble images in the experiments.

The Dantec Dynamics software was used to record the images of this
target. The pixel numbers of the calibration target were measured by the

image analysis tool in ~ the Dantec Dy namics software .

Since the original pictures captured by the Dantec Dynamics are saved in

a 32-bit tiff format, these photos cannot be displayed on computer. The
software named Image J was used to convert the 32-bit tiff data into 16 -
bit jpg files. To get enough data to analyse  the mean bubble size , at least
600 images were sampled at each operation condition. These images of
bubbles were further processed to increase the contrast ratio between the

bubbles and image background, which makes the bubbles 0 bou ndaries
easier to be identified. The pixel numbers of each bubble & diameter were

obtained and analysed in the Bubble Pro software at various operating
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condition s. Around 40 ,000 images of bubbles 6boundaries were drawn and

processed manually in the softwar e.

Since the target pixel numbers (Pix ¢) will be changed accordingly when

the microscope

setting (Mic ) is adjusted during the measurement , a

relationship between the target pixels and the microscope settings can be

obtained which will  facilitate the measu ring process . This relationship is

shown in Figure 5. 2.
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mi croscope settings

the plotted data from Figure 5. 2 can be expressed as

Pix. =122. 4 Mics+5. 9
(5.1)
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where the microscope  setting (Mics) ranges from 0.8 to 5.

Since the diameter of the calibration clip is 900 um, the conversion from 1

pixe | to micron s is given by the below equation:

Micron s= 900/ measured pixels

(5.2)

Equation 5.1 and 5.2 are embedded in the Bubble Pro software for
calculation of the pixel numbers . The bubble size can be calculated by
drawing the bubble  boundary with hand at the focal plane and analysing

the pixel number s of bubble & diameter .

53Measuri ng htylsd Pradpert yjonoifld quiSe@d !l uti ons

In order to carry out the gas -ionic liquid multiphase flow numerical
simulations and study the effect of the liquid physica | properties on the

bubble size in the stirred tank, the physical properties including the

viscosity, surface tension and density of O wt % 1. W%t 5. %t 10
wt % 30. %t 50. wt 100 %wtonl cquiBdni mBRqueous

s ol ut weoemeasured and show ed inthis section .

The ionic liquid (BmimBF 4) used in this investigation was purchased from
Cheng Jie (Shanghai, China) chemical company. Table 5. 1 shows the
information  of physical properties  of the pure ionic li quid (BmimBF ) used

in this study.
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Tabl el PBhhysi cal properties of ioni

1-But-g-met hyl i mi de

Name tetrafluoroborat

CAS No. 1745656

Mol ecul ar for mul a CsHi1 N2B R

Abbreviati on BMI MBF
Mel ting point -8 3

Mol ecul ar wei ght 226.02
Density 120Rg/3m
Vi scosity 7. 0*4Ma. s
Surface tension 43. 8N/ m

53.1 Viscosity measur ement

A rheometer (Malvern Kinexus, UK) was used to test the viscosities of the
BmimBF 4 aqueous solutions (0  wt.%,1 wt.%,5 wt.%, 10 wt.%, 30 wt.%,
50 wt.% and 100  wt.%). In order to test the accuracy of the rheometer,

pure water was measured as the testing sample before measuring the
BmimBF 4 solutions. Samples were placed on the test ing platform , and a
cone -plate were move d towards the t esting platform and contact ed with
the samples (in Figure 5. 3). The cone-plate rotated at various speeds
during each measurement. By monitoring the shear forces and shear rates

applied to the samples, the viscosit ies can be obtained  (Hill, 2013 ). The
temperature of  the platform was controlled at 25 3 . The shear rate of the
cone-plate was varied from 0.1 to 1000 s! at each measurement. The

dynamic viscosities of  the ionic liquid solutions showed constant values
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under various shear rates after the system was stabilize d, which indicates

that these ionic liquid solutions are Newtonian fluids.

(ayheesitngl at form (blboading sampl e

(cA comleameves towar disnglhat ftfaensdn riortgatt di f f e

spesd

FigureaMbBasement tdhfei sc o eistBarfi mMmBF4 sol uti ons

Figure 5. 4 shows the viscosities of different concentrations of BmimBF 4
aqueous solutions. As can be seen from this figure, there is very little
increase in the liquid viscosity when the concentration of BmimBF 4 grows
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from 0 wt.% to 50 wt.%. However, a sharp growth of liquid viscosity is
identified  with increasing BmimBF 4 concentration from 50 wt.% to 100
wt.%. This trend is very similar to the variation trend reported by Liu et al.
(2008) , in which all tested ionic liquids showed constant viscosity in dilute

solutions and there was a rapid rise of viscosity in concentrated solutions
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0.05—-
0.04—-

0.03 1

Viscosity [Pa.s]

0.02

0.01 1 .

0.00

T T |
0 20 40 60 80 100
Concentration of BmimBF, [wt.%]

FiguréSample viscosities at difksefent conc

Bmi mBF4 sol utions

53.2 Surface tension measur ement

The surface tension data of Bmimbf 4 Ssolutions were measured by a
surface tension meter (Hengping Instrument, China). During the
experiment, a round 30 ml of each sample was poured into a beaker
placed on a lifting platform at each test . A small platinum loop was used in

this measurement which  was hung above the lifting platform. This

platform can move towards the platinum loop gradually allowing the loop
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to immerse into the testing sample gently. Afterward s, the platform
started to move downward. As the platform moving down, a liquid film

was formed between the liquid surface and platinum loop (see Figure 5. 5).
Finally, this platinum loop was detached from the liquid surface. During

this detachment, a peak force that enables the platinum loop to detach

from the liquid surface was detected. This peak force was then used to
calculate the surface tension force in the s oftware installed in this
equipment.

air (]

l Liquid
(a) Platinum |l oop di (bliquid film was f¢
sampl e and beaker st pl at froovri dgwn

downwar ds

FigurBMBasemenoft he surface t &8ms  mdisgt of

solutions

In order to test the accuracy of the surface tension meter, water was
employed as the testing sample first. The measured surface tension of
water (at 25 3 ) is 71.85 mN/m . This value is very close to the reference
data (71.97 mN/m) from the reference book of this instrument , which
show s good accuracy of this surface tension meter . BmimBF 4 solutions (0
wt.%, 1 wt.%, 5 wt.%, 10 wt.%, 30 wt.%, 50 wt.% and 100 wt.%) were

tested afterwards. After finishing each measurement, the beaker was
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washed with cleanse r, distilled water and wiped clean for further use . The
platinum loop was cleaned by the distilled water and heated by a flame of

alcohol lamp for the next me asurement.
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solutions

The surface tension data of different concentration of BmimBF 4 solutions

are plotted in  Figure 5. 6. As can be observed from this graph, the surface

tension of the tested samples decreased sharply in the solution s with
concentration increas ing from 0% to 10 wt.%. However, surface tension

stays almost constant af t er ward when sol uti omessgd concen
from 30 wt.% to 10 O wt.% . This variation trend is due to the differential

surface segregation of cations and anions at different ionic  liquid
concentrations. At low ionic liquid concentration, the cations are the

dominant species at the interface. A nd with the increasing ionic liquid

concentration, anions start to balance their distributions until both cations
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and anions are evenly present ed (Malhametal.,,2 006, Sung et al., 2005 ),
resulting in almost constant surface tension force at higher concentrations

of ionic liquid  solutions (from3 Owt.%to 10 0 wt.% ).

5.3.3 Demsasgyr ement

Densimeter (DH -300L, China) with a measuring range of 1 -99999 kg/m 3
was used to test the density of BmimBF 4 solutions at 253 . The d ensimeter
was calibrated first using standard 100g weight . The p ure water was used
as the testing sample to test the accuracy of this equipment . The tested
water density equals 998 kg/m 3. This value is very close to the reference
data of 997 kg/m 32 (at 253 ), which indicat es the good measuring accuracy
of the d ensimeter . The ionic liquid solutions were tested afterwards and

the measured data are shown in Figure 5. 7. As can be seen from this
figure, the variation of the densities of ionic liquid solutions is almost in
linear relation with the BmimBF 4 concentrations . This trend is  consistent
with the variation tr end of the density of ionic liquids aqueous solutions

tested by Liu et al. (2008)

1200 — /.

1150 +

1100

Density [kg/m?3]

1050

1000

0 : 2‘0 ' 410 i 6]0 ! 8]0 : 160

Concentration of BmimBF, [wt. %]
FiguréDbnsiafdi fferent conseht Bmt mBFR4
solutions
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Table 5.2 summar itsteal detailed physicalBmpmBpFerti e:
solutiowmaobuding viscosity, surface teaseéon an

critical parameters for modelling the ionic |

Tabl e Physical properties of Bmi mBF4 sol

Physical p

Viscosity Surface t¢ Density

Concentr ( mN/ m) (kgPhm
(wt . %)

0 9.*710 71. 82 998

1 9.*%10 65. 13 1000

5 8.*%140 52. 76 1006

10 9.*%10 47 .56 1015

30 1.38 146 44 .5 1050

50 2.1* 16 44,92 1087

100 7.0* 20 43.85 1202
5. 4 Di stribution of Bubbl e Si ze i n l oni «

Various Operation Conditions

Based on above measurements, this section experimentally investigate
the effects of the impeller speed, gas flow rate and physical properties of
ionic liquid solutions on the bubble size in the gas-ionic liquid system in

the stirred tank.

In order to analyse the images of bubbles in the gas -liquid stirring system
operat ed in steady state, an optimum stirred tank running time needs to

be determine d. The minimum running time of 10 minutes for each
operation conditions was suggested to ensure the system to operate at
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the steady state and this running time was used throughout the

experiment s for this study (Huetal.,, 2005a ).

The image qualities of bubbles are  strongly affected by the light source. In
this experiment, i t was found that as the number of bubbles increase in

the stirred tank by means of increasing the impeller speed or gassing rate,

the excessive bubbles block ed the light from the light source , Which
mak es the bubble images at the focal plane were noteasy tobe identified .
The images of bubble are in good quality under the fixed impeller speed of

150 rpm with gassing rates of 0.1 L/min, 0.2 L/min and 0.3 L/min
respectively; or under the fixed gassing rate of 0.1 L/min with impeller

speeds of 150 rpm, 200 rp m and 250 rpm. Therefore, the information  of

the bubble size under the above operation conditions is investigated.

5.4.1 The Effect of onmpBeublbelre SJiezeed

This section shows the  effect of the impeller agitation speed on the bubble
size in the stirred tank . Figure 5. 8 shows the bubble images in different
ionic liquid aqueous solutions under the fixed gassing rate of 0.1 L/min
with impeller speeds of 150 rpm, 200 rpm and 250 rpm respectively. As
can be seen clearly from Figure 5. 8, a decrease of bubble diameter can be
observed with increasing impeller speed from 150 rpm to 250 rpm for all

ionic liquid solutions  due to the fact thatt he bubble size distribution is a
result of dynamics of the bubble breakage and coalescence rates. For the
breakage of bubble, the energy input must be high enough to overcome

the force that hold it together as a function of surface tension force. The

energy needed to break a bubble comes f rom the surrounding flow field as

a form of kinetic energy in the turbulent eddies, shear energy, or as a
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combination of the two (Stamatoudis and Tavlarides, 1985 ). And t he

bubble coalescence occurs when bubble s suspended in a moving fluid :

collide with one another. At the time of collision a thin film of liquid
between them was formed. If the bubbles contact together for sufficient
time, the liquid film will be thin and rupture and thus resulting in
coalescence. However, the colliding bubb les will separate instead of
coalescence if the contact time is less than the film drainage time (Paul et
al., 2004 ). The increasing impeller speed will result in higher turbulence
intensity and shear rate , which will increase  bubble breakage frequency

(Stamatoudis and Tavlarides, 1985 ), hence resulting in the smaller

bubbles in the stirred tank.
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The bubbles sho wed i rregular spherical shape in each picture when the
pure water (0 wt.% of ionic liquid) is agitated in the stirred tank. At the

same operation condition, significant reduction of bubble size can be

found when only 1 wt.% of ionic liquid solution is used as the operation
liquid. This phenomenon is the result of the high surface tension of pure

water, in which bubble s d&reakage is restrained and large bubbles are
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more easily formed in stirred tank during gassing and stirring. The larger
bubbles are easier to be deformed in flow, while smaller bubbles are

dragged by the flow with little deformation (Paul et al., 2004 ).

The Sauter mean diameter (ds2) is widely used in literatures to
characterise the bubble size in the gas  -liquid multiphase flow system, as it
relates the volume of the dispersed phase to its area consequently the
chemical reaction rates and mass transfer. Therefore, the Sauter mean
diameter was adopted in this section to characterise the detailed bubble
size information in the gas  -ionic ligu id aqueous solutions in the stirred

tank. The Sauter mean diameter is defined as

o BeQ
BEQ
(5.3)
where n ; is the number of bubbles with an equivalent diameter d eq Which
is obtained by assuming the bubbles as ellipsoid s (Paul et al., 2004 ). The
deqi is calculated through
A A A
(5.4)
where A is the horizontal bubble diameter , A is the vertical bubble

diameter as shownin Figure 5. 9.
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f——a'—

Figur 8Tthehori zontal and ver toifc aalb bduieamet er

Additional two groups of measured data were added into Figure 5.10 to
Figure 5.16 to fit the bubble  size information by using the power function,
in which the impeller agitation speed was kept at 180 rpm and 220 rpm
respectively. The detailed values of ds; at different impeller agitation
speeds and ionic liquid concentrations at gassing rate of 0.1 L/min were

plotted from Figure 5. 10 to Figure 5. 16 respectively. As can  be found in
those figures, the data of ds2 is decreasing with the increasing impeller
speed for all ionic liquid solutions. Significant reduction of ds; is identified
when the impeller speed increase s from 150 rpm to 200 rpm with pure
water and 1 wt.% ion ic liquid solution being used as the operation liquid

respectively.

The surface tension of pure water and 1 wt.% ionic liquid solution is much
higher than other  ionic liquid solutions. Larger bubbles are easily formed

at low impeller energy power input in to the gas -liquid flow system. The
large bubbles are easily deformed and broken, while small bubbles are

more stable and move with the flow (Manti et al., 2008 ). Therefore, as
can be seen from Figure 5. 10 and Figure 5. 11, the increase of energy
input by means of rising impeller speed from 200 rpm to 250 rom does
not cause great reduction of ds» compared with the increase from 150 rpm

to 200 rpm.  With the increas e of ionic liquid concentration from 5 wt.% to
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100 wt.% (Figure 5. 12 to Figure 5. 16), more stable, sphere and smaller

bubbles are formed,  with the reduction of ds> being not remarkable.
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Figuré6Saut emeandi ametaear di fferent i mpeller

(10 wt.i%nic liquid solution)

The relationship between the imp eller agitation speed and the d 32 IS

reported to fit with the following equation proposed by (Pacek et al.,
1998 ):
Q 708 54"

(5.5)
where D is the impeller diameter, N is the impeller rotating speed. In
literature, the exponent value of JMis -1.2 when the flow is in turbulent
state.

The following equation can be used to correlate the sampled data. T his

equation assumes that the droplet Sauter mean diameter is proportional

to the maximum stable droplet size in the stirred tank in  the turbulent
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