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Abstract 

Magnetic nanofluid (MNF) is one special kind of nanofluid which possesses 

both magnetic and fluid properties. Nowadays, extensive attention has been 

focussed on development of thermal applications. Investigations of magnetic 

hyperthermia are emerging as a new frontier in studies of cancer therapy. The 

theory of treatment is based on the fact that magnetic nanoparticles produce 

heat under an AC magnetic field via a mechanism called magnetic losses. 

Facing with the present technical limits and growing demands for safe 

treatment, researchers have realized the advantage of assembling 

superparamagnetic nanoparticles (SMNP) into colloidal clusters for effective 

heating at low field intensity and frequency. In contrary to the isolated particles, 

the magnetic losses of the clusters are affected by inter-particle dipole 

interactions. The role of dipole interactions is complex and contradictory 

findings have been reported. Understanding the role of dipole interactions is 

the key to optimizing the clusters for efficient hyperthermia heating. 

Magnetic nanofluids have also been proven to be a highly thermally 

conductive working fluid. The dispersed SMNPs enable control over the 

fluid’s thermal physical properties, flow and heat transfer processes via an 

external magnetic field. The main challenges include how to improve the 

applicability of theoretical models on predicting thermal physical properties 
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and interpreting the role of particle migration during a convective heat transfer 

process. Numerous results suggested that their anomalous physical properties 

should be attributed to particle aggregation since it changes the effective 

particle concentration and generates thermal percolation paths. Also, the rate of 

particle migration is heavily dependent of the size of aggregates. Therefore, it 

is necessary to study the effect of colloidal stability on thermal physical 

properties and convective heat transfer enhancement of the magnetic nanofluid. 

At the beginning of this doctoral research project, we investigated the effect of 

dipole interactions on hyperthermia heating cluster composed of multi SMNPs 

by time-quantified Monte Carlo simulation. The cluster’s shape is 

characterized by treating it as an equivalent ellipsoid. When the shape is highly 

anisotropic such as in chain and cylinder, dipole interactions not only facilitate 

the magnetization process but also impede the demagnetization process by 

aligning the individual moments to the cluster’s morphology anisotropy axis. 

Thus, the heating capability of chain and cylinder clusters are superior to non-

interacting particles at the most angles between the field direction and 

morphology anisotropy axis. At high field intensity, the influence of dipole 

interactions on magnetic losses will be reduced to a minimum once the cluster 

loses its morphology anisotropy (i.e. cube or sphere); the probability to obtain 

improved heating becomes very low. 
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Then, experimental and theoretical works were conducted together to find out 

how to improve the heating ability of anisotropic-less clusters at lower field 

intensity and frequency. Hydrophobic Fe3O4 nanoparticles were assembled 

into sphere-like clusters using the emulsion droplet evaporation method. The 

hydrodynamic size of the cluster was controlled within the range of 70 – 140 

nm. An induction heating system equipped with an Optic-fiber thermometer 

was set up to test the heating efficiency of as - prepared Fe3O4 clusters with 

different size. Meanwhile, standard Monte Carlo simulation was performed to 

study the contribution of dipole interactions at different sizes. The findings 

suggested that if one expects anisotropic-less clusters to heat better, he should 

reduce the cluster’s size so that the clusters are in forms of dimer and/or 

trimers or use SMNP with high magnetization and magneto-crystalline 

anisotropy.  

Finally, a stable and surfactant-free magnetic nanofluid was prepared for study 

of convective heat transfer enhancement. Ethylene glycol and water mixture 

was selected as the base liquid, which is often used for cooing an automotive 

engine. The surfaces of Fe3O4 nanoparticles were modified with citric acid to 

make the colloidal stability sensitive to the pH of the particle suspension. It 

was found that the density and specific heat of obtained MNF can be 

interpreted well by mixing theory and thermal equilibrium model respectively. 
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After the colloidally stability was optimized, the MNF exhibited Newtonian 

behavior. The viscosity barely changed with the shear rate despite variances in 

particle concentration and temperature. A modified Krieger and Dougherty 

model was used to explain the relationship between the size of aggregates and 

viscosity. Meanwhile, we found that the thermal conductivity can be predicted 

by the Maxwell model, which presumes the nanofluid has common features 

with a solid–liquid mixture. At last, it was demonstrated that the convective 

heat transfer coefficient of our MNF was 10 % higher than that of base liquid 

at transition and turbulent flow.  
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Chapter 1  Introduction 

1.1 General Background 

 

Nanofluid is a liquid suspension of nano - sized particles. The particles are 

typically made of metal, metal oxide or a semi-conductor. Generally, 

conventional heat transfer liquids, including oil, water, and ethylene glycol 

mixture are used as the base liquid to disperse particles and make the 

suspension flowable. Magnetic nanofluids (MNF), also - called ferrofluids, are 

the kind of nanofluids whose particles are superparamagnetic. Without an 

external magnetic field, superparamagnetic nanoparticles (SMNP) behave as 

non-magnetic ones. Once a field is applied, these particles will react to the 

field, bringing impacts on the magnetism and physical properties of the whole 

suspension. MNF was discovered in the 1960s, when the scientists of NASA 

Research Centre were sorting out liquid manipulation in space. In recent 

decades, numerous works have been carried out to explore their potential in 

thermal applications. 

Investigations of MNF-based hyperthermia heating treatments are emerging as 

a new frontier in studies of cancer therapy. 1-6 Hyperthermia is one kind of 

cancer therapy which treats cancerous tissues by keeping its temperature at 42 

- 46oC7. This treatment is developed based on the evidences that cancer cells 
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are more sensitive than healthy cells to temperature higher than 41 oC 7-14 and a 

localized heating of tumor for about 30 min is sufficient to destroy tumor 

tissue15. Much higher temperatures up to 56 oC will cause widespread necrosis, 

coagulation or carbonization, and this is called “thermal ablation”. 7, 10, 16 

Hyperthermia has been recognized as an alternative therapy that can be 

delivered alone or as an adjunct to radiation and/or chemotherapy to treat 

cancer17. Magnetic hyperthermia is the type of hyperthermia treatment raising 

the temperature of the tumor by inductively heating pre-implanted MNF with 

using AC magnetic field. The particles convert the magnetic work done by the 

field to heat through a mechanism called magnetic losses. 

Compared with other thermotherapies,7, 18-20 magnetic hyperthermia has 

several advantages. First, a localized hyperthermia treatment is guaranteed. A 

variety of approaches have been developed to obtain efficient tumor-targeted 

accumulation of SMNP, including arterial injection of MNF into the supply 

vessel of the tumor4, direct injection10, 21-24, or targeted particle delivery25-28. 

Furthermore, the particles can be confined within a region by means of 

magnetic forces. Sawyer et al. 29modelled the temperature profile during 

magnetic hyperthermia, finding that the rise of temperature decreases to zero 

within 1 mm away from the edge of the tumor. Secondly, the damage to the 

healthy tissue can be controlled to the lowest level. Magnetic hyperthermia 
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uses radio waves which only heats metal and magnetic materials. Thirdly, such 

a minute size at level of nanometer allows SMNPs to enter the regions locating 

deeply in body and/or surrounded by bones, making available the treatments 

that are difficult for traditional therapy, i.e. brain and prostate cancer21, 30, 31. 

Fourthly, the intensity and duration of treatment can be remote controlled by 

the adjustment of magnetic field outside of the body. At last but not least, 

multiple therapic purposes can be achieved by surface modification of MNP, 

i.e. thermo-responsive drug delivery32.  

The efficiency of magnetic hyperthermia are mainly controlled by three 

processes, including delivery of the energy to particles embedded within the 

body, conversion of the energy to heat, and transfer of heat to every corner of 

the tumor4. Facing with the present technical limits and the growing demand of 

reducing the frequency and amplitude for the safety of treatment, scientists in 

this field place more and more emphasis on optimization of SMNP properties 

for efficient hyperthermia heating. After using so many kinds of particles, 

researchers have now started to realize the great potential of using colloidal 

clusters of multi SMNPs. Such a close packing of particles favours inter-

particle dipole interactions, which can enhance magnetic losses at specific 

conditions. However, the debate about the role of dipole interactions has been 

continuing for years, and the findings about its influence are quite different, 
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even contradictory33. The heating performance of SMNP cluster has not been 

studied extensively yet, and lots of efforts are required to find out the dominant 

factors that control the heating efficiency of cluster. Several works suggested 

that clusters with high morphology anisotropy (i.e. in chain or cylinder) should 

heat better. 33, 34 However, it is much easier to massively prepare size - 

controlled anisotropic-less cluster in practice. How to improve the heating 

ability of anisotropic-less cluster is another challenge.  

At present, rapid advances in highly integrated circuits and powerful engine 

systems have given rise to an ever-increasing demand for efficient heat transfer 

systems with controlled size. Different methods have been proposed to 

improve the heat transfer performance, which can be mainly classified into 

active and passive techniques. The former relies on addition of external energy 

(e.g. mechanical agitating, rotating and vibration), while the later involves the 

works improving thermal properties of working fluids and the surface 

geometry. Choi35 came up with the idea of using nanofluid to enhance heat 

transfer efficiency. Considerable evidence shows that the thermal conductivity 

of a fluid increases significantly after dispersing particles into the base liquid.36 

The heat capacity of a nanofluid usually decreases with using the particles with 

lower heat capacity.37 Moreover, the density of nanofluid is generally higher 

than the base liquid. Thus, Bigdeli et al. 38 suggested that nanofluids may 
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represent a way to reduce the warm up time of a cooling system, which is very 

beneficial for automotive applications to reduce the catalyst light-off times and 

therefore reduce tail pipe pollutant emissions. People have found great 

potential of nanofluids to be novel coolant for electronic39 and automotive 

components40-44.  

MNF is superior to other nanofluids since it possesses the magnetic property as 

well as flowability. Such a unique characteristic enables controlling the particle 

movement, particle dispersion and fluid flow by means of magnetic forces. It 

makes possible controlling thermo-physical properties of a MNF by adjusting 

the intensity and/or orientation of the field.45, 46 Field – dependent thermal 

conductivity 47, 48 and magnetoviscous effect49 have been reported by many 

works. Specific heat capacity of MNF is also found to be dependent on the 

field intensity.50 What’s more, when temperature and magnetic gradients co-

exist, MNF can generate another new convection loop which is much more 

intensive than the gravitation one and does not arouse any energy consumption. 

This natural convection exclusive to MNF is called thermomagnetic 

convection. It has been suggested to be the solution when cooling of micro-

sized geometries is considered. 45 Most importantly, forced convective heat 

transfer of MNF can be futher improved by means of magnetic forces. 
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Someone observed that the local Nusselt number was increased by 300 % 

when a great and constant magnetic gradient was applied. 51   

When nanofluids are considered for heat transfer applications, one of the 

biggest challenges is how to ensure the colloidal stability of particles in the 

base liquid. Poor colloidal stability will lead to particles aggregations even 

precipitations. Large precipitates of particles will cause problems of great 

pressure drop, clogging of flow channels and corrosion of the components. 

Furthermore, it is found that uncontrolled particles aggregations lead to 

anomalous thermo-physical properties of nanofluid.  

It is well recognized that there are two main features dominating thermal 

conductivity of a nanofluid, including Kapitza resistance at the nanoparticle–

fluid interface52 and the thermal percolation paths formed by particle 

aggregations53. The later could be explained by faster heat transfer along a 

solid structure than through a liquid. In particular, the “chain up” of SMNPs 

driven by magnetic field can supply a “highway” for heat transfer, when the 

field is collinear with temperature gradient48, 54. However, once the scale of 

aggregation is beyond a critical level, it will turn to decrease thermal 

conductivity38 because the major part of fluid is empty of particles. If particles 

undergo uncontrolled aggregations, no theory will be found useful to predict 

the thermal conductivity.  
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Moreover, aggregations may turn a nanofluid to a non - Newtonian fluid, 

regardless of whether the particles are magnetic or not. Shear thinning of 

nanofluids has been reported by many researchers who observed that the 

viscosity decreased with the shear rate during rheological measurements.55-62 It 

is known that particle aggregates form spherical flow units with an effective 

volume fraction larger than that of isolated particles, thus fluid’s viscosity is 

inreased. Zhou et al. 56 made a hypothesis that the decrease of viscosity under 

shear results from broken particle aggregates. Several studies show that the 

anomalous viscosity has to do with particle aggregations. 57, 58 If uncontrolled 

aggregations occur, no models will be effective to estimate the viscosity of the 

nanofluid. 

There are two most - used approaches to improve particle dispersion in the 

engineering field, including long - time ultrasonic treatment and using 

surfactants. Vigorous ultrasonic vibration is able to break large aggregates. 

Although a short-term stability may be achieved after an ultrasonic treatment, 

aggregations will be still unavoidable as long as colloidal stability is poor. 

Colloidal stability depends on steric effect and/or electrostatic repulsion. 63 The 

former stabilizes a particle by coating it with a large molecule so that the 

particles cannot get too close to each other. The later relies on the electric 

repulsive force arising between two particles possessing charges with the same 
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sign. Surfactants stabilize particles via enhancing one or both of them, 

depending on the molecular size of surfactant and its type.  Surfactants stay at 

the surface of particle by physical absorption. In order to favour the absorption 

kinetic, there must be a large amount of free surfactants dispersed in liquid 

phase. These free surfactants produce foams during heating and pumping. 

What’s more, adding solvent of low polarity (i.e. anti-freezer ethylene glycol) 

will trigger desorption of surfactant 64, making worse the colloidal stability. 

Therefore, a stable and surfactant-free nanofluid with predicable thermal 

physical properties should be much more promising for heat transfer 

enhancement. 

1.2 Aim and objectives 

At the beginning of this doctoral research project, I aimed to estimate the 

potential of different kinds of SMNP clusters for magnetic hyperthermia 

heating. Modeling work based on standard Monte Carlo simulation was carried 

out to study the effect of morphology anisotropy on dynamic magnetic losses 

of SMNP clusters. The role of dipole interaction was discussed in detail.  

Later, experimental and theoretical works were conducted together to find out 

how to improve the heating ability of anisotropic-less clusters at lower field 

intensity and frequency. Hydrophobic Fe3O4 nanoparticles were assembled to 

sphere-like clusters by using the emulsion droplet evaporation method. An 
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induction heating system equipped with Optic-fiber thermometer was set up to 

test the heating efficiency of as - prepared Fe3O4 clusters with different size. 

Meanwhile, standard Monte Carlo simulation was performed to study the 

variance of magnetic losses with the cluster’s size.  

Finally, I studied the effect of colloidal stability on thermal physical properties 

of MNF and demonstrated the advantage of obtained MNF for convective heat 

transfer enhancement. To achieve this goal, a stable and surfactant-free 

magnetic nanofluid was prepared for heat transfer applications. An ethylene 

glycol and water mixture was selected as the base liquid, which is often used 

for cooing automotive engines. A specific surface modification was taken to 

enhance the colloidal stability of Fe3O4 nanoparticles but also make it 

controllable in ethylene glycol and water mixture. The obtained MNF 

remained stable up to 12 months. No foams were produced after vigorous 

agitation. Density, DSC, rheology and hot-wire transient thermal conductivity 

measurements were carried out to study the effect of colloidal stability on 

thermo-physical properties of MNF, including density, specific heat, viscosity 

and thermal conductivity. A test rig was built to measure the convective heat 

transfer coefficient of MNF and the base liquid. 

1.3 Thesis structure 

This thesis is divided into seven chapters. An outline is shown below, 
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Chapter 1 Introduction of the general background and research objectives 

Chapter 2 Literature review of research background about the MNF-based   

hyperthermia heating and heat and mass transfer phenomena 

related to nanofluids 

Chapter 3 Detailed introduction of methodologies applied in the presented 

research work, including preparation and characterization of MNF, 

numerically investigation of hyperthermia heating of clusters, set-

up of induction heating system for measurement of heating ability 

of MNF and a test rig for studying convective heat transfer 

efficiency of MNF 

Chapter 4 Numerically study of the effect of dipole interactions on 

hyperthermia heating SMNPs clusters with different shapes 

Chapter 5 Preparation of MNF composed of anisotropic-less clusters and 

study the effect of size on the hyperthermia heating efficiency of 

clusters composed of SMNPs   

Chapter 6 Preparation of dispersant - free Fe3O4 ethylene glycol - water 

nanofluid, modelling its thermo-physical properties and 

demonstration of the convective heat transfer efficiency superior 

to base liquid. 
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Chapter 7  Conclusions  
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Chapter 2 Literature review 

In this chapter, we will introduce the basic knowledge about magnetism of 

magnetic nanoparticle (MNP) and magnetic nanofluid (MNF), recent advances 

in synthesis technology, and the background of MNF - based hyperthermia and 

convective heat transfer enhancement.  

2.1 Magnetism of MNP and magnetic nanofluid 

For bulk material, according to the arrangement of atomic magnetic dipoles 

with and without an external magnetic field, there are mainly five kinds of 

magnetism, including diamagnetism, paramagnetism, ferromagnetism, 

ferrimagnetism, and anti - ferromagnetism.65 Generally, the most used 

magnetic nanoparticles (MNP) for hyperthermia today are made of ferro- or 

ferrimagnetic materials66. MNPs’ magnetic properties are usually characterized 

by measuring the magnetization of dry powder sample against the magnetic 

field strength. Figure 2.1 shows a typical M-H curve of ferro- or ferrimagnetic 

particles. By observing a M-H curve, one can know the saturation 

magnetization Ms, the maximum magnetization the particles can achieve; 

remanence magnetization Mr, the residual magnetization when the intensity of 

magnetic field is zero; and coercivity Hc, suggesting the intensity of an 

opposite magnetic field required to rectify the magnetization to zero. A 

hysteresis loop with non-zero Ms and Hc suggests an energy conversion via 
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heat dissipation. The magnetic work done by the field is converted into the 

inner energy of particles. The ferro- and ferrimagnetic materials can further be 

classified into magnetically “soft” and “hard” material depending on the 

hardness of this material to be demagnetized. “Soft” material exhibits a small 

HC, whereas, the HC of “hard” material is large. 

 

Figure 2. 1 The typical M-H curve of a ferro- or ferrimagnetic material, from 

which one can identify the saturation magnetization Ms, the maximum 

magnetization the particles can achieve; remanence magnetization Mr, the 

residual magnetization when the intensity of magnetic field is zero; and 

coercivity Hc, suggesting the intensity of an opposite magnetic field required 

to rectify the magnetization to zero. (reproduced from Ref 65 with permission 

from John Wiley and Sons, copy right 2006).  

Two key factors of a particle dominate the magnetism of MNP. The one often 

given with higher priority is the size of particle. For a large magnetic particle, a 

multi-magnetic domain structure exists, where a group of aligned-orientated 

dipoles form each domain and domains are separated by a domain wall. When 

the size is reduced to below a certain critical value depending on the type of 

material, the dipole structure will change from multi-domain to single domain 
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in favour of minimizing the total energy (Figure 2.2 a). Each particle can be 

thought of as a single giant magnetic moment. Due to the great magnetic 

anisotropy energy, this giant magnetic moment is inclined to stay parallel or 

antiparallel to the easy axis to reduce the energy (Figure 2.2 b). The magnetic 

anisotropy energy is defined as KeffVp, where Keff is magnetic anisotropy 

constant and Vp is volume of particle. The rotation of the magnetic moment of 

a particle is hampered when the energy barrier is higher than thermal energy 

kBT, where kB is Boltzmann constant and T is temperature. The mean time 

required for the flip of the magnetic moment of particle is called Nèel 

relaxation time and determined by the following equation67, 

𝜏𝑁 = 𝜏0𝑒𝑥𝑝 (
𝐾𝑒𝑓𝑓𝑉𝑝

𝑘𝐵𝑇
)                                (2.1) 

where τ0 is attempt time that is often considered to be a constant in the range of 

10-9-10-13s 68.  
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Figure 2. 2 (a) Variation of the coercivity (HC) of magnetic nanoparticles with 

size. SPM stands for superparamagnetism; FM represents ferro- or 

ferrimagnetism. (reproduced from Ref1, with permission from Elsevier, copy 

right 2010) (b) The change of particle’s energy with the angle between the 

particle magnetic moment and easy axis. (Re-edit the image downloaded from 

Internet) (c) Illustration of the vectors of easy axis, magnetic field (H) and 

particle moment (M). 

If the size keeps further decreasing until the thermal energy kBT eventually 

exceeds the energy barrier KeffVp (< 15 nm in usual), the particle’s magnetic 

moment starts to flip. A new magnetism, superparamagnetism, appears when it 

flips so fast that relaxation time is shorter than experimental time scales for 

measurement. The M-H curve of superparamagnetic particles measured at 

room temperature is just a single line due to no observation of Mr and Hc. In 

this situation, superparamagnetic particles behave almost like non-magnetic 
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particles in the absence of a magnetic field; but under a magnetic field, those 

giant magnetic moments get aligned with this field just like nano-sized 

magnets.   

Otherwise, the thermal energy kBT suggests that superparamagnetism is a 

temperature-dependent magnetism. The blocking temperature TB is used to 

describe the transition point at which the thermal energy is roughly comparable 

to the magnetic anisotropy energy65. Reducing temperature to below TB can 

cause the transition back to ferro- or ferrimagnetism because the thermal 

energy is not large enough to make the magnetic moment flip freely at the easy 

axis. TB is obtained by Zero-field-cooled and field-cooled magnetization 

measurements.  

The other key factor is the surface effect. The extremely high surface to 

volume ratio pf MNP makes the surface and/or interface effects contribute 

much more to the magnetism of MNP than to the bulk material. For example, 

lots of evidences show that the saturation magnetization Ms of MNP decreases 

with the particle size69-73. The surface of the nanoparticles is considered to be 

composed of some canted or disordered spins that prevent the core spins to 

align along the field direction resultantly decreasing the saturation 

magnetization74-76. The surface may also behave like a dead or inert layer that 

has negligible magnetization77-79. Sometimes, specific fabrications of surface 
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structure introduces surface anisotropy KS, which enhances the total magnetic 

anisotropy of particle80, 81. And surface anisotropy is proportional to the 

surface area rather than the volume. In the simplest case of ideally sphere 

particle with uniaxial anisotropy,  

𝐾𝑒𝑓𝑓 = (𝐾𝑉𝑉𝑝 + 𝐾𝑆𝑆) 𝑉𝑝⁄ = 𝐾𝑉 + 3

𝑟𝑚
𝐾𝑆                  (2.2) 82 

where KV is the volume anisotropy constant, S is the surface of particle's 

magnetic fraction, and rm is the diameter of particle's magnetic fraction. 

Several other types of anisotropies also affect the total magnetic anisotropy of 

particle, such as shape anisotropy, anisotropy associated with the internal stress 

and external impact and exchange anisotropy. For example, the Keff of iron 

oxide with size of 20 nm increases from 12 to 77 kJ/m3 when the shape 

changes from a sphere to a cube.83 Lee et al. 5managed the Keff of composite 

MNP from 3 to 200 kJ/m3 by introducing exchange-coupled structure by 

means of the interfacial exchange interaction between hard and soft magnetic 

phases.  

The interaction between the MNP and magnetic field can be described as 

processes that the particle tries to achieve the lowest energy level under an 

agitating field. In the simplest case of ideally sphere particle with uniaxial 

anisotropy, without an outside magnetic field, the angular dependence of the 

particle’s energy is given as, 
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𝐸(𝜃) = 𝐾𝑒𝑓𝑓𝑉𝑝𝑠𝑖𝑛
2𝜃                                                 (2.3) 

where θ is the angle between moment of particle and easy axis, also called 

magnetic anisotropy axis. The plot of E (θ) as a function of θ is shown in 

Figure 2.2 b. E(θ) achieves minimum value when θ is equal to 0 and π, the 

positions that moment stays at easy axis. In presence of magnetic field, the 

Stoner–Wohlfarth model is introduced to define the energy of single MNP 

with uniaxial anisotropy84, which is expressed as, 

𝐸(𝜃, 𝜑) = 𝐾𝑒𝑓𝑓𝑉𝑝𝑠𝑖𝑛
2𝜃 − 𝑀𝑆𝑉𝑝𝐻𝑐𝑜𝑠(𝜃 − 𝜑)       (2.4) 

where H is the intensity of magnetic field and 𝜑 is the angle between the easy 

axis and the vector of magnetic field. This equation suggests that any departure 

of moment from either easy axis or magnetic field raises the energy of MNP. 

Therefore, MNPs always keep the tendency to get to the state that particle 

magnetic moment, easy axis, and magnetic field, coincide together.  

When a MNP is interacting with a magnetic field, the influence of thermal 

agitation makes it possess the potential to get back to the demagnetized state. 

This mechanism is called relaxation. If the motion of particle is nearly 

forbidden (i.e. in tumor), the relaxation mainly depends on Nèel relaxation – 

only moment flips and particle maintains immobilized. There is another 

relaxation mechanism existing in MNP liquid suspensions, Brownian 
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relaxation – only particle rotates and the moment keeps locked at the easy axis. 

Figure 2.3 illustrates these two mechanisms.  

 

Figure 2. 3 Illustration of the two modes of the magnetic relaxation in a 

magnetic fluid. (reproduced from Ref 4 with permission from Elsevier, copy 

right 2011) 

The Brownian relaxation time is given by the following equation, 

𝜏𝐵 =
3𝜇𝑏𝑙𝑉𝐻

𝑘𝐵𝑇
                                                                     (2.5) 

Where µbl is the dynamic viscosity of the base liquid, VH is the hydrodynamic 

volume of particle. Both equations (2.1) and (2.5) vary with the reciprocal of 

kBT, indicating these two relaxations are fuelled by thermal energy. It is 

customary to define an effective relaxation time to combine the contributions 

of τN and τB as, 

1

𝜏𝑒
=

1

𝜏𝑁
+

1

𝜏𝐵
                                                                  (2.6) 
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Figure 2.4 shows plots of calculated τN, τB, and τe of isolated and non-

interacting MNP suspending in liquid against particle radius at room 

temperature. As the particle size increases the prior relaxation mode taken by 

MNP switches from Nèel relaxation to the Brownian relaxation.   

 

Figure 2. 4 Plots of calculated τN, τB, and τe of isolated and non-interacting 

magnetite nanoparticle suspending in liquid against particle radius at room 

temperature. (reproduced from Ref85 with permission from Elsevier, copy right 

2002) 

The equilibrium magnetization (M-H curve) of isolated and non-interacting 

MNP liquid suspension could be described by the Langevin equation, 

𝑀 = 𝑀𝑆𝜙(coth 𝜉 − 1 𝜉⁄ )                                                   (2.7) 

where ξ = μ0MSVpH/kBT is the Langevin parameter, μ0 is the vacuum magnetic 

permeability, and φ is the volume fraction of particles in the suspension. Once 

MNPs are interacting with each other, the Stoner–Wohlfarth model and 

Langevin equation won’t be suitable to discuss the energy and magnetism of 

the MNP ensemble system. 
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It is important to notice that large particles may behave like SMNPs after being 

dispersed in liquid, as long as Brownian rotation is fast enough to completely 

randomize the particle moments. L. De Los Santos V. et al.86 dispersed 4.32 

µm Amine-functionalized ferromagnetic beads into concentrated aqueous 

sucrose solution, and no coercivity was observed in DC M-H measurement. 

However, if Brownian rotation is retarded due to i.e. high viscosity and 

aggregations, ferromagnetism will come back. Otherwise, several works found 

that immobilized small particles might exhibit ferromagnetism when the 

particle concentration is extremely large to let them interact via dipole 

couplings.87-89  

2.2 Synthesis of magnetic nanofluid 

MNF is synthesized by dispersing MNP into non-magnetic carrier fluids such 

as water, ethylene glycol, hydrocarbonoil, etc 90. There are two strategies to 

prepare particle suspension, including one – step and two – step methods.  

One-step technique combines the synthesis of nanoparticles and dispersion of 

nanoparticles in the base fluid within one single step. Akoh et al. 91 developed 

the single-step direct evaporation approach to prepare oil – based MNF. In this 

method, the MNF is obtained by evaporating a metal onto a running oil 

substrate. This method is also called Vacuum Evaporation onto a Running Oil 

Substrate technology. The obtained particles could be very small (about 25 Å). 
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However, the base liquid must be non-evaporative oil, which is generally of 

very high viscosity. The laser ablation method is another potential one-step 

technique to produce MNF. It generates nanofluid by irradiating with a laser 

light a metal target that is immersed in the base liquid92, 93. Although it does 

not require any chemical reagents, the resulting nanofluid is too diluted for 

heat transfer application.  

In a two – step approach, particles are prepared first and then dispersed into the 

base liquid. With using this method, one can select the optimal method to 

obtain the particles and the best strategy to stabilize particles in base liquid. A 

variety of synthetic procedures have been developed to synthesize magnetic 

nanoparticles. 82 Among them, thermal decomposition and co-precipitation are 

used the most. The former prepares the particles by thermal decomposition of 

organometallic compounds in high-boiling organic solvents containing 

stabilizing surfactants. The obtained particles are hydrophobic and mono-

dispersed. The size and morphology can be precisely controlled by changing 

the ratios of the starting reagents including organometallic compounds, 

surfactant, and solvent as well as the reaction temperature and time and aging 

period. Peng et al.94 nearly monodisperse Fe3O4 nanocrystals with sizes 

adjustable over a wide size range (3 – 50 nm), and the shape could be changed 

from cube to sphere by controlling the reaction time. Thermal decomposition 



23 

 

has been proven to be successfully in synthesis of other MNPs, such as Cr2O3, 

MnO, Co3O4 and NiO. However, due to the low yield and tedious procedure of 

post treatment, it is not economic to massively prepare MNPs by thermal 

decomposition.  

Co-precipitation is a facile and convenient way to synthesize iron oxide 

nanoparticles (either Fe3O4 or γ-Fe2O3). It is based on simultaneous 

precipitation of Fe3+ and Fe2+ ions in basic aqueous media. Once the synthetic 

recipe is fixed, the quality of the nanoparticles will be fully reproducible. 

Theoretically, its yield is nearly 100 % since it is a precipitation reaction. And 

the obtained particles are hydrophilic and can be directly dispersed into 

aqueous base liquid. With the aid of 2 h of ultrasonic treatment, Sundar et al.95 

dispersed Fe3O4 particles prepared by co-precipitation to ethylene glycol and 

water mixture directly, and the MNF was able to maintain stable up to 80 days. 

Moreover, the surfaces of particles are clean. The iron atoms on the surface can 

bind with several kinds of chemical groups (i.e. carboxyl96-98, silane99, 

phosphate100 and amine101, 102) thorough formation of coordination bonds, 

which is beneficial for further surface modification. What’s more, it is 

relatively cheap to prepare MNPs by co-precipitation method. For example, if 

all the chemicals are purchased from Sigma Aldrich, it will cost about 0.18 

GBP per gram of Fe3O4 (only the expenditure of material is considered). To 
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produce 1 L of water-based MNF with particle concentration of 1 %, it will 

cost less than 10 GBP. However, the reaction is too fast to be controlled, so the 

prepared particles are usually polydispersed in shape and size. It is possible to 

control the average size of particle by adding stabilizer (i.e. citrate103) to the 

reaction system.  

It is known that MNPs have a great tendency to aggregate in solution caused 

by van der Waals attractive force.63 MNPs are subjected to other attractive 

forces, inter-particle dipole interactions. 104 Usually, small MNPs (< 20 nm) is 

preferable than large particles with permanent magnetization, because it is hard 

to control the aggregations of later due to the strong dipole couplings among 

particles. Without taking any measures to stabilize MNPs, even small particles 

will undergo spontaneous aggregations. Shinoda et al. 105found that magnetic 

ultrafine particles dispersing in water tend to agglomerate even in absence of 

magnetic field. Under a cryogenic electron microscopy, Philipse et al.106 

directly observed the coexistence of isolated particles, linear chain clusters, 

and aggregates in superparamagnetic iron nanoparticles in liquid dispersion at 

zero field.  

In the engineering field, ultrasonic treatment is often used to help disperse 

particles in a certain based fluid.107 Although vigorous ultrasonic vibration can 

break large aggregates108, aggregations won’t be under control if no measures 
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are carried out to enhance colloidal stability. Usually, there are two strategies 

to stabilize particles including steric stabilization and electrostatic 

stabilization.63 The first one involves coating the particles with sufficiently 

large molecule. The coated large molecules stabilize particles by means of 

“steric effect”. Steric effects arise from a fact that each atom within a molecule 

occupies a certain amount of space. When two large molecules located on 

different particles are trying to merge with each other, the atoms will be 

brought too close together, thus leading to an increase in energy. The increased 

energy will generate a repulsive force to stop the merging process. Due to this 

repulsive force the particles cannot approach too close. Steric stabilization 

should be the only option to stabilize particles in oil, since it is impossible for 

particles to carry charges in oil. Oleic acid is the most used surface activator to 

stabilize particles in oil. It is very easy to obtain oleic acid modified MNPs by 

heating the mixture of oleic acid and aqueous solution of particles prepared by 

co-precipitation under stirring.109-111 Oleic acid modified particles are able to 

maintain stability in many organic solvent, i.e. cyclohexane109, 110, octane111, 

chloroform64, transformer oil112 and heat transfer oils 113. The application of 

steric stabilization is not limited to preparation of oil – based nanofluid. In fact, 

its largest advantage is that the colloidal stability protected by steric 

stabilization is not vulnerable to high ionic strength. Nanoparticles modified 

with monomeric zwitterionic sulfobetaine ligands have been proven to be able 
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to stand high salinity conditions.114-117 For example, sulfobetaine-coated silica 

nanoparticles can maintain stability at room temperature in 3 M NaCl for 15 

days.115 Johnston et al. 118 reported that the silica particles modified with short 

chains of ether diol or zwitterionic sulfobetaine could keep dispersed in API 

brine (8% NaCl and 2% CaCl2 ) at 80 oC for over 30 days. However, generally, 

such kind of ligand for steric stabilization is very expensive, which is not 

economic for industrial applications.  

Another option is electrostatic stabilization, which relies on the electric 

repulsive force arising between two particles possessing charges with the same 

sign. According to the classic DLVO theory 119, 120, particles carrying charges 

do not undergo aggregations only when electric repulsive force is stronger than 

Van der Waals attractive force. The electric repulsive force can be enhanced by 

increasing the surface charges of particles. While un-treated Fe3O4 

nanoparticles carry negatively charges by forming FeO- at higher pH value or 

positively charges (FeOH2
+) at lower pH value,121  the isoelectric point of 

magnetite is known to be in the pH range from 6 to 780. It means that it has to 

make the MNF acidic or alkaline to improve the colloidal stability. 

Absorption of ionic dispersants is the effective way to cover the surface of 

particle with charged groups. Ionic dispersant has a hydrophilic head and 

hydrophobic tail. Once the concentration of dispersant is beyond critical 
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micelle concentration, the hydrophobic tails of dispersants will come close 

together due to hydrophobic interactions, leaving hydrophilic heads stretching 

outward to the liquid phase, thus micelles will be formed. When particles are 

added to a concentrated solution of dispersant, the dispersants are inclined to 

stay at the surfaces of particles to reduce the surface energy. Thus, 

nanoparticles are captured within the micelles, which will protect them from 

aggregations. The more hydrophobic the particles are, the stronger the 

absorption kinetic will be. Fan et al.122 developed a method to prepared almost 

ideally dispersed nanofluid by transferring oil – based particle suspension to 

water solution of micelles. After the evaporation of oil phase, the nanofluid is 

gained. For this time, the formation of nanoparticle-micelles was driven by the 

hydrophobic interactions between the hydrophobic chain of the ligands (i.e., 

oleic acid) and the hydrophobic tail of the surfactant.123 With using this 

method, Cao et al. 64obtained mono-dispersed MNF of oleic – acid modified 

Fe3O4 nanoparticles. Isojima et al.124 reported emulsion droplet solvent 

evaporation method to prepare water-based MNF of sphere-like clusters 

composed of multi-MNP. Unlike Fan’s approach, oil – based MNF suspension 

is mixed with diluted dispersant solution with the aid of ultrasonic treatment. 

By changing the particle concentration of oil suspension, Yang et al. 

109produced nearly monodispersed Fe3O4 clusters whose sizes were 
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controllable from 50 to 90 nm. However, dispersants produce foams during 

heating and pumping, which is not good for heat transfer applications. 

Electrostatic stabilization can be also achieved by modification of ligands. The 

ligands used for modification of Fe3O4 nanoparticles must meet two 

requirements: (i) it is easy to graft the ligands onto the surface of particle via 

coordination bonding so that they cannot be washed off; (ii) the ligands which 

are attached on particles produce charged groups (i.e. COO- and NHx
+) at 

appropriate pH. Citric acid (CA) is often used as surface ligands to stabilize 

nanoparticles in water 96-98, 125, 126. CA is a small molecule with three carboxyl 

groups. It can be chemically attached onto the surface of particle via formation 

of coordination bond between metal atom and carboxyl group, leaving one or 

two carboxyl groups stretching out forward into the surrounding liquid phase.96 

These free carboxyl groups are expected to dissociate in water, generating 

negatively charged group COO- on the surface of particle. It is known that a 

higher pH facilitates dissociation of CA. With increasing pH of particle 

suspension, more and more COO- groups will be generated on the surface of 

particle, thus resulting in an enhancement of surface potential 96-98. So by 

changing the pH of particle suspension, one can control the scale of 

aggregation of CA modified particles. Fernández van Raap et al.96 obtained 

isolated magnetite particles dispersing in water by controlling the pH and 
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particle concentration during the CA modification. They found that the surface 

potential of modified particle achieved maximum at pH of 5, suggesting the 

attached CA dissociated completely. The main problem of electrostatic 

stabilization is that the colloidal stability is susceptible to ionic strength. Salt in 

solution screens the surface charges of particles, thus leading to a worse 

colloidal stability even agglomeration.127, 128 Therefore, it must low down the 

concentration of electrolytes as much as possible when electrostatic 

stabilization is applied. 

2.3 MNF - based magnetic hyperthermia 

2.3.1 Heating mechanism  

Hyperthermia heating behaviour of MNF depends on conversion of the work 

done by AC magnetic field to the inner energy of the particles through a 

mechanism called magnetic losses.  If we assume that the particle system is 

adiabatic, according to the first thermodynamic law, dU = δQ + δW= δW, 

where U is the inner energy, Q is the added heat, and W is the magnetic work 

done on the system. By given that the differential magnetic work is described 

as 𝛿𝑊 = �⃗⃗� ∙ 𝑑�⃗� , where �⃗⃗�  is the applied magnetic field and �⃗�  is the magnetic 

induction within the magnetic material, and they are collinear, it can be 

deduced that, 
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𝑑𝑈 = 𝐻𝑑𝐵                                                                 (2.8) 

After substituting B = μ0 (H + M) into equation (2.8) and followed with 

integration by parts, the increase of inner energy of unit volume for one cycle 

of AC magnetic field is presented as, 

∆U = −𝜇0 ∮𝑀 𝑑𝐻                                                   (2.9) 

If the magnetization lags the driven field, the integration will generate a non-

zero value, so a closed hysteresis loop will appear on the M-H curve. If the 

particle system is thermally interacting with the environment, the increased 

inner energy will be dissipated in the form of heat to the surrounding 

environment. This process of energy dissipation is called magnetic losses. The 

equation (2.9) indicates that the area of magnetic hysteresis loop determines 

the amount of heat generated per cycle of AC magnetic field. So the power 

dissipation of unit volume is given by the product of frequency f and ΔU, 

𝑃 = 𝑓∆𝑈 = −𝜇0𝑓 ∮𝑀 𝑑𝐻                                    (2.10) 

In hyperthermia experiment, specific absorption rate (SAR), also known by 

another name as specific power loss, is often used to estimate the heating 

ability of magnetic nanoparticle, and defined as the rate at which energy is 

absorbed per unit mass of a magnetic material and is expressed as, 

SAR =
𝐶𝑝,𝑛𝑓𝜌𝑛𝑓𝑉𝑛𝑓

𝑚

𝑑𝑇

𝑑𝑡
                                                           (2.11) 
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where  𝐶𝑝,𝑛𝑓is the specific heat capacity of MNF, 𝜌𝑛𝑓 is the density of MNF, 

Vnf is the volume of MNF, and m is the mass of magnetic material of MNF. 

The relationship between SAR and the power dissipation is given as, 

SAR =
𝑃

𝜌𝑠,𝑚𝜙
                                                                 (2.12) 

where 𝜌𝑠,𝑚 is the mass of magnetic part per unit volume of particle.  

For single-domain MNP system, there are two types of magnetic losses 

including hysteresis losses and delay in the relaxation. Hysteresis loss appears 

when the delay is caused by overturning the coercive field of a ferromagnetic 

system. Delay in the relaxation occurs when the frequency of magnetic field is 

so high that as the field intensity decreases to zero, a superparamagnetic 

system can’t have enough time to demagnetize to zero through Nèel relaxation 

and/or Brownian Relaxation. In a MNP system with a wide size distribution, 

hysteresis loss and delay in the relaxation may take place together129, 130.  

Rosensweig85 modelled the heating efficiency of isolated non-interacting 

single-domain MNP suspension. Because in AC magnetic field the 

magnetization is not in phase with the time-varying magnetic field, the 

magnetic susceptibility χ is divided into two parts, 

𝜒 = 𝜒′ − 𝑖𝜒′′                                                                           (2.13) 
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where imaginary part χ’’ is the loss component of susceptibility and represents 

the energy absorption from the magnetic work. The AC magnetic field can be 

expressed in the form of, 

𝐻(𝑡) = 𝐻0𝑐𝑜𝑠(2𝜋𝑓𝑡) = 𝑅𝑒[𝐻0𝑒
𝑖2𝜋𝑓𝑡]                              (2.14) 

where H0 is the amplitude of AC magnetic field and t is the time.  So the time-

dependent magnetization is given as, 

𝑀(𝑡) = 𝑅𝑒[𝜒𝐻0𝑒
𝑖2𝜋𝑓𝑡] = 𝐻0(𝜒

′𝑐𝑜𝑠2𝜋𝑓𝑡 + 𝜒′′𝑠𝑖𝑛2𝜋𝑓𝑡)               (2.15) 

After substituting (2.13 - 15) into (2.10) and followed by integration, the result 

is shown as, 

𝑃 = 𝜇0𝜋𝜒′′𝑓𝐻0
2                                                  (2.16) 

In this equation, the only parameter related to the magnetism of MNP 

suspension is the loss component of susceptibility χ’’. Relating relaxation time 

of MNP with χ’’ generates85, 

χ′′ =
2𝜋𝑓𝜏𝑒

1+(2𝜋𝑓𝜏𝑒)2
𝜒0                                             (2.17)  

where χ0 is the static susceptibility. Substitute equation (2.17) into equation 

(2.16) and (2.12) generates131, 

𝑆𝐴𝑅 =
𝜇0𝜒0𝐻0

2

2𝜌𝑠,𝑚𝜙
(2𝜋𝑓)

2𝜋𝑓𝜏𝑒

1+(2𝜋𝑓𝜏𝑒)2
                      (2.18) 
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Figure 2. 5 The calculated heating rates of (a) monodispersed non-interacting 

magnetite samples in tetradecane solution as a function of particle radius and 

field intensity (f = 300 kHz) and (b) polydispersed non-interacting magnetite 

samples in tetradecane solution against particle radius and polydispersity index 

σ (f = 300 kHz). (reproduced from Ref85 with permission from Elsevier, copy 

right 2002) 

If χ0 is assumed to be the chord susceptibility, corresponding to the Langevin 

equation: χ0 = (µ0MS
2φVnf)/(kBT) × (coth ξ – 1/ξ).85 The equation (2.18) makes 

sense only when  an isolated non-interacting MNP suspension system is 

consided. Being given a certain filed frequency, the profile of SAR against size 

exhibits a sharp peak when 2πfτe = 1. Figure 2.5 shows the plot of calculated 

H0-dependent heating rate as functions of the particle radius for monodispersed 

non-interacting magnetite nanoparticles suspending in hydrocarbon (a) and the 

influence of size polydispersity (b). The narrow peak suggests a high 

dependence of SAR on size. However, the polydispersity in size widens the 

distribution of τe in system, thus broadening the profile and meanwhile 

lowering the maximum heating rate. Additionally, the heating efficiency 
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increases with the increase of H0, which is in agreement with the description of 

equation (2.18) that SAR is proportional to H0
2.   

The theory of Rosensweig is built on the assumption that the dependence of 

equilibrium magnetization of a stable ferrofluid on field intensity obeys the 

description of the Langevin equation, which presumes that the equilibrium 

magnetization of this ferroliquid must decrease to zero without external field. 

Therefore, once the coercivity of studied MNP system is too significant to be 

neglected, the theory of Rosensweig won’t be suitable. Several works have 

given the evidences that the variance of heating efficiency against particle size 

doesn’t exactly follow the description of theory expressed by equation (2.18) 

when the particle’s size is close to the transition point from 

superparamagnetism to ferromagnetism or well into the ferromagnetism 

regime.129, 132-135 For instance, for maghemite (MS ∼ 400 kA m−1) heated by a 

field with amplitude of 10 kA m−1 and frequency of 400 Hz the validity of the 

Rosensweig’s model restricts to size < 16 nm (e.g. Andrӓ et al.134). The 

clearest experimental evidence is given by the work of Bakoglidis et al.133, 

who observed that the profile SAR of iron oxide nanoparticles suspending in 

water displayed a peak at 10 nm, and fell by one half at 13 nm, and then turned 

to increase again to 400 W/g at 18 nm. This is not in agreement with 

Rosensweig’s theory that the magnetic losses should decrease to zero after 
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achieving the maximum value. They attributed it to the transition of magnetic 

loss from delay in relaxations to hysteresis loss since the coercivity of particles 

increased dramatically when the size was beyond 10 nm. By discussing the 

magnetism of ensemble of non-interacting single domain MNP with Stoner–

Wohlfarth model, Hergt et al.129 found that the onset of hysteresis loss requires 

a threshold field amplitude Ho > coercivity Hc. For monodisperse single 

domain particles the dependence of SAR on the field amplitude Ho is 

approximated by, 

𝑆𝐴𝑅 = {
0                             𝑓𝑜𝑟 𝐻0 ≤ 𝐻𝑐

4𝐵𝑅𝐻𝑐

𝜌
(1 − (

𝐻𝑐

𝐻0
)
5

)    𝑓𝑜𝑟  𝐻0 > 𝐻𝑐       
                        (2.19) 

where BR is the remnant flux density. As shown in Figure 2.6 a, the saturation 

‘plateau’ of SAR locates at larger size and is bounded with a steep ‘cliff’ when 

the field amplitude falls to below a critical value. The hysteresis loss, the loss 

at large size, demands stronger field, and will finally surpasses the peak of loss 

at low size resulting from the delay in relaxations (Figure 2.6 b). However, 

smaller particles (< 20 nm) heat better when the field intensity is relatively low. 

Moreover, Singh et al.136 reported that hysteresis loss may occur when a large 

amount of SMNP whose size are less than 10 nm are magnetically interacting 

with each other so as to create a anisotropic dipolar field. Therefore, the 

hysteresis loss is not restricted to the particle size. The discussion will become 
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much more complex when MNPs magnetically interact with each other, which 

will be given later. 

 

Figure 2. 6 (a) Dependence of the specific hysteresis loss per cycle on mean 

particle diameter and magnetic field amplitude for monodisperse maghemite 

nanoparticles. (b) Calculated dependence of total magnetic losses per cycle of 

monodispersed maghemite particles on the mean particle diameter for different 

values of the amplitude of the external magnetic ac field (full lines). For 

comparison, the size dependence derived by the theory of Rosensweig is 

shown as a dashed line for 25 kA/m.  (reproduced from Ref129 with permission 

from IOP Publishing , copy right 2008). 

There is another type of magnetic loss very different from the two talked above. 

It produces heat through friction between rotating particles and the surrounding 

medium rather than energy conversion within the particle. This type of energy 

loss becomes significant in the case of well-dispersed larger ferro- or 

ferromagnetic particles, especially when the particle size is large than 100 

nm137. The energy loss per cycle is given by 2πT, where T = μ0MsHVp is the 

torque moment.138  
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2.3.2 Main advances and problems in magnetic hyperthermia 

The most important advance in these years should be credited to the 

commencement of the clinical attempts of magnetic hyperthermia at 2007, 

which is led by the group of Andreas Jordan. To our best knowledge, Jordan et 

al is the only group in the world which is carrying out clinical studies of 

magnetic hyperthermia cancer therapy. In the review they published in 200110, 

the largest challenge in conceiving the magnetic hyperthermia system for 

clinical study refers to setting up an induction heating system that can fill up an 

operation volume for treatment of human (at least 5 - 10 000 cm3 for regional 

hyperthermia) with a homogeneous AC magnetic field but also being safe to 

the patient as well as the operator. Field homogeneity is very crucial because a 

steady heating is obtained only when the particles are sitting in a homogeneous 

field. Furthermore, heating a small amount of nanoparticles locating deeply in 

body requires about 5 times higher field amplitudes (in the order of 10 kA/m) 

in comparison to in-vitro experiment. To produce such an AC magnetic field 

requires a very strong electric power system, which brings in potential safety 

problem. By the end of 2000, the first prototype of a clinical magnetic field 

hyperthermia therapy system was set up at the ChariteH Medical School, 

Campus Virchow-Klinikum, Clinic of Radiation Oncology in Berlin. It is a 

ferrite-core applicator with an adjustable vertical aperture of 30 - 45 cm. Figure 

2.7 illustrates the first prototype MFH therapy system. Now the induction 
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heating system for treatments on human is able to generate a homogeneous AC 

magnetic field with a frequency of 100 kHz and variable field strength of 2.5-

15 kA/m139. In fact, most excellent results reported are gained from in-vitro 

heating tests or in-vivo studies on small animals whose frequency and 

amplitude is above 300 kHz and around 20 kA/m in general. The equation 

(2.18) suggests that the SAR highly depends on field f and H0. Therefore, 

MNPs cannot receive plenty of power from the present system during therapy 

treatment. 

 

Figure 2. 7 Sketch of the first prototype MFH therapy system (Hyperthermia 

system GmbH, Berlin, Germany). The AC magnetic field axis is perpendicular 

to the axial direction of the patient couch (1). The therapy system is for 

universal application, i.e. suitable for MFH within, in principle, any body 

region. It is a ferrite-core applicator (2) operating at a frequency of 100 kHz 

with an adjustable vertical aperture of 30-50 cm (3). The field strength is 

adjustable from 0 to 15 kA/m. The system is air cooled (4). Aperture, field 

strength, thermometry and further system parameters are on-line monitored 

and adjusted manually by the physician at the control unit (5). The temperature 

is measured invasively with fuorooptic temperature probes within the tumor 

and at reference points outside the patient (6). Copy from Ref10 with 

permission from Elsevier, copy right 2001 
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Hyperthermia demands the temperature of tumor to be kept steadily at 42 – 46 

oC. During the treatment, the heat generated by MNPs keeps depleting to the 

surrounding tissue via heat conduction and convection through blood flows.140 

The effect of the later could be neglected because the blood flows are stopped 

by high pressure within tumor.140 In 1999, Andrӓ et al.141 theoretically studied 

the problem of heat dissipation only through conduction and came up with the 

relationship between the increase of temperature ΔT, the particle concentration 

c, SAR and tumor radius R based on the assumption of a spherical and small 

tumor filled homogeneously with magnetic particles. The relationship is given 

as, 

∆𝑇 = 𝑆𝐴𝑅 ∙ 𝑐 ∙ 𝑅2 3𝑘𝑡⁄                                         (2.20) 

where 𝑘𝑡 is the heat conductivity of tissue. The particles can be introduced to 

the tumor by two manners, including intra-tumoural injection and targeted 

particle delivery. For a typical concentration of 10 mg per cm3 of tumor 

applied in IT injection (e.g. Ref 11), Figure 2.8 a shows the requirement of SAR 

for raising the temperature of tumor uniformly implanted with MNP by 15 K. 

The highest SAR published is about 3900 W/g 142and is, technically, able to 

treat 2 mm of tumor according to this chart. But the diagnostic limit of tumor 

at present is 3 mm140, which thus could be identical with the practical 

application limit for intra-tumoural injection.  
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Figure 2. 8 (a) The demand of SAR for raising the temperature of tumor 

ideally uniformly implanted with MNP by 15 K. (b) SAR needed for 

hyperthermia (ΔT=5 K) in dependence on particle concentration achieved in 

tumor tissue. Given are curves for metastases of 3mm diameter, a cell cluster 

(0.1 mm) and a single cell (15 μm). Both of these two data are gained form 

calculation of equation (2.20) with the assumption that MNPs are ideally 

uniformly dispersed in tumor (reproduced from Ref140 with permission from 

Elsevier, copy right 2007 ). 

Nevertheless, in IT injection, it is so difficult for the hyperthermia treatment to 

cover every corner of the tumor due to the inhomogeneous MNP distribution 

within the tumor. The great viscosity of tumor tissue hampers the diffusion of 

MNP, and no blood flow there can help motivate the dispersion of particles. 

Experimental study of Salloum et al. 143in a tissue-equivalent agarose gel 

showed that the particle concentration was not uniform after the injection and 

were confined in the vicinity of the injection site. In addition, the particles 

might be washed away by the improved blood flow at treated place.2 It is 

impossible to improve the distribution by injection of aqueous particle 

suspensions, for the reason that the injected liquid will tend to thrust aside the 

tumor spreading along the weak links of the tissue.140 To deal with this 

problem, some group used viscous MNF as injection media instead of aqueous 
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solution.144 And Jordan’s group came up with interstitial heating via multiple-

site direct injection of the nanoparticles.145 They found that the heat can drive 

the extension of the particle distribution into the critical tumor margin and 

improve the homogeneity step by step, and they called it ‘thermal bystander 

effect'145.  

While IT injection is suitable for treatment of a relatively big tumor, the 

toughest task in cancer therapy refers to how to completely remove the cancer 

cells from the body and effectively suppress its relapse. Many works have 

claimed that, technically, it is with chance for MNPs modified with targeting 

agent molecule to capture the cancer cells within the body or get actively 

accumulated at tumor site.146, 147 Figure 2.8 b shows the demand of SAR to 

raise the temperature of single cell, cell cluster and metastasis with size of 3 

mm by 5 K at different the particle absorption concentration. The treatment of 

single cell demands amazingly high SAR (above 1MW/g) which is so far 

beyond the heating abilities of MNPs. Perhaps the highest SAR reported  

might allow catching the limit for treatment of cell cluster, but a more than 30 

mg/mL of particle absorption concentration in a cell cluster is unrealistic.  It is 

also important to notice that 3 mm is not only the diagnostic limit at present 

but also represents the stage that a tumor begins to build its own supply system 

by so-called angiogenesis148. This suggests once the size of tumor is smaller 
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than 3 mm, it turns out to be undetectable, causing trouble in collecting 

information about its condition for further treatment arrangement, and 

meanwhile tumor can grow up back by utilizing its supply system. Therefore, 3 

mm could be viewed as the treatment limit of magnetic hyperthermia for now. 

Otherwise, recently the studies of this field begin to call on magnetic 

hyperthermia treatment with low f and H0.
2, 140 It is because in addition to the 

expected heating generated by magnetic particles, alternating magnetic field 

also causes unavoidable non-selective heating of both cancerous as well as 

healthy tissue due to generation of eddy currents.149 The heating power of eddy 

current in a conductor is proportional to (H0 · f · Dloop)
2, where Dloop is the 

diameter of induction wire loop. Experimentally, Brezovich150 found for a loop 

diameter of about 30 cm that test persons were able to ‘‘withstand the 

treatment for more than one hour without major discomfort’’ when the produce 

of H0 and f was equal to 4.85 × 108 A/ms. Based on this observation, Hergt et 

al. 140made an assumption that for the safety of treatment the produce of H0 

and f should be less than 5 × 109 A/ms by considering that the exposed body 

region must be smaller than the loop. In the clinical magnetic hyperthermia of 

prostate cancer, Jordan et al. 31 found that once the field strength was increased 

above 5 kA/m, the patient experienced discomfort and pain. The field intensity 

tolerated during magnetic hyperthermia therapy of brain tumours was much 
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higher, but it still needs to be controlled less than 10 - 14 kA/m21. Therefore, 

the requirement of low Hf magnetic hyperthermia gives rise to a huge 

challenge on selection of MNPs. 

2.3.3 Optimization of MNF for magnetic hyperthermia 

Facing the technical limits of induction heating system, some researchers have 

made lots of effort to improve the power conversion efficiency of particles 

since the very beginning of the story of magnetic hyperthermia. In 1993, 

Jordan et al.66 for the first time demonstrated the advantage of colloidal single-

domain nanoparticles for hyperthermia by experimentally comparing the 

heating abilities of colloidal superparamagnetic ferrite particles (diameter less 

than 10 nm) and multi-domain particles powder (diameter 1 – 400 μm). They 

embedded the particles into 2% agar matrix containing 4.7 g/l sodium chloride, 

and then measured the heating rate by monitoring the time-resolved 

temperature variance after exposing the matrix under an alternating magnetic 

field with f = 520 kHz and H0 = 13.2 kA/m. They found that the SAR obtained 

from sub-domain nanoparticle (above 200 W/g ferrite) was much higher than 

multi-domain particle (less than 70 W/g ferrite), and attributed this difference 

to that heating of the former was exclusively due to the power absorption of 

particles.  
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From that time on, extensive attentions were put on the investigation of 

colloidal single-domain MNP for hyperthermia.4 In 2002, Rosensweig85 

reported the mathematical relationships between heating efficiency, non-

interacting single-domain MNP fluid and its magnetic relaxation. According to 

equation (2.18), only two parameters of MNP affect the SAR, including 

saturation magnetization MS and relaxation time τe. MS is determined by size 

(because of surface defects) and chemical composition; τe is affected by 

magnetic anisotropy Keff and interactions between particles (i.e. inter-particle 

dipole couplings) as well as size, and meanwhile Keff depends on chemical 

composition too.  Therefore, it’s hard to separate one parameter from the other 

and study it alone because of such complex associations between them.   

In order to simplify the discussion of single-domain MNP, generally, 

researchers often skip the consideration of interactions between particles, and 

replace MS by domain magnetization Md, magnetization per magnetic domain, 

which doesn’t vary with the size. In this case, chemical composition is 

naturally given with the biggest emphasis. At present, the material of MNP 

selected for magnetic hyperthermia could be roughly classified into three kinds: 

metal, alloy and metal oxide. As shown in Figure 2.9 a, heating efficiency of 

metal and alloy particles are supposed to be much higher than metal oxide 

particles due to their magnificent Md. However, their poor chemical stability 
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and rigorous preparation procedures65 (i.e. Ar and H2 synthesis atmosphere) 

limit their application in hyperthermia. On the other side, coprecipitation and 

thermal decomposition offers facile and productive approaches for 

preparations of magnetic metal oxide nanoparticles, especially ferrite 

particles65, 82. The excellent chemical stability of ferrite particles guarantees the 

stable magnetism of particles in bio-environment. Therefore, magnetic oxide 

nanoparticles are the most-used heating agent for magnetic hyperthermia. As 

shown in Figure 2.9 b, the maximum of heat rate of magnetic oxide 

nanoparticles is also determined by Md.  

 

Figure 2. 9 (a) Calculated volumetric power loss for various magnetic metal 

and alloy and metal oxide materials at 300 kHz and 50 mT ac field in aqueous 

dispersion with 10% particle concentration (reproduced from Ref 151 with 

permission from AIP Publishing, copy right 2008 ). (b) Calculated heating 

rates for often-used magnetic metal oxide particles suspending in tetradecane 

(reproduced from Ref85 with permission from Elsevier, copy right 2002). The 

inserted table summarises the domain magnetization of material listed in (a) 

and (b). 

However, the low Ms limits the SAR of MNPs made of metal oxide. Given that 

SAR have a maximum value when 2πfτe = 1, decreasing τe significantly raises 
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the optimal frequency, thus enhancing the power dissipation according to P = f 

∙ ∆U. Without the presence of inter-particle interactions, τe is controlled by Keff 

and size of particle. When Keff decreases to a relatively low level, the reduced 

magnetic anisotropy energy benefits Néel relaxation mode to take control over 

the relaxation, resulting in a significant decrease in τe (see equation (2.1) and 

(2.6)). Lee et al. 5plotted the calculated SAR as functions of Keff and size 

(Figure 2.10) with settings that Ms is kept as constant at 100 emu/g and f = 500 

kHz and H0 = 37.8 kA/m. The result shows that the SAR increased with the 

decrease of Keff and achieved maximum value when Keff is in the range of 15 - 

20 kJ/m. In this work, they lowered down the Keff to this range by formation of 

exchange-coupled core-shell structure by compositing low-Keff MnFe2O4 (3 

kJ/m) and high-Keff CoFe2O4 (200 kJ/m). As a result, a SAR of 3034 W/g was 

obtained. Table 2.1 summarizes the good results of SAR that have been 

reported in these years.  Zn0.4Co0.6Fe2O4/Zn0.4Mn0.6Fe2O4 won the golden 

medal due to the large Ms 150 emu/g as well as the magnificent Hf. However, 

it is hard to prepare such MNP massively but also with high quality. 



47 

 

 

Figure 2. 10 Simulated plot of SLP based on nanoparticle size and magnetic 

anisotropy constant at a saturation magnetization value Ms of 100 emu/g with 

settings of f = 500 kHz and H0 = 37.8 kA/m. (reproduced from Ref5 with 

permission from Nature Publishing Group, copy right 2011) 

 

Table 2.1 Experimental results of SAR values of various magnetic 

nanoparticles. (copy from Ref5 with permission from Nature Publishing Group, 

copy right 2011) 
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As mentioned before, a high Hf AC magnetic field demands powerful electric 

system and generates strong non-selective eddy current heating, both of which 

cause safety problems to patient as well as the operator. The research interest 

now is shifting to the fabrication of MNPs for low Hf hyperthermia treatment 

that the produce of H0 and f is kept less than 5 × 109 A/ms. However, the 

reduction in H0f comes with sharp decrease of SAR.131, 152-154 Fortin et al.131 

investigated the changes of SARs of superparamagnetic γ-Fe2O3 and CoFe2O4 

nanoparticles with different sizes suspending in pure water or 5% glycerol 

water solution with reducing the frequency and amplitude. They found that the 

SAR of all of suspensions was reduced by two orders when H0f decreased 

from 17 × 109 to 3.5 × 109 A/ms. 

Lots of prior studies chose large MNPs with permanent magnetization for 

hyperthermia, in hope that hysteresis losses can contribute to magnetic loss to 

enhance the heating efficiency.83, 155-157 In fact, it is very difficult to obtain a 

well-dispersed ferromagnetic MNP liquid suspension, because the strong inter-

particle interactions should have already caused clustering of particle.155, 158-161 

The process of clustering of ferromagnetic particles is spontaneous. The sizes 

of clusters often range from several hundred nm to µm.  In addition, under an 

AC magnetic field ferromagnetic particles liquid suspension undergo further 

aggregations and form needle-like assemblies whose lengths range in 
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micrometer. The optimal size for targeted particle delivery is 100-200 nm in 

order to avoid being removed by human clearance system and elongate 

duration time in vessel system after being intravenously injected.162, 163 Most 

importantly, as mentioned before, the onset of hysteresis losses demands high 

filed amplitude, which increases with the particle size, but the MFH system in 

clinical study now can only supply an alternating field with amplitude less than 

20 kA/m. For maghemite particles, it requires 25-30 kA/m of field amplitude 

to intrigue hysteresis loss of large particles to surpass the loss produced by 

delay in relaxations on small particles (Figure 2.6 b). 

As a matter of fact, a number of works have confirmed that SMNPs also 

undergo non-uniform spontaneous clustering in suspension even in absence of 

magnetic field.106, 136 However, without a permanent particle magnetic moment, 

the clustering of SMNP is much easier to be controlled. There are so many 

approaches that have been came up with to prepare SMNP clusters with 

different size and particle spacial arrangement109, 164, 165. Meanwhile 

considering too small particles may ‘leak’ from the pores of fenestrated 

capillaries in normal tissues during targeted particle delivery, some people 

tried heating SMNP clusters and found their great potential for magnetic 

hyperthermia. Hayashi et al.166 observed the SAR increased from 156 to 248 

W/g after controllably assembling isolated 9 nm of magnetite nanoparticle into 
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sphere-like 100 nm of clusters. And the product of filed frequency and 

amplitude was only 1.8 × 109 A/ms.  Nevertheless, several works indicated that 

the clustering of MNP doesn’t always improve the SAR. The work of Dutz et 

al. 167found the SAR is dependent on the cluster size. In this work, they 

prepared a ferrofluid made of magnetic clusters (Figure 2.11 a b) ranging from 

50 to 160 nm in hydrodynamic diameter. The results of heating efficiency of 

clusters with different sizes are summarized in the table shown in Figure 2.11. 

When the size of iron oxide particle cluster increased from 50 to 160 nm, the 

SAR raised at first to 332 W/g and then fell down to 50 W/g. Liu et al.168 

observed a reduction of heating efficiency when 6 nm SMNPs were high-

contently loaded into a sphere-like polymer latex, but loading 18 nm SMNPs 

generated an increase in efficiency. Actually, when SMNPs form into cluster, 

the close pack of particle favors inter-particle interactions, which cast a great 

influence on magnetic loss. Therefore, it is urgent to get clear of the role of 

inter-particles dipole interactions in hyperthermia.  



51 

 

 

Figure 2. 11 TEM images of a single cluster (a) and an ensemble of clusters (b) 

formed by 14 nm (characterized by XRD) of iron oxide particles obtained by 

coprecipitation method. The table summarizes the hydrodynamic diameter, 

filtering conditions, coercivity and SAR of gained clusters with different size. 

(reproduced from Ref 167 with permission from Elsevier, copy right 2009) 

2.3.4 The role of inter-particle dipole interactions in magnetic 

hyperthermia 

Numerical simulation should be the best way to study the role of inter-particle 

dipole interactions in magnetic hyperthermia. It is because that few 

technologies are found to be useful for characterizing dipole interactions 

during a real hyperthermia heating. Theoretically, the energy of dipole 

couplings between two single-domain particle i and j separated by 𝑟 𝑖𝑗 is given 

as, 

  𝐸𝐷
(𝑖,𝑗)

=
𝜇0𝑀𝑑

2𝑉𝑝
2

4𝜋
[
𝑠 𝑖∙𝑠 𝑗

𝑟𝑖𝑗
3 −

3(𝑠 𝑖∙𝑟 𝑖𝑗)(𝑠 𝑗∙𝑟 𝑖𝑗)

𝑟𝑖𝑗
5 ]                 (2.21) 
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where 𝑠 𝑖 is the unit vector of particle moment. From this equation, it can be 

seen that the dipole interaction is effective in long range and its intensity 

depends on the magnitude and orientation of individual moments and the 

distance between them. If the particle moments get aligned with a magnetic 

field, all of dipoles are coupled with each other head to tail, and this equation 

can be simplified to, 

   ∑ 𝐸𝐷
(𝑖,𝑗)

𝑖<𝑗 = ∑
𝜇0𝑀𝑑

2𝑉𝑝
2

4𝜋
[
1−3(𝑐𝑜𝑠𝜃𝑖𝑗)

2

𝑟𝑖𝑗
3 ]𝑖<𝑗                                 (2.22) 

where 𝜃𝑖𝑗 is the angle between the direction of the external magnetic field and 

the line joining the centers of the two particles i and j. The equation (2.22) 

suggests that dipole interaction is highly anisotropic: when angles θ is smaller 

than 55o, the energy ED is negative, so the dipole interaction is stable; but for 

55o < θ < 125o, the ED turns to be positive, indicating that the two dipoles are 

repelling each other.  

When multi MNPs keep interacting with each other, numerical simulation can 

be used to quantitatively investigate the effect of dipole interactions on the 

magnetism of MNP system, such as coercity169-172, the blocking temperature170, 

171, 173, 174, and magnetic susceptibility155, 173, 175. Almost all of models are built 

on the same energy model of MNP system, which includes three main sources: 

anisotropy EA, Zeeman EH and dipolar interaction ED. The uniaxial anisotropy 

EA of each particle is given by, 
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 𝐸𝐴
(𝑖)

= −𝐾𝑒𝑓𝑓𝑀𝑑𝑉𝑝(𝑠 𝑖 ∙ �⃗� 𝑖)
2                                           (2.23) 

where �⃗� 𝑖 is the unit vector along the easy axis direction. The interaction with 

the applied field �⃗⃗�  is described by, 

 𝐸𝐻
(𝑖)

= −𝜇0𝑀𝑑𝑉𝑝(𝑠 𝑖 ∙ �⃗⃗� )                                     (2.24) 

By combining equation (2.21), (2.23) and (2.24), the total energy of system is 

expressed as, 

  𝐸 = ∑ 𝐸𝐴
(𝑖)

+𝑖 ∑ 𝐸𝐻
(𝑖)

+ ∑ 𝐸𝐻
(𝑖,𝑗)

𝑖<𝑗𝑖                                (2.25) 

There are two often-used simulation approaches. One of them is Langevin 

dynamics simulation. In this method, it is assumed that the individual particle 

moment only response to an imaginary field, called effective field �⃗⃗� 𝑒𝑓𝑓, which 

combines the effects of particle anisotropy field, magnetic field, and dipole 

coupling field, and the motion of the particle moment during the process of 

getting aligned with the �⃗⃗� 𝑒𝑓𝑓  should proceed in a rigorously predefined 

damping fashion. The magnetization dynamics of each particle is described by 

the Landau-Lifshitz-Gilbert (LLG) equation of motion with Langevin 

dynamics, which is given as, 

𝜕𝑆 𝑖

𝜕𝑡
= −

𝛾

(1+𝛼2)𝑀𝑆𝑉𝑖
𝑆 𝑖×[�⃗⃗� 𝑒𝑓𝑓(𝑖)(𝑡) + 𝛼𝑆 𝑖×�⃗⃗� 𝑒𝑓𝑓(𝑖)(𝑡)]                              (2.26) 
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Where the coefficient γ denotes the absolute value of the gyromagnetic ratio, 

and α is the dimensionless Gilbert damping constant. The time-dependence 

𝑆 𝑖(𝑡) is gained by integration of equation (2.26) with respect to time. The 

magnetization of the MNP system is recorded as the projection of the magnetic 

moments along the field direction. Although this approach has a solid physical 

basis, it is pronounced only when the time interval needed for a single spin 

precession is discretized sufficiently to ensure an acceptable numeric 

accuracy.176  

So, the second numerical method, termed the standard Monte Carlo method, 

turns out to be important. In this approach, a so-called Metropolis algorithm is 

employed to simulate the time-dependence magnetization of each particle. 

Very different from Langevin dynamics simulations, it doesn’t study how the 

motion of particle moment proceeds but how possible this motion will happen. 

The Markovian chain of Metropolis Algorithm is formed by generating each 

new state directly from the preceding state. It processes the simulation in a 

stochastic manner by directly agitating the moment of a randomly-picked 

particle to a new orientation chosen inside of a spherical segment around the 

present orientation with an aperture angle δθ. And then the new orientation is 

accepted with probability min [1, exp(-ΔE/kBT)], where ΔE is is the change in 

the total energy of cluster system caused by the agitation. For a system of N-
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particles, one MC step is defined by the repetition of this process N times until 

all of particles’ moments are agitated. The magnetization of the system is 

recorded after a certain amount of MC steps as the projection of the magnetic 

moments along the field direction. The accuracy of this simulation method is 

controlled by δθ and the amount of MC step per unit variance of magnetic 

field155. The main problem of this simulation approach is that it cannot 

describe a dynamic magnetic hysteresis in a quantified manner without a 

theory to associate physical time with the Monte Carlo step.  

The debate about the role of inter-particle dipole interactions in hyperthermia 

has been continuing for years. The points about its influence are quite different, 

even contradictory. The most people hold negative attitude. The first 

experimental observation of SAR decrease believed to be caused by dipole 

interactions was published by Urtizberea et al.175 in 2010. They found that 

SAR of superparamagnetic MNF decreased by one half as the concentration of 

particle increased by 4.5 folds under driven by a field of H0 = 3 kA/m and f 

=109 kHz. In the same year, Serantes et al.155 reported the reduction of SAR 

observed on induction heating condensed aqueous 75 nm of Fe/MgO particle 

solution. Both works attributed the reduction in efficiency to dipole 

interactions. In 2012, Haase et al.177 gave the evidence of negative effect of 

dipole interactions that the loss per cycle decreased as enhancing the dipole 
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interactions of ferromagnetic particle suspension system modeled by Langevin 

dynamics simulations. They found that both of remanence magnetization and 

coercivity of particle system decreases with the increase of the particle 

concentration. Futhermore, the decline of the loss per cycle of free particle 

system is much more obvious than the repellent particle system whose 

tendency to cluster was reduced intentionally.  

Different opinions appeared first in 2008, Dennis et al.178 manipulated the 

strength of dipole interactions by changing the thickness of stabilizer on the 

particle surface, finding that the measured SAR of tightly associated 

ferromagnetic particle is 7 fold higher than very loosely associated particles 

under a field of 86 kA/m and 150 kHz. In 2012, Martinez-Boubeta et al. 179 

found that the influence of dipole interactions on the SAR of ferromagnetic 40-

65 nm Fe/MgO particle fluid appeared only when the field amplitude was large 

enough; and the profile of concentration-dependent SAR presented a peak 

when the size was 40 nm; but this peak was flattened as increasing the size and 

finally the influence turned to be totally negative at 65 nm. In the same year, 

Singh et al.136 applied mean field theory to theoretically investigate the heating 

of non-clustered superparamagnetic Fe3O4 particle suspension by a field of 100 

Oe. The results showed that the heating power per particle kept increasing with 

the concentration at 6-8 nm, but an optimal concentration existed when the size 
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was 10 nm. In 2015, based on experimental and modelled findings, Serantes et 

al. 180 proposed a general picture to explain the heating performance of 

ferromagnetic MNF as a function of field amplitude and particle concentration. 

As shown in Figure 2.12, at low concentration, the magnetic loss of MNF is 

single particle- type, with total energy determined by anisotropy and Zeeman 

energies. As increasing the concentration, stronger dipole interactions decrease 

the overall anisotropy energy181, thus leading to a reduction of heating 

efficiency. By further increasing the concentration, the magnetic loss can be 

understood in terms of a competition between the local dipolar field and the 

applied field. Too strong dipole interactions will prevent magnetization process, 

damaging the heating efficiency. In 2016, Ovejero et al. 182reported a very 

similar trend after studying the influence of particle concentration on the 

heating efficiency of liquid suspension of 20 nm of iron oxide particles. They 

found that the hysteresis loop is dominated by the values of magnetizations, 

including maximum magnetization and remaining magnetization. 
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Figure 2. 12 Schematic description of the magnetic hyperthermia scenario 

(copy from Ref180 with permission from American Chemical Society, copy 

right 2015). 

There are several reasons to explain why the role of dipole interactions is so 

complex. According to classic DLVO theory, as increasing the concentration, 

being affected by dipole attraction, MNPs suspending in liquid preferred to 

form chain-like cluster at the early stage of aggregation. And the further 

increase of concentration will shorten the distance between particles, forcing 

particles to overcome the potential barrier, leading to irreversible aggregates. 

Actually, the work of Urtizberea et al.175 has already suggested that non-

uniform spontaneous clustering should make worse the heating efficiency. It 

can be deducted that a great diversity of MNP clusters in solution must cause a 

wide distribution of magnetic susceptibility to a certain alternating field.  

It is more difficult to discuss the magnetic losses of a cluster of multi MNP. 

For large particles, the strong dipole interactions might make them to form 
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dipolar magnetism. Varón et al.183 proved the roughness of such dipolar 

magnetism formed by ferromagnetic particle via applying electron holography 

technology to characterize the dipole orientations of two-dimensional 15 nm 

Co particles assemblies. Even under a very strong magnetic field as 2 Tesla, 

not all of dipoles get aligned with this field. In this situation, it is hard to 

predict how such magnetism reacts to a magnetic field. Although the dipole of 

SMNP is not so powerful to form such solid dipolar magnetism, ‘spin glass’ 

may play an important role in determining the magnetic response of aggregate. 

Since the energy of dipole interactions heavily relies on the relative positions 

of particles, the morphology of cluster and particle spacial arrangement turn 

out to be crucial in determining the role of dipole interactions. It is reasonable 

to infer that chain or cylinder-like assemblies should perform the best heating 

efficiency. It is because that the head to tail particle arrangement in a chain 

prompt particle dipoles to couple along the chain axis, which make the reversal 

of the magnetization of cluster harder. Martinez-Boubeta et al. 83 suggested 

that the hysteresis loop area of individual chain cluster should increase with the 

number of particles. However, their experiment results disproved it; the SAR 

was lowered by prompting the chain clustering via increasing the concentration. 

Mehdaoui et al.33 argued that inter-particle dipole interactions can generate a 

new uniaxial magnetic anisotropy to improving the heating only when MNPs 
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form clusters with high morphology anisotropy, but higher filed amplitude was 

required to initiate the magnetic loss of such clusters and low individual 

magnetic anisotropy is desired. Branquinho et al.184 reported that only at high 

damping factor the heating efficiency of short chain clusters would increase 

with the chain length; but at lower damping factor formation of chains could 

lead to low heating efficiency, because the individual magnetic anisotropy 

became farther away from the optimal value although dipole interactions 

reinforce the cluster’s effective magnetic anisotropy. The role of dipole 

interactions is also dependent upon the relative orientation of the magnetic 

field with respect to the clusters. Several modelling results suggest that chain 

cluster will produce less heat once the field direction does not align with the 

chain axis185 34. Serantes et al. 186studied the effect of cluster’s shape and field 

orientation on hyperthermia heating agar gel containing 44 nm of iron oxide 

particles. Their results suggested that although chain-like clusters have the 

superior heating performance, their heating efficiency becomes worse with 

increasing the angle between field direction and chain axis. In order to 

understand how dipole interactions dominate the hysteresis losses of a cluster, 

it is necessary to develop a method to associate the influence of dipole 

interactions with the cluster’s characteristics as well as the magnetic field 

orientation; and it can be applied to the cluster with any shape and particle 

arrangement. 
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2.4 MNF-based heat transfer enhancement 

2.4.1 Thermo-physical properties  

Density, specific heat capacity, viscosity and thermal conductivity are the four 

fundamental parameters for evaluating overall thermal performance of 

nanofluids. Typically, thermal conductivity and viscosity increase with adding 

more particles. The thermo-physical properties of MNF can be changed by an 

external magnetic field except density. In this section, the review will mainly 

discuss the applicability of present models and the effect of colloidal stability 

on thermo-physical properties. 

2.4.1.1 Density 

Density is an important property of nanofluids that affects the Reynolds 

number, friction factors, pressure loss and Nusselt number. Generally, density 

of a nanofluid is proportional to the volume fraction of particles. At most times, 

the density of solid particles is larger than the base liquid, the density of 

nanofluid is supposed to increase with particle concentration linearly. Usually, 

the density of nanofluids has been reported to be consistent with the mixing 

theory187 given by, 

𝜌𝑛𝑓 = (1 − 𝜙)𝜌𝑏𝑙 + 𝜙𝜌𝑠                                                                             (2.27) 
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where 𝜌𝑛𝑓 is the density of nanofluid, 𝜙 the volume fraction of particle, 𝜌𝑏𝑙 the 

density of base liquid and 𝜌𝑠  the density of particles. Paketal et al. 187 and 

Hoetal et al. 188reported an good agreement between the measured density and 

calculated ones of alumina – water nanofluids. The density of MNF also 

coincides well with the result suggested by mixing theory. 189 Besides particle 

concertation, the density of a nanofluid is also dependent on temperature190, 191 

and pressure192.  After investigation of density of nanofluids of alumina, 

antimony-tin oxide or zinc oxide particles, Vajjha et al. 191 decided to attribute 

the effect of temperature all to the change of 𝜌𝑏𝑙, with assuming that 𝜌𝑠 kept 

constant. In this way, equation (2.27) will be still valid as long as 𝜌𝑏𝑙  at a 

certain temperature is known.  

2.4.1.2 Specific heat capacity 

Recently, the study of the specific heat capacity of a nanofluid has gained more 

and more attentions. This is because the specific heat capacity plays an 

important role in evaluating the thermal performance of nanofluids. For 

example, it is required in the measurements of thermal conductivity193, thermal 

diffusivity194, 195 and the spatial temperature inside the flow196, 197; in natural 

convection, it is one of the key parameters for describing the nanofluids and 

the convective flow status198-200. Shahrul et al. 37 did excellent work on 

summarizing the technologies used for measuring the specific heat of 
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nanofluids.  Differential scanning calorimeter (DSC) has been proven to be 

successful in measuring the specific heat of nanofluids. 201-203  

Evidence has shown that the specific heat capacity of a nanofluid is affected by 

various parameters, including particle concentration37, temperature204, 205, 

particle size206, particle material207 and the type of base liquid207. It is found 

that the heat capacity of nanofluid often decreases when using the particles of 

lower heat capacity.37 For example, the specific heat capacity of alumina 

nanofluids decreases with increasing particle concentration. 201, 208 However, 

opposite behaviour is observed when the specific heat of particles is higher 

than the base liquid. For instance, the specific heat capacity of carbon 

nanotubes ethylene glycol nanofluids is enlarged with increasing concentration. 

208, 209 Temperature affects the heat capacity of nanofluid in a complex way. In 

general, it increases with temperature (see Figure 2.13). However, several 

works suggested completely opposite trend of specific heat with the rise of 

temperatures. 210, 211 Otherwise, Wang et al. 206 demonstrated that the specific 

heat capacity of particle is dependent upon the particle size. Thus, it is possible 

that the specific heat capacity of nanofluid changes with the particle size. 
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Figure 2. 13 Specific heat of nanofluids increases accordingly with temperature 

(the chart including the legends are completely copied from Ref37 with 

permission from Elsevier, copy right 2014 ) 

Many efforts have been made to theoretically model the specific heat capacity 

of nanofluid. In 1998, for the first time, Pak and Cho 187used the following 

equation to explain the effect of particle concentration on the specific heat of 

nanofluids.  

𝐶𝑝,𝑛𝑓 = 𝜙𝐶𝑝,𝑛 + (1 − 𝜙)𝐶𝑝,𝑏𝑙          (2.28)  
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where subscripts nf, n, and f refer to the nanofluid, nanoparticle and base liquid. 

In 2000, Xuan and Roetze212 proposed the following model, which is based on 

the classical and statistical mechanism200, 213. 

𝐶𝑝,𝑛𝑓 =
𝜙𝜌𝑛𝐶𝑝,𝑛 +(1−𝜙)𝜌𝑏𝑙𝐶𝑝,𝑏𝑙 

𝜙𝜌𝑛 +(1−𝜙)𝜌𝑏𝑙
              (2.29) 

Where 𝜌𝑛  and 𝜌𝑏𝑙 are the density of particle and base liquid respectively. 

Equation (2.28) considers the effect of density, but model 1 doesn’t. It has 

been suggested that this model is more fit than the equation (2.29) for 

interpreting 𝜙 – dependent 𝐶𝑝,𝑛𝑓.37 Several empirical relations were proposed 

to estimate the effect of temperature.208 214, 215 No theory has been come up 

with to explain it up to now.  

While no evidence has been reported about the relationship between particle 

aggregations and the specific heat of nanofluid, Chiu et al. 216suggested that 

the specific heat of MNF is sensitive to the intensity of an external magnetic 

field. They measured the specific heat capacity of a water – based MNF which 

was exposed to weak or strong field. Under a weak field, the specific heat 

capacity barely changed with temperature, but the specific heat capacity 

decreased dramatically with temperature under a strong field. They attributed 

this decrease to the reduction in the degrees of freedom of MNPs under the 

field. In fact, MNPs form chain-like clusters under the guidance of magnetic 
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field. What’s more, normal aggregations can also reduce the mobility of 

particles.  

2.4.1.3 Viscosity  

A good thermal working fluid should produce a high heat transfer efficiency 

but also a low pressure drop to reduce the pumping power. However, it is 

widely recognized that the viscosity of nanofluids increases with the rise of the 

volume fraction of particles,55, 62although which often leads to enhancement of 

thermal conductivity. 217 Figure 2.14 gives examples of increment of viscosity 

of nanofluids as a function of volume fraction. Tiwari et al.218 reported that 

increasing particle concentration brought larger viscosity and density of 

nanofluid, which enlarged pressure drop, thus resulting in an increase of 

pumping power. Vajjha and Das214 reported that it required more power to 

pump CuO nanofluid than the base liquid when the particle concentration was 

higher than 3 %. Furthermore, at large Reynolds number, the high 

concentration can cause more increment of pressure drop in comparison with 

the case of small Reynolds number (see Figure 2.15). In other words, the 

enhanced convective heat transfer efficiency could be offset by increased 

pumping power. Most importantly, the dispersed particles sometimes make the 

nanofluid behave like a non-Newtonian fluid,55, 62 and the viscosity becomes 

hard to be predicted. 
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Figure 2. 14 Viscosity of nanofluids as a function of nanoparticle concentration 

(copy from219 with permission from Springer, copy right 2009) 

 

 

Figure 2. 15 Pressure drop as a function of Reynolds number at different 

particle volume fraction. (copy from Ref220 with permission from Elsevier, 

copy right 2012) 

Shear thinning of nanofluids has been reported by many researchers who found 

that the viscosity decreased with the shear rate during rheological 

measurements.55-62 Lots of evidences show that shear thinning becomes 
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significant with increasing particle concentration.56-59, 221-223 Nanofluids are 

more likely to behave as Newtonian fluid when temperature is increased 59, 222, 

224 or spherical particles are used 56. It is known that nanoparticles have a great 

tendency to aggregate in solution caused by van der Waals attractive forces.63 

Once particles undergo aggregations, the aggregates have an effective volume 

fraction larger than isolated particles would, thus leading to an increase of 

fluid’s viscosity.108 If a strong shear stress could destroy particles aggregates, a 

decrease of viscosity should be expected, as a result, the viscosity decreases 

with shear rate. Zhou et al. 56 made such a hypothesis to explain the shear 

thinning behaviour of alumina polyalphaolefins nanofluid. Pastoriza-Gallego et 

al. 57 investigated the viscoelastic behaviour of ethylene glycol-based Fe2O3 

nanofluids and observed a peak showing on the profile of loss modulus against 

strain. They interpreted the peak as that some kind of structure formed by 

particles within fluid is lost during the increase of strain. Duan et al. 58 found 

that the shear thinning of alumina water nanofluids disappeared after the 

samples were ultrasonically treated to reduce particle aggregations. If the shear 

thinning of nanofluid has to do with the aggregates being broken under shear, 

enhancing the colloidal stability to suppress aggregations should make the 

viscosity less dependent of shear rate. Furthermore, the more dispersed 

particles are supposed to reduce the viscosity of nanofluid, hence helping 

saving pumping power.  
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A variety of models has been developed to predict the viscosity of nanofluid at 

a specific particle concentration.167 Einstein225 theoretically studied the 

visocosty of infinite dilute suspensions of idealy dispersed and non-interacting 

hard spheres, with the assumpsion that particles rotate under shear. The 

relation he proposed is described as,  

𝜇𝑟 = 1 + 2.5𝜙                    (2.30) 

where 𝜇𝑟 is the ratio of the viscosity of nanofluid to that of the base liquid. 

Einstein model applies to low volume concentration 𝜙 < 1%.108  Brickman 

model226 is the extension of Einstein model, which can be used for moderate 

volume concentrations. 

𝜇𝑟 =
1

(1−𝜙)2.5                        (2.31) 

When 𝜙 ≥ 1% , hydrodynamic interactions between particles become 

important as the disturbance of the fluid around one particle interacts with that 

around other particles. Batchelor model227 takes Brownian motion and particles’ 

interactions into considerations, which is suggested to be useful at 𝜙 ~1%. 

𝜇𝑟 = 1 + 2.5𝜙 + 6.5𝜙2                                      (2.32) 

A semi-empirical relationship for the shear viscosity covering the full range of 

particle volume fraction was obtained by Krieger and Dougherty228,  
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𝜇𝑟 = (1 − 𝜙/𝜙𝑚)−2.5𝜙𝑚                                 (2.33) 

where 𝜙𝑚  is the volume fraction of densely packed particles, which varies 

from 0.495 to 0.54, and is approximately 0.605 at high shear rate. To take 

aggregations into considerations, Chen et al. 108 modified Krieger and 

Dougherty’s model to, 

𝜇𝑟 = (1 − 𝜙𝑎/𝜙𝑚)−2.5𝜙𝑚                             (2.34) 

with 𝜙𝑎 = 𝜙(𝑟𝑎/𝑟𝑝)
3−𝑑𝑓

                                (2.35) 

where 𝑟𝑎 is the radius of the aggregates, 𝑟𝑝 the radius of particles and 𝑑𝑓  the 

fractal dimension of the aggregates which is around 1.8229. Figure 2.16 shows a 

comparison between the measured data and calculated results by equation 

(2.34). They found that the model fits best when 𝑟𝑎 /𝑟𝑝 is about 3.  When 𝜙𝑎 is 

very small, Prasher et al. 230 suggested that it could perform a binomial 

expansion to reduce equation (2.34) to a linear relationship 

 𝜇𝑟 = 1 + 2.5𝜙𝑎        (2.36) 

𝜙𝑎 is the slope and 𝑎𝑎 determines how fast the viscosity increases with particle 

concentration. For ideally dispersed particles, 𝜙𝑎  equals 𝜙, thus the Krieger 

and Dougherty model is the same with Einstein model.  
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Figure 2. 16 Increment of viscosities for spherical particle nanofluids (copy 

from108 with permission from Elsevier, copy right 2016) 

However, the researchers in this field usually prefer to use the empirical 

equation which is developed based on the measured results of a certain 

nanofluid. Shear thinning of nanofluids is one reason. Another one is that the 

viscosity of nanofluid is affected by temperature and it cannot be attributed all 

to the viscosity variance of base liquid. For example, as shown in Figure 2.17, 

the 𝜇𝑟  of dilute Fe3O4 nanofluid increases with 𝜙  much quicker at higher 

temperature; however, an opposite scenario is found on condensed CuO 

nanofluid. According to equation (2.34) and (2.35), a faster increment with 𝜙 

suggests bigger particle aggregates. Several works suggest that higher 

temperature could prompt particles aggregations.231-233 Chen et al. 233 

summarized two reasons. Firstly, the viscosity of the base liquid is lower at 

higher temperature, which often leads to a larger collision frequency rate 

among particles. Secondly, temperature changes the interaction energy between 
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particles. Nonetheless, it is hard to explain why the 𝜇𝑟  of a condensed 

nanofluid increases quicker at low temperature. It is known that aggregation 

proceeds faster at higher particle concentrations. It is possible that the 

aggregation condition in a diluted solution is different from that in a condensed 

one. 

 

Figure 2. 17 Comparison of relative viscosity of Fe3O4 and CuO nanofluid at 

different temperature. The base liquid is ethylene glycol and water mixture. EG 

stands for ethylene glycol and W for water. (Copy from95, with permission 

from Elsevier, copy right 2012, the data of CuO nanofluid is cited from234) 

Moreover, the viscosity of MNF is susceptible to an external magnetic field, 

and this feature is known as magnetoviscous behaviour.49 When a MNF is 

exposed to a field, the particles tend to get aligned with the field. This 

alignment confines the movement of particles and eventually increases the 

effective viscosity of the suspension. Several researchers have tried to use 
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magnetic field to enhance convective heat transfer efficiency of MNF.51, 235, 236 

Thermomagnetic convection is suggested to be the solution of cooling of 

micro-sized geometries, but which is hindered by magnetoviscous effect.45 The 

particle aggregations should make the estimation of magnetoviscous behaviour 

more complex. Therefore, it is necessary to study the relationship between 

colloidal stability and viscosity of nanofluid.  

2.4.1.4 Thermal conductivity 

Enhanced thermal conductivity of nanofluids could be the one of the most 

attractive features to the researchers in heat transfer engineering. For example, 

Abareshi et al.237 reported a 11.5 % of enhancement in the thermal 

conductivity of water – based Fe3O4 nanofluid at 40 oC after the particle 

volume fraction was increased to 3 %. Singh et al.238 found that the thermal 

conductivity of ethylene glycol and water mixture based Fe3O4 nanofluid 

increased by 33 – 46 % at 60 oC when particle volume fraction was 2 %.  In 

addition, thermal conductivity of MNF can be further improved by applying a 

magnetic field. Although, in general, thermal conductivity of nanofluid 

increases by adding more particles, it is so difficult to predict the amount of 

increment with using established theoretical models.  
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Most of reported models are derived from the well-known Hamilton–Crosser 

model239. As nanofluid is a two-phase fluid; therefore, one may expect that it 

would have common features with solid–liquid mixtures. So, Hamilton–

Crosser model is described as, 

𝑘𝑛 = 𝑘𝑏𝑙 [
𝑘𝑝+(𝑛−1)𝑘𝑏𝑙+(𝑛−1)𝜙(𝑘𝑝−𝑘𝑏𝑙)

𝑘𝑝+(𝑛−1)𝑘𝑏𝑙−𝜙(𝑘𝑝−𝑘𝑏𝑙)
]  (2.37) 

where subscripts nf, bl and p stand for nanofluid, base liquid and particle, n is 

the empirical shape factor. For spherical particles, the value of n is equal to 3, 

and then we get Maxwell model, 

𝑘𝑛𝑓 = 𝑘𝑏𝑙 [
𝑘𝑝+2𝑘𝑏𝑙+2𝜙(𝑘𝑝−𝑘𝑏𝑙)

𝑘𝑝+2𝑘𝑏𝑙−𝜙(𝑘𝑝−𝑘𝑏𝑙)
]     (2.38) 

Maxwell model is suggested to be satisfactory for spherical shaped particles 

with low particle volume concentrations.240 Bruggeman et al.241 proposed a 

model for full range of particle concentration. 

ϕ(
𝑘𝑝−𝑘𝑟

𝑘𝑝+𝑘𝑟
) + (1 − ϕ) (

𝑘𝑏𝑓−𝑘𝑟

𝑘𝑏𝑓+2𝑘𝑛𝑓
) = 0   (2.39) 

where 𝑘𝑟 is the ratio of 𝑘𝑛𝑓 to 𝑘𝑏𝑙. It is noticeable that at low volume fractions, 

Maxwell model and Bruggeman model generate similar results.242, 243  

Lots of evidences demonstrate the mismatch between the experimental data 

and value calculated by the above models.193, 238, 244-248 To improve the 

accuracy, the models were modified to consider several other effects, i.e. 
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formation of solid – like “nanolayer” on the particle’s surface 249-251 , 

interfacial thermal resistance252 and Brownian motion253-255.  The theory of 

“nanolayer” presumes that the base fluid molecules close to the solid surface of 

the nanoparticles form solid-like layered structures. Hence the nanolayer works 

as a thermal bridge between the liquid base fluid and the solid nanoparticles, 

and this will enhance the effective thermal conductivity. The effect of 

Brownian motion is interpreted in two ways, heat transport caused by motion 

of nanoparticles and micro-convection of fluid surrounding individual 

nanoparticles. 256 However, it has been suggested that the effect of Brownian 

motion should be overestimated. 46 Keblinski et al.257 showed that thermal 

diffusion is much faster than Brownian diffusion, even through particles are 

extremely small. In other words, heat transfer is supposed to be already 

finished before particle moves.  

However, most researchers still prefer to use empirical equations. Based on the 

reviewing of reported experimental results, Tawfik et al.258 summarized seven 

parameters that can affect thermal conductivity of nanofluid, including 

particle’s concentration, size, shape and thermal conductivity, base liquid type, 

temperature and preparation method. In fact, the first six ones have been 

discussed by the reported models (the effect of particle size can be included by 

using theory of Brownian motion). There are several reasons that limits their 
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applicability. First, it is hard to propose one simple equation which 

simultaneously considers all these factors. Secondly, they often depend on 

parameters unknowable. For example, to use theory of “nanolayer”, one must 

assume the thickness of this layer.  

The last parameter, preparation method, mainly determines the stability of 

particle dispersion. It is widely accepted that heat transfer should be much 

faster along the structure of aggregate than through the body of base liquid. 

Bigdeli et al.38 suggested that most enhancements beyond predictions of 

effective medium theories come from the formation of thermal percolating 

paths due to aggregation of nanoparticles229, 259, 260, which is illustrated in 

Figure 2.18. For instance, Gavili et al. 261 found that thermal conductivity of 

water – based Fe3O4 nanofluid was increased by 200 % under a 1000 G of 

magnetic field at 25 oC. The mechanism responsible for such significant 

enhancement is believed to be chain - like particle alignment in the direction of 

the applied magnetic field, parallel to the temperature gradient. 262 Otherwise, 

by modelling the contribution of aggregations to thermal conduction, 

Prasher229 reported that there should be an optimal scale of aggregation for 

enhancement of thermal conductivity (see Figure 2.19). Fully aggregated and 

dispersed nanofluid should generate the thermal conductivity comparable to 

the value predicted by Maxwell model.  If the particles undergo uncontrolled 
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aggregations, it could be impossible to predict thermal conductivity of 

nanofluid. Xuan et al. 263developed a model considering Brownian motion and 

the diffusion-limited aggregation. However, it has been suggested that there is 

something wrong with the Brownian motion part of their model.264  

 

Figure 2. 18 Schematic of well-dispersed aggregates. Aggregates have a higher 

mass than individual particles, thus they can generate high-conductivity 

percolation path (copy from229 with permission from American Chemical 

Society, copy right 2006). 
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Figure 2. 19 The dependence of enhancement of thermal conductivity on 

aggregation. (a) For a well-dispersed nanofluid, the thermal conductivity 

should be in agreement with the value suggested by Maxwell model. (b) 

Optimal scale of aggregation for the best thermal conductivity.  (c) Futher 

aggregations will reduce thermal conducitivity. It is because the majority part 

of nanofluid is empty of particles and thus the heat transfer mainly accounts on 

the base liquid. (copy from38 with permission from Elsevier, copy right 2016) 

2.4.2 Enhancement of convective heat transfer 

Lots of works has been carried out to investigate convective heat transfer of 

nanofluids. In most studies, nanofluids are pumped through a circular tube 

uniformly heated with constant power. Undoubtedly, the enhancement of the 

heat transfer coefficient should be much more attractive that the improvement 

of thermal conductivity to people in thermal fluid engineering. The 

enhancement in heat transfer coefficient with respect to base fluids could range 

from a few percent up to 350% (for carbon nanotubes197). It is found that the 

abnormal heat transfer performance of the nanofluids can’t only be explained 

by its high thermal conductivity. Wen et al.196 studied the heat transfer 
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enhancement of Al2O3 water nanofluid under laminar flow up to turbulence. 

They found that the heat transfer coefficient could be increased by 40 % using 

nanofluid, while the enhancement of thermal conductivity was less than 10 %. 

Moreover, homogeneous flow model is not suitable for study of nanofluid. 

Xuan et al. 265 reported that Nusselt number for water - based Cu nanofluid in 

turbulent regime was 30 % higher than the value predicted by Dittus–Boelter 

correlation.  

Besides properties of particles and base liquids and particle concentration, 

particle migration is suggested to be one of the primary reasons for the 

abnormal heat transfer enhancement of nanofluids.266 Sohn and Kihm267 

confirmed that particle migration mainly depends on thermophoresis and 

Brownian diffusion. By using scale analysis, Bahiraei and Hosseinalipour268 

suggested that particle fluxes due to Brownian diffusion and thermophoresis 

have orders of 10-10 and 10-8, respectively. Hence, thermophoresis should 

contribute more to particle migration.  Thermophoresis is one kind of 

nanoparticle transport driven by temperature gradient. The liquid molecules at 

hot region will push particles to the cold region. When a nanofluid is heated, 

thermophoresis is supposed to reduce nanoparticle concentration in the wall 

boundary layer, leading to a decrease of viscosity and increase of velocity near 

the wall, and thus thinning the boundary layer. 269, 270 If a nanofluid is cooled 
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down, thermophoresis should increase the concentration near the wall. By 

using MRI technology, our research group has demonstrated that when a MNF 

is cooled, the concentration near to the wall is higher than that at the centre of 

pipe. 271 So, thermophoresis truly plays an important role in determining the 

distribution of particle concentration in a flow. Otherwise, Yu et al. 272 

reported the enhancement of heat transfer is almost the same no matter with the 

nanofluid is heated or cooled. This may be explained by the increase of 

thermal conductivity in the boundary layer.  

Application of magnetic nanoparticle enables controlling particle migration by 

magnetic forces. It is known that MNFs are inclined to move following 

magnetic gradient. Remarkable heat transfer enhancements have been reported 

with using MNF under forced convection conditions. Evidences show that it is 

most likely to obtain enhanced heat transfer efficiency when the magnetic field 

is perpendicular to the direction of flow. 51, 235, 236, 273, 274 Even, Sha et al.275 

reported that heat transfer coefficient decreased when the field was parallel 

with the flow despite of whether the flow is in laminar or turbulence condition. 

However, contradictory results were reported about the effect of a constant 

magnetic field on the laminar forced convective heat transfer of a ferrofluid in 

a heated tube. Several researchers suggested that applying a constant magnetic 

field perpendicular to flow direction enhances the heat transfer performance of 
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MNF, 51, 236,273, 274 while Ghofrani et al.276 and Yarahmadi et al. 277 observed an 

opposite trend. Azizian et al.51 assumed that the increase in Nusselt number 

with using constant field  is associated with the aggregation of particles in the 

direction of the field. At first, aggregations could improve the local thermal 

conductivity. And the aggregates near the wall of pipe may act like local 

obstacles that disturb the flow pattern and the thermal boundary layer and 

make the flow turbulent, thus leading to a further increase of the local 

convective heat. Based on the previous studies and their findings, Yarahmadi 

et al. 277 tried to explain the contradiction with the following:  when the field 

intensity is relatively low,  the increase in the fluid viscosity and the decline of 

the fluid flow velocity near the wall reduces the heat transfer of MNF, whereas 

at higher field intensity, the increase in the thermal conductivity and decline in 

the thermal boundary layer would explain the enhancement in the heat transfer. 

What’s more, both Ghofrani et al.276 and Yarahmadi et al. 277 demonstrated 

that an alternating magnetic field is better than a constant one and the local 

heat transfer coefficient increases with increasing the alternating frequency. 

Goharkhah explained it that repeating attraction and releasing of nanoparticles 

bring better mixing and the disturbance of boundary layer. However, 

Shahsavar et al.274 found that increasing the frequency reduced the 

enhancement of local Nusselt number, after studying laminar forced 

convective heat transfer of ferrofluid of MNP - carbon nanotubes composites 
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under alternating magnetic fields. Otherwise, Yarahmadi et al. 277 also show 

that the effect of magnetic field decreases with increasing Reynolds number no 

matter with it is positive or not. When particles suspend in forms of aggregates, 

the size of aggregates determines how fast the particles response to a magnetic 

field. If the response is very fast, too much accumulation of particle near the 

wall should decrease the flow velocity in this area, so increasing the frequency 

will be better; If it is very slow, there might not be enough particles in the 

boundary layer, thus reducing the frequency should be better. Therefore, the 

convective heat transfer experiment should be developed based on A MNF 

whose colloidal stability is under control. 

2.5 Summary  

This chapter introduced basic knowledge and recent advances of MNF – based 

hyperthermia heating treatment and convective heat transfer enhancement. The 

largest challenge in the field of magnetic hyperthermia rely on how to obtain 

efficient heating with using AC magnetic field of low intensity and frequency. 

Clusters of magnetic particle represent a solution because they enable inter-

particle couplings to make the largest effort to change the magnetic losses. 

Contradictory points have been reported on the role of dipole interactions in 

hyperthermia heating. Besides the properties of particles, its role also depends 
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on the cluster’s shape and size and the field orientation with respect to cluster. 

All of these have not been fully investigated.  

In heat transfer engineering, MNF has been paid with extensive attentions 

because its thermal physical properties and convective heat transfer 

performance can be controlled by an external magnetic field. However, the 

main problems are: i) the limited applicability of theoretical models to predict 

the viscosity and thermal conductivity of MNF ii) the unclear effect of 

magnetic field on convective heat transfer enhancement. Evidences show that 

particle aggregations associate intimately with its thermal physical properties 

and convective heat transfer performance. However, it lacks systematic study.  

  



84 

 

Chapter 3 Research Methodology 

3.1 Preparation and characterizations of Ferrofluids 

3.1.1 Materials 

Ferric chloride (FeCl3 · 6H2O, ≥99%), ferrous chloride (FeCl2 · 4H2O, ≥99%), 

ammonium hydroxide (25%), citric acid (≥99.5%), Oleic acid (OA, 90%), 

sodium dodecylsulfate (SDS, 99%), cyclohexane (99.8%), ethanol (200 proof), 

hydrochloric acid (HCl, 37%) were purchased from Sigma Aldrich. Ethylene 

glycol (EG) was obtained from VWR Chemicals. DI water was used for 

preparing all aqueous solutions and nanofluids. 

3.1.2 Preparation of Fe3O4 nanoparticles 

Fe3O4 nanoparticles were prepared by co-precipitation method.111 In a typical 

procedure, 24 g of FeCl3 · 6H2O and 8.8 g of FeCl2 · 4H2O was dissolved in 

100 ml of water at first. The solution was heated to 50 oC and bubbled with N2 

for 15 min to remove oxygen. And then, 50 ml of ammonium hydroxide was 

added under vigorous stirring. After 30 min, the black precipitate was collected 

at the bottom of flask with using a magnet and washed with water 5 times. 

After dumping the supernatant, Fe3O4 particles were obtained.  
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3.1.3 Preparation of oil-based ferrofluids  

In order to stabilize Fe3O4 nanoparticles in an oil phase, the surfaces of 

particles were hydrophobically treated via modification of oleic acid. In a 

typical procedure, 0.008 mol of Fe3O4 particles was dispersed in 100 mL of 

water with the aid of ultrasound. The pH of particle suspension was adjusted to 

about 8.5 by adding diluted HCl solution. The dark suspension was heated to 

70 oC and kept stirred under the protection of N2. 1.33 mL of oleic acid was 

added to the suspension. After 2 h, all of particles precipitated down to the 

bottom of the flask. The oily precipitates were washed with ethanol for 5 times 

and then dispersed to cyclohexane. After drying with a N2 blower, Fe3O4 

nanoparticles modified with a monolayer of oleic acid were obtained. At last, a 

certain amount of modified particles were re-dispersed to cyclohexane or 

octane to generate oil-based ferrofluids. 

3.1.4 Preparation of water-based ferrofluids composed of Fe3O4 clusters 

with tunable size 

Clusters of Fe3O4 nanoparticles were prepared by the emulsion droplet solvent 

evaporation method. Typically, 1.5 mL of cyclohexane - based ferrofluids 

(0.16 g/mL) was mixed with 30 mL of aqueous SDS solution (1 CMC) with 

aid of ultrasonic treatment to form a mini-emulsion system. After 6 h of 

evaporating the cyclohexane at 60 oC under the protection of N2, the clusters of 
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Fe3O4 nanoparticles stabilized by SDS were produced. A centrifugation at 

8000 rmp was used to separate the clusters from the solution. After dumping 

the supernant, the clusters were re-dispersed to diluted SDS solution (0.5 

CMC). The size of final Fe3O4 clusters was controlled by changing the particle 

concentration of cyclohexane - based ferrofluids. 

3.1.5 Preparation of EG and water based ferrofluids  

To stabilize the Fe3O4 nanoparticles in a EG and water mixture, the surfaces of 

particles were modified with citric acid. Typically, 0.044 mol of Fe3O4 

particles was dispersed in 120 mL of water with the aid of ultrasound. After 

adding 2g of citric acid, the suspension was stirred at 50 oC under the 

protection of N2 for 2.5 hours. The particles were washed for 5 times with 

diluted HCl solution. After dumping the supernatant, CA modified Fe3O4 

particles were re-dispersed to water and stored at 8 oC. For preparation of 

nanofluids, a certain amount of modified particles in aqueous solution were 

added to EG – water mixture whose volume ratio was adjusted so that the final 

ratio could achieve 1:1. 
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3.1.6 Characterizations  

3.1.6.1 Characterizations of Fe3O4 particles and clusters 

The morphology and size of as-prepared particles and clusters were observed 

under a Transmission electron microscopy (TEM). The samples for TEM 

observation were prepared via dropping diluted particle dispersion onto a TEM 

copper grid followed by drying under a reduced pressure overnight. TEM 

images were taken by a JEOL-2000 electron microscope operating at 200 kV 

and equipped with a CCD camera. The size distribution was gained based on at 

least 300 particles or clusters. 

The crystal structure of particles and clusters were analyzed by X-Ray powder 

diffraction (XRD) measurements. The samples were grounded before the test. 

A Bruker D8 Advance Powder X-ray diffractometer was applied to obtain 

XRD pattern. The step size and time were kept at 0.02 degree and 2 s 

respectively. 

Thermogravimetric analysis (TGA) was carried out on a TGA-SDTQ600 

thermogravimetric analyser to measure the amount of stabilized attached on 

the particles’ surfaces. The modified Fe3O4 nanoparticles were heated to 1000 

oC under the protection of N2. The rate of temperature increase was kept at 10 

oC/min.  
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Fourier transform infrared (FT-IR) spectra were gained by using a Perkin-

Elmer Spectrum One FT-IR spectrophotometer at a resolution of 4 cm-1. All 

samples were prepared into KBr tablets, and the number of scans was set at 20 

to collect the spectra. 

The density of unmodified and citric acid modified Fe3O4 nanoparticles was 

measured by using a Accupyc 1330 pycnometer. Before the test, the particle 

sample was dried under a reduced pressure for 3 days. The equipment was 

calibrated by conducting 10 purges and 10 runs for the empty cell followed by 

10 purges and 10 runs for cell + two calibration balls. The sample was 

measured for 5 times and the standard deviation is only 0.048%. 

A JDM-13 vibrating sample magnetometer was used to measure the saturation 

magnetization of the Fe3O4 nanoparticles clusters. The field dependence of 

magnetization was changed over a range from -10 to +10 kOe at room 

temperature. The measurement was conducted for three times to obtain the 

average result. 

Dynamic light scattering (DLS) and zeta-potential measurements were carried 

out on a Malvern Zen 3600 Zetasizer to study the hydrodynamic diameter and 

surface potential of particles. All the samples were diluted first. The 

temperature was set at 25 oC.  
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3.1.6.2 Characterizations of ferrofluids 

The density of ferrofluids was determined by measuring the mass of 1mL of 

particle suspension. The measurement was performed for three times to obtain 

the average value of density. 

The rheological behaviour of the base liquid and nanofluids was measured by 

using an Anton Paar MCR 302 rheometer equipped with a CP50-1 measuring 

cone. The diameter of cone is 50 mm and cone angle is 1 o. During the 

rheological measurements, the shear rate was changed from 50 to 2500 s-1. At 

each shear rate, the measurements were conducted under steady-shear 

conditions for 120 s. The viscosity was measured every 6 s, and the mean 

value was used as the final viscosity for each shear rate. 

The thermal conductivity of ferrofluids was measured with using a TC3020L 

Liquid Thermal conductivity meter (Xi’an Xiatech Electronic Technology Co., 

China), which is based on the transient hot-wire method. A water bath was 

used to generate a circulation flow to keep the temperature of the sample at a 

certain value during the measurement. After setting the temperature for test, 

the sample was heated for half an hour to achieve thermal stabilization. Then, 

the thermal conductivity was measured for 5 times to obtain the mean value.  
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The specific heat of ferrofluids was measured by using a Differential Scanning 

Calorimeter (DSC) (TA Instruments Q2000). The sample was held in an 

aluminum pan and covered with a lid. An empty pan with lid was used as the 

reference. The scan was conducted in a nitrogen atmosphere. At the beginning, 

the temperature was maintained at 5 °C for 15 min, and then the sample was 

heated rapidly to 85 °C at a heating rate of 25 °C/min. For minimizing the 

system errors, the scan was repeated for three times to gain the averaged 

profile of the specific heat as a function of temperature. It was found that the 

specific heat of nanofluids increases little after temperature was higher than 60 

oC. So, the average specific heat in range of 30 to 60 oC was used as the final 

result at a certain volume fraction. 

3.2 Methodology for numerically investigation of hyperthermia 

heating of clusters composed of multi particles 

 

3.2.1 Numerically assembling nanoparticles into clusters 

To study the effect of morphology anisotropy on hysteresis losses of a cluster, 

SMNPs are assembled into nine kinds of clusters, including one chain cluster, 

four cylinder clusters, two cube clusters one spherical cluster. Table 3.1 gives 

the details of structure and the number of particles used to create each cluster. 

The particles are mono-sized and ideally spherical in shape. Usually, a SMNP 
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is covered with a layer of organic stabiliser in practice to stabilize the particle 

in the suspension. The thickness of this stabilizer layer is set at 1 nm in the 

modelling, and the radius of magnetic fraction is kept at 5 nm.  All the clusters 

were formed by 64 of particles except cube 2, which contains 63 of particles. 

The particles of the chain cluster are lined up along the Z-axis. The four 

cylinder clusters and cube 1 are created by putting the repeating unit directly 

on top of last layer. For cylinder 1, 3 and 4, the 64th particle is placed directly 

on the top of the particle which is at the centre of the top surface of the cluster. 

The structure of cube 2 cluster is fabricated with face-centered cubic (FCC) 

lattice.  

To assemble particles into a sphere-like cluster, a certain number of particles 

are allowed to undergo ideally elastic collisions within a large sphere. The 

collision between particle and the inner wall of the sphere is also treated as 

elastic collision. The radius of this sphere decreases by a very small amount at 

each time until the radius cannot be reduced any more. As a result, a sphere-

like cluster is obtained. The algorithm can be described by a simple recipe, 
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Detailed Matlab programme of assemble particles into a sphere-like cluster can 

be found in Appendix 1. 
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Table 3.1 Details of modelled clusters 

Name Structure Repeating unit No. of particles 

Chain -  64 

Cylinder 1 Triangular array 
 

64 

Cylinder 2 
Simple cubic 

lattice 
 

64 

Cylinder 3 
Primitive 

hexagonal array  
64 

Cylinder 4 
Simple cubic 

lattice  
64 

Cube 1 
Simple cubic 

lattice  

64 

Cube 2 FCC lattice - 63 

Sphere - - 64 

 

3.2.2 Numerical characterization of cluster’s morphology anisotropy 

The morphology anisotropy of one cluster is characterised by treating it as an 

equivalent ellipsoid with uniform mass distribution in 3D. The ellipsoid has the 

same mass and principal moments of inertia as the cluster does. The 

morphology anisotropy is defined in terms of the ratios of the length of its 

semi-principal axes. Each particle is divided into 280 unit volume elements. 
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The moment of inertia tensor,  𝑇𝐼, for a cluster composed of N discrete point 

masses (N = 280 × the number of particle) is described as, 

2 2

2 2

1 2 2

l l l l l lN

I l l l l l l

l

l l l l l l

y z x y x z

T x y x z y z

x z y z x y


   
 

    
    

                          (3.1) 

where (𝑥𝑙 , 𝑦𝑙, 𝑧𝑙) are the coordinates of point mass 𝑙. The original point locates 

at the mass centre of the cluster. Diagonalising  𝑇𝐼 works out the principal 

moments of inertia of the cluster, 𝜆𝑖(𝑖 = 1, 2, 3). The length of semi-principal 

axis of the equivalent ellipsoid 𝑑𝑖 is obtained by, 

5

2

j k i

id
N

   
                                           (3.2) 

where  𝑖 , 𝑗 and  𝑘 equals 1 or 2 or 3, respectively, and 𝑖 ≠ 𝑗 ≠ 𝑘 . Then, 

𝑑𝑖(𝑖 = 1, 2, 3)are assigned to A, B and C, ordered from the largest to smallest. 

A long 𝑑𝑖 comes with a small 𝜆𝑖, which suggests that the mass of the cluster is 

distributed close to the principal axis of rotation 𝑖.  Therefore, high ratios of A 

to B and C indicate a heterogeneous mass distribution of the cluster with 

respect to different axes, indicating a high anisotropy in morphology. The 

longest principal axis A is arbitrarily defined as the axis of morphology 

anisotropy (AMA). 
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3.2.3 Numerically estimation of directionally dependent influence of dipole 

interactions 

When one cluster is magnetically saturated, the total energy of dipole 

interaction  ∑ 𝐸𝐷
(𝑖,𝑗)

𝑖<𝑗  can be described as, 

 ∑ 𝐸𝐷
(𝑖,𝑗)

𝑖<𝑗 = ∑
𝜇0𝑀𝑑

2𝑉𝑝
2

4𝜋
[
1−3(𝑐𝑜𝑠𝜃𝑖𝑗)

2

𝑟𝑖𝑗
3 ]𝑖<𝑗                     (3.3) 

where 𝜇0  is the vacuum permeability, 𝑀𝑑  the domain magnetization, 𝑉𝑝  the 

magnetic volume of particle, 𝜃𝑖𝑗  the angle between the direction of 

magnetization and the line joining the centers of particle i and j, and  𝑟 𝑖𝑗 the 

distance between the centers of particles. We denote it as 𝐸𝐷𝐼𝑆𝑀. Set 𝜃𝑀𝐴 is the 

angle between the magnetization direction and AMA. Therefore, 

𝐸𝐷𝐼𝑆𝑀 (𝜃𝑀𝐴) suggests the total energy of dipole interactions when the 

magnetization direction departs from AMA It is evidenced that the clusters 

formed by SMNPs can inherit superparamagnetism from the particles,109, 278-280 

as long as T is high enough to make the moments rotate too rapidly to generate 

permanent magnetization. Moreover, the blocking temperature of the densest 

assembly of SMNPs can be much lower than room temperature.171, 174 When 

body temperature is considered, it can be assumed that ∑ 𝐸𝐷
(𝑖,𝑗)

𝑖<𝑗  of the SMNP 

cluster whose magnetization is completely relaxed is independent upon its 

structure and shape. In this case, 𝐸𝐷𝐼𝑆𝑀 dominates the difference of ∑ 𝐸𝐷
(𝑖,𝑗)

𝑖<𝑗  

before and after the cluster is magnetized. Decreasing 𝐸𝐷𝐼𝑆𝑀 is expected to 
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make magnetizing the cluster easier. Here, the direction of the cluster’s 

magnetization is set always in parallel with the field direction.  

3.2.4 Monte Carlo simulation 

To investigate the effect of dipole interactions on hysteresis losses of the 

cluster composed of superparamagnetic nanoparticles, a standard Monte Carlo 

approach featured with the Metropolis algorithm was carried out to produce 

magnetization – field intensity curve (M-H curve). The transition possibility in 

Metropolis algorithm depends on the energy difference between the present 

and attempted states. Each particle possesses a uniaxial magnetic anisotropy, 

and the orientation of the easy axis is randomly chosen in a 3D space. The 

magnetic properties of particle are set the same as the published data of 

magnetite nanoparticles: the effective magnetic anisotropy constant 𝐾𝑒𝑓𝑓  is 

9000 J/m3 and 𝑀𝑑  446 kA/m.151 For the sake of simplicity, we assume that 

both of them are temperature-independent. The energy model of the cluster 

system consists of three major sources, namely, anisotropy energy 𝐸𝐴, Zeeman 

energy 𝐸𝐻 and dipolar interaction energy 𝐸𝐷.173 The uniaxial anisotropy  𝐸𝐴
(𝑖)

of 

each particle is given by,  

𝐸𝐴
(𝑖)

= −𝐾𝑒𝑓𝑓𝑀𝑑𝑉𝑝(𝑠 𝑖 ∙ �⃗� 𝑖)
2                        (3.4)                     
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where �⃗� 𝑖  is the unit vector along the easy axis direction and 𝑠 𝑖 is the unit vector 

of particle’s magnetic moment. The coupling with the applied field  �⃗⃗�  is 

described by, 

𝐸𝐻
(𝑖)

= −𝜇0𝑀𝑑𝑉𝑝(𝑠 𝑖 ∙ �⃗⃗� )                           (3.5)        

The energy of dipole interaction is given by, 

𝐸𝐷
(𝑖,𝑗)

=
𝜇0𝑀𝑑

2𝑉𝑝
2

4𝜋
[
𝑠 𝑖∙𝑠 𝑗

𝑟𝑖𝑗
3 −

3(𝑠 𝑖∙𝑟 𝑖𝑗)(𝑠 𝑗∙𝑟 𝑖𝑗)

𝑟𝑖𝑗
5 ]                   (3.6) 

Therefore, the total energy of the cluster system can be expressed as, 

𝐸 = ∑ 𝐸𝐴
(𝑖)

+𝑖 ∑ 𝐸𝐻
(𝑖)

+ ∑ 𝐸𝐻
(𝑖,𝑗)

𝑖<𝑗𝑖                   (3.7) 

At the beginning of each MCS, one particle is picked randomly and the 

moment is directly agitated to a new direction, which is chosen inside of a 

spherical segment around the present direction with an aperture angle 𝛿𝜃 . 

According to the reported work155, temperature dependence of 𝛿𝜃 is given by 

𝛿𝜃 = (0.05𝑘𝐵𝑇/2𝐾𝑒𝑓𝑓𝑉)0.5  in an usual reduced unit, where  𝑘𝐵  is the 

Boltzmann constant. This agitation is accepted with probability 

𝑚𝑖𝑛[1, exp (−∆𝐸/𝑘𝐵𝑇)], where ∆𝐸 is the change of the total energy of the 

cluster system caused by agitation. The above procedure is repeated until all 

particles are agitated to complete one MCS. During the simulation, the 

particles only relax through Néel mechanism and the particle positions are 

fixed. Before simulating cluster’s hysteresis losses, 275000 MCSs are used for 
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thermalization. After that, an external magnetic field �⃗⃗� is introduced and 

increased until reaching H0; then it is decreased to −H0, and increased again to 

H0 to finish the cycle. The simulation time increases by MCS. The inverse of 

NMCS per cycle is used as the computational frequency. The field oscillates in 

sinusoidal waveform. The time returns to 0 before a new cycle is started. The 

magnetization of the cluster is collected by summing the moment projections 

on the positive direction of field variation. The hysteresis loops were computed 

for typically 200 times and then averaged. Detailed Matlab programme of 

standard MC simulation can be found in Appendix 2. 

In the chapter 4, Kinetic Monte Carlo (KMC) simulation is also performed to 

generate the time dependent magnetization of SMNP ensemble at different 

temperature and 𝐾𝑒𝑓𝑓 . Unlike Metropolis algorithm, kinetic Monte Carlo 

algorithm calculates dynamic hysteresis loop within two-level approximation. 

As mentioned in Chapter 2, when the ratio of 𝐾𝑒𝑓𝑓𝑉𝑝 to 𝑘𝐵𝑇 is large enough, 

one can consider that the magnetization of one particle flips only between two 

positions: the two minima of the energy landscape. The minima of the energy 

landscape must be found within the plane formed by the effective magnetic 

field �⃗⃗� 𝑒𝑓𝑓 acting on this particle and its easy axis. �⃗⃗� 𝑒𝑓𝑓acting on particle i is 

the sum of �⃗⃗�  and the dipolar field created by the other particles, which is given 

by, 
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�⃗⃗� 𝑑𝑖𝑝 =
𝑀𝑑𝑉𝑝

4𝜋
∑

3(𝑠 𝑗⋅𝑟 𝑖𝑗)𝑟 𝑖𝑗

𝑟𝑖𝑗
5 −

𝑠 𝑗

𝑟𝑖𝑗
3𝑖≠𝑗                      (3.8) 

The energy of a particle is given by, 

𝐸(𝜃, 𝜙) = 𝐾𝑒𝑓𝑓𝑉𝑝𝑠𝑖𝑛
2(𝜃) − 𝜇0𝑀𝑑𝑉𝑝𝐻𝑒𝑓𝑓cos (𝜃 − 𝜑)     (3.9) 

where 𝜃 is the angle between the easy axis and the magnetization and 𝜑 the 

angle between the easy axis and �⃗⃗� 𝑒𝑓𝑓. To produce the hysteresis loop, time 

increases by time step tstep during which the magnetic field is assumed constant. 

As a typical value, the loop is completed by taking 2000 equal time steps. The 

algorithm inside the main loop of the program is the following: 

(1) �⃗⃗� 𝑒𝑓𝑓 acting on each particle is calculated. 

(2) The present magnetization vector of one particle is projected onto the 

plane formed by �⃗⃗� 𝑒𝑓𝑓  acting on it and its easy axis followed by re-

normalization. 

(3) Find the positions and values of the extremumsof 𝐸(𝜃) . For this 

purpose, the profile of 𝐸(𝜃) is divided into 360 position. At each point, 

the first derivative of the energy is calculated. Let 𝜃1, 𝜃2 and 𝜃3 be the 

angles of the two minima and the angle of the lower energy maximum 

with energies E1, E2 and E3. If there is only one minima, turn the 

magnetization to the passion of this minima and then go to step. If there 

are two minima, go to step 4. 
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(4) The magnetization “falls” directly into one of these two minima. The 

probability for the magnetization to change well is calculated. The rate 

for the magnetization to switch from  𝜃1to 𝜃2 is given by, 

              𝜐1 = 𝜐1
0exp (−

𝐸3−𝐸1

𝑘𝐵𝑇
)                   (3.10) 

            Similarly, the switching rate from 𝜃1to 𝜃2 is given as, 

              𝜐2 = 𝜐2
0exp (−

𝐸3−𝐸2

𝑘𝐵𝑇
)                   (3.11) 

              𝜐1
0 and 𝜐2

0 are jump attempt frequencies and equal with each other. If  

the  magnetization is initially in the minimum 𝜃2, the switch is accepted 

with probability 281, 

              𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝜐2

𝜐1+𝜐2
{1 − exp[−(𝜐1 + 𝜐2)𝑡𝑠𝑡𝑒𝑝]}      (3.12) 

(5) Return to step (2).  

The magnetization of the cluster is collected by summing the projections of 

each particle’s magnetization on the positive direction of field variation. The 

hysteresis loops were computed typically 50 times and then averaged. Detailed 

Matlab programme of KMC simulation can be found in Appendix 3. 

3.2.5 Calculation of frequency-dependent hysteresis loop area by 

Rosensweig’s model 

The time scale of one Monte Carlo step of standard MC is estimated by 

comparing the hysteresis loop area of non-interacting particles gained from the 

simulation with the result calculated by Rosensweig’s model. Calculations are 

carried out based on the Rosensweig’s model, but a minor modification has 
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been made in the present modelling. The loop area per unit volume of 

magnetic material is equal to the absolute value of the amount of magnetic 

work done by the field per cycle. Therefore, loop area 𝐴 = |∮𝑀𝑑𝐻|, where M 

is the magnetization and H the field intensity. A non-interacting particle 

system responds to a field, which can be described as M(t) = χH(t), where χ 

is the magnetic susceptibility and t the time. Because under a high-frequency 

field the magnetization is not in phase with the field, the magnetic 

susceptibility χ has two components, χ = χ′ − iχ", where 

χ′ = 𝜒0/[1 + (2𝜋𝑓𝜏)2]                                               (3.13)  

and          

χ" = 2𝜋𝑓𝜏𝜒0/[1 + (2𝜋𝑓𝜏)2]                                           (3.14)       

𝜒0 is the equilibrium susceptibility, τ is the relaxation time of the particle and f 

is the field frequency. The AC magnetic field is expressed in the form, 

H(t) = 𝐻0cos (2𝜋𝑓𝜏)                                                 (3.15)    

where H0 is the field amplitude Therefore, the time-dependent magnetization is 

described as, 

M(t) = 𝐻0(𝜒
′𝑐𝑜𝑠2𝜋𝑓𝑡 + 𝜒"𝑠𝑖𝑛2𝜋𝑓𝑡)                                    (3.16) 

In fact, the equilibrium susceptibility 𝜒0is field-dependent and described as, 
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𝜒0 =
𝑀𝑠

𝐻(𝑡)
(𝑐𝑜𝑡ℎ𝜉 −

1

𝜉
)                               (3.17)  

whereξ = 𝜇0𝑀𝑠𝑉𝐻(𝑡)/𝑘𝐵𝑇. In the work of Rosensweig, 𝜒0 was assumed to be 

chord susceptibility for a conservative estimation of heating ability. In the 

present work, 𝜒0 is set to change with field intensity so that the model can be 

applied to the case of high field intensity. Substituting equations (3.13, 3.14, 

3.17) into (3.16), followed by the integration with respect to H(t) and divided 

by the product of Ms and Ha, the calculated loop area is obtained in reduced 

units. The properties of the particles and field amplitude are set the same as 

those used in our Monte Carlo simulations. The temperature is kept at 310 K. 

The value of pre-exponential factor 𝜏0 is typically chosen to be 10-9 s-1. By 

using correlation 𝜏0 =
𝑀𝑑

2𝛾0𝐾𝑒𝑓𝑓

1+𝛼2

𝛼
 184, the damping factor α is found to be 0.14, 

where 𝛾0 is the electron gyromagnetic ratio. 

3.3 Experimental study of hyperthermia heating ability of 

ferrofluid  

 

An induction heating system was built to test the heating ability of ferrofluid. 

Figure 3.1 shows the set-up of the rig. The sample was put into a thermal 

insulation container and place at the centre of a copper coil of inner diameter 

of 4.13 cm, which was cooled by water flow during the induction heating. A 

Roy 1500 Induction Heater (80 kHz, 13.1 kA/m, Fluxeon Inc., USA) was used 
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to generate AC current going through the coil, and the coil converted the 

current to AC magnetic field. The temperature of sample was probed with a 

fluoro-optic fiber thermometer (OPSENS SOLUTIONS INC, Canada). The 

initial linear rise in temperature versus time dependence, dT/dt, was measured 

as illustrated in Figure 3.2. The specific absorption rate is defined as the 

thermal power dissipation divided by the mass of magnetic crystal and can be 

expressed as, 

SAR =
𝐶𝑝,𝑛𝑓𝜌𝑛𝑓𝑉𝑛𝑓

𝑚

𝑑𝑇

𝑑𝑡
     (3.18) 

where  𝐶𝑝,𝑛𝑓is the specific heat capacity of MNF, 𝜌𝑛𝑓 is the density of MNF, 

Vnf is the volume of MNF, and m is the mass of magnetic material of MNF.  

The weight fraction of magnetic fraction of particles was determined by TGA 

measurement. All the samples were prepared into water-based ferrofluids, and 

the particle concentration was kept at 40 mg/mL. For such a low concentration, 

the 𝐶𝑝,𝑛𝑓 and 𝜌𝑛𝑓 of sample was set as the same as those of water, which is 

4.186 J/(g K) and 1 g/mL. 
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Figure 3. 1 Set up of induction heating system equipped with fluoro-optic fiber 

thermometer. 

 

Figure 3. 2 the rise of temperature of ferrofluid as a function of time during an 

induction heating. 

3.4 Experimental study of convective heat transfer 

enhancement  

An experimental setup for measurements of the heat transfer coefficient of 

Fe3O4 EG - water nanofluids in the circular pipe is shown in Figure 3.3. The 

test section was a copper-made tube with the inner diameter of 6.8 mm and the 
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length of 1000 mm. The fluids were circulated through the loop by a 

volumetric pump. The cooper tube was heated by a rope heater wrapped 

around it with a maximum power of 400 W (FGR-080/240V, Omega, UK). 

One K – type thermal couple was placed at each end of the tube to measure the 

inlet or outlet temperature. Three other thermocouples were attached on the 

surface of tube to measure the surface temperature of tube. A differential 

pressure meter was used to obtain the pressure drop between inlet and outlet. 

The whole test section was covered with thermal insulation material to reduce 

heat loss. After the fluid passed the heating section, it was cooled down to inlet 

temperature by using a heat exchanger connected to a thermostat water bath. 

The thermocouples used in this project were calibrated by comparison with the 

fluorooptic fiber thermometer (OPSENS SOLUTIONS INC, Canada). The 

thermocouples and the fluorooptic fiber thermometer were put into a water 

bath where water was heated from 10 to 70 oC. A temperature increment of 5 

oC was set at each calibration data captured. All the temperature data were 

captured when they reached steady state temperature. The volumetric flow rate 

was gained with using an ultrasonic flow meter (UF8B, Cynergy 3, UK). The 

output signal of flow meter was voltage. To calibrate the meter, liquid was 

pumped into a 1 Litter cylinder, and we measured how much liquid was 

pumped out in 10 second. The voltage increased proportionally with flow rate. 
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The proportion constant was found to be 1.66 L/(min V) for water and 1.51 

L/(min V) for base liquid and MNF.  

 

 

 

Figure 3. 3 Experimental setup for the measurement of heat transfer coefficient 

of nanofluid 

 

The convective heat transfer coefficient was calculated from: 

ℎ =
𝑞

(𝑡𝑤,𝑖𝑛−𝑡𝑓)
                 (3.19) 

where q was the input heat flux based on thermal power, 𝑡𝑤,𝑖𝑛 was the inner 

wall temperature and 𝑡𝑓 = 0.5(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛) + 𝑡𝑖𝑛 was the average bulk 

temperature of fluid. The heat supplied to the system was calculated by 

𝑚𝐶𝑝,𝑓(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛), where m is the mass flow rate. 𝑡𝑤,𝑖𝑛 was calculated with 

using the analytical solution, 

𝑡𝑤,𝑖𝑛 = 𝑡𝑤,𝑜𝑢𝑡 −
𝑞

2𝜋𝐿𝑘𝑐𝑜𝑝𝑝𝑒𝑟
𝑙𝑛

𝐷𝑖𝑛

𝐷𝑜𝑢𝑡
     (3.20) 
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Where 𝑡𝑤,𝑜𝑢𝑡 is the outer surface temperature of tube, L is the length of tube, 

𝑘𝑐𝑜𝑝𝑝𝑒𝑟 is the thermal conductivity of copper (385 W/mK), 𝐷𝑖𝑛 and 𝐷𝑜𝑢𝑡 are 

inner and outer diameter respectively.  

The Nusselt numbers of water calculated from experimental data were 

compared with those predicted by Seider – Tate equation282 for laminar flow 

and Dittus – Boelter equation for turbulent flow.  

𝑁𝑢 =
ℎ𝐷𝑖𝑛

𝑘𝑓
                        (3.21) 

Seider–Tate equation: 𝑁𝑢 = 1.86(𝑅𝑒 ∙ 𝑃𝑟 ∙
𝐷𝑖𝑛

𝐿
)
1

3(
𝜇𝑓

𝜇𝑤,𝑓
)0.14  (3.22) 

Dittus – Boelter equation: 𝑁𝑢 = 0.023𝑅𝑒0.8𝑃𝑟0.4 (3.23) 

Re and Pr are defined as follow, 

𝑅𝑒 =
𝜌𝑓𝑢𝐷𝑖𝑛

𝜇𝑓
                  (3.24) 

𝑃𝑟 =
𝐶𝑝,𝑓𝜇𝑓

𝑘𝑓
                   (3.25) 

where 𝜇𝑓and 𝜇𝑤,𝑓  are dynamic viscosity at 𝑡𝑓  and 𝑡𝑤,𝑖𝑛 respectively, u is the 

velocity of the fluid, 𝐶𝑝,𝑓  is the specific heat of fluid and 𝑘𝑓  is the thermal 

conductivity. All the values of thermal physical properties of water were the 

same with reported ones. The uncertainty of experimental results may be 

originated from the measuring errors of temperatures and flow rate. The 

measurement uncertainty of temperature and flow rate was 0.1 oC and 3% of 
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readings respectively. During the investigation of convective heat transfer of 

MNF, it also has to take into considerations the measuring errors of thermal 

physical properties of MNF. The uncertainties of the Reynolds number, 

convective heat transfer and Nusselt number are analysed with using the 

method described by Moffat283. If y was a function of several independent 

variables, xi, each with their own uncertainties, δxi, the overall uncertainty in y 

was calculated as 

𝛿𝑦 = √∑ (
𝜕𝑦

𝜕𝑥𝑖
)2(𝛿𝑥𝑖)2𝑛

𝑖=1                        (3.26) 
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Chapter 4 Numerical study of the effect of dipole 

interactions on hyperthermia heating SMNPs clusters 

with different shapes  

4.1 Introduction 

Much attention has been focussed on magnetic hyperthermia due to its great 

potential to be a cancer treatment.1-6 Different from other approaches 

developed to raise the temperature of bio-tissue7, 18-20, magnetic hyperthermia 

heats the cancerous tissues through inductively heating pre-implanted single-

domain magnetic nanoparticles. The particles convert magnetic work done by 

the field to particles’ internal energy via the mechanism called “magnetic 

losses”. The amount of energy converted per field cycle is equal to the area of 

the magnetic hysteresis loop.85, 284 Someone suggests that the temperature of 

particles could be increased rapidly at a rate of 102 to 103 oC/s.32 Then, the heat 

is released to the surrounding tissue to treat the tumor.  

Many researchers have applied large single-domain particles retaining 

permanent magnetic moments at room temperature for hyperthermia heating.83, 

133, 155, 156, 285, 286 Triggering the magnetic losses of large particles requires a 

high threshold field amplitude stronger than the coercivity field.287, 288 

However, it has been suggested that the field frequency f and amplitude H0 

should be reduced to some level in order to conduct a safe hyperthermia 

Some part of this chapter has been published 
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treatment.2, 140 Therefore, the use of small single-domain particles seem to be 

more important.4 When the magnetic anisotropy energy becomes comparable 

with the thermal energy at room temperature, the moment of individual 

particles will start to flip freely through Néel Relaxation in the absence of an 

external magnetic field; thus, the permanent magnetization will disappear; and 

those particles are referred to as superparamagnetic nanoparticles (SMNPs).65 

However, almost null coercivity field confines the hysteresis loop area.284 

Colloidal clusters composed of multi-magnetic nanoparticles have shown great 

potential in magnetic hyperthermia heating.33, 280 Different from the isolated 

particles, the magnetic losses of the clusters are affected by inter-particle 

dipole interactions. The role of dipole interactions is complex, and apparently 

contradictory findings have been reported. Several evidences show that the 

dipole interactions can improve heating performance when the shape of cluster 

is highly morphologically anisotropic, such as in chain or cylinder.33, 34 

Mehdaoui et al.33 found that dipole interactions could improve the heating 

performance of SMNP columns by generating an additional magnetic uniaxial 

anisotropy, especially when the magnetocristalline anisotropy is low and 

column is long. However, other results suggest that chain-like clustering may 

cause a reduction in heating efficiency.83, 184, 186 Branquinho et al.184 reported 

that only at high damping factor the heating efficiency of short chain clusters 
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would increase with the chain length; but at lower damping factor formation of 

chains could lead to low heating efficiency, because the present 

magnetocrystalline anisotropy became farther away from the optimal value 

although dipole interactions reinforce the cluster’s effective magnetic 

anisotropy. The role of dipole interactions is also dependent upon the relative 

orientation of the magnetic field with respect to the clusters. Several modelling 

results suggest that chain cluster will produce less heat once the field direction 

does not align with the chain axis185 34. Serantes et al.186 experimentally 

demonstrated a reduction in heating efficiency as increasing the relative 

orientation of field with respective to the chain formed by ferromagnetic 

particles. And their simulation results predicted that the loss per cycle would 

decrease when the cluster’s shape is changed from chain to cube. In fact, 

assembling particles into anisotropy-less clusters, such as in sphere, can 

change the heating efficiency in either positive166 or negative way168. In order 

to understand how dipole interactions dominate the magnetic losses of a cluster, 

it is necessary to develop a method to associate the influence of dipole 

interactions with the cluster’s characteristics as well as the magnetic field 

orientation; and it can be applied to the cluster with any shape and particle 

arrangement.  
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Metropolis algorithm is widely used for studying time-dependent 

magnetization of magnetic nanoparticle system by Monte Carlo (MC) 

method.155, 169, 180, 281, 289 Not like kinetic Monte Carlo algorithm290, 291, which 

calculate dynamic hysteresis loop within two-level approximation, the 

transition possibility of Metropolis algorithm mainly depends on the energy 

difference between the present and attempted states. However, without a 

theory to associate physical time with the Monte Carlo step (MCS), it cannot 

describe a dynamic magnetic hysteresis in a quantified manner. Nowak et al.292 

pioneered the work on relating one MCS of heat-bath MC algorithm to the 

time scale of Langevin dynamics in fluctuation dissipation theorem. Cheng et 

al.293 used the Fokker-Planck equation to link the Metropolis MC algorithm 

and Langevin dynamics schemes, and gained accurate quantification at a large 

range of the damping factor. Melenev et al.294 estimated the time scale of MCS 

for simulating dynamic magnetic hysteresis for the first time. They considered 

a model of non-interacting SMNPs responding to an oscillating field. The MC 

simulation was manipulated until the simulated hysteresis loop was in good 

agreement with the one produced by Brown’s kinetic equation at a certain 

frequency. By correlating MCSs per field cycle, NMCS, with the frequency, the 

time scale of each MCS was obtained. One can expect an improved accuracy 

of the time quantification if a series of frequencies are considered.  
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4.2 Problem Description 

In this chapter, the effect of dipole interactions on the magnetic losses of the 

cluster composed of SMNPs is studied. Four typical morphologies, namely 

chain, cylinder, cube and sphere, are selected to shape the cluster. The 

morphology anisotropy of the cluster is quantitatively characterised by treating 

it as an equivalent ellipsoid 295. An approach has been proposed to quantify the 

directionally dependent influence of dipole interactions in terms of energy. At 

first, standard MC method featured with Metropolis algorithm and KMC 

method are both performed to simulate DC magnetizations of clusters to find 

out which method is suitable for study of SMNPs’ magnetic hysteresis. Then, 

the dynamic magnetic hysteresis of clusters are simulated via the MC method 

featured with Metropolis algorithm. The time scale of one Monte Carlo step is 

estimated by comparing the hysteresis loop area of non-interacting particles 

gained from MC simulation with the result calculated by Rosensweig’s 

model85. Our simulation results suggest that when the cluster is highly 

morphologically anisotropic, the dipole interactions try to align the individual 

magnetic moment of each particle to the axis of shape anisotropy. The strength 

of the alignment associates intimately with the magnitude of the morphology 

anisotropy. Once the cluster loses its morphology anisotropy, the influence of 
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dipole interactions on the hysteresis loss will be reduced to the minimum and 

the chance of obtaining improved heating will become very low.  

4.3 Results and discussions 

4.3.1 Characterization of cluster’s morphology anisotropy 

SMNPs are assembled into eight kinds of clusters, including one chain cluster, 

four cylinder clusters, two cube clusters and one spherical cluster. Figure 4.1 

shows 3D schematics of all the clusters. All the particles are mono-sized and 

touch the neighbour ones by point to point. The particles of chain cluster are 

arranged into a straight line. The four cylinder clusters are created by placing 

the repeating unit directly on the top of the last layer. Two cube clusters are 

fabricated to be with either simple cubic or fcc lattice. To obtain a cluster 

sphere-like in shape, particles are allowed to undergo elastic collisions within a 

large sphere whose diameter decreases continuously. The clustering is 

completed until the sphere cannot shrink any more. See details of creation 

process of each cluster in Chapter 3.  
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Figure 4. 1 3D schematics of eight kinds of clusters 

The morphology anisotropy of SMNP clusters is characterised by treating it as 

an equivalent ellipsoid. The morphology anisotropy is defined in terms of the 

ratios of the length of the ellipsoid’s semi-principal axes. Table 4.1 gives the 

ratio of the length of the ellipsoid’s semi-principal axes of each cluster. A, B 

and C represent the length of three semi-principal axes of the ellipsoid 

respectively, ordered from the largest to smallest. Because the mass 

distribution of both clusters is rotationally symmetric with respect to Z-axis, 

the two shorter semi-principal axes B and C equal each other. As shown in 

Figure 4.2, as expected, the morphology anisotropy is reduced as the shape of 

cluster changes from chain to cylinder and to cube or sphere. The inserted 

image of Figure 4.2 shows examples of equivalent ellipsoids, including chain, 

cylinder 2, cube 1 and sphere cluster. For chain and cylinder 1 to 4, the longest 

principal axes coincide with Z-axis. In contrast, the ellipsoids of two cube 



116 

 

clusters and sphere cluster are visually isotropic in geometrics. Obviously, the 

finding of A/B=A/C=1 (Table 1) further confirms that the mass distribution of 

these three clusters is truly isotropic, regardless of the type of lattice and shape. 

It suggests that the morphology anisotropy vanishes as the shape changes to 

cube or sphere. In this chapter, the longest principal axis is arbitrarily defined 

as the axis of morphology anisotropy (AMA). 

 

Figure 4. 2 The ratio of the length of the ellipsoid’s semi-principal axes of each 

cluster. Insert: the equivalent ellipsoid of the chain cluster, cylinder cluster 2, 

cube cluster with simple cubic lattice and sphere cluster. 

 

Table 4.1 Characterization of clusters’ morphology and distribution of 𝐸𝐷𝐼𝑆𝑀 

Sample A/B A/C 𝐾0(×103 J/m3) 𝐾1(×103 J/m3) 

Chain 81.6 81.6 -14.18 22.27 

Cylinder 1 13.3 13.3 -12.28 18.42 

Cylinder 2 8.41 8.41 -11.32 16.98 

Cylinder 3 3.84 3.84 -8.23 12.35 

Cylinder 4 2.45 2.45 -6.73 10.09 

Cube 1 1 1 0 0 

Cube 2 1 1 0 0 

Sphere 1 1 0 0 
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4.3.2 Estimation of directionally dependent influence of dipole interactions 

In Chapter 3, a method is proposed to estimate directionally dependent 

influence of dipole interactions. This method is based on the calculation of 

𝐸𝐷𝐼𝑆𝑀 , which suggests the total energy of dipole interactions when a cluster is 

magnetized completely by a field orientated to a certain direction. Figure 4.3 

(left) gives the 3d orientation distribution of 𝐸𝐷𝐼𝑆𝑀 of chain, cylinder 2, cube 1 

and sphere clusters as examples. For chain and four cylinder clusters, the 

orientation distributions of 𝐸𝐷𝐼𝑆𝑀  all display typical uniaxial anisotropy, and 

the easy axis of each coincide with the AMA. Figure 4.3 (right) shows the 

angular dependent 𝐸𝐷𝐼𝑆𝑀 . The dependence of 𝐸𝐷𝐼𝑆𝑀  on 𝜃𝑀𝐴 obeys the 

correlation, 𝐸𝐷𝐼𝑆𝑀 = 𝐾0 + 𝐾1𝑠𝑖𝑛
2𝜃𝑀𝐴, where 𝐾0 and 𝐾1 are constants ( 𝜃𝑀𝐴 is 

the angle between the unit vector of magnetization of the cluster and the AMA). 

The values of 𝐾0 and 𝐾1 are given in Table 4.1. All the profiles of 𝐸𝐷𝐼𝑆𝑀 of 

these five clusters have a deep valley with the bottom at 𝜃𝑀𝐴 = 0. It suggests 

that as 𝜃𝑀𝐴  gets close to 0o the dipole interactions are expected to help 

maintain the current magnetization of the cluster; however, once 

𝜃𝑀𝐴 approaches to 90o, the dipole interactions will turn to compel the cluster to 

lose the magnetization. From the discussion in 4.3.1, we have known that the 

morphology anisotropy is reduced when the cluster changes from chain to 

cylinder 1 to 2 to 3 and to 4. As a result, improved morphology anisotropy 
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brings a lower 𝐾0  and higher 𝐾1  (Figure 4.4). Therefore, with the strongest 

morphology anisotropy, the moments of chain cluster should be most inclined 

to stay at AMA. This also explains why the valley of 𝐸𝐷𝐼𝑆𝑀 of chain cluster is 

deepest. And this tendency would become smaller and smaller when the four 

cylinder clusters are considered. In contrast, 𝐸𝐷𝐼𝑆𝑀 of the two cube clusters and 

sphere cluster are independent of direction. The angular dependent 𝐸𝐷𝐼𝑆𝑀  is 

fixed at 0 (Figure 4.3 right). This is further validated by the presence of almost 

null 𝐾0 and 𝐾1  (Table 4.1). So, after the cluster loses its shape anisotropy, 

dipole interactions can be expected to contribute little to the cluster’s 

magnetism. 

 

 

Figure 4. 3 Left: orientation distribution of 𝐸𝐷𝐼𝑆𝑀 of the chain cluster, cylinder 

cluster 2, cube cluster with simple cubic lattice and sphere cluster. Right: 

𝐸𝐷𝐼𝑆𝑀 as a function of 𝜃𝑀𝐴. 
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Figure 4. 4 The changes of 𝐾0 and 𝐾1 .with morphology anisotropy. 

4.3.3 Comparison between MC with Metropolis algorithm and KMC 

method for study of magnetic losses of SMNPs 

To investigate the effect of dipole interactions on magnetic losses of a SMNP 

cluster, the Monte Carlo approach is performed to generate hysteresis loop at a 

certain temperature. The standard MC with Metropolis algorithm is the most 

used approach for simulating time-dependent magnetization, but it suffers from 

the difficulty of precise time quantification of the MC step. Compared with 

standard MC, KMC method doesn’t need any calibration of the time scale of 

Monte Carlo step because its model naturally includes the time scales of 

intrinsic thermal fluctuations. Here, both these two approaches are conducted 

to see which one is more suitable for study of magnetic losses of SMNPs. At 

first, the simulations are validated by reproducing the DC equilibrium 

magnetic magnetization of non-interacting SMNPs at T ≈ 0 K. The magnetic 

properties of particle are set the same as the published data of magnetite 

nanoparticles: the effective magnetic anisotropy constant 𝐾𝑒𝑓𝑓  is 9000 J/m3 
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and the domain magnetization 𝑀𝑑  446 kA/m.151 In KMC simulation, the 

frequency is set at 100 Hz to obtain a DC equilibrium magnetization. For 

standard MC, the number of Monte Carlo step NMCS per cycle is adjusted to be 

large enough to let the system to have enough time to achieve equilibrium. As 

show in Figure 4.5, the hysteresis loops produced by two methods are nearly 

the same. The remanence magnetization and coercivity are 0.5 𝑀𝑆 and 0.48 𝐻𝑎 

respectively. Both of them are in good agreement with the expected values 

proposed by Stoner and Wohlfarth155, 296.  

 

Figure 4. 5 Simulated DC equilibrium magnetization of non-interacting 

particles at T = 0.001 K. Left: KMC algorithm; right: standard MC method. 

 

Then, the temperature is increased to 310 K (body temperature). Figure 4.6 

shows the DC magnetizations performed by KMC (left) and standard MC 

(right). Except non-interacting particles, the curves of DC magnetization 

produced by KMC all exhibit apparent hysteresis loops despite of the changes 

in cluster’s shape and packing manners. To the contrary, all the M-H curves 

produced by standard MC show minute loops, suggesting the presence of 
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superparamagnetism. It has been demonstrated that the blocking temperature 

of 10 nm of magnetite particles is below 150 K. So, it is clear that the results of 

the standard MC are more close to the experimentally findings than KMC. 

 

Figure 4. 6 DC magnetization of non-interacting particles at 310 K performed 

by KMC (left) and standard MC (right). 

 

KMC method is developed based on a two-level approximation. As mentioned 

in Chapter 2, as long as the magnetic anisotropy energy of particle is large 

enough, one can consider that the magnetization of this particle has only two 

positions: the two minima of the energy landscape. If there is only one minima, 

the effect of thermal agitation will be removed arbitrarily and the 

magnetization must be found at this minima. Chantrell and Walmsley281 

suggested that KMC works well when the magnetic anisotropy energy of 

particle is no less than 3kBT. We performed KMC to simulate DC 

magnetization of cube 1 cluster at magnetic anisotropy constant Keff of 9000, 

22500, 45000 and 90000 J/m3. The temperature is changed from 100 K to 1200 

K. TB can be calculated by considering the time window of the measurement. 
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For example, the experimental measuring time with a magnetometer (roughly 

100 s) gives by 𝑇𝐵 = 𝐾𝑒𝑓𝑓𝑉/30𝑘𝐵.54 For 10 nm of particle, TB is 11.3, 28.4, 

56.9 and 113.8 K when Keff is 9000, 22500, 45000 and 90000 J/m3 respectively. 

So, the particles are supposed to present superparamagnetism as long as T is 

not lower than these values Figure 4.7 gives the results of DC magnetization. 

When 𝐾𝑒𝑓𝑓  is 9000 J/m3, the thermal flocculations is totally disfunctioned. 

The hysteresis loop remains almost the same even though the temperature 

increases to 1200 K. To find out why thermal flocculations is totally 

disfunctioned, a very weak field (𝐻0 ≈ 0) is applied on cube 1 cluster at 300 K 

and followed by thermalization. We find that the probability for appearance of 

only one minima is almost 100 %, in other words, the dipolar field is so strong 

that the landscape of particle’s energy no longer exhibits two minimas which 

generally are attributed to the magnetic anisotropy energy of particle. The 

mean of the energy at this minima is found to be 2.3 kBT. It could be easy for 

thermal agitations to drag the particle’s magnetization away from this point. So, 

in this case, it is wrong to arbitrarily remove the influence of thermal 

flocculation. When Keff increases to 22500, 45000 and 90000 J/m3, 

superparamagnetism appears at 600 K, which are still much higher than the 

expected values. Therefore, compared with standard MC, KMC method is not 

appropriate for studying the time-dependent magnetization of SMNPs of 10 

nm. 
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Figure 4. 7 DC magnetization of non-interacting particles performed by KMC. 

 

4.3.4 Estimation of the time scale of Monte Carlo step of standard MC 

In order to simulate AC dynamic hysteresis of SMNPs in a quantified manner, 

the estimation of the time scale of MCS is demanded. Rosensweig’s model has 

been suggested to be useful in predicting heating behavior of non-interacting 

SMNPs.4 In the present work, Rosensweig’s model is modified to be suitable 

for describing dynamic hysteresis driven by high field intensity. The 

equilibrium susceptibility is s set to change with field intensity, and the loop 

area is calculated via integrating magnetization against field. Details are given 

in chapter 3. The properties of the particle and field amplitude are set to be the 

same as those used in MC simulation. The value of pre-exponential factor 𝜏0is 



124 

 

typically chosen as 10-9 s-1, which corresponds to the damping factor of 0.28 

(see chapter 3 for details). Figure 4.8 shows that the calculated loop area is 

proportional to the field frequency. The proportionality constant is of 

8.736×10-7 s-1. 

 

Figure 4. 8 Calculated Loop area of non-interacting nanoparticles as a function 

of field frequency. 

 

In the simulation, the inverse of NMCS per field cycle is used as the 

computational frequency. The temperature is maintained at 310 K and the 

value of δθ is fixed. The field oscillates in sinusoidal waveform 𝐻 =

𝐻0𝑠𝑖𝑛2𝜋(1/𝑁𝑀𝐶𝑆)(𝑙×𝑁𝑀𝐶𝑆/400), 𝑙 = 1,2,3…400. H0 is set at 200 kA/m to 

magnetize the cluster completely. Before a new cycle is started, time returns to 

0. The cluster’s magnetization is collected by summing the moment 

projections on the positive direction of field variation every NMCS / 400. As the 

growth of cycle numbers, Ncycle, the time dependent magnetizations keep being 
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averaged across all of existing cycles to generate the matrix of cycle-averaged 

magnetization M(l, Ncycle). Figure 4.9 shows the evolution of Euclidean 

distance d (M(:, Ncycle), M(:, ∞)) when chain, cylinder and two cube clusters 

are magnetized by the field oscillating along the Z-axis. It can be seen that d 

(M(:, Ncycle), M(:, ∞)) decreases with Ncycle and reaches stable after Ncycle larger 

than 60. In all of the simulations conducted in this work, M(:, Ncycle) changes 

little after Ncycle > 60. The loop area is produced by integrating each column of 

M (:, Ncycle>60) against H followed by averaging work. Finally, the loop area is 

converted to one in reduced units via being divided the product of saturation 

magnetization 𝑀𝑆 and 𝐻𝑎 = 2𝐾𝑒𝑓𝑓/𝑀𝑆. The magnetization–field (M-H) curves 

shown in this chapter are the plots of M (:, Ncycle =100) against H(t). 

 

 

Figure 4. 9 Euclidean distance d (M(:, Ncycle), M(:, ∞)) changes with the 

number of cycles. 

 

Figure 4.10 shows the plot of simulated loop area in reduced units against 1/ 

NMCS per cycle. It can be seen that the loop area is excellently proportional to 
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1/ NMCS per cycle. By using linear regression without the intercept term, the 

proportionality constant is found to be 23812.6 MCS-1. The coefficient of 

determination is 0.997. Relating the constant calculated by Rosensweig’s 

model to this one, we find that one MCS is comparable to 3.67×10-11 s. 54800 

MCSs per cycle is used for the study of the magnetic losses of chain, cylinder 

and two cube clusters, which corresponds to 500 kHz. 

 

 

Figure 4. 10 Loop area in reduced units of non-interacting SMNPs vs 1/NMCS 

per cycle. The temperature is fixed at 310 K. The aperture angle is kept 

constant. The fitting curve is presented as a red line. 
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4.3.5 study of hyperthermia heating behavior of clusters in different 

shapes 

4.3.5.1 Chain and cylinder clusters 

Figure 4.11 show M-H curves of chain and four cylinder clusters obtained at 

different  𝜃𝑀𝐴. All the hysteresis loops shrink quickly with 𝜃𝑀𝐴. This is further 

demonstrated by continuous reduction of the loop area, denoted by AM in 

Figure 4.12 (a). According to the discussion in 4.3.2, 𝐸𝐷𝐼𝑆𝑀 of chain and all the 

cylinder clusters increase with 𝜃𝑀𝐴 . When the moments are required to 

overcome a high energy barrier to get aligned with the field, a reduced heating 

efficiency is understandable. If it assumes that the cluster is randomly 

orientated with respect to the field direction in practice, the mean of Am 

decreases from 0.92 to 0.69 to 0.63 to 0.50 and to 0.47 when the morphology 

anisotropy of cluster is 81.6 (chain), 13.3 (cylinder 1), 8.4 (cylinder 2), 3.8 

(cylinder 3) and 2.5 (cylinder 4) respectively. The blue dashed line in Figure 

4.12 presents the AM of non-interacting SMNPs, which is 0.38. So, as long as 

the particles form into cylinder or chain cluster, at least a 25 % of enhancement 

in hyperthermia heating efficiency could be expected, and the enhancement 

can exceed 100% by improving the morphology anisotropy. In terms of the 

particle’s properties and 𝜏0 chosen for the simulation, the damping factor of 

isolated particle is around 0.14, which is already higher than that of the 

particles studied in work of Branquinho et al.184 Their work also suggests that 
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the damping factor tend to increase with chain size. Perhaps high damping 

behavior might exist in our simulation and prompt dipole interactions to 

contribute positively to the chain cluster’s magnetic losses. 

 

 

Figure 4. 11 Dynamic hysteresis simulations of chain and four kinds of 

cylinder clusters with setting𝜃𝑀𝐴  at 0o, 15 o, 30 o, 45 o, 60 o, 75 o, and 90 o. 
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Figure 4. 12 Hysteresis loop area chain and four kinds of cylinder clusters as a 

function of 𝜃𝑀𝐴 (a) and 𝐸𝐷𝐼𝑆𝑀 (b). 

 

Figure 4.12 b gives Am as a function of 𝐸𝐷𝐼𝑆𝑀 . It can be seen that the profile of 

Am against 𝐸𝐷𝐼𝑆𝑀 of one cluster is parallel with others’ and a lower 

𝐸𝐷𝐼𝑆𝑀 cannot guarantee a higher Am. There must be some other factor that 

dominates the heat efficiency. 𝐸𝐷𝐼𝑆𝑀 dependent Am is polynomially fitted with 

order of 3. After subtracting the interception, all the results follow the same 

trend no matter with the type of cluster, and the value is determined by 𝐸𝐷𝐼𝑆𝑀  

(Figure 4.13 left). The physics behind the interception is the other factor that 

dominates the efficiency. In fact, the interception is supposed to be the Am 

when the cluster is magnetized along the direction which generates null 𝐸𝐷𝐼𝑆𝑀 . 

And the magnitude increases with improving the morphology anisotropy of 

cluster (Figure 4.13 right).  
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Figure 4. 13 Left: the dependence of the difference between loop area and 

interception gained by polynomial fitting on 𝐸𝐷𝐼𝑆𝑀 . Right: the interception at 

different morphology anisotropy. 

 

In section of 4.3.2, it was found that the distributions of 𝐸𝐷𝐼𝑆𝑀 of these five 

clusters all exhibit deep valleys with the bottoms at 𝜃𝑀𝐴 = 0. To minimize the 

energy of dipole interactions, the particles’ moments should be inclined to stay 

at AMA. During the simulation, the projections of moments in [001] direction 

are collected simultaneously. Figure 4.14 a – e gives the sum of moment 

projection on Z-axis against Z-component of field intensity. The height of the 

loop decreases continuously with 𝜃𝑀𝐴 , suggesting that pulling magnetization 

direction away from AMA makes more difficult for moments to stay close to 

AMA. However, despite 𝜃𝑀𝐴 is large up to 60o and 75o, the sum of moment 

projection on Z-axis increases apparently with reduced field intensity 

regardless the type of cluster. This indicates that the moments truly have a 

tendency to get aligned with the AMA. The loop area in reduced unit, denoted 

by A001, is obtained through the same way as AM, except for the integration 

against the Z-component of the field. Figure 4.14 f shows the difference 
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between Am and A001 at different 𝜃𝑀𝐴. For a chain cluster, A001 keeps nearly 

the same with Am until 𝜃𝑀𝐴 is larger than 45o, and the difference maintains 

below 20 % before reaching 75o. With reducing the morphology anisotropy, 

the difference between Am and A001 increases faster during the departure of 

field direction away from AMA. For cylinder 1 and 2, a 20% of difference is 

observed at 𝜃𝑀𝐴 = 60𝑜; but the difference is already larger than 20 % when 

𝜃𝑀𝐴 reaches 45o for cylinder 3 and 4. So, higher morphology anisotropy brings 

stronger such alignment to AMA. To answer whether this alignment brought 

by dipole interactions is the additional uniaxial anisotropy mentioned in the 

work of Mehdaoui et al.,33 an investigation on the relationship between the 

alignment strength and 𝜃𝑀𝐴 will be necessary. However, such a strong 

alignment to AMA must impede the relaxations of particles’ moments, thus 

enhancing the hyperthermia heating efficiency. In this case, an increase in Am 

at null 𝐸𝐷𝐼𝑆𝑀 can be understood.  
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Figure 4. 14 The sum of moment projection of chain and four kinds of cylinder 

clusters on Z-axis vs Z-component of field intensity (a to e). (f) Comparison of 

Am and A001 at different 𝜃𝑀𝐴. 

 

4.3.5.2 Anisotropy-less clusters 

On the other hand, once the cluster loses its morphology anisotropy, we find 

that the magnetic losses begin to react almost numbly to the change of field 

orientation with respect to cluster. The field direction is specified with 

cartesian reference frame. As shown in Figures 4.15, all M-H curves of the 
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cube cluster with a simple cubic lattice appear roughly the same, despite the 

change of field direction from [001] to [112], [111] and [110], as do the curves 

of cube cluster with a FCC lattice. Figure 4.15 c compares the loop area of 

these two cube clusters in these four directions. The loop area of two cube 

clusters varies little with the field direction and is slightly lower than the non-

interacting particles. The average loop area is found to be 0.37 (± 4.7 %), 

which is very close that of non-interacting particles.  

So far, the synthesis of sphere-like SMNP clusters with a disordered structure 

has been widely developed.46, 109, 164 Hayashi et al.280 found that the heating 

efficiency was increased by 50 percent after assembling 9 nm of magnetite 

nanoparticles into sphere-like clusters with a disordered arrangement. However, 

Liu et al. 168 observed a sharp decrease in the heating ability after forming a 

dense spherical pack of particles by loading 6 nm of MnFe2O4 into a polymer 

latex. It can be expected that a disordered particle arrangement might bring an 

impact on the cluster’s magnetic losses. Figures 4.16 shows the hysteresis 

loops and loop area of sphere cluster magnetized in different directions. 

Similar to the results of heating cube clusters, the hysteresis loops are almost 

the same despite of the change in direction. The average loop area is 0.34 (± 

4.4 %), comparable to that of non-interacting particles and cube clusters. The 

finding of inefficient magnetic losses caused by losing shape anisotropy is 
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consistent with Mehdaoui et al. 33 and Saville et al. 155. 𝐸𝐷𝐼𝑆𝑀 of both cube 

clusters and sphere cluster are directionally independent and kept at 0. The 

nearly null contribution of dipole interactions minimizes the difference 

between clusters with less morphology anisotropy and non-interacting particles. 

 

Figure 4. 15 Zoom-in dynamic hysteresis loops of cube clusters with a (a) 

simple cubic and (b) FCC lattice. The field direction is changed from [001] to 

[112], [111] and [110]. (c) Comparison of the loop area in reduced units, which 

are calculated by integration of the M-H curves given in (a) and (b). 
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Figure 4. 16 (a) Zoom-in dynamic hysteresis loops of sphere cluster. (b) 

Comparison of the loop area in reduced units, which are calculated by 

integration of the M-H curves given in (a). 

 

Then, we intend to find out if a semi-ordered structure can help enhance 

hyperthermia heating efficiency of anisotropy-less clusters.50000 such clusters 

are fabricated by omitting 16 randomly picked particles from cube clusters 

with a simple cubic lattice. As a result, the average A/B and A/C are 1.06 and 

1.14 with a relative standard deviation of 2.88% and 4.55%, respectively. As 

shown in Figure 4.17, 𝐸𝐷𝐼𝑆𝑀  can achieve the minimum at any angle with 

respect to the AMA. 

To find out the relationship between 𝐸𝐷𝐼𝑆𝑀  and the magnetic losses of 

anisotropy-less clusters with imperfect lattice, numerical simulations are 

carried out with setting the field to oscillate along the Z-axis. Figure 4.18 a 

shows the plots of the loop area against 𝐸𝐷𝐼𝑆𝑀 when NMCS is adjusted to 20000, 

30400 and 54800, which correspond to 1300, 900 and 500 kHz respectively. 

The dashed lines represent the loop area of non-interacting particles at these 

three NMCS. It can be seen that at 54800 MCSs per cycle the 𝐸𝐷𝐼𝑆𝑀 influences 
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the loop area slightly, and the loop area remains comparable to non-interacting 

particles. When the NMCS per cycle is reduced to 30400, the loop area turns to 

decrease with 𝐸𝐷𝐼𝑆𝑀. And this tendency becomes to be much obvious at 20000 

MCSs per cycle. In other words, only at an extremely high frequency, the 

dipole interactions could be expected to change the magnetic losses, and it 

requires 𝐸𝐷𝐼𝑆𝑀  to be lower than -1.0 ×103 J/m3 to produce a better heating 

efficiency. Figure 4.18 b shows the probability distribution of 𝐸𝐷𝐼𝑆𝑀  when 

magnetization is along with [001] direction and the distribution averaged over 

1000 directions uniformly distributed in 3D space. Both distributions suggest 

that the chance of 𝐸𝐷𝐼𝑆𝑀 being lower than -1.0 ×103 J/m3 is quite low (< 3 %). 

Obviously, it is difficult for a cluster with less anisotropy in shape to convert 

more magnetic work to heat. 

 

 

Figure 4. 17 Probability distribution of the angle between the axis where is the 

minimum and the axis of the morphology anisotropy. 
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Figure 4. 18 (a) 𝐸𝐷𝐼𝑆𝑀-dependent loop area of anisotropy-less cluster with an 

imperfect lattice. The magnetic field oscillates along the Z- axis. (b) The 

probability distribution of 𝐸𝐷𝐼𝑆𝑀 when the clusters’ magnetization aligns with 

the [001] direction, as well as the probability distribution averaged over 1000 

directions. These 1000 directions are uniformly distributed in a 3D space. 

4.4 Summary 

In this work, we investigated the effect of dipole interactions on hyperthermia 

heating SMNP clusters via time-quantified Monte Carlo simulation. The 

cluster’s shape is characterized by treating it as an equivalent ellipsoid. The 

morphology anisotropy is defined in terms of the ratios of the length of the 

ellipsoid’s semi-principal axes. As the shape of cluster is changed from chain 

to cylinder and to cube or sphere, cluster’s morphology anisotropy keeps 

decreasing to 0. 

The standard MC with Metropolis algorithm is more suitable than KMC 

algorithm for simulating magnetic losses of SMNPs with low 

magnetocrystalline anisotropy. According to the Rosensweig’s model, the 

hysteresis loop area of non-interacting particles is supposed to be proportional 
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to the field frequency. In our simulation, the inverse of total number of Monte 

Carlo step per field cycle is considered as a computational frequency. By 

comparing the two proportionality constants gained from the simulation and 

the Rosensweig’s model, the time scale of one Monte Carlo step is found to be 

3.67×10-7 s, which is 100 times larger than the relaxation time of the particle. 

 𝐸𝐷𝐼𝑆𝑀 is applied to estimate the energy barrier brought by dipole interactions 

before the individual moments align with the direction of the cluster’s 

magnetization. A low 𝐸𝐷𝐼𝑆𝑀 is supposed to be in favor of the magnetization 

process and help maintain the current magnetization of the cluster, thus 

enhancing the magnetic hysteresis. The orientation distribution of 𝐸𝐷𝐼𝑆𝑀 of 

chain and cylinder clusters displays typical uniaxial anisotropy. When the field 

direction is parallel to the cluster’s morphology anisotropy axis, the value of 

𝐸𝐷𝐼𝑆𝑀 achieves the minimum; and 𝐸𝐷𝐼𝑆𝑀increases with the angle between field 

direction and this axis. However, once the cluster loses the morphology 

anisotropy like cube cluster, the orientation distribution of 𝐸𝐷𝐼𝑆𝑀 becomes 

isotropic and the value is fixed at 0, indicating that a minimized influence of 

dipole interactions can be expected.  

Our simulation results suggest that as the increase of the angle between field 

direction and the cluster’s morphology anisotropy axis, the hysteresis loop area 

of chain and cylinder cluster decreases continuously due to the growth of 
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𝐸𝐷𝐼𝑆𝑀 . With the aid of low 𝐸𝐷𝐼𝑆𝑀 , the hysteresis loop area of chain and 

cylinder cluster remains superior to that of non-interacting particles at the most 

angles. In addition, higher shape anisotropy also prompts the dipole 

interactions to benefit cluster’s magnetic losses via aligning the moments to 

the cluster’s morphology anisotropy axis. Such alignment helps cluster with 

higher morphology anisotropy heat better. However, once the cluster loses its 

shape anisotropy, it will be hard to obtain enhanced heating efficiency at least 

when the field is strong enough to fully magnetize the cluster. The loop area of 

cube or sphere cluster is almost the same as that of non-interacting particles. 

Moreover, formation of semi-ordered structure won’t enlarge the probability 

for anisotropy-less cluster to produce heat more efficiently. Only at extremely 

high frequency the 𝐸𝐷𝐼𝑆𝑀can get the chance to affect the magnetic losses of 

anisotropy-less cluster with imperfect lattice.  
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Chapter 5 The effect of size on the hyperthermia 

heating efficiency of clusters composed of SMNPs   

 

5.1 Introduction 

In chapter 4, it has been suggested that the dipole interactions will contribute 

less to the magnetic losses once a cluster of SMNPs lose the morphology 

anisotropy. In fact, the notion is made based on the calculation of angular 

dependent of 𝐸𝐷𝐼𝑆𝑀 , which is the total energy of dipole interactions at 

saturation magnetization Ms. If a field is not strong enough to get all particle’s 

moments aligned, 𝐸𝐷𝐼𝑆𝑀 may not be suitable for estimation of the change of 

dipole interaction energy, in other words, the heating behaviour could be no 

longer affected by 𝐸𝐷𝐼𝑆𝑀 .  

Experiments have shown that the product of the amplitude and frequency of 

AC magnetic field should be lower than 5×109 Am−1s−1 to conduct a safe 

hyperthermia treatment.140 At present, the induction heating system designed 

for treatments on human is able to generate a homogeneous AC magnetic field 

with a frequency of 100 kHz and variable field strength of 2.5 - 15 kA/m139. 

For a frequency of 100 kHz, the amplitude must be lower than 50 kA/m so as 

to keep that product within the range of 5×109 Am−1s−1. According to 

Rosensweig’s model, the field intensity should be at least 150 kA/m in order to 
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increase the magnetization of 10 nm of non-interacting magnetite nanoparticles 

to 90 % of Ms.  

What’s more, generally, to assembly nanoparticles into clusters of high shape 

anisotropy i.e. chain and cylinder, there should be anisotropic elements 

incorporated within the synthesis procedure, such as anisotropic interactions, 

i.e. dipole interactions297, 298, anisotropic building block299 and/or use of 

anisotropic template300. To the contrary, it is much easier to synthesize 

anisotropy-less clusters by assembling spherical particles. The emulsion 

droplet evaporation method has been proven to be successful in massively 

preparation of almost mono-dispersed sphere-like clusters of SMNPs.109 

Therefore, it is important to figure out how to enhance the hyperthymia heating 

efficiency of anisotropy-less clusters but also keep field intensity at a low level.  

There are only a few works carried out to study hyperthermia heating 

behaviour of anisotropy-less clusters. Hayashi et al.166 observed the specific 

absorption rate (SAR) was improved by 60 % after assembling 9 nm of 

magnetite nanoparticle into sphere-like clusters with size of 100 nm. And the 

product of filed frequency and amplitude was only 1.8 × 109 Am−1s−1. Liu et 

al.168 observed a reduction of heating efficiency when 6 nm of SMNPs were 

high-contently loaded into a sphere-like polymer latex, but loading 18 nm 

SMNPs brought an improvement in efficiency. The results of Dutz et al. 167  
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suggest that the size of cluster changes SAR in a non-monotonical way. They 

prepared sphere - like clusters with different sizes by using centrifugation to 

separate the clusters according to size. With increasing the size of clusters from 

50 to 160 nm, SAR raised at first and then followed by a sharp decrease. 

Ovejero et al.182 also demonstrated that the SAR of SMNP clusters was 

dependent on the size of cluster. Clustering of particles were triggered by 

either reducing the surface potential or augment of ionic strength so as to make 

worse the colloidal stability. As a result, the plot of SAR against the average 

size of cluster presented a peak, when the size distribution of clusters was 

relatively narrow (polydispersity index, PdI < 0.2). Once the distribution was 

widened (PdI > 0.2), SAR would decrease with the size continuously. 

Therefore, to improve the heating efficiency of anisotropy-less clusters, it is 

necessary to study the relationship between the cluster’s size and heating 

efficiency and meanwhile the size distribution must be narrowed down. 

5.2 Problem description 

In this chapter, we investigated the effect of size on the hyperthermia heating 

efficiency of clusters composed of Fe3O4 nanoparticles. Emulsion droplet 

solvent evaporation method was used to assembly oleic acid (OA) modified 

Fe3O4 particles into clusters that were stabilized by surfactant in water. The 

modification of oleic acid made Fe3O4 nanoparticles hydrophobic so that the 
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particles were inclined to form sphere-like clusters in water. The properties of 

modified particles and clusters were characterized, including the particles’ 

morphology, size, crystal structure, weight fraction of oleic acid attached and 

density. DLS measurement was carried out to determine the hydrodynamic 

diameter of clusters and polydispersity index (PDI). An induction heating 

system was built to obtain SAR of the clusters of different sizes. The 

concentration of particles was fixed. A standard Monte Carlo approach 

featured with the Metropolis algorithm was implemented to produce dynamic 

hysteresis loops. Experiments showed that the SAR of clusters of Fe3O4 

nanoparticles was strongly dependent on the size. The simulated results gave 

the whole picture of the relationship between cluster’s size and heating 

performance. 

5.3 Results and discussions 

5.3.1 Preparation and characterizations of Clusters of Fe3O4 nanoparticles 

Fe3O4 nanoparticles were prepared by the Massart method. To facilitate 

formation of particle clusters in water phase, the surface of Fe3O4 nanoparticles 

were hydrophobically treated with one monolayer of OA. Figure 5.1 shows the 

TEM image and the histogram of size distribution of Fe3O4 nanoparticles 

prepared by co-precipitation method. The particles were sphere-like in shape. 

The particles are poly-dispersed in size ranging from 4 to 22 nm and the 
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average size was about 10 nm (± 20.1%). There were few changes in the shape 

and size of the particles after the modification of OA (Figure 5.2 left), and the 

weight fraction of modified OA was found to be about 20% by TGA 

measurement (Figure 5.2 right).  

 
Figure 5. 1 TEM image and histogram of size distribution of Fe3O4 

nanoparticles prepared by co-precipitation method. 

 

 

Figure 5. 2 TEM image (left) and TGA measurement (right) of OA modified 

Fe3O4 nanoparticles prepared by co-precipitation method. 

 

The colloidal clusters were produced by assembling OA modified Fe3O4 

nanoparticles via emulsion droplet solvent evaporation method. At first, the 
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particles were dispersed in cyclohexane to form an oil solution. The solution 

was then mini-emulsified by SDS solution to generate nano-sized oil droplets 

containing magnetic particles. After evaporation of cyclohexane, the 

solvophobic interaction between the ligands and water phase drove the 

particles to form compact clusters in water. Figure 5.3 gives the TEM image 

and the histogram of size distribution of clusters of Fe3O4 nanoparticles 

prepared by using the oil phase with concentration of 0.16 mg/ml. The clusters 

are well-dispersed in water and sphere-like in shape. Each cluster consists of 

multi particles. The average size and size distribution were measured over 400 

clusters. The size of cluster ranges from 50 to 145 nm and the average diameter 

is 92 nm with relative standard deviation of 17.2%. 

Figure 5. 3 TEM images (a) and size distributions (b) of clusters of Fe3O4 

nanoparticles. 
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Figure 5.4 shows the XRD patterns of the Fe3O4 nanoparticles before and after 

the modification of OA and the as-prepared clusters. All the patterns are quite 

identical to pure magnetite and matched well with that of it (JCPDS No. 82-

1533), presenting the same characteristic peaks of cubic inverse spinel 

structure.301, 302 Therefore, the crystal structure of magnetite nanoparticle 

maintains the same no matter with the modification of OA and further 

assembling. 

 

 

Figure 5. 4 XRD patterns of naked Fe3O4 nanoparticles, OA modified Fe3O4 

nanoparticles and clusters. 

 

Figure 5.5 shows the FTIR spectrums of the naked Fe3O4 nanoparticles, Fe3O4-

OA and clusters stabilized by SDS. The strong vibrations at 580 cm-1 observed 

on all spectrums are attributed to Fe-O stretch of Fe3O4 nanoparticles.303-305 
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Compared with naked Fe3O4 nanoparticles, the ones modified with oleic acid 

present strong peaks at 2923 and 2852 cm-1, attributed to the vibration of CH2, 

and 1527 and 1430 cm-1, caused by the stretching of COO-Fe, suggesting the 

presence of OA on the particle surfaces.306-308 There is no peak at 1710 cm-1 

which is supposed to belong to the vibration of C=O, proving no existence of 

free OA molecules on the surfaces of particles.309 The clear characteristic 

peaks of OA in the spectrum of the cluster suggest that the OA molecules are 

still located on the surface of the Fe3O4 nanoparticles after the assembling. It 

was also found that the thermal-responsive PEO-PPO-PEO polymers 

(Kolliphor P188) can be absorbed quickly onto the surface of cluster after 

direct dispersing clusters in polymer solution. After the attachment of the 

polymer, there is a clear absorption at 1116 cm-1 appearing on the FTIR 

spectrum of the cluster, indicating the presence of the polymers. So, the 

clusters have great potential to be the template for development of thermal 

responsive drug delivery system.  
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Figure 5. 5 FTIR spectrums of naked Fe3O4 nanoparticles, OA modified Fe3O4 

nanoparticles, clusters before and after the attachment of kolliphor p188 and 

the pure kolliphor p188. 

 

The sensitivity of a cluster’s magnetic response is tested by a simple 

experiment with applying a static magnetic field. As shown in Figure 4, when 

a magnet was placed beside the cluster solution, nearly all of clusters settled 

down to the wall of the tube within 1.5 h. When the test was carried out on the 

aqueous suspension of singe OA modified Fe3O4 nanoparticles, quantities of 

particles stay still in solution after 20 h of magnetic attraction. Figure 5.7 

shows the DC magnetizations of unmodified Fe3O4 nanoparticles and the 

clusters at room temperature. Both curves present neglectable hysteresis loops, 

demonstrating they are superparamagnetic. Due to the modification of OA, the 

saturation magnetization of clusters is slightly lower than that of unmodified 

particles.  



149 

 

 
Figure 5. 6 Photos of isolated particle and cluster in the solution after 1.5 h 

(left) and 20 h (right) of magnetic attraction. 

 

 

Figure 5. 7 DC magnetization of Fe3O4 nanoparticles and clusters at room 

temperature. 

 

The size of clusters was controlled by changing the amount of particles and/or 

surfactant used during the preparation. Table 5.1 supplies the details of 

synthesis recipe and the hydrodynamic diameter DH of obtained clusters. It is 

identified that using more particles and less surfactant produce bigger clusters. 

Generally, the viscosity of particle suspension increases with particle 
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concentration. An oil phase with higher viscosity should make more difficult 

the emulsion process. During the emulsion, surfactant will absorb onto the 

interface between oil and water to stabilize the droplet by reducing the surface 

energy. Once there is not enough surfactant to stabilize emulsion droplets at a 

certain size, the droplets will undergo Ostwald ripening so as to impede the 

increase of surface energy by reducing specific surface area. The DH of clusters 

can be controlled within the range from 70 to 130 nm. All the PdI were below 

0.2. Figure 5.8 gives TEM images of cluster with DH at 94, 114, 122 and 134 

nm. For larger clusters, particles are inclined to form compact sphere-like 

clusters (Figure 5.8 c and d) due to hydrophobic interactions. For smaller ones, 

the structure of cluster is compact but the shape is poly-dispersed. 

Table 5.1 Synthesis recipe of clusters of Fe3O4 nanoparticles 

 Particles (mg) Voil (ml) SDS (mg) Vwater (ml) DH (nm) PdI 

c1 60 1.5 375 30 73 0.161 

c2 60 1.5 150 30 94 0.186 

c3 120 1.5 75 30 114 0.179 

c4 240 1.5 75 30 122 0.111 

c5 360 1.5 75 30 134 0.096 
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Figure 5. 8 TEM images of clusters of Fe3O4 nanoparticles numbered by c2 (a), 

c3 (b), c4 (c) and c5 (d). 

5.3.2 Investigation of hyperthermia heating ability of clusters of Fe3O4 

nanoparticles 

An induction heating system was built to test the heating ability of ferrofluids 

of SMNP clusters. 1 ml of sample (40 mg/ml) was put into a thermal insulation 

container, which was placed at the centre of a copper coil of diameter. An 

induction Heater (80 kHz, 13.1 kA/m) was used to generate AC current going 

through the coil, and at the same time coil converted the current to AC 

magnetic field. The temperature of sample was probed with a fluorooptic fiber 

thermometer. The specific absorption rate (SAR) is defined as the thermal 

power dissipation divided by the mass of magnetic material. Find more 

experiment details in Chapter 3. Figure 5.9 shows SAR produced by clusters at 

different sizes. At the first glance, during the increase of DH, SAR decreases 
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sharply at first, and then turns to increase, finally ends with a small decrease. 

There is one more decrease of SAR occurred before the peak, compared with 

the result of Dutz et al. 167. This circumstance is so similar to the findings of 

Ovejero et al. 182 who studied the influence of particle concentration on the 

heating efficiency of liquid suspension of 20 nm of iron oxide particles. They 

found that the hysteresis loop is dominated by the values of magnetizations, 

including maximum magnetization Mmax and remaining magnetization Mr. 

Conde-Leboran et al.180 also reported a similar picture about the relationship 

between concentration and heating performance of an ensemble of 

ferromagnetic particles. They suggested that the appearance of a peak on the 

profile of SAR at larger concentration was caused by transition from a major to 

minor loop.  

 

Figure 5. 9 SAR of clusters of Fe3O4 nanoparticle against DH. 
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Simulation work based on standard Monte Carlo approach is implemented to 

produce dynamic hysteresis loops. To assembly particles into clusters, 100 of 

12 nm of particles are randomly distributed to a certain number (Nc = 80, 50, 

30, 20, 10, 6, 5, 4, 3, 2, 1) of groups first. The number of particles in each 

group must not be lower than integer part of 100/ Nc. Then, the particles in 

each group underwent clustering process (described in chapter 3) for formation 

of spherical clusters. All the particles are mono-sized and touch the neighbour 

ones by point to point. The diameter of magnetic core of particle is kept at 10 

nm. The average diameter of Nc of clusters was defined as the size of the 

cluster. By changing Nc, modelled clusters of different sizes were gained. The 

morphology anisotropy of clusters is characterised by treating it as an 

equivalent ellipsoid (the same method used in the last chapter). The 

morphology anisotropy is defined in terms of the ratio of the longest semi-

principal axis to the shortest one of the ellipsoid. Figure 5.10 shows the change 

of morphology anisotropy with the radius of cluster and 3D schematics of 

clusters at different sizes. The largest ratio of A to C is only 2.5, which is much 

lower than chain and cylinder cluster studied in chapter 4. The highest 

morphology anisotropy is obtained when the radius of cluster is 12 nm (Nc = 

50), which is the diameter of single particle. For this size, each cluster contains 

two particles, thus, the shape of cluster is a dimer. Either increasing or 

reducing the number of particles within one cluster will change the shape of 
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dimer, leading to a decrease in morphology anisotropy. When the radius of 

cluster increases to 13.1 nm (Nc = 30), the morphology anisotropy decrease by 

only a little bit. The most of clusters are trimers, whose shape is like a plate. 

As the radius of cluster reaches to 20 nm, the ratio A/C stop decreasing and 

maintains at 1, suggesting the morphology anisotropy vanishes, since the 

clusters become sphere-like in shape.  

 

Figure 5. 10 The change of morphology anisotropy with the radius of cluster 

and 3D schematics of clusters at different sizes. 

 

The settings of Monte Carlo simulation are a little different from the one used 

in Chapter 4. Expect for particular specification, the temperature is set at 298 K 

and the magnetic properties of particle are set the same as those of magnetite 

nanoparticles: the effective magnetic anisotropy constant 𝐾𝑒𝑓𝑓  is 9000 J/m3 

and the domain magnetization 𝑀𝑑  446 kA/m. The easy axes are oriented 
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randomly. The field oscillates in sinusoidal waveform 𝐻 = 𝐻0𝑠𝑖𝑛2𝜋(1/

𝑁𝑀𝐶𝑆)(𝑙×𝑁𝑀𝐶𝑆/100), 𝑙 = 1,2,3…100. The inverse of NMCS per field cycle 

can be thought of as the computational frequency. To simulate the minute 

hysteresis loops at low frequency, NMCS should be increased to a great number. 

According to the discussion of chapter 3, simulating magnetic losses driven by 

a field oscillating at 100 kHz requires 272480 of Monte Carlo steps per cycle. 

Meanwhile, a reduction of H0 will make the dynamic hysteresis loop so minute 

that considerate magnetization cycles must be taken to generate a convincible 

result. To save computation time, NMCS per field cycle is kept as constant at 

10000. 200 of magnetization cycles are performed to obtain the final loop. A 

coefficient, 𝑎 independent of any properties of particle is added to adjust the 

magnitude of aperture angle 𝛿𝜃 = 𝑎(0.05𝑘𝐵𝑇/2𝐾𝑒𝑓𝑓𝑉)0.5. Figure 5.11 shows 

the hysteresis loop area of non-interacting particles, denoted by Aisolated as a 

function of 𝑎. It is so clear that Aisolated decreases with 𝑎. Without changing the 

properties of particles, temperature or NMCS to accelerate the spin rate of 

moment, the reduced loop area suggests that the moments are given more time 

for relaxations, in other words, a decrease of field frequency. When 𝑎 is large 

enough, Aisolated is reduced to 0, indicating that the particle ensemble exhibits 

superparamagnetism.  
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Figure 5. 11 Hysteresis loop area of non-interacting particles as a function of a. 

 

Figure 5.12 gives the whole picture about size-dependent hyperthermia heating 

performance of SMNP clusters. During the simulation, magnetic interactions 

between clusters are not taken into consideration. The loop area of cluster is 

denoted by Acluster. The ratio of Acluster to Aisolated is defined as the relative loop 

area to estimate the influence of dipole interactions on dynamic magnetic 

losses at different cluster size. At the first glance, the heating ability of clusters 

should have two peak values: the first one, Peak 1 comes when the radius of 

cluster is around 12 – 13 nm; the second one, Peak 2 could be found at 21 - 24 

nm. Regardless of the change in H0, the first one grows higher with increasing 

coefficient 𝑎. The second one is apparently weaker than the first one, and the 

peak becomes flatter a peak at smaller 𝑎. In chapter 4, we have known that 

dipole interactions have great tendency to enhance magnetic losses when 
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clusters are of strong morphology anisotropy. So, the first peak can be 

attributed to the high morphology anisotropy gained when clusters are dimers 

and trimers. However, it is hard to use the influence of morphology anisotropy 

to explain the second one. It is because morphology anisotropy vanishes and 

the cluster becomes sphere-like in shape when the radius is larger than 20 nm. 

According to chapter 4, once a cluster loses the morphology anisotropy, the 

dipole interactions should contribute less to the magnetic losses. Thus, the loop 

area of anisotropy-less cluster is supposed not to be affected by aggregation 

degree and should keep almost the same with that found on non-interacting 

nanoparticles. However, except the case of 200 kA/m of H0 and 0.5 of a 

(Figure 5.12 d), nearly all Acluster are apparently different from each Aisolated. 

Therefore, during reduction of low frequency and field intensity, dipole 

interactions will play more and more important role in hyperthermia heating of 

anisotropy-less clusters. 
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Figure 5. 12 The ratio of hysteresis loop of cluster to non-interacting particles 

at different cluster’s size. 

 

Figure 5.13 shows the maximum magnetization in the reduced unit as a 

function of the radius of cluster. The major loop, mentioned in the work of 

Conde-Leboran et al.180, represents the magnetic losses that a particle system 

can achieve saturation magnetization. It can be seen that all Mmax shown in 

Figure 5.13 are lower than 1, suggesting that all the clusters do not achieve 

saturation magnetization during the simulations, despite of the changes in H0 

and 𝑎 . Thus, the appearance of both two peaks cannot be explained by a 

transition from a major to minor loop. It can be seen that after experiencing a 

short plateau, Mmax decreases sharply as the radius increases from 12.5 to 17.5 

nm, which coincides with the decrease of morphology anisotropy (see Figure 
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5.10). With further increasing the radius, there is no peak existing on the 

profile of Mmax against the radius for each H0. Mmax still keeps decreasing only 

but at slower rate. Therefore, the occurrence of the second peak has little to do 

with Mmax.  

 

Figure 5. 13 Maximum magnetization achieved of cluster against the radius of 

cluster. 

Here, we come up with a possible explanation. A general scenario is 

schematically illustrated in Figure 5.14. Several works suggest that the effect 

of dipole interactions on magnetic losses can be interpreted as changing the 

effective magnetic anisotropy.33, 172 When a SMNP cluster is of high 

morphology anisotropy, dipole interactions improve heating performance by 

generating a new magnetic anisotropy which spreads throughout the whole 

cluster, as a result, effective magnetic anisotropy is improved.33 However, once 

the morphology anisotropy is weakened, dipole interactions will no longer 
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produce the new magnetic anisotropy. In addition, when dipole interactions are 

not so strong that the energy barrier for moment’s spin is still determined by 

individual anisotropic energy KeffVp, enhancing dipole interactions will reduce 

effective magnetic anisotropy 181. This explains why Peak 1 appears at the 

region of smaller cluster. Nonetheless, when a cluster contains more particles, 

the dipole couplings should help resist relaxations of moments, which works 

like retarding the decrease of Keff. At a lower field frequency, particles are 

supposed to have more time to form stronger dipole couplings. This explains 

why a sharper Peak 2 is obtained at larger a (Figure 5.12). However, it would 

take longer for a large cluster to form dipole couplings. So, further increasing 

cluster’s size accelerates the decrease of Keff, leading to a worse heating 

efficiency. 

 

Figure 5. 14 Schematic description of the magnetic hyperthermia scenario of 

anisotropy – less clusters. 
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More simulations are conducted to supply a detailed picture about the variance 

of magnetic losses within the range from 17.5 to 34 nm. Figure 5.15 shows the 

Peak 2 obtained at different temperature. It is known that intense thermal 

flocculation promotes relaxations of moments, which results in randomly 

oriented moment. It can be deduced that promoted relaxations are not 

beneficial for dipole couplings. Increasing T to 328 and to 358 K makes Peak 2 

disappear (Figure 5.15 left). Although a small decrease of T reduces the 

influence of thermal flocculation by somehow, the spin of moment is slowed, 

which means, it could take longer to form dipole couplings. Consequently, 

Peak 2 disappears too at 268 K. However, Peak 2 recurs after further lowering 

down T to 179 K (Figure 5.15 right). It suggests that suppressing relaxations of 

moments is crucial for dipole couplings. 

 

Figure 5. 15 Change of Peak 2 with temperature. The field intensity H0 is kept 

at 40 kA/m and a is set at 2 and Keff is 9 kJ/m3. 

Figure 5.15 left shows the Peak 2 obtained at lowered Keff. The peak becomes 

flattened with intentionally decreasing Keff. A weakened individual magnetic 
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anisotropy promotes randomization of the directions of moments, thus it could 

be more difficult to form strong dipole couplings. Meanwhile, the maximum 

point of peak tends to shift to larger size. A lowered Keff leads to a short 

relaxation time of moment. As a result, it saves the time required for formation 

of dipole couplings, which allows more particles to form dipole couplings 

within a limited period. Even though the optimum size of anisotropy-less 

cluster shits to large value, the heating efficiency is getting worse with 

decreasing Keff (Figure 5.16 right). 

 

 

Figure 5. 16 Change of Peak 2 with individual magnetic anisotropy. The field 

intensity H0 is kept at 40 kA/m and a is set at 2 and room temperature is 

considered. 

We also investigate how Peak 2 changes with domain magnetization of 

particles. As shown in Figure 5.17, the loop area is improved with increasing 

Md. Peak 2 grows higher during the increase of Md from 446 to 1784 kJ/m3. 

And the optimum size shifts slightly from 21 to 25 nm. An increased Md 

reinforces not only dipole interactions but also the coupling with the external 
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field. Therefore, if one expects anisotropy-less clusters to heat better, SMNP 

with strong domain magnetization and magnetic anisotropy must be used. 

 

Figure 5. 17 Change of Peak 2 with domain magnetization. The field intensity 

H0 is kept at 40 kA/m and a is set at 2 and room temperature is considered. 

5.4 Summary 

 

In this chapter, we investigated the effect of size on the hyperthermia heating 

efficiency of clusters composed of Fe3O4 nanoparticles. Emulsion droplet 

solvent evaporation method was used to assembly oleic acid modified Fe3O4 

particles into clusters that were stabilized by surfactant in water. The size of 

cluster was controlled by changing the particle concentration of oil phase 

and/or the concentration of surfactant solution. The obtained clusters are 

superparamagnetic at the room temperature and the magnetic response is much 

faster than isolated particles. Based on the analysis of experimental and 

simulated results, we present a general picture describing the relationship 
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between the heating performance of SMNP clusters and cluster’s size. The 

profile exhibits dual peaks. The higher one located at smaller size can be 

attributed to the change of morphology anisotropy of cluster. Clusters in shape 

of dimer and trimers heat better, compared with others. The second peak is 

observed when the cluster loses morphology anisotropy completely and 

becomes anisotropy-less one. The small increase of heating efficiency should 

be associated with the dipole couplings. if one expects anisotropy-less clusters 

to heat better, SMNP with strong domain magnetization and magnetic 

anisotropy must be used. 
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Chapter 6 Study of thermal physical properties of 

dispersant - free Fe3O4 ethylene glycol - water 

nanofluid and enhancement of forced convective heat 

transfer  

 

6.1 Introduction 

Many works have been carried out to study thermo-physical properties of 

nanofluids107, due to their great potential to be novel coolants for both 

electronic39 and automotive components40-44. Their cooling efficiency mainly 

depends on 4 kinds of thermo-physical properties, including thermal 

conductivity, specific heat capacity, viscosity and density. The dispersed 

particles can help enhance the thermal conductivity of fluid significantly in 

comparison with the base liquid. 240 The heat capacity of nanofluid often 

decreases with using the particles with lower heat capacity.37 Moreover, the 

density of nanofluid is generally higher than the base liquid. Thus, Bigdeli et al. 

38 suggested that nanofluids may represent a way to reduce the warm up time 

of a cooling system, which is very beneficial for automotive applications to 

reduce the pollutant emissions. However, adding particles augments the 

viscosity of fluid, which often leads to a larger pressure drop, but also 

sometimes turns the liquid into non-Newtonian fluid.55, 62 Shear thinning of 

nanofluids has been reported by many researchers who found that the viscosity 
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decreased with the shear rate during rheological measurements.55-62 Several 

works related shear thinning of nanofluids with particles aggregations. 

Aggregations also change the thermal conductivity of nanofluid in a non-

monotonic way. 38 What’s more, nanofluid with poor colloidal stability can 

bring several problems such as sedimentation and clogging of channels. 

Usually, there are two strategies to stabilize particles, including steric 

stabilization and electrostatic stabilization.63 The first one involves coating the 

particles with sufficiently large molecule (i.e. polymer) to prevent them from 

approaching too close. A coating of large organic molecule should reduce the 

thermal conductivity of particles. The other option is electrostatic stabilization, 

which relies on the electric repulsive force arising between two particles 

possessing charges with the same sign. According to the classic DLVO theory 

119, 120 increasing the surface charges of particles will enhance electric repulsive 

force, thus reducing particles’ tendency to aggregate. Absorption of ionic 

dispersants and modification of activators are the most used ways to cover the 

surface of particle with charged groups. Dispersants may produce foams during 

heating and pumping. What’s more, addition of solvent with lower polarity, i.e. 

ethylene glycol could trigger desorption of dispersants64.  

Citric acid (CA) is often used as surface activators to stabilize nanoparticles in 

water 96-98, 125, 126. CA is a small molecule with three carboxyl groups. It can be 
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chemically attached onto the surface of particle via formation of coordination 

bond between medal atom and carboxyl group, leaving one or two carboxyl 

groups stretching out forward into the surrounding liquid phase.96 These free 

carboxyl groups are expected to dissociate in water, generating negatively 

charged group COO- on the surface of a particle. It is known that a higher pH 

facilitates dissociation of CA. With increasing pH of particle suspension, more 

and more COO- groups will be generated on the surface of particle, thus 

resulting in an enhancement of surface potential 96-98. In order to prevent 

freezing of water coolant in cold regions, ethylene glycol is often added to 

water to low down the freezing point. Few works were carried out to discuss 

the effect of pH on stability of CA modified particles in EG – water mixture. 

6.2 Problem description  

In this chapter, we studied the effects of particle concentration and/or colloidal 

stability thermo-physical properties of Fe3O4 EG - water nanofluid. Fe3O4 

nanoparticles were synthesized by the co-precipitation method and then 

modified with CA to stabilize them in a EG - water mixture. The ratio of EG to 

water was kept at 1:1 (the ratio was selected by the project funder). The 

properties of modified particles were characterized first, including the particles’ 

morphology, size, crystal structure, weight fraction of CA attached and density. 

Zeta-potential measurement and DLS measurement were carried out to 
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estimate the stability of CA modified particles in 1:1 mixture at different pH. 

The density and specific heat capacity of nanofluid were measured at different 

particle concentration. Rheological measurements were conducted to 

investigate the dependence of the nanofluid’s viscosity on shear rate at 

different pH, temperature and particle concentrations. At neutral pH, the 

nanofluids behaved as Newtonian fluids despite the changes in particle 

concentration and temperature. The nanofluids with neutral pH were kept at 

room temperature for one week. Rheological measurements were carried out 

again to see whether shear thinning recurred. A modified Krieger and 

Dougherty model230 was used to explain the the effect of the size of particle 

aggregates on the viscosity of the nanofluids with neutral pH. We also found 

that the viscosity of nanofluid could be reduced further by rising up pH to 

weak basic condition. It is known that the pH of coolant should be carefully 

designed, since it has direct impact on the corrosion of radiator and tubes in 

automotive cooling systems: for most of the cars, pH should be maintained in 

the range 7.5–10.5310. However, increased ionic strength caused by pH 

adjusting will make worse the colloidal stability of particles. Therefore, pH of 

8.5 was selected to prepare MNFs for investigating the increment in thermal 

conductivity and the enhancement of convective heat transfer efficiency. And a 

bunch of rheological measurements were also conducted to figure out the 

relationship among viscosity, particle concentration and temperature at this pH. 
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6.3 Results and discussion 

6.3.1 Characterizations of CA modified Fe3O4 nanoparticles 

Figure 6.1 shows the TEM image of CA modified Fe3O4 nanoparticles. There 

were few changes in the shape and size of particles after the modification. The 

particles were sphere-like in shape. The particle size ranged from 4 to 22 nm 

and the average size was about 10 nm. The XRD pattern presents the 

characteristic peaks of cubic inverse spinel structure, indicating that the crystal 

structure of Fe3O4 nanoparticles was also not changed (Figure 6.2). The weight 

fraction of modified CA was found to be about 4% by TGA measurement 

(Figure 6.3). Due to CA modification, the density of particles decreased to 4.36 

g/cm3, compared with that of unmodified particles, 4.51 g/cm3. A small 

amount of modified and unmodified particles was added to 1:1 EG – water 

mixture separately to compare their stability in the mixture. As shown in 

Figure 6.4 a, the modified particles remained suspended in the mixture after 

being kept at room temperature up to 8 months, but unmodified ones already 

precipitated down to the vial’s bottom. After vigorous shaking, the nanofluid 

of CA modified particles produced little foam (Figure 6.4), since there was no 

surfactant in the solution. To the contrary, the one stabilized by surfactant SDS 

generated lots of foam.  



170 

 

 

Figure 6. 1 TEM image of citric acid-modified Fe3O4 particles which had been 

dispersed in 1:1 EG - water mixture before being prepared into TEM sample. 

 

Figure 6. 2 XRD characterization of modified Fe3O4 nanoparticles. 

 

 

Figure 6. 3 TGA characterization of modified Fe3O4 nanoparticles. 
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Figure 6. 4 Comparison of colloidal stability (a) and foaming (b) of naked and 

modified nanoparticles in 1:1 EG and water mixture. 

6.3.2 Density  

Figure 6.5 shows the density of nanofluid of CA modified Fe3O4 nanoparticles 

against volume fraction of particles. The pH of particle suspension was found 

to be 3 - 4. Since the density of modified particle is higher than that of the base 

liquid, which is found to be 1.0685 g/mL, the density of nanofluidis enlarged 

with adding more particles. The increase is slow at first and then is accelerated 

after the concentration is higher than 0.23 %. Usually, the density of 

nanofluids has been reported to be consistent with the mixing theory187 given 

by, 

𝜌𝑛𝑓 = (1 − 𝜙)𝜌𝑏𝑙 + 𝜙𝜌𝑠  (6.1) 

where 𝜌𝑛𝑓 is the density of nanofluid, 𝜙 the volume fraction of particle, 𝜌𝑏𝑙 the 

density of base liquid and 𝜌𝑠 the density of particles. The results calculated by 
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mixing theory is also represented in Figure 6.5 as the black line. It can be seen 

that the experimental results are lower than those calculated. It is known that 

once particles undergo aggregations, the aggregates will form spherical flow 

units with an effective volume fraction larger than that of isolated particles. As 

a result, 𝜌𝑛𝑓  is lower than expected at each concentration. However, the 

maximum relative deviation is only 0.8 %. Therefore, the mixing theory is 

accurate enough for predicting 𝜌𝑛𝑓  of ferrofluid of CA modified Fe3O4 

nanoparticles, even though the best colloidal stability has not been achieved 

and particles underwent aggregations (see section 6.3.4). 

 

Figure 6. 5 Density of CA modified Fe3O4 nanofluids as a function of particle 

concentration. 

 

6.3.3 Specific heat capacity  

There are two models often used to predict 𝜙-dependent Cp,nf . 
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(1) Model 1, similar to the mixing theory for ideal gas mixtures, the 

relationship between Cp,nf and 𝜙 is187, 

𝐶𝑝,𝑛𝑓 = 𝜙𝐶𝑝,𝑛 + (1 − 𝜙)𝐶𝑝,𝑏𝑙  (6.2)  

where subscripts nf, n, and f refer to the nanofluid, nanoparticle and base liquid.  

(2) Model II. This model is developed based on the classical and statistical 

mechanism.200, 213 So it is sometimes called thermal equilibrium model.37 

Assuming that the base fluid and the nanoparticles achieve thermal equilibrium, 

Cp,nf can be described as, 

𝐶𝑝,𝑛𝑓 =
𝜙𝜌𝑛𝐶𝑝,𝑛 +(1−𝜙)𝜌𝑏𝑙𝐶𝑝,𝑏𝑙 

𝜙𝜌𝑛 +(1−𝜙)𝜌𝑏𝑙
  (6.3) 

Where 𝜌𝑛  and 𝜌𝑏𝑙 are the density of particle and base liquid respectively. 

Model 2 considers the effect of density, but model 1 doesn’t. It has been 

suggested that this model is more fit than the Model 1 for interpreting 𝜙 – 

dependent 𝐶𝑝,𝑛𝑓. 37 

Figure 6.6 shows Cp,nf of as-prepared nanofluid as a function of the volume 

fraction of modified particles. The results calculated by using Model 1 and 2 

are represented as black dash and blue straight line respectively. Cp,n , Cp,bl and 

Cp,nf were measured by using a Differential Scanning Calorimeter. The details 

of measurement are supplied in Chapter 3. As expected, Cp,nf decreases with 

particle concentration, since the Cp,n (1.08 J/g K) is much lower than Cp,bl (3.3 
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J/g K). It can be seen that model 2 fits the measured results slightly better than 

Model 1. The mean of the relative deviation is only 0.9 %; and for model 1, it 

is 1.6 %. Both are so accurate even though the best colloidal stability has not 

been achieved (see section 6.3.4). The reason why model 2 fits a little better 

has been suggested that that it gives the specific heat when the nanofluid 

achieves thermal equilibrium.201 The specific heat is often given in the unit of 

J/g K. As a matter of fact, it must use the mass fraction of particle to relate 

Cp,nf to Cp,n and Cp,bl rather than volume fraction. The only difference between 

model 2 and model 1 is that the former coverts 𝜙 to mass fraction. So, a better 

fitting is guaranteed with using Model 2.  

 
Figure 6. 6 Specific heat capacity of CA modified Fe3O4 nanofluids against 

particle concentration. 
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6.3.4 Viscosity  

At first, the viscosity of modified Fe3O4 nanofluids was investigated 

immediately after the particles were dispersed to EG - water mixture. The 

volume ratio of EG and water was kept at 1:1; temperature was maintained at 

30 oC during the measurement; shear rate was changed from 50 to 2500 s-1. 

Figure 6.7 a shows the viscosity as a function of shear rate at different particle 

concentrations. As expected, the base liquid (particle volume fraction 𝜙 = 0) 

behaved as a Newtonian fluid. The mean value of viscosities obtained at 

different shear rates was 2.60 m Pa·s. In this work, relative standard deviation 

(RSD) was used particularly to quantify the amount of dispersion of viscosities 

obtained at different shear rate. A low RSD indicates that the viscosities 

obtained at different shear rates tend to be close to the mean. Such a low RSD 

suggests that its viscosity changes very little with shear rate.  However, the 

fluid no longer exhibited Newtonian behaviour after particles were added. As 

shown in Figure 6.7 a, the viscosity kept decreasing until shear rate reached 

1200 s-1, for the nanofluids whose particle volume fractions were below 1 %. 

Then, the viscosity maintained at almost the same value as shear rate increased 

further to 2500 s-1. Figure 6.7 b gives the decrease percentage of viscosity 

against 𝜙. The decrease percentage is defined as 
𝜇𝑚𝑎𝑥−𝜇𝑚𝑖𝑛

𝜇𝑚𝑎𝑥
∗ 100%. Except 

the base liquid, all the nanofluid exhibited apparent non-Newton behaviour. 

Once the 𝜙 exceeded 1%, the viscosity would keep decreasing all the way with 
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shear rate (Figure 3a). It decreased by 40% when shear rate reached 2500 s-1 

(Figure 6.7 b). The pH of nanofluids was measured before rheological 

measurements, and it was 3 – 4 for all particle concentrations. CA has three 

known acid dissociation constants pKa1 = 3.13, pKa2 = 4.76, and pKa3 = 6.40 

in water. A pH of 3 – 4 is supposed to hamper the dissociations of attached CA, 

leading to a poor colloidal stability. 

 

Figure 6. 7 (a) Viscosity as a function of shear rate for CA coated Fe3O4 

nanofluids at different particle concentrations without pH adjustment. (b) 

Decrease percentage of viscosity at each particle concentration. 

 

Zeta potential and DLS measurements were carried out to study the effect of 

pH on the colloidal stability of modified Fe3O4 particles in EG - water mixture. 

Figure 6.8 gives the zeta potential, number weighted mean hydrodynamic 

diameter and the size distribution of modified particles in 1:1 mixture at 

different pH values. At pH of 2, zeta potential was only -5.2 mV. Such a weak 

surface potential could not make particles repellent to each other, so particles 

underwent severe aggregations. A huge hydrodynamic diameter (≈ 1 µm) was 
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observed at pH = 2 (Figure 6.8b). As increasing the pH to 5, zeta potential 

decreased quickly to – 33.8 mV (Figure 6.8a). More and more carboxyl groups 

of attached CA were turned into negatively charged groups COO-. The 

enhanced surface potential improved the colloidal stability and suppressed 

aggregations. The hydrodynamic diameter of particles decreased to 33.8 nm as 

pH reached 5 (Figure 6.8b). The zeta-potential of particles decreased by 15 mV 

as increasing pH from 5 to 7. However, a stronger surface potential did not 

bring a further reduction in hydrodynamic diameter for this time. The size 

remained at about 34 nm during the increase of pH from 5 to 9. Meanwhile, 

the size distribution also shows that the distribution peak shifts to lower value 

with increasing pH from 2 to 5, and stays at 28.2 nm for pH of 5, 7 and 9 

(Figure 6.8c). Thus, at pH of 5 the particles aggregations have been suppressed 

to the lowest level. When pH was below 5, the particles were more inclined to 

undergo aggregations. The reduction of zeta potential stopped at neutral pH 

(Figure 6.8a). It indicates that the dissociations of carboxyl groups were 

completed, which suggests the best colloidal stability was obtained. Otherwise, 

an increase of zeta potential at pH of 11 might be related to the increased ionic 

strength of suspension311, 312, caused by Na+ added during the pH adjustment. 

And the decrease of the diameter at pH of 11 (Figure 6.8b) should also be 

caused by the increased ionic strength, which reduces the thickness of electric 

double layer. 



178 

 

 
Figure 6. 8 Zeta-potential (a) and DLS (b) measurements and number weighted 

size distribution (c) of CA coated Fe3O4 particles dispersed in 1:1 EG – water 

mixture.  

In the following, the viscosity of modified Fe3O4 nanofluids was studied at 

different pH. The particle volume fraction was fixed at 0.69 %; temperature 

was also set at 30 oC. As shown in Figure 6.9 a, it is very clear that the 

nanofluids at pH of 2.5 and 3.0 were totally Non-Newtonian fluids. The 

viscosity decreased by 40 % as shear rate increased to 2500 s-1 (Figure 6.9 b). 

After pH increased to 3.5 and 4.0, the decrease of viscosity stopped at 800 s-1, 

and the decrease percentages were 7 - 9 % (Figure 6.9 b). At pH of 7 and 9, the 

nanofluid behaved as a Newtonian fluid. The decrease percentages were very 

close to 0 (Figure 6.9 b). RSDs of viscosities obtained at different shear rates 

were all lower than 1% for these two pH values, suggesting the viscosity 
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changed very little with shear rate. From the discussion above, we have known 

that when pH was lower than 5, the colloidal stability of modified particles was 

improved with increasing the pH. Therefore, a better colloidal stability will 

make the nanofluid behave more like a Newtonian fluid.  

 

Figure 6. 9 (a) Viscosity as a function of shear rate for CA modified Fe3O4 

nanofluids at different pH. (b) Decrease percentage of viscosity at each pH. 

 

Otherwise, several works suggest that higher temperature could prompt 

particles aggregations.231-233 Chen et al. 233 summarized two reasons. The most 

important one is that the viscosity of base liquid is lower at higher temperature, 

which often leads to a larger collision frequency rate among particles. So, it is 

naturally to expected that at higher temperature should promote shear thinning 

of nanofluid. However, Yu et al. 59, 222 found that the shear thinning of water-

based aluminium nitride nanofluids and ZnO EG nanofluids became more 

obvious at lower temperature. We also carried out rheological measurements 

on CA modified Fe3O4 nanofluid at different temperature. The particle volume 

fraction was also fixed at 0.69 %. Figure 6.10 a shows the comparison of shear 



180 

 

thinning of nanofluids whose pH adjusted to 3.5 and 7 respectively. At pH of 

3.5, the nanofluid exhibited obvious shearing thinning behaviour when 

temperature was lowered down to 20 and to 10 oC. The viscosity decreased by 

about 10 %, which was slightly higher than that at 30 oC (Figure 6.10 b). Shear 

thinning disappeared when temperature was raised to 40 oC, but viscosity 

increased by 3.9 % as shear rate reached 2500 s-1 (Figure 6.10 b). Possibly, 

when the surface potential was not enough to suppress aggregations, higher 

temperature can promote aggregations even under shear. However, the 

nanofluid with neutral pH maintained Newtonian behaviour despite 

temperature was reduced to 10 and 20 oC or increased to 40 oC (Figure 6.10 a). 

The decrease percentage of viscosity was neglectable at each temperature 

(Figure 6.10 b), and RSDs of viscosities obtained at different shear rates were 

all kept below 1%. Therefore, it is so clear that optimizing the colloidal 

stability is key to gain Newtonian fluid at different temperature.  

 

Figure 6. 10 (a) Viscosity against shear rate for CA modified Fe3O4 nanofluids 

with weakly acidic pH and neutral pH when temperature was set to 10, 20 ,30 

and 40 oC. (b) Decrease percentage of viscosity at each temperature. 
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We investigated the effect of particle concentration on the viscosity of the 

nanofluids whose particles aggregations were suppressed to the lowest level. 

The pH of suspension was all adjusted to 7 in order to achieve completed 

dissociations of attached CA. During the rheological measurement temperature 

was still set at 30 oC. Figure 6.11 gives the decrease percentages of viscosity 

and RSDs of viscosities obtained at different shear rates against particle 

concentration. At neutral pH, the viscosity barely changed with shear rate 

despite of increasing the particle concentration. All the decrease percentages 

were very close to 0 (Figure 6.11 a), and the RSD was also kept below 1 % for 

each concentration (Figure 6.11 b). The rheological measurements were 

conducted again after the nanofluids had been kept for one week at room 

temperature to see whether shear thinning recurred. As a result, the nanofluids 

still behaved as Newtonian fluids. The decrease percentages of viscosity were 

very close to those found on freshly made ones (Figure 6.11 a), and no RSD 

was higher than 1 % (Figure 6.11 b). 
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Figure 6. 11 (a) Decrease percentage of viscosity against particle concentration 

for CA modified Fe3O4 nanofluids with pH kept at 7. (b) Relative standard 

deviation of viscosities obtained at different shear rates against particle 

concentration. 

 

Then, the mean value of viscosities obtained at different shear rates was used 

as the final viscosity to calculate relative viscosity μ𝑟 = μ𝑛𝑓/𝜇𝑏𝑙, where 𝜇𝑛𝑓 

and 𝜇𝑏𝑙 represent the final viscosities of nanofluid and base liquid respectively. 

As shown in Figure 6.12, the relative viscosity increased with particle volume 

fraction almost linearly regardless of whether the nanofluids were freshly made 

or had been kept for one week. The slopes for freshly made and one - week 

aged nanofluids were found to be 10.9 and 13.0 respectively. It suggests that at 

the same particle concentration, the viscosity of one-week aged nanofluid 

should be 19% higher than that of freshly made one. At present, there are 

several models that can be used to explain a linear relationship between 

relative viscosity of nanofluid and particle concentration. When particle 

concentration is low and particles are ideally dispersed, the relative viscosity 

can be predicted by Einstein equation225, 
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 𝜇𝑟 = 1 + 2.5𝜙                                                     (6.4) 

Figure 6.12 shows that even though the aggregations were suppressed as much 

as possible, the relative viscosity of the nanofluid with neutral pH was still 

larger than the results predicted by Einstein equation. For aggregated particles, 

Krieger and Dougherty228 proposed a semi-empirical relation to explain the 

relative viscosity, 

 𝜇𝑟 = (1 − 𝜙𝑎/𝜙𝑚)−2.5𝜙𝑚                                            (6.5) 

where 𝜙𝑎is the volume fraction of aggregates and  𝜙𝑚 is the volume fraction 

of densely packed particles. When 𝜙𝑎 is very small, Prasher et al.230 suggested 

that it could perform a binomial expansion to reduce equation 2 to a linear 

relationship 𝜇𝑟 = 1 + 2.5𝜙𝑎. For ideally dispersed particles, 𝜙𝑎 equals 𝜙, thus 

the Krieger and Dougherty model is the same with Einstein equation. 𝜙𝑎  is 

given by 𝜙𝑎 = 𝜙(𝑟𝑎/𝑟𝑝)
3−𝑑𝑓

, where 𝑟𝑎 is the radius of the aggregates, 𝑟𝑝 the 

radius of particles and 𝑑𝑓  the fractal dimension of the aggregates which is 

around 1.8229. Therefore,  

𝜇𝑟 = 1 + 2.5𝜙(𝑟𝑎/𝑟𝑝)
1.2

 .                                           (6.6) 

It is easy to deduce that only when 𝑟𝑎  barely changes with 𝜙, the viscosity 

increases linearly with 𝜙. And the slope equals, 

𝑆𝑙𝑜𝑝𝑒 = 2.5(𝑟𝑎/𝑟𝑝)
1.2

                                               (6.7) 
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Substituting the slope for freshly made nanofluids into equation 6.7, 𝑟𝑎/𝑟𝑝was 

calculated to be 3.4, which is very close to the value suggested by Prasher, 

3.17. Since the average size of particle is 10 nm, the size of aggregates is 

estimated to be 34 nm, which is in good agreement with the number weighted 

mean hydrodynamic diameter found at pH of 7 (Figure 6.8b). For DLS 

measurements, the samples were diluted to 0.002 vol%. This was much lower 

than the concentration of nanofluid for rheological measurement. So, 

maximizing the surface potential is the key to suppress the aggregations. With 

using the same method, we found that the size of aggregates increased to 40 

nm after the nanofluids had been kept for one week. Such a small augment in 

aggregations resulted in an about 19% of increase in viscosity for the same 

particle concentration. Therefore, enhancing colloidal stability to suppress 

aggregations is crucial to reduce the viscosity of nanofluid. 
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Figure 6. 12 Relative viscosity of CA modified Fe3O4 nanofluids against 

particle concentration. The pH of all nanofluids were kept at 7. 

We found that the size of aggregates can be further reduced by adjusting the 

pH of nanofluid to weak basic. Figure 6.13 gives 𝜙 – dependent μ𝑟 when pH is 

adjusted to 5, 7 and 8.5. Temperature was kept at 30 oC. It can be seen that a 

higher pH of nanofluid brings a slower increasing μ𝑟  with 𝜙 . The slope 

decreases with pH. When the pH of particle suspension is 5, although there is 

no shear thinning happened, the slope increases to 14.5. By correlating 

equation 6, the size of aggregate is calculated to be 43 nm, which is larger than 

that found at neutral pH. At pH of 8.5, the line fitted is very close to the result 

calculated by Einstein equation. The slope is reduced to 3.91, and the size of 

aggregate is found to be 14.5 nm, only 4.5 nm larger than that of particle.  
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Figure 6. 13 Relative viscosity of CA modified Fe3O4 nanofluids against 

particle concentration at pH of 5, 7 and 8.5. 

 

Generally, a liquid with lower viscosity often leads to a smaller pressure drop 

and helps saving pumping power. In the future work, the nanofluid of pH of 

8.5 will be used for heat transfer enhancement research. A bunch of 

rheological measurements were conducted to show how viscosity changes with 

temperature and 𝜙  at pH of 8.5. Figure 6.14 shows μ𝑛𝑓  as a function of 

temperature T at different particle concentrations. The Temperature changes 

from 10 to 50 oC. Actually, the usual temperature of the car engine coolant at 

operating conditions is about 90 °C and 115 – 120 °C at maximum. However, 

the highest tolerant measurement temperature of the rheometer is 60 °C. 

Otherwise, the evaporation of the base liquid at higher temperature may cause 

a significant change in the particle concentration during the measurement. So 

the highest temperature was selected to be 50 °C. During all the measurements, 
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the operator carefully looked at the meniscus between the cone and plate. No 

detectable changes were found in the shape of meniscus at the end of 

measurement, even though the shear rate was high as 2500 s-1. So, I don’t think 

the evaporation should be taken into considerations. The viscosity of nanofluid 

is reduced with rising up temperature. At lower temperature, the augment in 𝜙 

doesn’t generate a more significant increase of μ𝑛𝑓 , compared to the that 

occurred at higher temperature. This is so different from the results of Syam 

Sundar et al. 95who investigated the viscosity of EG – water nanofluid of 

unmodified Fe3O4 particles.  

 

Figure 6. 14 Viscosity of CA modified Fe3O4 nanofluids against temperature at 

different particle concentration. 

Figure 6.15 gives the variance of μ𝑛𝑓  against concentration at different 

temperature. As long as temperature is unchanged, the viscosity will increase 

almost linearly with 𝜙 . It suggests that aggregations have been suppressed 

successfully at each temperature. The linear relation μ𝑟 = 𝑠𝑙𝑜𝑝 ∙ 𝜙 + 1 is used 
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to associate viscosity and particle concentration. Figure 6.16 shows the slope C 

against temperature. Higher slope indicates a larger degree of aggregation. It 

seems that either increasing or decreasing T from 300 K will promote particles 

aggregations. Rising us temperature reduces the viscosity of base liquid, as a 

result, collision frequency rate among particles is enhanced. On the other side, 

lowering down temperature hampers the dissociation of CA313. By using 

polynomial fitting with order of 2, the effect of T on slope C is described as, 

𝑠𝑙𝑜𝑝 = 469.227𝑇 − 3.103𝑇 + 0.005𝑇2                                    (6.8) 

Therefore, 

μ𝑛𝑓 = μ𝑏𝑙(469.227𝑇 − 3.103𝑇 + 0.005𝑇2) ∙ 𝜙 + 1                            (6.9) 

For validation purpose, measure viscosities and the results calculated by 

equation 9 are all presented in Figure 6.17. The proposed equation is accurate 

for estimation of the viscosity of Fe3O4 nanofluid at specific temperature and 

particle concentration within the given range. The largest deviation is only 2.4 % 

and the average deviation is 0.7 %.  
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Figure 6. 15 Viscosity of CA modified Fe3O4 nanofluids against particle 

concentration at different temperature. 

 

Figure 6. 16 Slope against temperature. 
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Figure 6. 17 Comparison of experimental data and developed correlation of 

equation 6.9. 

 

6.3.5 Thermal conductivity 

Figure 6.18 and Figure 6.19 shows thermal conductivity of nanofluid of CA 

modified Fe3O4 nanoparticles at different temperature and concentrations. 

Thermal conductivity is measured by transient hot-wire technology. The pH of 

nanofluids was all kept at 8.5. The volume fraction of particles was changed 

from 0 to 1.2 %. It can be seen that thermal conductivity increase with 

temperature as well as particle concentration. When temperature is at 30, 40, 

50 and 60 oC, a 1.2 % of particle volume fraction brings 2.2, 2.3, 2.3 and 1.6 % 

of enhancement in thermal conductivity. Compared with reported results 

obtained upon Fe3O4 EG – water nanofluid238, such enhancement is much 

lower.  

At present, it is well recognized that thermal conductivity of nanofluid is 

mainly controlled by Kapitza resistance at the nanoparticle–fluid interface252 
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and particle aggregations53. The latter of particular structure is able to form 

thermal percolation paths which work like “highway” for heat transfer.314 

Bigdeli et al. 38 suggested that there should be an optimum degree of 

aggregation to gain the best thermal conduction within nanofluid. Terrible 

aggregations will lead to sediment of particles, consequently, the heat 

conduction only accounts on the base liquid. However, when particles are 

ideally dispersed, no thermal percolation paths are formed to improve heat 

transfer. Evidences have shown that the enhancement observed on ideally 

dispersed particle suspension can be very little.315 In addition, several works 

suggest that over using surface stabilizer (i.e. surfactants) also reduces thermal 

conductivity of nanofluid.316  

 

Figure 6. 18 Thermal conductivity of CA modified Fe3O4 nanofluids against 

temperature at different particle concentration. 
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The classic Maxwell model was used to fit the experimental data, which 

presumes that the nanofluid have common features with solid–liquid mixtures. 

The model is described as, 

𝑘𝑛𝑓 = 𝑘𝑏𝑙 [
𝑘𝑝+2𝑘𝑏𝑙+2𝜙(𝑘𝑝−𝑘𝑏𝑙)

𝑘𝑝+2𝑘𝑏𝑙−𝜙(𝑘𝑝−𝑘𝑏𝑙)
]                                          (10) 

The largest deviation between the result calculated by Maxwell model and 

measured one is only 1.5 %. Such a good match suggests that it won’t be 

necessary to consider the effects including formation of solid – like “nanolayer” 

249-251, interfacial thermal resistance252 and Brownian motion253-255 if the 

particle aggregations have been suppressed to the lowest level.  

 

Figure 6. 19 Comparison of experimental data and Maxwell model. 

 

6.3.6 Demonstration of convective heat transfer enhancement of ferrofluid 
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First, the accuracy of the rig was validated by measuring convective heat 

transfer characteristics of water at 40 oC. The collected data were then 

compared with the values calculated by Dittus – Boelter equation. The 

uncertainty of Re number is 3%. The average uncertainty in calculation of Nu 

number is 7.3 % when Re is less than 10000. As shown in Figure 6.20, the 

experimental results were in good agreement with the predicted values. The 

average deviation is 4%.  

 

 
Figure 6. 20 Comparison between the experimental data of water with the ones 

calculated by Dittus – Boelter equation. 

 

Then, experiments were carried out to measure the convective heat transfer 

coefficient h of base liquid and 0.23 vol % of MNF. The pH of MNF was 

adjusted to 8.5; the inlet temperature was kept at 40 oC. Figure 6.21 shows the 



194 

 

comparison of h between base liquid and MNF at different Reynolds number. 

Uncertainty values had been calculated for all the measured cases. The 

uncertainty of Re number is 3%. The average uncertainty in calculation of 

convective heat transfer coefficient was 8.6 %. Most of the flow phenomena 

related with engineering applications are associated with turbulence, as is the 

coolant flow in an IC engine. To obtain a fully developed turbulent flow, 

Reynolds number generally should be higher than 10000. In this work, due to 

the limitation of pumping power, Reynolds number can only be increased to 

6000.  

As shown in Figure 6.21, for laminar flow (Re <2500), h of MNF is almost the 

same with base liquid. Once Re > 2500, h of MNF will becomes superior to 

base liquid. The average enhancement is found to be 11.9 % for Re > 2500. 

Usually, the heat transfer enhancement with using nanofluid is attributed to: 

first, the dispersed particles improve thermal conductivity of boundary layer; 

secondly, particle migration disturbs the boundary layer; thirdly, particle 

aggregates work like “obstacles” at the wall of pipe, which break the boundary 

layer, thus reinforcing local turbulence. Now, the first two reasons should be 

paid with more attentions since the colloidal stability of MNF has achieved the 

best. From the last section, it has been known that thermal conductivity 

increases by only 2 – 3 % as the particle concentration reaches 1 vol %. So, the 
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increase in thermal conductivity of boundary layer wouldn’t play an important 

role. If particle migration is assumed to be the key factor and improve 

convective heat transfer by disturbance of boundary layer, the significant 

enhancement at transition and turbulent flow regions suggests that particle 

migration is facilitated by turbulent eddies. 

 

 

Figure 6. 21 Convective heat transfer coefficients of base liquid and MNF as a 

function of Re number. 

 

6.4 Summary 

In this chapter, we studied the effects of temperature, particle concentration 

and/or colloidal stability thermo-physical properties of Fe3O4 EG - water 
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nanofluid. Fe3O4 nanoparticles were synthesized by co-precipitation method 

and then modified with CA to stabilize them in EG - water mixture. The 

volume ratio of EG to water was kept at 1:1. The average size of particles was 

about 10 nm. The effect of particle concentration on density and specific heat 

capacity of nanofluid can be interpreted by mixing theory and thermal 

equilibrium model respectively.  

The colloidal stability of modified particles was improved by reducing the 

acidity of particle suspension. With increasing the pH to 7, the surface 

potential of particles kept growing stronger due to the dissociations of CA 

attached on the particles. As a result, the enhanced surface potential helped 

particles repel each other, resulting in a decrease of hydrodynamic size of 

particles. The particles aggregations were suppressed to the lowest level as pH 

reached 5. The dissociations of CA attached were completed at neutral pH, 

which suggests that the best colloidal stability was obtained. At neutral pH, the 

viscosity of Fe3O4 nanofluids barely changed with shear rate despite of the 

variance in particle concentration and temperature. Even though they were kept 

at room temperature for one week, the nanofluids still exhibited Newtonian 

behaviour. The relative viscosity of nanofluid with neutral pH increased almost 

linearly with particle concentration of whether they were freshly made or had 

been kept for one week. However, at the same particle concentration, the 
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viscosity of one-week aged nanofluid was 19% higher than that of freshly 

made one. By using a reported modified Krieger and Dougherty model, we 

found that the size of aggregates increased very slightly by only 6 nm after one 

week. Therefore, optimisation of colloidal stability to suppress particles 

aggregations is the key to make nanofluid behave as Newtonian fluid and 

reduce its viscosity. The viscosity can be further decreased by increasing pH to 

8.5 and the value is very close to that suggested by Einstein equation. An 

equation was proposed to predict estimate the viscosity of nanofluid of pH 8.5 

at specific temperature and particle concentration. The average deviation is 

only 0.7 %.  

It was found that at pH pf 8.5, thermal conductivity of nanofluid changed with 

particle concentration according to Maxwell model. Although the enhancement 

in thermal conductivity of a well- dispersed nanofluid is relatively low, smaller 

viscosity and better colloidal stability should be very competitive when the 

nanofluid is considered for convection heat transfer. In addition, once particle 

undergo uncontrolled aggregations, it could be difficult to predict the thermal 

conductivity and viscosity at a specific temperature and particle concentration. 

Therefore, nanofluid of pH of 8.5 was used for study of convective heat 

transfer. The convective heat transfer coefficient was found to be enhanced by 
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more than 10 % for Re > 2500. The enhancement should be explained particle 

migration.  
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Chapter 7 Conclusions and future work 

7.1 Conclusions 

At the beginning of this doctoral research project, we numerically studied the 

effect of dipole interactions on hyperthermia heating SMNPs clusters in 

different shapes by timely quantified Monte Carlo (MC) simulations. Four 

typical morphologies, namely chain, cylinder, cube and sphere, are selected to 

shape the cluster. The following results have been obtained. 

1. Standard MC with Metropolis algorithm is more suitable than Kinetic MC 

algorithm for simulating magnetic losses of SMNPs which have low 

magnetocrystalline anisotropy. It is because that the latter takes the influence 

of thermal flocculations into considerations only when the magnetocrystalline 

anisotropy is large enough.  

2. Clusters with high morphology anisotropy can be expected to heat better 

than isolated particles as along as the direction of magnetic field is not 

perpendicular to the axis of morphology anisotropy. Two mechanisms: i) 

dipole interactions of clusters with high morphology anisotropy facilitate the 

magnetization process ii) dipole interactions impede the relaxations of particles’ 

moments, because they always try to align the particles’ moments to the axis of 

morphology anisotropy.  
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3. When the field intensity is strong enough to fully magnetize SMNP clusters, 

it will be hard to obtain enhanced heating efficiency with using anisotropy - 

less ones. The hysteresis loop area will become almost the same as that of non-

interacting particles, regardless of the change in the direction of magnetic field. 

It is because the effect of dipole interactions is reduced to the minimum. 

Then, we studied the effect of size on the hyperthermia heating efficiency of 

SMNP clusters without high morphology anisotropy at relatively low field 

intensity. Magnetic nanofluid of sphere-like clusters were synthesized by 

emulsion droplet solvent evaporation method.  The size of clusters could be 

controlled from 70 - 130 nm. An induction heating system was set up to 

estimate the heating ability of the gained magnetic nanofluids. Based on the 

analysis of experimental and simulated results, we present a general picture 

describing the relationship between the heating performance of the clusters and 

cluster’s size. The profile should exhibit dual peaks. The higher one locates at 

smaller size, where the clusters should be in forms of dimers and/or trimers. 

The enhanced heating efficiency can be attributed to the increase of 

morphology anisotropy of cluster. The second peak is observed when the 

cluster loses morphology anisotropy completely. The small increase of heating 

efficiency should be associated with the dipole couplings. if one expects 
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anisotropy-less clusters to heat better, SMNP with strong domain 

magnetization and magnetic anisotropy must be used.  

Finally, we obtained a surfactant -free Fe3O4 ethylene glycol (EG) - water 

nanofluid with predictable thermo-physical properties. Fe3O4 nanoparticles 

were modified with citric acid to stabilize them in EG - water mixture. The 

colloidal stability of modified particles was controlled by changing the pH 

value of particle suspension. The most thermo-physical properties can be 

explained by classic models. The following results have been obtained. 

1. The density of nanofluid at a certain particle concentration can be predicted 

accurately by mixing theory. 

2. The specific heat of nanofluid at a certain particle concentration can be 

predicted accurately by thermal equilibrium model. 

3. After the colloidal stability was optimized, the viscosity of magnetic 

nanofluids exhibited Newtonian behaviour, despite of the variance in particle 

concentration and temperature. The viscosity increased almost linearly with 

particle concentration, which can be explained by a modified Krieger and 

Dougherty model.  
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4. After the colloidal stability was optimized, thermal conductivity of 

nanofluid at a certain particle concentration can be predicted by Maxwell 

model. 

7.2 Future work 

1. Measurement of hyperthermia heating ability of mono-dispersed magnetic 

nanofluid of oleic - acid modified Fe3O4 nanoparticles. This result will 

demonstrate whether there are two peaks on the profile of hyperthermia 

heating efficiency of cluster against cluster’s size. 

2. Modelling hyperthermia heating of tumor tissue with MNF to optimize the 

heating plan. 

3. Study of density of MNF of CA – modified particles at different pH to 

confirm whether colloidal stability affects the density much. 

4. Study of specific heat of MNF of CA – modified particles at different pH to 

confirm whether colloidal stability affects the specific heat much. 

5. Experimental investigation will be carried out on the convective heat 

transfer of MNF at higher particle concentrations and inlet temperature. It is 

known that particle migration becomes more significant at higher particle 

concentration and fluid’s temperature. So, in this way, one can confirm the 

effect of particle migration on heat transfer process. Meanwhile, efforts will be 
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made to study the heat transfer process of MNF at different colloidal stability. 

Particle migration can be impeded by large particle aggregates. Thus, the 

enhancement theory regarding that particle aggregates work as obstacles at the 

wall of pipe can be validated. 

6. The pump must be changed to investigate the convective heat transfer of 

MNF at Re > 10000. 

7. Try to figure out a way prepare stable and surfactant-less nanofluids with 

using commercial products of nanoparticles. In this way, the cost of 

preparation will be reduced.  

8. Lattice Boltzmann modelling of the role of particle migration in a forced 

convective heat transfer pf MNF.  

9.  An cooperation with Geely Automobile Holdings Ltd will be conducted to 

investigate the efficiency of cooling a real car engine with using the MNF. 
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Appendix 1 

Matlab programme of assemble particles into a sphere-like cluster 

config_stab=dlmread('config_100'); 

config=config_stab; 

[N,~]=size(config_stab); 

num_cluster=2; 

r_par=6;  

r=randi(num_cluster,N,1); 

r(:,2)=[1:1:N]'; 

tingxia=0; 

while tingxia==0 

for ll=1:num_cluster 

geshu(ll,1)=length(find(r(:,1)==ll)); 

geshu(ll,2)=ll; 

end 

  

if length(find(geshu(:,1)<50))==0 

    tingxia=1; 

else 

    [N_duo,duo]=max(geshu(:,1)); 

    [~,bugou]=min(geshu(:,1)); 

    duo_max=r(find(r(:,1)==geshu(duo,2)),:); 

    r(duo_max(randi(N_duo,1,1),2),1)=geshu(bugou,2); 

end 

end 

config(:,14)=r(:,1); 

config_clusters=cell(num_cluster,1); 

  

for l=1:num_cluster 

    config_clusters{l,1}=config(config(:,14)==l,:); 

    [N_par_cluster,~]=size(config_clusters{l,1}); 

    conf_par=zeros(N_par_cluster,4); 

    conf_par_attempted=zeros(N_par_cluster,3); 

    conf_par(1,4)=1; 

    new=zeros(1,3); 

    r_droplet=50;  
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    for j=2:N_par_cluster 

         

        num=1; 

        while num~=0 

            theta=unifrnd(0,180,1,1); 

            phi=unifrnd(0,360,1,1); 

            jing=unifrnd(0,r_droplet-r_par,1,1); 

            new(1,1)=jing*sind(theta)*cosd(phi); 

            new(1,2)=jing*sind(theta)*sind(phi); 

            new(1,3)=jing*cosd(theta); 

            conf_par_copy=conf_par(1:j-1,:); 

            vec_r=bsxfun(@minus,conf_par_copy(:,1:3),new);   

            modvec_r=(diag(vec_r* vec_r')).^0.5; 

            num=length(find(modvec_r(:,1)<2*r_par)); 

             

        end 

        conf_par(j,1:3)=new; 

        conf_par(j,4)=j; 

  

                   

    end 

    norm_velocity_dro=0.1; 

    norm_velocity_par=1;    

    theta_velocity_par=unifrnd(0,180,N_par_cluster,1); 

    phi_velocity_par=unifrnd(0,360,N_par_cluster,1); 

    velocity_par=zeros(N_par_cluster,3); 

    

velocity_par(:,1)=norm_velocity_par*sind(theta_velocity_par).*cosd(phi_velo

city_par); 

    

velocity_par(:,2)=norm_velocity_par*sind(theta_velocity_par).*sind(phi_velo

city_par); 

    velocity_par(:,3)=norm_velocity_par*cosd(theta_velocity_par); 

    tingzhi=0; 

    t=0; 

    S=0; 

    BB=1; 

    qiudao{l,1}(1,1)=0; 

    qiudao{l,1}(2,1)=0; 

    qiudao{l,1}(3,1)=r_droplet; 

    modvec_par_par=[]; 
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     if N_par_cluster==1 

            conf_par(1,1)=0; 

            conf_par(1,2)=0; 

            conf_par(1,3)=0; 

            r_final_dro(l,1)=r_par; 

     else 

    while tingzhi==0 

          tic; 

           aa=1; 

        for k=1:N_par_cluster-1 

            for o=k+1:N_par_cluster 

                vec_par_par=conf_par(o,1:3)-conf_par(k,1:3); 

                modvec_par_par(aa,1)=(vec_par_par*vec_par_par')^0.5; 

                modvec_par_par(aa,2)=k; 

                modvec_par_par(aa,3)=o; 

                aa=aa+1; 

            end 

        end 

        xishu_a_2=diag((velocity_par(modvec_par_par(:,2),:)-

velocity_par(modvec_par_par(:,3),:))*(velocity_par(modvec_par_par(:,2),:)-

velocity_par(modvec_par_par(:,3),:))'); 

        xishu_b_2=diag(2*(conf_par(modvec_par_par(:,2),1:3)-

conf_par(modvec_par_par(:,3),1:3))*(velocity_par(modvec_par_par(:,2),:)-

velocity_par(modvec_par_par(:,3),:))'); 

        xishu_c_2=diag((conf_par(modvec_par_par(:,2),1:3)-

conf_par(modvec_par_par(:,3),1:3))*(conf_par(modvec_par_par(:,2),1:3)-

conf_par(modvec_par_par(:,3),1:3))')-4*r_par^2; 

        fanggen_2=xishu_b_2.^2-4*xishu_a_2.*xishu_c_2; 

        fanggen_2(abs(fanggen_2(:,1))<10^-6,:)=0; 

        lable_shijie=find(fanggen_2(:,1)>=0); 

        dt_chong{BB,1}=zeros(length(lable_shijie),3); 

        dt_chong{BB,1}(:,1)=(-1*xishu_b_2(lable_shijie,1)-

(fanggen_2(lable_shijie,1)).^0.5)/2./xishu_a_2(lable_shijie,1); 

        dt_chong{BB,1}(:,2:3)=modvec_par_par(lable_shijie,2:3);  

        dt_chong{BB,1}(dt_chong{BB,1}(:,1)<0,:)=[]; 

        [M_chong,N_chong]=min(dt_chong{BB,1}(:,1)); 

         

        if length(M_chong)==0    

            dt_chu{BB,1}=zeros(N_par_cluster,2); 

            xishu_a=diag(velocity_par(:,1:3)*velocity_par(:,1:3)')-

norm_velocity_dro^2; 
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xishu_b=2*diag(conf_par(:,1:3)*velocity_par(:,1:3)')+2*norm_velocity_dro*(r

_droplet-r_par); 

            xishu_c=diag(conf_par(:,1:3)*conf_par(:,1:3)')-(r_droplet-r_par)^2; 

            fanggen=xishu_b.^2-4*xishu_a.*xishu_c; 

            fanggen(abs(fanggen(:,1))<10^-6,:)=0; 

            dt_chu{BB,1}(:,1)=(-1*xishu_b+(fanggen).^0.5)/2./xishu_a; 

            dt_chu{BB,1}(:,2)=conf_par(:,4); 

            [M_chu,N_chu]=min(dt_chu{BB,1}(:,1)); 

            t=t+M_chu; 

            S=S+sum(M_chu*(diag(velocity_par*velocity_par')).^0.5); 

            conf_par(:,1:3)=bsxfun(@plus,conf_par(:,1:3),M_chu*velocity_par);           

unit_faxian=conf_par(dt_chu{BB,1}(N_chu,2),1:3)/(conf_par(dt_chu{BB,1}(

N_chu,2),1:3)*conf_par(dt_chu{BB,1}(N_chu,2),1:3)')^0.5; 

             

            if velocity_par(dt_chu{BB,1}(N_chu,2),:)*unit_faxian'>0 

               velocity_par(dt_chu{BB,1}(N_chu,2),:)=-

2*velocity_par(dt_chu{BB,1}(N_chu,2),:)*(unit_faxian)'*unit_faxian+velocity

_par(dt_chu{BB,1}(N_chu,2),:)-norm_velocity_dro*unit_faxian; 

            else   

velocity_par(dt_chu{BB,1}(N_chu,2),:)=velocity_par(dt_chu{BB,1}(N_chu,2)

,:)-norm_velocity_dro*unit_faxian; 

            end 

            r_droplet=r_droplet-norm_velocity_dro*M_chu; 

            else 

            r_droplet_attempted=r_droplet-norm_velocity_dro*M_chong;    

conf_par_attempted(:,1:3)=bsxfun(@plus,conf_par(:,1:3),M_chong*velocity_p

ar);           

dis_center_edge=(diag(conf_par_attempted*conf_par_attempted')).^0.5+r_par; 

            lable_chu=find(dis_center_edge>r_droplet_attempted); 

           

            if length(lable_chu)==0 

            t=t+M_chong; 

            S=S+sum(M_chong*(diag(velocity_par*velocity_par')).^0.5); 

            conf_par(:,1:3)=conf_par_attempted; 

            r_droplet=r_droplet_attempted; 

            vector_par_chong=conf_par(dt_chong{BB,1}(N_chong,3),1:3)-

conf_par(dt_chong{BB,1}(N_chong,2),1:3); 

           

unit_par_chong=vector_par_chong/(vector_par_chong*vector_par_chong' )^0.

5; 
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v_par2_xiangdui=velocity_par(dt_chong{BB,1}(N_chong,2),:)*(unit_par_cho

ng)'*unit_par_chong; 

            v_par2_fen=velocity_par(dt_chong{BB,1}(N_chong,2),:)-

v_par2_xiangdui; 

            

v_par3_xiangdui=velocity_par(dt_chong{BB,1}(N_chong,3),:)*(unit_par_cho

ng)'*unit_par_chong; 

            v_par3_fen=velocity_par(dt_chong{BB,1}(N_chong,3),:)-

v_par3_xiangdui; 

            

velocity_par(dt_chong{BB,1}(N_chong,2),:)=v_par2_fen+v_par3_xiangdui; 

            

velocity_par(dt_chong{BB,1}(N_chong,3),:)=v_par3_fen+v_par2_xiangdui; 

            else 

            dt_chu{BB,1}=zeros(length(lable_chu),2); 

            

xishu_a=diag(velocity_par(lable_chu,1:3)*velocity_par(lable_chu,1:3)')-

norm_velocity_dro^2; 

            

xishu_b=2*diag(conf_par(lable_chu,1:3)*velocity_par(lable_chu,1:3)')+2*nor

m_velocity_dro*(r_droplet-r_par); 

            xishu_c=diag(conf_par(lable_chu,1:3)*conf_par(lable_chu,1:3)')-

(r_droplet-r_par)^2; 

            fanggen=xishu_b.^2-4*xishu_a.*xishu_c; 

            fanggen(abs(fanggen(:,1))<10^-6,:)=0; 

            dt_chu{BB,1}(:,1)=(-1*xishu_b+(fanggen).^0.5)/2./xishu_a; 

            dt_chu{BB,1}(:,2)=conf_par(lable_chu,4); 

            [M_chu,N_chu]=min(dt_chu{BB,1}(:,1)); 

            t=t+M_chu; 

            S=S+sum(M_chu*(diag(velocity_par*velocity_par')).^0.5); 

            conf_par(:,1:3)=bsxfun(@plus,conf_par(:,1:3),M_chu*velocity_par); 

            

unit_faxian=conf_par(dt_chu{BB,1}(N_chu,2),1:3)/(conf_par(dt_chu{BB,1}(

N_chu,2),1:3)*conf_par(dt_chu{BB,1}(N_chu,2),1:3)')^0.5; 

            if velocity_par(dt_chu{BB,1}(N_chu,2),:)*unit_faxian'>0 

                velocity_par(dt_chu{BB,1}(N_chu,2),:)=-

2*velocity_par(dt_chu{BB,1}(N_chu,2),:)*(unit_faxian)'*unit_faxian+velocity

_par(dt_chu{BB,1}(N_chu,2),:)-norm_velocity_dro*unit_faxian; 

            else 
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velocity_par(dt_chu{BB,1}(N_chu,2),:)=velocity_par(dt_chu{BB,1}(N_chu,2)

,:)-norm_velocity_dro*unit_faxian; 

            end 

             

            r_droplet=r_droplet-norm_velocity_dro*M_chu; 

            end 

             

        end 

         

        qiudao{l,1}(1,BB+1)=t; 

        qiudao{l,1}(2,BB+1)=S; 

        qiudao{l,1}(3,BB+1)=r_droplet; 

         

        yijiedao=gradient(qiudao{l,1}(3,:)); 

            

        if abs(yijiedao(1,BB+1))<1*10^-8 

            tingzhi=1; 

        end 

        % if r_droplet<(100*(r_par^3)/0.5)^(1/3) %!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 

%         if BB==10000 

%         tingzhi=1; 

%         end 

         

        disp(BB); 

        BB=BB+1; 

        r_droplet 

    end 

    r_final_dro(l,1)=r_droplet; 

    toc; 

    end 

    config_clusters{l,1}(:,1:3)=conf_par(:,1:3);     

end 

  

aaa=1; 

for l=1:num_cluster 

    config_clusters{l,1}(:,1:3)=config_clusters{l,1}(:,1:3)+(l-1)*1000; 

    modvec_par_par_final=[]; 

    [N_par_cluster,~]=size(config_clusters{l,1}); 

    if N_par_cluster==1 

        modvec_par_par_final(1,1)=2*r_par+1; 
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        modvec_par_par_final(1,2)=1; 

        modvec_par_par_final(1,3)=1; 

         

    else 

    for k=1:N_par_cluster-1 

            for o=k+1:N_par_cluster 

                vec_par_par=config_clusters{l,1}(o,1:3)-config_clusters{l,1}(k,1:3); 

                modvec_par_par_final(aa,1)=(vec_par_par*vec_par_par')^0.5; 

                modvec_par_par_final(aa,2)=k; 

                modvec_par_par_final(aa,3)=o; 

                aa=aa+1; 

            end 

    end 

    end 

    shibai=modvec_par_par_final(find(modvec_par_par_final(:,1)<2*r_par),:)  

     

    config_final(aaa:aaa+N_par_cluster-1,:)=config_clusters{l,1}; 

    aaa=aaa+N_par_cluster; 

end 

Aver_r_final_dro=sum(r_final_dro)/num_cluster; 

dlmwrite('config_100_2clusters_new', config_final,'precision',6,'newline', 'pc'); 
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Appendix 2 

Matlab programme of standard MC simulation 

clear all  

config_stab=dlmread('config_sphere_100_1'); 

config_chu=dlmread('config_100'); 

config_stab(:,4:13)=config_chu(:,4:13); 

[N,~]=size(config_stab);    %the num of particle 

H0=200*1000;               %amplitude of AC magnetic field (A/m) 

T=1*298;                    %temperature (K) 

Keff=1*0.9*10^4;            %anisotropy constant(J/m3) 

Ms=1*446*1000;              %saturation magnetization (A/m) 110*5.18*1000 

Radius=5*10^-9;    %radius of particle (m) 

V=(4/3)*pi*(Radius)^3;    %volume of particle 

kB=1.38065*10^-23;        %Boltzmann constant(J/K) 

miu=4*pi*10^-7;           %permeability of free space(N/A2) 

a=12*10^-9;               %lattice parameter 

attempt=0.5*(0.05*kB*T/(2*Keff*V))^0.5;  %attempt angle domain 

Eanis_diff=0;             %the difference in anisotropy energy of system before 

and after attempted 

Edi_1=0;                  %the sum of dipole couplings energy related to particle r 

before attempted 

Edi_2=0;                  %the sum of dipole couplings energy related to particle r 

after attempted 

Efield_diff=0;            %the difference in magnetic field energy of system 

before and after attempted 

moment=zeros(N,3);        %the unit moment vector(xyz)(after being attempted 

in thermal) 

theta_e_1=zeros(N,1);     %the angle between Z and modulus of easy axis(after 

being attempted in thermal) 

phi_e_1=zeros(N,1);       %the angle between x and modulus of easy axis(after 

being attempted) 

theta_m_1=zeros(N,1);     %the angle between Z and modulus of moment(after 

being attempted) 

phi_m_1=zeros(N,1);       %the angle between x and modulus of moment(after 

being attempted) 

coord_af=config_stab;     %record after the treatment 

                          %random pick particle 

num=1:1:N;              

pick=zeros(N,14);          %the matrix of randomly-picked particle  
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num1=zeros(1,N); 

r=0;                       %random num for picking particle 

r_1=0;                     %random num for probability determination 

pro=0;                     %probability of acceptance of attempt 

step=100;                  %step of MC 

cycle_num=200; 

magn=zeros(100,cycle_num);         %magnetization along the axis of field 

Ht=zeros(101,1); 

unitvec_H=[0,0,1]; 

t=3.6:3.6:360;  

guanghua=zeros(100,cycle_num);  

oushi_yuan_guang=zeros(100,1); 

avera=zeros(100,cycle_num); 

sum_t=zeros(N-1,1)+1;  

vec_r=cell(N,1); 

unitvec_r=cell(N,1); 

mod_vec_r=cell(N,1); 

  

for l=1:N 

    coord_af_1=coord_af;                                             %the calculation of the 

difference in dipole energy of system before and after attempted  

   coord_af_1(l,:)=[];                                              %remove the row r 

    

vec_r{l,1}(:,1:3)=bsxfun(@minus,coord_af_1(:,1:3),coord_af(l,1:3));          %r 

to j       

    

unitvec_r{l,1}(:,1:3)=bsxfun(@rdivide,vec_r{l,1}(:,1:3),sqrt(diag(vec_r{l,1}(:,

1:3)* vec_r{l,1}(:,1:3)'))); 

    mod_vec_r{l,1}(:,1)=sqrt(diag(vec_r{l,1}(:,1:3)* vec_r{l,1}(:,1:3)')); 

end 

  

for cycle=1:cycle_num 

for t_num=1:100 

    mod_H=H0*sind(t(1,t_num)); 

    H=mod_H*unitvec_H;     

tic; 

for Mc=1:step 

  

for i=1:N 

     

    r_2=randi(length(num)); 
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    r=num(:,r_2); 

    pick(i,:)=coord_af(r,:); 

    

    distance=unifrnd(0,sin(attempt),1,1);                              %distance between 

moment original and attempted 

    rotation=unifrnd(0,2*pi,1,1); 

    ang=abs(pi/2-pick(i,12)+atan(distance*cos(rotation)/(cos(attempt)))); 

    if ang<=0.5*pi 

    

phi_m_1(i,1)=pick(i,13)+atan(distance*sin(rotation)/(sqrt((cos(attempt))^2+(di

stance*cos(rotation))^2)*cos(ang))); 

    else 

    

phi_m_1(i,1)=pick(i,13)+atan(distance*sin(rotation)/(sqrt((cos(attempt))^2+(di

stance*cos(rotation))^2)*cos(ang)))+pi;    

    end 

    

theta_m_1(i,1)=acos(sqrt((cos(attempt))^2+(distance*cos(rotation))^2)/sqrt((di

stance)^2+(cos(attempt))^2)*sin(pi/2-

pick(i,12)+atan(distance*cos(rotation)/(cos(attempt))))); 

    moment(i,1)=sin(theta_m_1(i,1))*cos(phi_m_1(i,1)); 

    moment(i,2)=sin(theta_m_1(i,1))*sin(phi_m_1(i,1)); 

    moment(i,3)=cos(theta_m_1(i,1)); 

     

    Eanis_diff=-Keff*V*((coord_af(r,4:6)*moment(i,:)')^2-

(coord_af(r,4:6)*coord_af(r,7:9)')^2); %the calculation of the difference in 

anisotropy energy of system before and after attempted 

coord_af_1=coord_af;                                             %the calculation of the 

difference in dipole energy of system before and after attempted     

coord_af_1(r,:)=[];                                              %remove the row r 

  

    Edi_diff=-miu*(Ms*V)^2/(4*pi)/(10^-27)*(3*(((moment(i,:)-

coord_af(r,7:9))*unitvec_r{r,1}(:,1:3)').*diag(coord_af_1(:,7:9)*unitvec_r{r,1

}(:,1:3)')')-((moment(i,:)-

coord_af(r,7:9))*coord_af_1(:,7:9)'))./(mod_vec_r{r,1}(:,1)').^3 *sum_t; 

    %!!!!!no a^3 

    Efield_diff=-miu*Ms*V*H*(moment(i,:)-coord_af(r,7:9))';     

    pro=exp(-(Eanis_diff+Edi_diff+Efield_diff)/(kB*T)); 

    %pro=exp(-(Eanis_diff+Efield_diff)/(kB*T)); 

    if pro>=1 

        coord_af(r,7)=moment(i,1); 
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        coord_af(r,8)=moment(i,2); 

        coord_af(r,9)=moment(i,3); 

        coord_af(r,12)=theta_m_1(i,1); 

        coord_af(r,13)=phi_m_1(i,1); 

    else 

        r_1=unifrnd(0,1,1,1); 

        if r_1<=pro 

        coord_af(r,7)=moment(i,1); 

        coord_af(r,8)=moment(i,2); 

        coord_af(r,9)=moment(i,3); 

        coord_af(r,12)=theta_m_1(i,1); 

        coord_af(r,13)=phi_m_1(i,1); 

        end 

    end 

 

   num(:,r_2)=[]; 

   pro=0; 

   r_1=0; 

   Eanis_diff=0; 

   Efield_diff=0; 

end 

   num=1:1:N;     

  

end 

toc; 

magn(t_num,cycle)=sum(coord_af(:,7:9)*unitvec_H')/N; 

end 

         

     if cycle>2   

     avera(:,cycle)=sum(magn(:,2:cycle),2)/(cycle-1);   

     guanghua(:,cycle)=smooth(avera(:,cycle),5,'sgolay');     

oushi_yuan_guang(cycle,1)=sqrt(sum((bsxfun(@minus,guanghua(:,cycle),aver

a(:,cycle))).^2)); 

     end 

     disp(cycle); 

end 

oushi_guang_guang=zeros(100,1); 

for i=3:cycle_num 

dif=bsxfun(@minus,guanghua(:,i),guanghua(:,cycle_num)); 

oushi_guang_guang(i,:)=sqrt(sum((dif).^2));  

end 
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for k=3.6:3.6:363.6 

    mod_H=H0*sin(k/180*pi); 

    Ht(round(k/3.6),1)=mod_H/(2*Keff/Ms/miu); 

end 

mian=zeros(cycle_num,1); 

guanghua_1=guanghua; 

guanghua_1(101,:)=guanghua_1(1,:); 

  

for j=1:cycle_num 

mian(j,1)=abs(trapz(Ht,guanghua_1(:,j))); 

end 
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Appendix 3 

Matlab programme of KMC simulation 

clear all 

config_stab=dlmread('config_after_easy_444_anneal');  

N=length(config_stab);    %the num of particle 

H0=200*1000;               %amplitude of AC magnetic field (A/m) 

T=100;                    %temperature (K) 

Ms=446*1000;              %saturation magnetization (A/m) 110*5.18*1000 

Radius=5*10^-9;    %radius of particle (m) 

V=(4/3)*pi*(Radius)^3;    %volume of particle 

kB=1.38065*10^-23;        %Boltzmann constant(J/K) 

Keff=10*9000;            %anisotropy constant(J/m3) 

miu=4*pi*10^-7;           %permeability of free space(N/A2) 

a=12*10^-9;               %lattice parameter 

v_0=10^9; 

coord_af=config_stab;     %record after the treatment 

step=2000;                  %step of MC 

t=(360/step:360/step:360)/180*pi; 

H_fre=100; 

t_step=1/H_fre/step; 

cycle_num=50; 

magn=zeros(step,cycle_num);         %magnetization along the axis of field 

Ht=zeros(step+1,1); 

unitvec_H=[0,0,1]; 

guanghua=zeros(step,cycle_num);  

oushi_yuan_guang=zeros(step,1); 

avera=zeros(step,cycle_num); 

vec_r=cell(N,1); 

unitvec_r=cell(N,1); 

mod_vec_r=cell(N,1); 

H_dip=zeros(N,3);  

theta_m_e=(-2:1:360)/180*pi;  

sin_theta_m_e=sin(theta_m_e); 

pro=zeros(N,1); 

r_1=zeros(N,1); 

E_total_jidazhi=zeros(1,1); 

E_total_jixiaozhi=zeros(1,2); 

E_total_jixiaozhi_final=zeros(N,2); 

angle_jixiaozhi_final=zeros(N,2); 
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angle_jixiaozhi=zeros(N,2); 

fangcheng=zeros(3,4); 

  

for l=1:N 

    coord_af_1=coord_af;                                             %the calculation of the 

difference in dipole energy of system before and after attempted  

    coord_af_1(l,:)=[];                                              %remove the row r 

    

vec_r{l,1}(:,1:3)=bsxfun(@minus,coord_af_1(:,1:3),coord_af(l,1:3));          %r 

to j       

    

unitvec_r{l,1}(:,1:3)=bsxfun(@rdivide,vec_r{l,1}(:,1:3),sqrt(diag(vec_r{l,1}(:,

1:3)* vec_r{l,1}(:,1:3)'))); 

    mod_vec_r{l,1}(:,1)=sqrt(diag(vec_r{l,1}(:,1:3)* vec_r{l,1}(:,1:3)')); 

end 

for cycle=1:cycle_num 

    tic; 

for t_num=1:step 

    mod_H=H0*sin(t(1,t_num)); 

    H=mod_H*unitvec_H; 

     

    for r=1:N 

        coord_af_1=coord_af;                                             %the calculation of the 

difference in dipole energy of system before and after attempted  

        coord_af_1(r,:)=[];                                              %remove the row r 

        

H_dip=sum(Ms*V/(4*pi)/(a^3)*bsxfun(@rdivide,(3*bsxfun(@times,unitvec_r

{r,1}(:,1:3),diag(coord_af_1(:,7:9)*unitvec_r{r,1}(:,1:3)'))-

coord_af_1(:,7:9)),(mod_vec_r{r,1}(:,1)).^3)); 

         

        H_total=H+H_dip; 

        Mod_H_total=sqrt( H_total*H_total'); 

        unit_H_total=H_total/Mod_H_total; 

        fangcheng(1,1:3)=cross(coord_af(r,4:6),unit_H_total); %equstion  

        fangcheng(2,1:3)=coord_af(r,4:6); 

        fangcheng(3,1:3)=unit_H_total; 

        cos_zhi=unit_H_total*coord_af(r,4:6)'; 

         

        if cos_zhi<-1 

            phi_H_e=pi; 

        elseif cos_zhi>1 
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            phi_H_e=0; 

        else 

            phi_H_e=acos(cos_zhi);   

        end 

         

        E_total_volumetic=Keff*(sin_theta_m_e).^2-

miu*Ms*Mod_H_total*cos(theta_m_e-phi_H_e); 

        jidazhi=find(diff(sign(diff(E_total_volumetic)))==-2)+1; 

        jixiaozhi=find(diff(sign(diff(E_total_volumetic)))==2)+1; 

        num_jixiaozhi=length(jixiaozhi); 

         

        if num_jixiaozhi==1 

        angle_jixiaozhi_final(r,1)=theta_m_e(:,jixiaozhi); 

        angle_jixiaozhi_final(r,2)=theta_m_e(:,jixiaozhi); 

        fangcheng(2,4)=cos(angle_jixiaozhi_final(r,1)); 

        fangcheng(3,4)=cos(angle_jixiaozhi_final(r,1)-phi_H_e); 

        coord_af(r,7:9)=(fangcheng(1:3,1:3)\fangcheng(:,4))'; 

        else 

                

        E_total_jixiaozhi(1,:)=E_total_volumetic(:,jixiaozhi); 

        angle_jixiaozhi(r,:)=theta_m_e(:,jixiaozhi); 

        angle_m_e=acos(coord_af(r,7:9)*coord_af(r,4:6)'); 

       [~,m]=max(E_total_volumetic); 

       angle_max=theta_m_e(:,m); 

       zhuan_jixiaozhi=angle_jixiaozhi(r,:)+pi-angle_max; %To do this, I put 

minimum1, minimum 2 and the position of the magnetization in a [0 2pi] 

interval, with the maximum of the energy barrier at Pi. If the position of the 

magnetization is below (above) Pi, the magnetization falls directly into the left 

(right) minimum. 

       zhuan_m=angle_m_e+pi-angle_max; 

    

zhuan_jixiaozhi((zhuan_jixiaozhi(:)<0))=zhuan_jixiaozhi((zhuan_jixiaozhi(:)<

0))+2*pi;     

       zhuan_m((zhuan_m(:)<0))=zhuan_m((zhuan_m(:)<0))+2*pi; 

       if zhuan_m<pi 

         E_total_jixiaozhi_final(r,1)= E_total_jixiaozhi(1,zhuan_jixiaozhi(:)<pi); 

         E_total_jixiaozhi_final(r,2)= E_total_jixiaozhi(1,zhuan_jixiaozhi(:)>pi);  

         angle_jixiaozhi_final(r,1)=angle_jixiaozhi(r,zhuan_jixiaozhi(:)<pi); 

         angle_jixiaozhi_final(r,2)=angle_jixiaozhi(r,zhuan_jixiaozhi(:)>pi); 

       else 

         E_total_jixiaozhi_final(r,1)= E_total_jixiaozhi(1,zhuan_jixiaozhi(:)>pi); 
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         E_total_jixiaozhi_final(r,2)= E_total_jixiaozhi(1,zhuan_jixiaozhi(:)<pi);  

         angle_jixiaozhi_final(r,1)=angle_jixiaozhi(r,zhuan_jixiaozhi(:)>pi);         

angle_jixiaozhi_final(r,2)=angle_jixiaozhi(r,zhuan_jixiaozhi(:)<pi); 

       end 

    

       E_total_jidazhi_raw(1,:)=E_total_volumetic(:,jidazhi); 

       [~, n]=min(E_total_jidazhi_raw(1,:)); 

       E_total_jidazhi(:,1)=E_total_jidazhi_raw(:,n); 

       v_1=v_0*exp(-1*(E_total_jidazhi(1,1)- 

E_total_jixiaozhi_final(r,1))*V/kB/T); 

       v_2=v_0*exp(-1*(E_total_jidazhi(1,1)- 

E_total_jixiaozhi_final(r,2))*V/kB/T); 

       pro(:,r)=v_1/(v_1+v_2)*(1-exp(-1*(v_1+v_2)*t_step)); 

       r_1(:,r)=unifrnd(0,1,1,1);%random number is generated 

       if r_1(:,r)<=pro(:,r) 

           fangcheng(2,4)=cos(angle_jixiaozhi_final(r,2)); 

           fangcheng(3,4)=cos(angle_jixiaozhi_final(r,2)-phi_H_e); 

           coord_af(r,7:9)=(fangcheng(1:3,1:3)\fangcheng(:,4))'; 

       else 

           fangcheng(2,4)=cos(angle_jixiaozhi_final(r,1)); 

           fangcheng(3,4)=cos(angle_jixiaozhi_final(r,1)-phi_H_e); 

           coord_af(r,7:9)=(fangcheng(1:3,1:3)\fangcheng(:,4))';   

            

       end 

       end     

    end  

   magn(t_num,cycle)=sum(coord_af(:,7:9)*unitvec_H')/N; 

     

end 

  if cycle>2   

     avera(:,cycle)=sum(magn(:,2:cycle),2)/(cycle-1);   

     guanghua(:,cycle)=smooth(avera(:,cycle),10,'sgolay'); 

     

oushi_yuan_guang(cycle,1)=sqrt(sum((bsxfun(@minus,guanghua(:,cycle),aver

a(:,cycle))).^2)); 

  

end 

     disp(cycle); 

toc; 

end     

oushi_guang_guang=zeros(step,1);  
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for i=3:cycle_num 

dif=bsxfun(@minus,guanghua(:,i),guanghua(:,cycle_num)); 

oushi_guang_guang(i,:)=sqrt(sum((dif).^2));  

end  

for k=1:step 

    mod_H=H0*sin(t(1,k)); 

    Ht(k,1)=mod_H/(2*Keff/Ms/miu); 

     

end 

Ht(step+1,1)=Ht(1,1); 

mian=zeros(cycle_num,1); 

guanghua_1=guanghua; 

guanghua_1(step+1,:)=guanghua_1(1,:);  

for j=1:cycle_num 

mian(j,1)=abs(trapz(Ht,guanghua_1(:,j)));  

end  

 

 


