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Abstract

Scanning probe microscopy (SPM) allows us to directly measure the interactions
between a probe and a sample at the atomic scale. Techniques such as non-contact
atomic force microscopy (NC-AFM), allows us to to characterize the forces present
on a surface, resolve the atomic structure of molecules or examine their chemi-
cal properties, while scanning tunneling microscopy (STM) allows their electronic
properties to be characterized.

As the interactions take place at the atomic scale, the atomistic state of the
probe apex plays a crucial role. In AFM, it is the atomic scale forces between
the outermost atoms of the probe and surface that are dominant, while for STM
the density of states (DOS) that contribute to tunneling are crucial. Therefore,
understanding and controlling the tip termination is crucial to derive meaningful
interpretations from experimental data. In this thesis, the role of the tip termina-
tion is examined for various surfaces and situations. We find that determining the
"right" tip state depends critically on the experiment and several general strategies
for shaping the tip apex into a preferred state are therefore outlined.

H:Si(100) surfaces were used as a substrate for lithographic patterning using
STM. We have successfully implemented an automated extraction routine for per-
forming large scale patterning with high fidelity and single atom specificity. Our
ultimate goal is to combine the extraction routine with SPM image recognition
software to allow analysis and manipulation of atomic scale features without hu-
man intervention. To perform manipulations reliably, the tip influence on "what
we see" (tip imaging states), or specifically on what the recognition software can
identify, needs to be considered. We find, counter-intuitively, that atomic scale
manipulation with the highest fidelity occurs when silicon dimers are observed as
rows as opposed to when atomic resolution imaging occurs.

The tip state influence on measuring surface diffusion of PTCDA on Ag(110)
surfaces, was also investigated. We find that the adsorption kinetics of diffusing
molecules can only be detected for specific tip imaging states. To allow examina-
tion with no-human intervention, the tip state needs to be carefully considered,
and a combination of analytical and spectroscopic tools needs to be implemented
in conjunction with the experiment.



Additionally, characterization of the tip apex was investigated at the tunnel junc-
tion between a STM tip and a metal surface using field emission measurements.
Our results suggest that field emission measurements performed at the tunnel junc-
tion are sensitive to changes in the nanoscopic/mesoscopic tip apex structure, thus
opening up the possibility of automating the process of characterization the tip
apex.
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Chapter 1

Introduction

Over the last century it has become increasingly possible to study the nature
of matter at the atomic, molecular and supramolecular scale. This area of
science is called nanoscience where typical interactions are on the scale of
nanometers. In other words, nanoscience is the study of the fundamental
building blocks of matter and the interactions between them.

Since its invention, the scanning probe microscope (SPM) has arguably
been the most powerful and diverse tool for studying matter at the atomic
scale. The basic principle of SPM is to place a sharp object to in close prox-
imity to a surface. By moving the probe across the surface while controlling
the interaction between probe and sample, the contours of the surface can be
mapped. In principle, if the probe is atomically sharp, the atomic scale vari-
ation of the surface can mapped. For scanning tunneling microscopy (STM)
the tunneling current between probe (tip) and sample is used as a feedback
parameter to control the tip-surface interaction. This is related to not only
the tip-sample distance but also the local density of states. For non-contact
atomic force microscopy (NC-AFM) it is the gradient of the tip-sample force
[1] that measured, which is dependent on both the tip-sample distance and
the chemical nature of the surface under study.

The ability of SPM to measure such interactions on the atomic scale
has lead to significant advances in a range of scientific fields. In Fig. 1.1 we
highlight a history of groundbreaking scientific achievements using SPM is
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selected. As evidenced, the SPM and in particular the STM can be used for
a wide variety of purposes, including atomic scale imaging and manipulation
which is most relevant to this work. One of the main limitations of SPM is
that the interactions between tip and sample are dependent on both systems.
For STM, imaging of the surface is a convolution of the tip and surface states
[20], whilst AFM imaging is dependent on the forces between the tip apex
atoms and surface atoms. Thus, the apex structure needs to be considered
when interpreting experiments.

This thesis focuses on examining the influence of the tip using SPM and
providing strategies on how to derive meaningful interpretations from exper-
iments. Our results are mainly based on STM experiments. The next three
chapters therefore provide a detailed overview of the experimental methods
and materials used throughout this thesis. In Chapter 2, the basic operation
of STM and AFM is explained, along with descriptions on the tip-sample in-
teractions governing these systems. In Chapter 3, techniques for controlling
and characterizing the tip apex is presented. In Chapter 4, materials and
methods used throughout our study is presented.

There are four results chapters in this thesis, all focusing on examining
the tip apex influence on investigating surface phenomena. Chapter 5 is
devoted to obtaining and investigating hydrogen passivated silicon surfaces
(H:Si(100)-(2×1)), an interesting material for performing atomic manipula-
tions using STM. We report that the observation of surface features on the
atomic scale (tip imaging state) is crucially dependent on the tip apex struc-
ture.

Chapter 6, the influence of the tip imaging states observed in the previous
chapter is examined when performing atomic manipulations with STM. To-
wards the end, for controlling the tip state for atomic manipulations, we have
utilized automated STM lithography techniques for use on H:Si(100)-(2×1)
surface. We show that by applying our lithography techniques on the small
scale, single atom manipulations can be achieved with high fidelity using an
automated hydrogen extraction routine. Our ultimate goal is to combine
our extraction routine with SPM processing and decision-making software to
allow autonomous atomic scale manipulations without human intervention.

3



Since our findings show that the atomic scale manipulations are dependent
on what the surface "looks like" (tip imaging sate), atomic scale manipulation
should only be performed when certain surface features are recognized.

In Chapter 7, the tip state influence on the diffusion behavior of PTCDA
on Ag(110) surfaces is examined. We show that the tip (imaging) state plays
a significant role for measuring the adsorption kinetics of surface adsorbates.

In Chapter 8, characterization techniques are used to determine the probe
apex geometry while in close proximity to a conducting surface. The ulti-
mate goal is to use these characterization techniques as diagnostic tools for
ascertaining the quality of the tip apex and subsequently combine them with
SPM decision making software for autonomous (re)-use.

Finally, in Chapter 9, the conclusions of this thesis are summarized and
implications for future study are discussed.

4



Chapter 2

Scanning probe microscopy

A large part of this report involves imaging surfaces as well as perform-
ing atomic manipulation on these surfaces using scanning probe microscopes
(SPMs) instruments. These instruments include scanning tunneling mi-
croscopy and atomic force microscopy. An overview of these techniques and
their usage is therefore presented in this chapter.

2.1 Scanning tunneling microscopy

A scanning tunneling microscope (STM) uses the phenomenon of quantum
tunneling to control the separation between an atomically sharp tip and a
conducting surface. Because the tunneling current is exponentially dependent
on the tip-sample separation, variations in the tunnel current can be used
to generate exceptionally high resolution imaging. A schematic showing the
basic setup of an STM is shown in Fig. 2.1.

By placing a sharp metallic tip close to a conductive surface, and apply-
ing a potential difference between them, a tunnel current can be measured.
Using constant current mode, a feedback loop is used to adjust the tip posi-
tion vertically (z) in order to maintain constant current while scanning the
surface. The displacement of the tip can then be used to measure the topog-
raphy of the surface.

The vacuum between the tip and surface acts as a potential barrier U

5



Figure 2.1: Basis of STM operation. By applying a potential difference between a
sharp tip and a surface, a tunneling current is measured. When the tip scans the
surface, the change in current can be used to record the topography of the surface
at the atomic scale.

through which electrons can quantum mechanically tunnel. Electrons pos-
sessing an energy E, (E < U), will have a finite probability of tunneling
through the barrier. Fig. 2.2 illustrates the principle of tunneling through a
square potential barrier of width d:

0

Figure 2.2: Schematic illustration of quantum tunneling through a rectangular
potential barrier. The electrons move from left to right.

6



By solving the Schrödinger equation, the electron wave function, ψ(z),
can be described in the different regions as:

ψ(z) =


Aeikz +Be−ikz z < 0

Ce−κz +Deκz 0 < z < d

Feikz d < z

where k =
√

2meE
~2 , and κ =

√
2me

~2 (U − E) is the decay constant. A
and B represent the amplitude of the incident and scattered components
of the wave function, respectively. When U > E, κ is real, and the wave
function will decay inside the barrier. The factors C and D describe the wave
function decaying in both directions. Continuity relations at the boundaries
require that the electron wave functions (and their derivatives) are matched.
Combining these equations, the transmission coefficient, T, which is the ratio
of the transmitted tunneling current, jt, with respect to the incident current,
ji, can be approximated as

T = jt
ji
≈ 16k2κ2

(k2 + κ2)2 e
−2κd (2.1)

The tunneling current, which is related to the transmission coefficient, is
then

It ∝ e−2κd (2.2)

For an ideal tunneling junction, the sample and tip are described as ideal
metals in which the electron states are filled up to the Fermi energy Ef .
Therefore the barrier height for tunneling φ = U − E, is equal to the work
function of the tip-sample material. Typical values of the work function are
≈ 4-5 eV [21], leading to κ ∼ Å−1. Moving the tip 1 Å away from the surface
thus leads to approximately an order of magnitude drop in tunneling current.
This sensitivity to tip-sample distance is the reason for the extremely high
vertical resolution in STM, allowing atomic scale features to be observed.

Fig. 2.3 illustrates the tunnel junction for a tip and sample in electrical
contact and separated by a vacuum. By applying a bias voltage V between
the tip and the sample, the Fermi levels are shifted by eV with respect to

7



each other, and the barrier now becomes trapezoidal in shape.
A positive tunneling voltage V is here used to represent a lowering of the

electrostatic potential of the sample with respect to the tip. When the Fermi
levels are aligned (V = 0), no net tunneling will occur. When a positive
voltage is applied to the sample, a net flow of electrons will tunnel from the
filled states of the tip into the empty states of the sample. When V is nega-
tive, electrons will tunnel from the filled states of the sample into the empty
states of the tip.

The tunneling current, I, is therefore mainly dependent on the tip-sample
separation, d, the applied voltage, V , and the number of energy states avail-
able for tunneling. These states can be expressed by summing over the
density of electron states v for a given energy window. From this, the local
density of states (LDOS) at position r close to the energy E can be found:

ρ(r, E) =
∑
v

|ψv(r)|2δ(Ev − E) (2.3)

The tunneling current is therefore highly dependent on the density of
states, ρ, of both tip and sample, which are position dependent. For a tun-
neling current from tip to sample we get [22]:

It→s = 4πe
~

∫ EF +eV

EF

ρt(E − eV )ρs(E)ft(E − eV )(1− fs(E)) |Mµv|2 dE
(2.4)

where f(E) is the Fermi distribution function, and |Mµv|2 represents the
wave function overlap between electron states of the tip ψµ and sample ψv.
The Fermi distribution function, ensures that only occupied states in the tip
ft(E − eV ) and unoccupied states in the sample (1 − fs(E)) are counted
when tunneling from tip to sample. From Equation 2.4 we observe that the
tunneling current depends linearly on the LDOS of the tip and the sample.

To take into account the full tunneling current IT , i.e. tunneling from tip
to sample It→s and tunneling from sample to tip Is→t, we have to sum the
different tunneling contributions together. Assuming the energy resolution
is larger than thermal fluctuations, (i.e E � kBT ) the Fermi distribution
function can be approximated as a step function, giving:

8



Figure 2.3: Schematic representation of the tunneling process between a tip with
LDOS of ρt and a sample with a LDOS of ρs. When a positive voltage V is applied
to the sample with respect to the tip, electrons will tunnel from the filled states
of the tip to the empty states of the sample.

IT = 4πe
~

∫ EF +eV

EF

ρt(E − eV )ρs(E) |Mµv|2 dE (2.5)

Determining the overlap function |Mµv|2, is extremely difficult realisti-
cally, since it depends on knowing the spatial positions of the atoms in
the sample and the tip as well as explicit expressions for their wave func-
tions at given energies. Unfortunately, since both the atomic structure and
chemical composition of the tip are generally unknown, |Mµv|2 has to be
approximated using a chosen model function. Using a 1D simplification,
the overlap function can be replaced by a tunneling transmission probability
T (z, eV, E) = ∑

µ,v |Mµv|2, giving a tunnel current of:

IT ≈
4πe
~

∫ EF +eV

EF

ρt(E − eV )ρs(E)T (z, eV, E)dE (2.6)

where

T (z, eV, E) = exp
[
−2z

√
me

~2 (Φt + Φs − eV + 2E)
]

(2.7)

for electrons of energy E and an applied bias of V. The tunneling current

9



(Eq. 2.5) is therefore dependent on the density of states of the tip and sam-
ple, and the transmission coefficient. For small biases, ρt and T are generally
approximated as constant.

From Eq. 2.5, the tunneling current depends exponentially on the tip-
sample distance. Thus scanning the tip laterally over the surface results in a
modulation of the current, corresponding the surface corrugation. However,
this is a very simplified picture. In reality it is not the corrugation of the
surface, but the LDOS of the surface integrated over the EF < E < EF + eV

energy window, that is imaged. The images obtained on metallic surfaces,
as they have an approximately constant density of states around EF , there-
fore correspond to the geometric surface topography [23]. However, even for
metallic surface, the obtained STM image might not represent the surface
geometry accurately, because the LDOS might be affected by, for example,
surface state modulations [24]. Equally as important as the surface LDOS
is the tip LDOS, as the tunneling current is dependent on both. The result-
ing STM image is therefore a convolution of the tip shape and the sample
features. In Fig. 2.4 an example is shown of how the surface features can
appear different based exclusively on a change in the tip shape.

Figure 2.4: Topographic STM images of H:Si(100)-(2×1) surface. The surface
features in (b) have changed from (a) due to a change in the tip shape. Images
acquired at -2V, 100 pA. Scale bars correspond to 5 nm.
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2.2 Atomic force microscopy

Unlike the scanning tunneling microscopy which relies on the tunneling cur-
rent for imaging, atomic force microscopy (AFM) relies on the force between
the tip and sample. As a result, the AFM is not restricted to studying
conductive samples. The main problem with AFM is that although it is rel-
atively straightforward to detect long range interactions between the tip and
sample, observing variations in force over atomic length scales is considerably
more difficult. The key element of an AFM is that the forces between the
tip and sample are sensed by the deflection of a flexible beam (cantilever),
as illustrated in Fig. 2.5.

Figure 2.5: Basic setup of AFM operation. A flexible beam can be operated with-
out (static mode), or with (dynamic mode) oscillating the beam. The interaction
between tip and sample is used as a feedback signal to control the motion of the
cantilever as it scans the surface.

When the cantilever is sufficiently close to a sample, a force will be felt
between the tip and sample. This causes the cantilever to bend closer to
the surface by a certain amount, depending on the cantilevers stiffness k.
Simplistically, the tip-sample interaction force Fts = k∆Z is therefore pro-
portional to the stiffness of the deflection and to the amount of displacement
Z. From this simple relationship, the surface topography can be recorded
using a feedback loop that maintains a constant deflection.
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The deflection of the cantilever is usually performed using one of two
approaches: (i) measuring the displacement of a laser beam reflected off
the backside of the cantilever [25], or (ii) by measuring the deflection using
piezoelectric materials [26]. The former method usually employs silicon can-
tilevers, while the latter is based on quartz tuning forks. For our purposes,
Si cantilevers are mainly used, as tuning forks were not compatible with our
particular variant of the commercial microscope used (section 4.7.1).

The AFM can basically be operated in two modes: static (contact mode)
and dynamic (non-contact mode). In contact mode, the deflection of the
cantilever is simply the deformation caused by pressing into the sample. The
problem with this type of operation is that when the tip is close to the sur-
face, the tip can experience a very high attractive force due to tip-sample
interactions. Because the cantilever is very flexible, this can cause the tip
to suddenly crash into the surface. This is known as the jump-to-contact
instability. To image the surface in static mode, the stiffness of the can-
tilever needs to be greater than the maximum force gradient experienced by
the probe. As a result, routine imaging with atomic resolution becomes ex-
tremely difficult.

To overcome this problem, the cantilever is operated in the non-contact
(NC-AFM) mode, where the cantilever is mechanically excited to oscillated
at its resonance frequency f0 using a mechanical actuator. In this case, the
oscillation provides a restoring force which the attractive forces needs to over-
come in order to pull in the tip into the surface. The maximum attractive
force will be felt at the maximum deflection. As a result, the jump-to-contact
is avoided if the following criterion is satisfied

|kA| > |Fmax| (2.8)

where A is the oscillation amplitude. It is evident that the maximum at-
tractive force in this case needs to be considerably higher than in the static
case, as it needs to overcome the product of both the cantilever stiffness and
the oscillation amplitude. The dynamic mode thus enables the tip to remain
close to the surface without causing a ’jump-to-contact’.
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NC-AFM can be operated by either responding to changes in amplitude
(amplitude modulation, or AM-AFM) or through changes in frequency (fre-
quency modulation, or FM-AFM). In FM-AFM, a cantilever is excited to
oscillate at its resonant frequency f0 while maintaining a constant ampli-
tude. When the tip approaches the surface, the cantilever will experience a
small interaction force which will change the oscillation frequency of the free
cantilever (i.e. f0) to f = f0 +∆f . Therefore, the frequency shift can be used
as a feedback signal for imaging the sample surface. The change in frequency
can be measured very rapidly, on a time scale of τFM ≈ 1

f0
. Additionally,

due to the high resonance frequency, low frequency noise (1/f noise) can be
filtered out. By exciting the cantilever at very high frequencies (105−106 Hz)
and using high Q-factor cantilevers (104 − 105), very small frequency shifts
can be measured with very low noise. As a result, FM-AFM is very useful
for examining atomic scale features. Since all AFM results in this report are
exclusively obtained by the FM-AFM technique, all other AFM techniques
will largely be omitted from further discussion.

Fig. 2.6 presents an overview of how the the different feedback signals
are used in order to maintain stable FM-AFM operation. For stable opera-
tion, three different feedback signals are used: the surface topography, the
oscillation frequency, and the oscillation amplitude. Initially, the oscillation
frequency is recorded using a deflection sensor and then passed through a
bandpass filter in order to remove noise from unwanted frequency bands.
The signal is then split into different branches.

To ensure that the cantilever is driven at resonance, one branch is there-
fore devoted to measuring the amplitude (using a RMS-to-DC converter) and
subsequently use it to calculate a driving frequency (using a PI controller)
and the dissipation. In order to correctly drive the cantilever at the correct
amplitude and resonance frequency, this signal is multiplied with the driving
signal. For this purpose, a phased locked loop (PLL) is used. The PLL tracks
the frequency of the cantilever and outputs a sinusoidal driving signal that
has been phase shifted by π

2 with respect to the cantilever motion. For a sec-
ond output, the PLL uses the phase tracker to record the difference between
the oscillation frequency f = fref + ∆f and a reference frequency, fref . By
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Figure 2.6: Overview of FM-AFM feedback controls used for regulating cantilever
oscillation at resonance, constant amplitude, and frequency shifts.

setting f0 as the reference frequency f0, the recorded frequency shift ∆f can
then be used as the imaging signal.

The topography of the surface can be used as an additional feedback loop
(z feedback) either to maintain a constant tip sample separation (constant
height mode) or constant ∆f feedback.

2.2.1 Relating ∆f to force

As previously stated, the frequency shift ∆f is used as the imaging parameter
when operating in FM-AFM mode. We now derive the relationship between
the frequency shift of the oscillating cantilever and the tip sample interaction
force felt by the tip. The cantilever can be treated as a weakly perturbed
harmonic oscillator with a motion of q′(t) = A cos(2πf0t), and a resonance
frequency of f0 = 1

2π

√
k/meff , where A is the oscillation amplitude and
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meff is the effective mass of the cantilever. When the tip is close to the
sample, the force interaction Fts will change the effective spring constant of
the cantilever. For small amplitudes, the force gradient is small compared to
k, and we can write the change in k as this change as k′ = k − ∂F/∂z [27].
The oscillation frequency will therefore be shifted by an amount ∆f relative
to its free resonance, f0, by

∆f
f0
≈ − 1

2k
∂F

∂z
(2.9)

For small amplitudes, the frequency shift is thus proportional to the force
gradient, rather than the force. However, this approximation breaks down
for larger amplitudes as the force gradient can change by orders of magnitude
during one oscillation cycle. A more general expression for converting force
to frequency shift has previously been derived by Giessibl [28]:

∆f(z0) = f0

2k 〈Kts(z)〉

= f0

2k

∫ A

−A
Kts(z0 − q′)w(q′, A)dq′

(2.10)

where z0 is the average oscillation height and the force gradient has been
replaced by a weighted average force interaction 〈Fts〉 for each oscillation
multiplied by a weight function

w(q′, A) = 1
π
2A

2
q′√

A2 − q′
(2.11)

The weight function is expressed as a semicircle of a radius A (Fig. 2.7)
divided by the area of the semicircle Γ = πA2/2. ∆f is thus a convolution
of the force that has been weighted over the oscillation cycle. We observe
that the short-range force interaction is weighted considerably higher using
smaller amplitudes.
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Figure 2.7: Frequency shift calculated as function of short and long range force
as a multiplied by a weight function the size of the oscillation amplitude. For
decreasing amplitudes, the short range forces are weighted to a higher extent.
Taken from [1].
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2.2.2 Force interactions

Now we focus on describing the different force contributions to the total
force. The problem with AFM is that the measured forces are the sum of all
interaction forces felt by the tip. These types of interactions can be broadly
categorized into (i) long-range forces, such as van der Waals (vdW), electro-
static, magnetic and contact potential forces, and (ii) short range interactions
arising from chemical interactions between the tip apex and the atomic fea-
tures of the surface. For our experiments in UHV, the long-range forces play
a role in a range of several tens of nm, while the chemical forces are in the
range of several Å.

For AFM measurements, its often desirable to look at the short-range
forces without interference from long-range forces. The problem is that
even though several long-range forces, such as the magnetic and electrostatic
forces, can be minimized under certain conditions such as using non-magnetic
tips and minimizing the potential difference between the tip and sample, vdW
forces can never be fully eliminated. VdW forces are essentially dipole forces
between nearby atoms/molecules. Since a fluctuating dipole can always be
induced by the charge distribution of a nearby atom, a minimum dipole inter-
action will always be present. As a result, separating the short range forces
from the long range contributions is extremely difficult. However, it becomes
possible to realistically approximate the different force contributions using a
long-range vdW component and a short-range Morse type interaction:

Fts(z) = − C

z + σ
− 2κEbond

(
e−κ(z−σ) − e−2κ(z−σ)

)
(2.12)

where C depends on the tip opening angle and the Hamaker constants
of the tip and sample, Ebond, σ and κ are the bonding energy, equilibrium
distance and decay length of the Morse potential, respectively. Using the
derivations obtained by Giessibl [29], the resulting frequency shift can be
approximated as:
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∆f(z, A)
f0

=− C

kA(z + σ)

[
F

1,1/2
1

( −2A
z + σ

)
− F 1,3/2

2

( −2A
z + σ

)]

− 2κEbond
kA

{
e−κz

[
M

1/2
1 (−2κA)−M3/2

2 (−2κA)
]

+ e−2κz
[
M

1/2
1 (−4κA)−M3/2

2 (−4κA)
] }

(2.13)

where F a,b
c (s) is the hypergeometric function and Ma

b (s) is Kummer’s func-
tion [30]. Fig. 2.8 shows a plot of the different (a) forces using Eq. 2.12
and the resulting relative frequency shift from the total force (b) for different
oscillation amplitudes.
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Figure 2.8: Forces and frequency shifts in FM-AFM as a function of distance
between a conical or pyramidal shaped tip and a flat surface. (a) vdW (red)
and Morse (blue) contributions to the force interaction, and their sum (black)
calculated using the following parameters: σ = 3 Å, Ebond = 2 eV, κ = 1.2 Å−1,
C = 6, k = 10 N/m. (b) Resulting relative frequency shift ∆f/f0 of the total
force (Fsum, black dotted line) in a using different oscillation amplitudes: 0.1 Å
(red), 1 Å (blue), and 10 Å (green). The relative frequency shift calculated from
the force gradient according to Eq. 2.9 is shown in black.

We observe that for small oscillation amplitudes, the frequency shift has
a higher contribution from the short-range forces (as illustrated previously
in section 2.2.1) and is proportional to the force gradient, while for larger
amplitudes the contributions of the long-range interactions becomes more
significant. In other words, by reducing the oscillation amplitude, the sensi-
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tivity to the short range forces increases, while simultaneously reducing the
sensitivity to long range forces. Thus, in order to properly measure short-
range chemical forces, the amplitude of oscillation needs to be reduced as
much as possible (≤ 1 nm).

Although Eq. 2.13 works reasonably well as an approximation for some
tip shapes and a wide range of amplitudes, it has several limitations. In par-
ticular, the vdW contribution is not valid at very small distances. In addition,
it does not take into account other force contributions, such as electrostatic
or magnetic forces. In order to accurately calculate forces from ∆f , the forces
needs to be deconvoluted directly from Eq. 2.10. This was accomplished by
Sader and Jarvis [31] through a complex mathematical derivation in order
to obtain the force:

F (zc) = 2k
f0

∫ ∞
zc

1 + A1/2

8
√
π(t− zc)

∆f(t)− A3/2√
2(t− zc)

d∆f(t)
dt

dt (2.14)

where t is used as a dummy variable in order to prevent zc from being used as
both an integration variable, and a lower bound for the integration. Compari-
son between experimental and simulations, have confirmed the deconvolution
formula to be extremely accurate, with a maximum error of 5% [31]. Forces
obtained in this report are therefore derived using an algorithm 1 based on
this equation.

1The code used to produce this data was written by Dr. Andrew Stannard at the
University of Nottingham (2011).
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Chapter 3

Tip modification and
characterization

The STM is capable of achieving both atomic spatial resolution and per-
forming atomic-scale lithography by hydrogen resist patterning. A crucial
element for enhancing the spatial resolution of both the imaging process as
well as the lithographic patterning process is the sharpness of the tip.
Numerous methods have been developed over the years for sharpening of
metallic tips. Usually, the tips are first electrochemically etched ex situ pro-
ducing tips with radii of 20-100 nm [32]. The tips are then brought in situ
to a UHV chamber with a base pressure of 5× 10−8 mbar (or lower) for fur-
ther modification using various methods. Different in-situ methods include:
annealing the tip either directly or indirectly, sputtering using noble gasses,
or through the application of high electric fields (field emission). Field emis-
sion is primarily used to characterize the tip’s radius, and we will therefore
describe it in detail in Section (3.3). Only methods that are relevant to our
experiments are included here.

To create large scale lithographic structures with atomic precision or per-
form atomic manipulation under various conditions (or for prolonged periods)
requires the ability to perform quality control of the apex of the tip on-the-fly.
We have adopted and adapted a technique [33] which allows the tip radius of
curvature to be characterized and can be used in conjunction with other pro-
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cesses carried out on the surface (lithography, imaging, spectroscopy etc...).
The method will be discussed in detail in Section 3.3.2.

3.1 Tip treatment methods

A vital aspect for performing any STM experiment is the influence of the tip
properties on the quality of the obtained data. The two key features relevant
for the performance of the tip are its shape and its chemical composition
[34]. The chemical composition involves the bulk and surface properties of
the tip material and the presence of any materials properties as well as the
presence of contaminants on the tip surface. It is essential to remove any con-
taminants, as they can severely distort the measurements in numerous ways.
The presence of an insulating layer on the tip act as an additional tunneling
barrier for the electrons, causing a higher instability of the tunneling current.
This could lead to all kinds of problems, such as reduced resolution, crash-
ing of the tip into the surface, causing damage to both the tip and sample
[35], as well as severely distorting any spectroscopic measurement. Tung-
sten (W) wires were therefore used to create STM tips, as they possess good
conducting properties as well as being very hard and mechanically stable.

3.1.1 Electrochemical etching

In electrochemical etching, the tungsten wire is immersed into a NaOH so-
lution where the tungsten wire functions as one electrode and a ring-shaped
stainless steel wire functions as a counter electrode. When a voltage is ap-
plied between the two electrodes, the tungsten starts to dissolve, leading to
the formation of a neck on the wire, as illustrated in Fig. 3.1.

As the tungsten slowly dissolves, the neck becomes thinner until it finally
breaks. The resulting tips can have a radius of curvature of the order of
10 - 100 nm. When the breaking of the neck is detected (rapid decrease in
current), the tips are taken out of the solution and rinsed in deionized water

21



a) b) c) d) e) f)

Figure 3.1: Illustration of the electrochemical etching process. (a) shows the for-
mation of the meniscus. (b) to (e) show the flow of oxidized tungsten anions
(WO2−

4 which are soluble) toward the lower end of the wire, the formation of a
dense oxide layer around the bottom of the wire and the necking phenomena in
the meniscus. (f) Drop-off: the lower end of the wire breaks off. From [36].

in order to prevent further etching. The tips are now ready to be transferred
to the UHV chamber for further treatment.

3.2 In-situ tip treatment methods

The major disadvantage of electrochemical etching arises from the exposure
of the metal to contaminants and ambient conditions. The resulting tips are
covered in a native oxide layer which needs to be removed before using the
tip for STM experiments [35, 37, 36]. In addition, the tips end up having
variable radii, none of which are remarkably sharp. For our purposes, the tips
are therefore further modified in-situ under UHV conditions using several
techniques. The various techniques include annealing, self-sputtering and
field emission characterization which have very similar experimental setups.
We therefore illustrate them together in Fig. 3.2.

In the UHV chamber, the tips are initially degassed for 12-16 hours
by positioning them on a mechanical arm which is resistively heated to 160
◦C. The tips are then transferred to a tip-treatment device where annealing,
self-sputtering and field emission procedures can be carried out. Here the tip
is put in close proximity to a looped filament (1-2 mm). The loop serves as a
counter electrode for all three techniques, and as both filament and “counter
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I

Figure 3.2: Schematic of setup for (left) annealing, (right) self-sputtering and field
emission.

electrode” for annealing the tip.
For annealing, a high positive bias VHV is applied to the tip with respect

to the filament, (+1 kV). This causes the filament to thermally emit electrons,
which are accelerated toward the tip, locally heating the tip up.

For self-sputtering and field emission, the tip is also brought in close
proximity to the filament. However, in these cases the polarity is reversed
compared to annealing. This causes electrons to be emitted from the tip.
Also, for self-sputtering, a gas is additionally leaked into the chamber. The
electrical field from the tip causes the gas to be accelerated toward the tip,
sharpening it.

3.2.1 Annealing

Annealing tips in situ is a very useful way of getting rid of contaminants after
tip etching. Most adsorbants are removed at relatively low temperatures.
The native oxide layer starts to evaporate at temperatures above, 750 to
800 ◦C [22, 38]. However, the diffusion of surface atoms increases rapidly at
these high temperatures, leading to blunting of the tip [39]. The annealing
process is dependent on how much power is applied to the tip, which in turn
is dependent on the potential difference between the tip and filament, and
on the amount of current that directly hits the apex of the tip. We can thus
control the annealing of apex the tip to a certain extent based on how much
power we apply to the tip.
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The key issue for sharpening and cleaning the tips by annealing is to
ensure that the end of the tip reaches high enough temperatures to evaporate
the oxide, but at the same time does not get too much power which could
melt (and blunt) the tip. In our tip preparation protocol, the voltage was
usually kept constant at 1 kV and the emission current was altered. The
power is slowly increased until an emission current of 20 mA is detected. As
the tip becomes sharper (and cleaner) the emission current starts to rise. By
repeatedly lowering the power to ensure that the emission current will remain
in the 20-30 mA range, we ensure that the end of the tip is not exposed to
too much power, causing excessive blunting. The procedure usually takes
5-10 minutes. The majority of tips prepared this way usually provide atomic
resolution images in the first scan (when imaging Si(100) surfaces).

3.2.2 Ion sputtering

STM tips can also be cleaned and sharpened using techniques based on ion
sputtering [40, 35]. These techniques are based on using ions to bombard the
surface of the tip. The tip material is in effect peeled off, producing a sharper
tip. Usually noble gases (in our case, argon) are used as the source of ions to
avoid unwanted chemical reactions with the surface. The ions can either be
focused in a beam using a gun, or by applying a strong electric field, directed
toward the tip. While focused ion beam (FIB) [41] milling stems from the
former category, conventional sputter erosion (CSE) [42] and self-sputtering
Schiller decapitation [42] fall into the latter category.

The advantage of sputtering, as opposed to annealing, is that the sputter-
ing process is more easily controlled as well as producing sharper tips which
are well defined [43]. CSE and Schiller decapitation seem to produce tips of
4-20 nm radii [44, 45], with a lower limit of 4-6 nm [46, 47], while FIB can
produce tips with 3-4 nm radii.

The Schiller decapitation process is conceptually quite simple. Similar to
the process described in section 3.2, the tip is brought in close proximity to
a counter electrode and a noble gas is leaked into the UHV chamber. A high
negative bias is then applied to the tip with respect to the counter electrode,
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causing the gas to ionize and accelerate toward the tip. The subsequent
bombardment sharpens the tip. The disadvantage of this method, is that
the sharpening process is dependent on the angle of incidence of the imping-
ing ions from the surrounding tip and is dependent on the shape of the tip.
This usually leads to the formation of neck on the end of the tip. When the
neck becomes wide enough the end of the tip breaks off. The resulting end
of the tip is usually much sharper than before [42]. The Schiller decapita-
tion process has several disadvantages, making it unsuitable for reliable tip
modification. Firstly, the necking effect does not always form, as it is highly
dependent on the the original tip shape. Also, after the necking has fallen off
(which can be detected by a rapid drop in current), the sputtering process
needs to be stopped quite rapidly, in order to prevent unwanted sharping of
the apex. This makes the sharpening quite tedious and unreliable.

Ideally, for performing manipulations on surfaces using SPM, the tip apex
should be as atomically sharp as possible. We believe that ion sputtering us-
ing the Schiller decapitation process, provides the most opportune tip treat-
ment method using our current setup, as it is capable of providing extremely
sharp tip apexes in a reproducible fashion and the technique can, in principle,
be automated. However for our purposes, it is the reproducibility of our tip
characterization methods that are crucial, and not the sharpness of the tip.
As a result, for field emission characterization of the tip apexes (next sec-
tion), tips were primarily either degassed or annealed to, remove unwanted
contaminants, provide variable tip apex geometries which can be compared,
and for stabilizing the tip structure.

3.3 Tip characterization methods

Different methods exist for characterizing STM tips. A direct way to deter-
mine tip morphology is to visualize them. This can be done at low resolution
using an optical microscope, which allows one to see if the tip is macroscop-
ically deformed or irregularly shaped. SEM and TEM allows determination
of the tip structure on the nanometer scale but they are time consuming and
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have to be performed ex situ.
Field emission relies on generating electric fields which are dependent on

the tip geometry and its physical properties. This is highly advantageous,
since it allows the tip geometry to be estimated under opportune conditions,
provided specific diagnostic techniques are used. For our purposes, we in-
tend, in the long term, to fully automate estimating the tip radii when the tip
is in close proximity to a conducting surface. This characterization method
can then be used in parallel with atomic manipulation studies carried out on
the surface.

3.3.1 Field emission theory

Field electron emission is a quantum tunneling effect, in which electrons
tunnel through the vacuum potential barrier [48]. In metals, electrons reside
in a potential well, mainly due to their attraction to the positive ions. For
the electrons to escape into vacuum, they must possess enough energy to
overcome the potential barrier. For an electrically neutral metal, the height
of the potential barrier equal to the work function, U(x) = Φ, as shown in
Fig. 3.3(a).

The work function φ, is defined as the minimum energy an electron at
the Fermi level must possess in order to escape into vacuum. When an
external electrostatic field is applied, Uf (x) = −eEx, the shape of the vacuum
potential barrier is substantially modified, as shown in Fig. 3.3(b). Here
E = Eex is the applied electric field. The effective potential experienced by
the electrons can now be described as:

Ue(x) = Φ− eEx (3.1)

As a result, an electron close to the Fermi level therefore experiences a
triangular shaped potential barrier, instead of the abrupt step. This allows
the electrons to quantum mechanically tunnel through the barrier without
requiring enough energy to hop over it, in order to be emitted into vacuum
[49]. This is known as field emission. It becomes immediately apparent
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Figure 3.3: Simplified electron field emission model. Potential energy experienced
by an electron at a metal surface without (a) and with (b) an external electrostatic
field, Uf = −eEx, and when the image charge, Ui = − e2

4x , is considered. The
applied electrostatic field modifies the potential barrier so that electrons at the
Fermi level can tunnel through it.

that increasing the applied field, E, narrows the tunneling barrier, and thus
increases the tunneling probability. The field emission current density J for
a conducting surface can be expressed as a general function of the supply of
electrons to the barrier from the inside, n(δ), and the transmission coefficient
T of the barrier:

J = e
∫ ∞

0
n(δ)T (δ, E)dδ (3.2)

The supply function is the fraction of the electrons energy that is as-
sociated with the component of momentum normal to the surface of the
conductor. The emitted current is therefore dependent on the electron con-
centration in the conductor, the electron energy distribution (n(δ)) as well
as on the height and shape of the barrier, which determines T. Fowler and
Nordheim provided a simple approximation for the emission current density
J through an infinite plane barrier on metal surfaces, as a function of the
applied electric field and work function:

J = aτ−2
F

E2

φ
exp

(
−αbφ

3/2

E

)
(3.3)
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where a = eme

2π2~3

(
e
ge

)2
, b = 2

3ege, and ge = 2
√

2me

~2 are constants, τF and
α are correction factors for the interaction of an electron outside the metal
with its image charge. This equation is known as the Fowler-Nordheim (FN)
equation.

3.3.2 Field emission: tip characterization

Field emission can be used to directly ascertain the geometry of the field
emitter. Based on the FN equation, the tunneling current is dependent on
the applied electrostatic field. The electrostatic field in turn, is dependent
on the shape of the emitter. Crudely speaking, surfaces with high curvature
will have higher electric fields. Assuming the end of the tip to be spherical
of radius R, the relationship between the electric field emanating from the
tip can be approximated as

E = V

kR
(3.4)

where V is the applied voltage and k is the geometrical factor of the tip.
Sharper (smaller radius) tips produce larger electrostatic fields, and thus
higher emission current for a given bias. This can be used to ascertain the
tip radius of curvature. The geometrical factor takes into consideration that
the end of the tip is positioned on a long shank, which also contributes to
modifying the electric field [49]. An approximate value is k ≈ 5 for most tip
geometries, although in some cases it can be as high as 35.

By inserting equation (3.4) into equation 3.3, we get

J = a
τ−2
F

φ

(
V

kR

)2
exp

(
−vF bφ3/2kR

V

)
(3.5)

which can be transformed into:

ln
(
I

V 2

)
= −vFφ3/2kR · 1

V
+ const. (3.6)

From Eq. 3.6 it can be seen that a plot of ln
(
I
V 2

)
vs. 1/V , also called a

FN plot, will give a straight line of slope −vFφ3/2kR [49]. The radius of
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curvature of a tip apex can therefore be extrapolated from the slope of a FN
plot obtained using I - V characteristics.

A more accurate calculation of the FN equation requires taking into ac-
count the effect of the image charge. Recall from Fig. 3.3 that the addition of
an image charge results in a reduction in the effective area of the triangular
tunneling barrier which differs by the uncorrected area by

α =
√

1− y (3.7)

where y = 3.8 × 10−4E
1
2/φ. To correct for this deviation an experimental

procedure described in [49] was implemented. Field emission measurements
have shown that the FN equation is extremely accurate for a planar emitter.
However, for very sharp emitters ( R ≤ 20 nm) the FN equation breaks
down[50], and Cutler et. al. [51] have shown that ultra-sharp emitters can
deviate from FN emission theory by orders of magnitude for tip radii < 10
nm. To more accurately ascertain the field emission process of atomically
sharp emitters, more sophisticated modeling treatments are necessary, which
is beyond the scope of this thesis.

In practice, field emission can be performed by applying a negative bias to
an emitter with respect to a counter electrode, as illustrated in Fig. 3.4. For

Figure 3.4: Schematic of experimental setup used for field emission. A negative
bias is applied between an emitter (tip) and a counter electrode at a separation d.
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our purposes, field emission from the tip can therefore be measured using two
different methods (i) using the setup described in Section 3.2.1 or (ii) using
an STM tunnel junction described in Section 2.1. In the tunnel junction, a
potential barrier exists between the tip and the conducting surface.

By applying a bias to the tip with respect to the sample, a current can
be measured. As a result, electrons can either tunnel directly into vacuum
(field emission) or tunnel between overlapping states of the tip and sample
(metal-vacuum-metal (MVM) tunneling). In other words, both tunneling
phenomena coexist. Fig. 3.5(c) shows the tunnel current (not drawn to
scale) can be divided into 3 different regions based their contributions to the
total current. At low bias (eV � Φ) and small tip-sample separation, MVM
tunneling will be dominant. As the bias of the tip is increased, the barrier for
field emission is lowered, causing an exponential increase in emission current.
The MVM tunneling current on the other hand, only increases as a result
of the availability of more states to tunnel into. As a result, at higher bias,
eV > ΦS (Fig. 3.5(b)), field emission will be dominant.

Field emission in turn, is determined by the electric field strength at the
end of the tip. By operating the STM at constant current mode, the electric
field, Et, at the emitter surface is held constant [52]. However, the electric
field between the emitter surface and the metallic surface is dependent on
the tip geometry and the tip-sample separation. The current between the
tip and sample will be spread outwards in the direction of the electric field
lines of the tip (Fig. 3.5(d)). As a result, the current density that impinges
on the surface will be dependent on the the electric field distribution on the
tip surface and between the tip and sample. The current density is therefore
dependent on the geometry of the tip. Sharper tips produce higher electric
fields, and therefore higher current density for a given bias and tip-sample
separation. The electric field between the tip and sample can therefore be
used as a measure to determine the tip geometry based on how the tips
behave at different tip-sample separations as a function of bias [33]:

z(V ) = V

Et

(
1− V

EtR

)−1
(3.8)
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Figure 3.5: Field emission in tunnel junction. When applying a bias between
tip and sample, both field emission and MVM tunneling occur. At low bias and
small tip-sample separation ((a), region A in (C)), MVM tunneling is dominant.
Increasing the bias, causes field emission to increase faster than MVM tunneling.
At intermediate bias, (region B in (c)) the tunneling current will be a mixture
of the two. At higher bias ((b), region C in (c)), field emission is dominant. (d)
Electric field distribution between tip and sample.

where Et ≈ Es(z+R)/R and Es = V/z. Sharper tips will thus move fur-
ther away from the surface than a blunt tip at a given bias, when operating
in constant current mode.

Field emission can thus be used to estimate the structure of a probe di-
rectly at the tunnel junction, which in principle, can be applied to any con-
ducting surfaces. For full autonomous tip characterization without human
intervention at the tunnel, the reliability of field emission characterization
is examined in Chapter 8, and protocols for tip characterization are imple-
mented.
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Chapter 4

Materials and Techniques

A large part of the results sections in this thesis involve the fabrication,
investigation and manipulation of semiconductor surfaces using various ex-
perimental techniques. Consequently, this chapter is divided into the follow-
ing sections. First we will elucidate the various surface properties and how
to obtain specific reconstructions of interest. Of particular emphasis is the
H:Si(100):2×1 surface, which was chosen as a model surface for performing
advanced atomic manipulations. We then move on to explaining the var-
ious techniques we used for investigating and manipulating these surfaces.
These techniques mainly involve using STM and AFM lithography for ma-
nipulations as well as using current and force measurement techniques for
investigating their physical, chemical and electronic properties which will
briefly be reviewed.

4.1 Silicon

Like several other group IV elements such as tin and germanium, the bond-
ing arrangement of silicon crystals is that of the diamond structure, where
each atom is tetrahedrally bonded to its four nearest neighbors due to sp3

hybridization of the orbitals [53]. The diamond bulk lattice structure consists
of two overlaying face-centered-cubic (fcc) lattices displaced from each other
along the diagonal of the unit cell.
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When the silicon crystal is cleaved or grown to expose a surface, some of
these bonds will break, creating dangling bonds on the surface. The number
and direction of these dangling bonds will depend on the orientation in which
the silicon crystal has been cut. The dangling bonds will try to re-bond in
order to lower the surface energy, resulting in different reconstructions of the
surface structure [53]. The presence of dangling bonds on the surfaces is
the reason for the high chemical reactivity of clean silicon surfaces. This is
why UHV conditions are necessary in order to prepare and investigate silicon
surfaces. Otherwise, exposure to air or other contaminants quickly leads to
oxidation of the surface.

4.1.1 Silicon (100)

By macroscopically exposing the silicon wafer along the (100) plane, the sur-
face dangling bonds are very unstable and will consequently react to lower
the surface energy. Heating an exposed Si(100) surface to 1200◦C in UHV re-
moves the oxide layer and leads to the formation of dimer rows. The dimers
are formed by pairing of the two dangling bonds on each dimer along the
(110) direction [53]. The pairing takes place, because the surface free energy
is lowered as a result of reducing the number of dangling bonds on the sur-
face. The initial model based on LEED measurements [54] suggested that
the dimer pairs form up symmetrically, giving a (2×1) reconstruction. The
Si atoms on the dimers are bonded through a strong σ bond, as well as a
weaker π-like interaction between the dangling bonds. Because the silicon
lattice has a tetrahedral bonding arrangement, the direction of the bonds will
be rotated 90o each time one step height is added. Consequently the dimer
rows on different terraces separated by a monoatomic step will be perpen-
dicular to each other. As such, two rotated domains, (2×1) and (1×2) will
coexist across terraces.

The symmetric dimer model was later modified into a buckled dimer
model [56] in order to coincide with experimental data [57]. The buckling
arises as a result of Jahn-Teller distortion of the lattice, causing charge trans-
fer from the lower to the upper dimer atom. As a result, one of the Si
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Figure 4.1: Different reconstructions of the Si(100) surface. Adapted from [55].
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atoms is raised and the other is lowered in position. Theoretical calculations
[58, 59, 60] have shown that buckling lowers the surface energy. Depending
on the different orientations of the buckled dimers, different arrangements
are possible. However, because the buckling introduces an additional lat-
tice strain to the system, only two further reconstructions become possible:
a buckled p(2×2) reconstruction where the neighboring dimer rows buckle
in the same direction, and a c(4×2), reconstruction where the neighboring
dimer rows buckle in opposite direction, as shown in Fig. 4.1. The c(4×2)
phases is the most stable reconstruction, because the surface energy is addi-
tionally lowered by switching the buckling direction for each dimer.

STM images at room temperature [61] confirmed the dimer model, but
showed both symmetric and buckled dimers, making it hard to interpret
which reconstruction was correct. The question was resolved when buckled
dimers were observed in much greater numbers at lower temperature [62]. At
room temperature the dimer atoms have thermal energy available to switch
their relative up-and-down position faster than the feedback response of the
STM [63, 64]. The recorded STM images therefore appear as symmetric
dimers as a result of the time-averaging of the measurements.

4.2 Hydrogen passivation of Si(100)

Hydrogenation of Si(100) surfaces is obtained by exposing atomically clean
surfaces to atomic hydrogen in ultra-high vacuum. This allows the passi-
vation to take place under extremely clean and well-controlled conditions,
leading to the creation of well-defined structures, as well as gaining insight
into the atomistic mechanisms of the hydrogen adsorption process.

The clean Si(100) surface is quite reactive due to the presence of dangling
bonds (DB). Reaction of hydrogen with the reconstructed silicon surface leads
to removal of the dangling bonds and the formation of Si-H bonds, lowering
the reactivity of the surface considerably [53]. Various surface reconstructions
can be created when exposing a clean Si(100) surface to atomic hydrogen in
UHV under controlled conditions, depending on levels of exposure and an-
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nealing temperature of the sample. The three ideal reconstructions (phases)
are shown in Fig. 4.2.

In order to understand how the different phases are formed, we will
first look at how the atomic hydrogen reacts with one dimer unit. Initially,
incoming atomic hydrogen starts replacing the dangling bonds on the dimer,
forming a chemical bond to each of the individual Si atoms. At this stage
the dimer unit is preserved, also known as the monohydride (2×1) struc-
ture. Additional atomic hydrogen impacts breaks down the Si dimer bond,
leading to the dihydride (1×1) structure, where each Si atom is bound to
two hydrogen atoms. Further bombardment causes the Si-Si back bonds to
break, producing trihydrides, or to complete breaking of the adatoms, form-
ing gaseous SiH4 i.e etching of the silicon surface occurs.

At room temperature (RT), dihydride as well as the trihydride species
starts forming, even before one monolayer (ML) of the monohydride phase
has even been completed [65, 66]. The surface etching thus starts already
before the monohydride phase is complete, and during the formation of the
dihydride phase, the etching of the surface becomes substantial [67, 68, 69].
This is the reason why a truly ordered mono- or dihydride phase cannot be
formed at RT. After hydrogen exposures at RT, the surface essentially turn
into a mixture of the mono-, di-, and trihydride species [66, 70, 71, 72, 73].

At elevated temperatures the higher hydride species become unstable,
presumably as a result of steric repulsion between the hydrogen atoms [75].
As the temperature is increased, it therefore becomes ever more difficult for
the higher hydrides to form, as evidenced by a reduced etching of the surface.
For instance, at intermediate temperatures of 110±20oC, the well-defined or-
dered (3×1) mono- and dihydride phase is is formed as shown in Fig. 4.3
(a)-(b) [74, 76, 70, 77, 78], featuring consecutive rows of bright monohydride
and dark dihydride units. At even higher temperatures of 350-400oC the well-
ordered monohydride phase forms as shown in Fig. 4.3 (c)-(f) [79, 80, 76].
Prolonged exposure of the well ordered monohydride phases to atomic hydro-
gen at 350-400oC does not induce etching, while even submnolayer exposure
at RT does.

High-resolution images of the filled states, Fig. 4.3 (c),(d) show single
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Figure 4.2: Hydrogen passivated Si(100) surfaces: (a) monohydride, (2×1) struc-
ture; (b) dihydride, (1×1) structure; (c) (3×1) structure. Adapted from [55].
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Figure 4.3: STM images of hydrogen passivated Si(100) for the (a)-(b) "(3×1)"
phase [74, 75], and the "(2×1)" phase (c)-(f) acquired from experiments. Images (b-
d) shows larger scale features where terraces are clearly visible, while images (a),(e-
f) shows smaller scale images showing the dihydride (e-f) as well as monohydride
plus dihydride (a) rows. Scale bars correspond to 4 nm.
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rows of hydrogenated Si dimer units when imaging the filled states of the
sample (e), while imaging the empty states of the sample (f), the individual
hydrogen atoms of the dimers are clearly resolved. In this thesis, the bias
voltages is always with respect to the sample bias, unless otherwise stated.
The hydrogen atoms are visible in empty state images as a result of interac-
tion between the anti-bonding states of the hydrogen atoms [81].

If the monohydride surfaces are well prepared, they are capable of having
very low defect densities [75], depending on the sample preparation. Im-
portantly, C-type defects that are commonly found on the clean surface are
not present on the passivated surface. However, the passivated surface does
contain various types of defects. Common types of defects include vacancy
defects, which are essentially missing dimers, and dangling bond (DB) de-
fects, which are essentially Si dimers which have either not been passivated at
all or only partially passivated on one Si dimer atom. Other defects include
so-called bow-tie (Bt) and split dimers [82, 83], as shown in Fig. 4.4.

Bt defects are essentially dihydride dimers (3×1) which seem to coexist

Figure 4.4: H:Si(100)-(2×1) surface showing various types of defects. Bow tie (Bt),
split dimer (Sp). Acquired at -1.5 V bias, 10 pA. Scale bar correspond to 5 nm.

with the monohydride phase to some extent. The split dimer defect has been
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been assigned as a dihydride dimer as the most probable structure, based on
high resolution AFM imaging [84]. This particular image shows a consider-
able number of Bt defects after flooding the chamber with Argon (≤ 5×10−6

mbar, 1 hour. Additionally, the amount of surface defects seems to have in-
creased considerably. However, we should stress that since the surface was
only imaged on one location macroscopically before introducing Argon, it is
possible that the observed Bt structures are caused by temperature variations
on the sample plate during passivation. The other types of defects however,
are caused by surface contamination due to elevated pressure, which were
routinely observed. The presence of Bt could easily be tested by scanning
the exact same location both before and after introducing Argon.

4.3 Hydrogen desorption

4.3.1 Dangling bond (DB) defects

The DBs are the most interesting surface defects because they are much
more reactive than the surface around them, and they can be created in a
controlled way using STM. This allows a range of controlled surface modifi-
cations. Examples include precise control of dopant positioning [85, 86, 87],
templated patterning of molecules [88, 89, 90], self-assembled wires of certain
atoms [91, 92], and even a single-atom transistor [93] has been demonstrated.
The reverse process, of controllably passivating individual DBs using STM
is also possible, which has recently been carried out [94].

Experiments have shown [95] STM tip-induced desorption of paired hy-
drogen via vibrational excitation using tunneling electrons almost exclusively
leads to the extraction of one DB dimer unit, although multiple desorptions
do occur. Figure 4.5 gives a good (but not complete) overview of how the
different DB types on the surface appear in their unoccupied (a) an occupied
(b) states, respectively.

The different sites correspond to: single completely dehydrogenated dimer
β [81, 97], dehydrogenated dimer at α with two neighboring dehydrogenated
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Figure 4.5: Different DB structures on passivated surfaces acquired at (a) 1.8
V, (b) -1.8 V. Labels show: α has two neighboring partially dehydrogenated Si
dimers, β single fully dehydrogenated Si dimer, γ split dimer. Zoom in on Haiku
line: (c,d). Regions of Haiku line showing (A) buckled dimers, (B,D,F) symmetric
dimers, and (C) fully hydrogenated area. Adapted from [96].
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Si dimers [98], and γ is the previously mentioned split dimer defect [82, 84,
83]. A single hydrogen extraction on a dimer unit appear as a bright ball-like
features which is exclusively located on top of one of the Si dimer atoms.

The DB rows in this illustration, are called Haiku stripes [99, 96], and
are not the typical DB rows one usually gets when creating DB rows using
STM. The Haiku lines are unusual because the DB dimers are aligned per-
pendicularly to the Si dimer rows of the passivated surface, through the use
of a special preparation technique [99]. Fully dehydrogenated Haiku lines are
four atoms wide, (C),(E), while the two innermost atoms are usually dehy-
drogenated Si dimers forming lines (c),(d). Along the Haiku line, we observe
buckled (A) dimers, symmetric (B,D,F) dimers, and fully passivated sections
(C,E).

STS spectroscopy measured over the symmetric dimers (Fig. 4.6), show
how hydrogenation of the dimer atoms changes the electronic properties of
the surface. For the clean surface (i), STS measurements show a gap in the
density of states around Ef [100, 81, 101]. In the band gap, two peaks are
observed, a large one at -0.9 eV below Ef , and a small one at +0.5 eV above
Ef . These peaks are attributed to the bonding π and antibonding π∗ states
of the π-like interaction between the individual dangling bonds [102]. Addi-
tional bands centered at -1.4 eV below Ef , and over the 1.2-2 eV range above
Ef are mainly attributed to the Si-Si back bonds on the dimer [103, 104].

The binding of a single H atom to the dimer (ii), breaks the π-like in-
teraction between the dangling bonds, but leaves the σ bond intact. As a
result, the remaining unpaired dangling bond shifts up in energy toward Ef
giving rise to two small peaks at (± 0.5 eV) around Ef . These peaks corre-
spond to the filled and empty states of the remaining dangling bond [101].
These are the states giving rise to the high tunneling current responsible for
the bright appearance in the STM images. By contrast, the unreacted (i)
and fully reacted (iii) dimers have no states close to Ef , causing them to
appear darker in STM images. When two hydrogen atoms are bound to the
dimer unit (iii), no dangling bond states exist, and only a single large peak
is observed at 1.2 eV as a result of an interaction between the antibonding
states of the hydrogen atoms [105].
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marked reduction in the number of prominent ball-like
features while the number of dark well-resolved dimer
units has increased. Similar results are obtained by dos-
ing at 630 K.

To gain further insight into this adsorption process,
STS spectra were recorded at specific points on the sur-
face. STS spectrum i of Fig. 2, recorded over the un-

reacted dimer rows of the surface in Fig. 1(a), is charac-
teristic of the clean 2&1 surface. This spectrum consists
of a strong occupied state located about —0.9 eV below
the Fermi energy (EF) and a weaker unoccupied state at
+0.5 eV. These states are derived from a z interaction
between the dangling bonds on each of the Si dimer
atoms and represent the bonding (zb) and antibonding
(rr, ) combinations, respectively [5,6]. The splitting be-
tween these states is responsible for the band gap ob-
served on this surface [6]. In addition to these peaks, a
strong feature at +1.5 eV is observed, which earlier was
attributed to a backbond state [7,8]. STS spectrum ii,
recorded over the bright ball-like features in Fig. 1(a),
consists of a pair of intense peaks that are symmetrically
positioned (+ 0.5 eV) about EF. We attribute this spec-
trum to the isolated dangling bond that remains following
reaction of a single hydrogen atom with the dimer x
bond. This reaction disrupts the rr bond, causing the
remaining isolated dangling bond to be shifted up in ener-

gy towards EF. Unlike the orb and n,* states observed at
the bare-dimer sites, these isolated-dangling-bond sites
have true dangling-bond character, consistent with the
uniform distribution of states about EF. Thus, STS spec-
trum ii identifies dimmer units that have reacted with a
single hydrogen atom. STS spectrum iii, on the other
hand, was recorded over the well-resolved dimer units ob-
served in Fig. 1. This spectrum is characterized by the
presence of a strong unoccupied state located at +1.2 eV

—3 —2 —1 0 1 2 3
Energy (eV)

p'1Q. 2. STS spectra recorded at curve i, unreacted Si(100)
dimer sites; curve ii, bright ball-like sites; and curve iii, the dark

well-resolved dimer sites. The feedback stabilization conditions

were +0.8 V and 0.15 nA.

above EF, that was shown earlier to be indicative of the
Si(100)-2&& 1 monohydride surface [5,7]. The well-
resolved dimer units are therefore dimers that have react-
ed with two hydrogen atoms.

At low temperatures, adsorption initially involves the
reaction of single hydrogen atoms with the Si dimer x
bonds, resulting in the formation of Si-H bonds and iso-
lated dangling bonds. Annealing to higher temperatures
causes the hydrogen atoms to pair up on the dimers,
yielding structures similar to the 2 x 1 monohydride
phase. These observations suggest that the paired struc-
ture is thermodynamically favored. The initial random
distribution of hydrogen atoms is due to a large reactive
sticking coefficient and a barrier to surface diffusion. The
stability of this paired structure rellects the natural ten-
dency for isolated dangling bonds to pair on this surface,
resulting in x-bond formation. The exact nature of this
pairing interaction depends on the detailed structure of
the dimers; dynamic buckling induces charge transfer be-
tween the dangling bonds [9], resulting in an instantane-
ous polarization of the z bond. Thus the interaction be-
tween isolated dangling-bond states is enhanced by the
surface buckling mode which serves to vibronically couple
these states. However, regardless of its origin, hydrogen
pairing is a direct result of this interaction between isolat-
ed dangling bonds. Evidently, the repulsive steric interac-
tion between Si-H bonds on the same dimer is not
suScient to offset this favorable z interaction.

Figure 1(b) also shows that there is a strong attractive
interaction between these hydrogen-paired units, resulting
in the formation of chain structures which extend along
the [011] direction, i.e., along the dimer rows. This be-
havior becomes even more pronounced at higher tempera-
tures, ultimately extending in the [011]direction as well.
In each case we note that the pairs at the ends are quali-
tatively different from those that make up the remainder
of the chains. The exact origin of this behavior is unclear
at present but is probably related to differences in the
2X 1 structures of the clean and monohydride surfaces.
Formation of the monohydride surface eliminates the x
bond and increases the Si dimer bond length [10]. This
results in a relaxation of the subsurface strain [101. Evi-
dently these relaxed monohydride units favor clustering,
the units at the end of the chains having structures which
reflect a transition from a relaxed to a strained and
perhaps buckled 2X1 structure. Such substrate strain
effects may also play a role in pairing dangling bonds
since there may be a significant strain energy associated
with isolated-dangling-bond sites.

To study recombinative desorption from the Si(100)-
2X 1 surface, a saturated monohydride surface, prepared
by exposure to atomic hydrogen at 600 K [11],was an-
nealed to 690 K for 10 s. The results are shown in Fig. 3.
The surface consists of a well-ordered monohydride struc-
ture which exhibits the characteristic hydrogen-derived
state at +1.2 eV (see spectrum iii). On this surface in-

1540

Figure 4.6: STS spectra of Si(100)2×1 surface recorded at one specific site for (i)
unreacted dimer sites, dimer sites containing (ii) 1 H atom (iii), 2 H atoms per
dimer unit. Taken from [81].

4.3.2 Desorption mechanisms

Desorption of hydrogen using STM can be split into two different regimes,
depending on the bias voltage as shown in Fig. 4.7. At high biases (> 6.5
V), the tip is so far away from the surface that electron field emission from
the tip is the predominant interaction with the surface. At these high bias
voltages, the emitted electrons possess enough energy to directly excite the
Si-H bonding orbital σ into its antibonding σ∗ state, thereby breaking the
bond [107]. The energy needed to break the bond has been calculated to be
2.5 eV [108]. As a result, the desorption yield is independent of sample bias
or current and remains constant at 2.4 × 10−6 bond-breaks per electron, as
it depends only on the beam diameter [109].

At lower biases (< 6.5 V), the desorption yield is highly dependent on both
the sample bias, Fig. 4.7(b), and the tunneling current, 4.7(d) [110, 109, 111],
decreasing by several order of magnitude at lower biases. In this regime, the

43



ANRV373-PC60-10 ARI 25 February 2009 16:31

1.2

0

2

4

6

8

10

12

1.4 1.6 1.8 2.0
Si-H bonding distance (Å)

Ex
ci

ta
ti

on
 e

ne
rg

y 
(e

V
)

2.2 2.4 2.6

1.2

0

2

4

6

8

10

12

1.4 1.6 1.8 2.0
Si-H bonding distance (Å)

Ex
ci

ta
ti

on
 e

ne
rg

y 
(e

V
)

2.2 2.4 2.6

Hot ground state

Vibrational up
pumping
due to current

Cooling due to
phonon coupling

t = 0

4.0

10–10

10–9

10–8

10–7

10–6

10–5

5.0 6.0 7.0
Sample voltage (V)

D
es

or
pt

io
n 

yi
el

d 
(a

to
m

s 
pe

r e
le

ct
ro

n)

8.0 9.0 10.0

Hydrogen

11 K

300 K

Deuterium
11 K

10–11

10–10

10–9

10–8

1
Current (nA)

D
es

or
pt

io
n 

yi
el

d 
(a

to
m

s 
pe

r e
le

ct
ro

n)

10

11 K
300 K

H
3V H

2V

D
3V

a  Si-H(D) σ    σ* transition b

c  Heating and cooling compete d

Figure 2
(a) The direct electronic transition of the silicon-hydrogen bond between the potential energy curves for the σ bonding and σ∗
antibonding states. Figure reprinted from Reference 38. (b) A plot of the hydrogen and deuterium desorption yields versus sample bias
at room and cryogenic temperatures. The threshold voltage of 6.5 V is not dependent on isotope or temperature. (c) The competing
excitation and cooling processes in the vibrational heating desorption mechanism. Figure reprinted from Reference 40. (d ) A plot of the
desorption yields for hydrogen and deuterium in the vibrational heating regime at variable temperatures. The desorption yields exhibit
a strong dependence on both the tunneling current and sample bias. Panels b and d adapted with permission from Foley ET, Kam AF,
Lyding JW, Avouris P. Phys. Rev. Lett. 80:1336–39, 1998. Copyright (1998) by the American Physical Society.

events per electron as a function of sample bias or current, and the large tip-sample spacing limits
the resolution of the features to ∼50 Å (17).

The desorption yield in the low-bias regime (<6.5 V) decreases by several orders of magnitude
and is highly dependent on the electron dose and sample bias (17, 41, 42). These factors imply a
qualitatively different desorption pathway, which was first suggested to be a resonantly enhanced
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Figure 4.7: The two mechanisms of hydrogen desorption. (a) At high bias (>
6.5 V), bond breaking occurs through direct electronic transition of the silicon-
hydrogen bond from the σ bonding to the σ∗ antibonding state. (b) A plot of
the hydrogen and deuterium yields versus sample bias at room and cryogenic
temperatures. (c) At low biases (< 6.5 V), a competition of vibrational excitation
and cooling of the silicon-hydrogen bond occurs. In this regime, the desorption
yield (d) shows a strong dependence on both the tunneling current and sample
bias. Used from [106].
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desorption is described by a multi-electron vibrational heating mechanism,
Fig. 4.7 (c), where inelastic electron tunneling between the tip and sample
causes the bond orbital to be vibrationally excited to a higher energy state
[106]. This process is repeated until the vibrational excitation has been
excited high enough to break the Si-H bond. Experiments have shown that at
least two electrons are needed for breaking the bond [112], and that multiple
vibrational layers are usually climbed during each excitation event [112].

The desorption process is only possible because the vibrational lifetime
is sufficiently long (∼ 100 ns) allowing for multi-excitations to take place,
before the excitation is cooled by phonon interaction with the rest of the
substrate. Because multiple excitation events are necessary in order break
the bond, the desorption process is critically dependent on the tunneling
current, as shown in Fig. 4.7 (d), where the desorption yield follows a power
law dependence as a function of the tunneling current.

4.3.3 Desorption lithography

Hydrogen desorption based on these two mechanisms allow patterned lithog-
raphy to be carried on various length scales and precision, Fig. 4.8, with
high flexibility. At lower biases, also called the atomically precise (AP)
lithography mode, the tip-sample separation is sufficiently small for creat-
ing patterns with a high precision, as illustrated in Fig. 4.8 (i). We observe
that the pattern accuracy improves as we lower the bias. Also in this regime
the desorption is dependent on the electron dosage, which can be controlled
through the writing speed. Thus, the patterning accuracy and speed can
thus be controlled simply by changing the bias, tunneling current and writ-
ing speed.

In the high bias regime, also known as the field emission (FE) mode
lithography, the tip-sample separation is quite large, causing electrons emit-
ted from the tip to be spread out over a wide area. The patterning resolution
is therefore limited to ∼5 nm in this mode [110]. Performing lithography on
different scales in this mode can therefore only be carried out by: having a
more well-defined tip geometry, or by exposing the electron impinged area
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to different electron dosages, as sown in Fig. 4.8 (ii), where different writing
speeds are used.

Using these two lithography modes, it therefore becomes possible to
create various structures, as shown in Fig. 4.8, ranging from creating a sim-
ple rectangle (iii), individual atomic rows (iv) to extracting single hydrogen
atoms (v)-(vi). It is even possible to create complicated structures (vii), in
this example a prototype device geometry. More advanced techniques have
been developed, such as feedback-controlled lithography (FCL), which allows
extraction of single hydrogen atoms in a controlled way (viii)-(x). FCL works
by monitoring the STM feedback signal during patterning. When a desorp-
tion event is detected (triggered as a sharp rise in current), the patterning
conditions (e.g. bias and current) are switched off and the tip is moved to
a new position [7]. This allows patterning of complex structures to be car-
ried out in a continuous and controlled way, with atomic accuracy. In the
AP regime in particular, where atomic precision of the patterning process
is sometimes required, the tip geometry becomes a significant parameter in
addition to the bias and current [115, 112]. The FCL technique has been re-
fined [117] into using a second feedback loop which monitors the tip-sample
spacing in order to take into account uncertainties introduced by the tip ge-
ometry.

The lithography patterning process has been continuously refined over
the last few decades, ever since the initial desorption attempts by Lyding et
al [107] in 1994. In a recent approach, by J. Randall et al [113], (xi)-(xiv),
the entire patterning process of large-scale structures with atomic precision
is fully automated. The patterning is considered a digital process (x), where
each hydrogen atom is identified and removed automatically, using a given
writing pattern. The AP (xi), and FE (xii) modes are subsequently combined
(xiv), in order to perform the patterning with optimum speed and efficiency.

46



Figure 4.8: Capabilities of hydrogen desorption lithography on Si(100)(2×1):H. (i)
At low bias (< 6.5 V), different AP modes (vibrational excitation of the Si-H bond)
are possible, depending on the sample bias [113]. Desorption lines from left to right
were written at 2.5-5 V in 0.5 V increments. (ii) In FE mode (direct excitation of
the σ bond to its σ∗ antibonding state) at high bias (> 6.5 V), different desorption
line-widths become possible by altering the writing speed. Lines from left to right
were written at 0.05 to 0.3 mC/cm in 0.05 mC/cm increments [113]. Based on
these two modes, structures ranging from (iii) a rectangle, (iv) single atomic rows
[114], (v-vi) single hydrogen atoms [95], to (vii) complicated structures, have been
created [115]. Desorptions can be performed by (v), (vi) voltage pulses, or in
more controlled way (viii) using FCL [116]. (ix) Automated identification and
desorption routines of dimers, combining the: (x) AP and (xi) FE modes for (xii)
efficient and precise atomic manufacturing [113].
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4.4 Experimental techniques

4.4.1 Molecular deposition

Deposition of molecules onto surfaces was performed by exposing the surface
inside the UHV system to a heated glass crucible containing the molecules
of interest. A photograph of one cell, including the support, is shown in
Fig. 4.9. The basic design for heating the molecules involves wrapping a
heating coil (tantalum wire) around a glass crucible. The molecular material
(e.g. PTCDA) is inserted into the crucible and protected from dropping out
by glass wool. By attaching a thermocouple to one end of the crucible the
applied heating (and thus temperature) can be controlled. To avoid con-
tamination, a distinct cell is manufactured for each molecule. Our molecules
of interest follow a sublimation rate that is exponential with temperature.
By using small sublimation rates, the surface coverage could be adequately
controlled by changing exposure time. As a result, small sublimation rates
were used. Prior to deposition, each cell was degassed extensively at 200 ◦C,
followed by a brief degassing at 10◦ above deposition temperature in order
to remove contaminants.

Figure 4.9: Experimental design for
molecular deposition.
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4.4.2 Bakeout

In order to obtain extremely low pressures relatively quickly (less that one
week), UHV systems are baked at elevated temperatures (145◦C) for several
days. The standard procedure during cool-down is to degass equipment that
needs to be extremely clean, such as the manipulator arm and the thermal
gas cracker, while they are still hot. This allows further outgassing than
normal degassing procedures, and thus much cleaner equipment. To further
reduce reduce outgassing during passivation (see section 4.4.4) the system
was baked twice.

4.4.3 Si(100) sample preparation

As-doped (i.e. n-type, 0.006 Ω cm) Si(100) wafers measuring 3 × 10 mm2

were used for hydrogen passivation. Atomically clean (2 × 1) reconstructed
surfaces were in situ prepared by the following procedure: A sacrificial sam-
ple was first used to thoroughly degas the sample holder and surrounding
region of the manipulator arm. The sample is then loaded onto the arm and
degassed at 600 ◦C for 12 hours. The sample is then subsequently heated at
750-800◦C for an additional hour while maintaining a pressure below 5×10−10

mbar. The degassing helps to minimize any unwanted outgassing during both
flashing and the subsequent slow cool-down step. Additionally, they also help
to minimize the number of flash cycles needed in order to to achieve a low
pressure during flashing. The samples were then flashed at 1150 ◦C while
maintaining a low pressure (<10−10 mbar). The flashing was repeated until
the base pressure would remain below 10−10 mbar for 20 seconds. The sam-
ple was then subsequently flashed for 10 seconds before rapidly lowering the
temperature to 900 ◦C, followed by a slow cooling (∼ 1 K sec−1) down to
room temperature. This ensures that the last reconstruction is kept at a base
pressure of 5 × 10−10 mbar or lower. This procedure resulted in Si(100) 2 ×
1 surfaces with very low defect densities of ∼ 1% with a high reproducibility.
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4.4.4 Si(100) hydrogen passivation

The passivated surfaces resulted from exposing Si(100) 2 × 1 samples with
very low defect densities to atomic hydrogen. The experimental setup for
hydrogen passivation is shown in Fig. 4.10.

Molecular hydrogen (from a cylinder) was fed into a gas line, which is
directly connected to a SPECS [118] thermal gas cracker via a leak valve.
The gas line is filled to 2 bar of hydrogen and the line is subsequently closed
to the outside environment using two valves. A cold-trap is installed on the
line in order to maintain a high cleanliness of the hydrogen gas during expo-
sure of the sample to atomic hydrogen.

The cracker use electron bombardment to produce an intense localized
heating of a metal (tungsten) capillary. During standard passivation con-
ditions, the capillary is heated to 1500-2000 ◦C. The intense localized heat
causes the molecular hydrogen to dissociate into atomic hydrogen with an
efficiency that is dependent on the capillary temperature and pressure.

The cracker is slowly heated up in order to prevent the pressure spiking
above 10−10 mbar. The valve connected to the turbo pump is then opened
and the ion pump is switched off. The shutter is opened, and the gas is leaked
into the thermal gas cracker such that the pressure of the UHV chamber is
3-6 × 10−7 mbar. The atomic hydrogen then bombards the sample, which is
aligned in direct line of sight with the outflow of the gas and positioned at
roughly 8 cm from the cracker. A shutter is placed at the end of the cracker
in order to rapidly switch on-and-off the exposure of the sample to atomic
hydrogen. The sample is exposed to 10-80 Langmuir by keeping the shutter
open for 1-2 minutes. The cracker is then switched off, followed by closing the
shutter, rotating the sample to face away from the cracker and stopping the
flow of hydrogen into the chamber. The annealing temperature of the sample
is subsequently reduced to roughly 300◦C. When the system has recovered
to a low pressure, the sample is gradually cooled down to room temperature.
The sample is then transferred to the STM scan head for imaging.

The cracker is connected to a heat sink, which is regulated to a constant
temperature of (400±10)◦C during conditioning, by maintaining a constant
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(a)

(b) (c)

(d)

Figure 4.10: (a) Diagram and (b) photograph of experimental setup for hydrogen
passivation. (c) Close up view of cold trap. (d) SPECS thermal gas cracker.
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flow of water, in order to prevent it from overheating and excessive out-
gassing during passivation. During passivation, the water flow is increased
to maximum to ensure that the cracker is heated as little as possible to min-
imize outgassing. Since the temperature of the filament cannot be measured
directly, we are forced to rely on the temperature of the heat sink as an indi-
cation of the filaments temperature. This still gives a reasonable prediction
of the filament temperature as the temperature of the heat sink and the fil-
ament are related to each other.

During passivation the sample was annealed to 380◦C by direct heating.
Heating is applied for at least 5 minutes before passivation in order to main-
tain a stable temperature during exposure. The temperature was measured
directly using an infrared temperature sensor which is specifically calibrated
to measure the optical reflection of silicon surfaces. Annealing is performed
out shortly after flashing in order to minimize exposure to unwanted con-
taminants.

4.5 Spectroscopy

4.5.1 STM spectroscopy

Using scanning tunneling spectroscopy (STS), it becomes possible to ob-
tain spectroscopic data with atomic resolution. Specifically, the electronic
structure of the sample can be examined by directly measuring the LDOS.
Additionally, it becomes possible in principle to elucidate other surface prop-
erties, such as chemical composition and electronic properties.

From Eq. 2.5, the tunneling between the tip and sample is dependent on
three parameters: the tunneling current It, the bias voltage V, and the tip-
sample separation z. Using STS, one one of these parameters is kept fixed,
while a dependence is drawn between the other two. Hence, spectroscopic
measurements are generally performed in three different modes: I-z, V-z,
and I-V. For examining surface properties, I-V measurements are generally
performed. In practice, I-V characteristics are obtained by placing the tip
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over a point of interest on the sample. The tunnel current is then measured
as a function of voltage while maintaining a constant z (feedback off). The
changes in the slope of the obtained I-V curve reflect the conductance vari-
ations between the tip and the sample. Unfortunately this simple approach
often gives too much noise in the tunneling current to provide any mean-
ingful data, as it requires numerical differentiation of the curves. A lock-in
amplifier can therefore be used to measure the dI/dV signal directly, which
is significantly less noisy. Here, a small sinusoidal signal Vac is added to the
constant dc voltage V0. This modulation results in a sinusoidal modulation
of the tunneling current as illustrated in Fig. 4.11(a).

Input
Amplifier

Reference input

Phase shifter

Multiplier
Low-Pass

Filter
Output

Figure 4.11: Overview of lock-in amplifier operation. (a) Model illustrating the
modulation of the tunneling current as a result of the modulation of the tunneling
voltage. (b) Schematic representation of a phase and frequency sensitive lock-in
amplifier. Adapted from [119].

To ensure that the modulation does not influence tunneling current imag-
ing, the modulation frequency is set at much higher values than the feedback
regulation of the tunneling current. For a small applied sinusoidal signal
Vac = Vm sin(ωt), the modulated current can be expanded in a Taylor series:

I(V0 + Vm sin(ωt)) = I(V0) + dI

dV

∣∣∣∣∣
V0

· Vm sin(ωt) + . . . (4.1)

From Eq. 4.1, the current modulation signal at frequency fm = ωm/2π
is proportional to dI/dV at Vt and therefore proportional to the LDOS of
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the sample. The lock-in amplifier is used to measure the modulation of It
at this frequency. Fig. 4.11(b) shows a schematic representation of how the
lock-in amplifier works. Initially, the modulated current is amplified while
the reference signal passes through an adjustable phase shifter ϕ. The two
signals are subsequently multiplied at a certain frequency. The key issue
is that only the contribution of the input signal that has the exact same
frequency and phase as the reference signal is converted to a dc signal. All
other signals are filtered out by a narrow band-pass filter. The advantage
of this technique is that it allows the detection of extremely low AC signals
(down to nanovolts) even when other noise signals can be thousands of times
larger.

4.5.2 Force spectroscopy

The strength of NC-AFM, is that forces are directly related to the frequency
shifts of the cantilever, which can be measured. This allows, in addition to
imaging on almost any surface with atomic resolution, the ability to directly
ascertain forces at the atomic scale. From Eq. 2.9, in the limit of small
oscillation amplitudes, the frequency shift is proportional to the gradient of
the force. As a result, any method used to deconvolute Fts from ∆f only
produces the relative difference in force rather than absolute force.

To overcome this, force spectroscopy measurements are used. In this
mode of operation, the tip is initially held at a fixed position z (feedback
regulation disabled) and ∆f is recorded. The tip is then swept over a large
range of z while simultaneously recording ∆f . At far away tip-sample dis-
tances, the force interaction can be considered negligible and can be set to
zero. The forces at closer distances can therefore be calculated relative to
this point. As a result, the absolute force for each z is obtained [120].

Unfortunately, the measured forces consist of both short and long-range
contributions. Long-range interactions such as vdW interactions between the
surface with a macroscopic tip often dominate the frequency shift. In order
to calculate the interaction of interest, these contributions to the total force
needs to be separated.
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Separating short and long range forces

From Eq. 2.12, the forces that are measured is the sum of all force contribu-
tions: vdW and short range forces. In order to accurately estimate the short
range forces, the contribution of the long range forces to the frequency shift
needs to be estimated and subtracted from the original measurements. The
principle corresponds to a background subtraction. The conceptually most
straightforward way of achieving this is to take force spectra over a range,
that spans over the short (0-2 nm) and long (0-10 nm) range forces. As the
tip retracts further away than the short range forces (∼ 2 nm), the long range
forces become dominant. In this range (2-10 nm), the long range forces can
be approximated using an empirical power law, and interpolated over the
entire range of measured spectra. The short range forces can then be extrap-
olated by subtracting the long range forces from the data. Unfortunately,
this method leads to inaccurate results, as the fitting can only be performed
at distances where short range forces are known to be zero. The forces that
are measured in this regime are smaller, and the fitting can therefore lead to
significant deviations as a result of choosing an arbitrary cut-off or changes
in noise levels [121].

A more accurate method is to perform a so-called null measurement. In
this scenario, two equivalent force spectra are taken, but where one of the
measurements does not have the interaction of interest. For example, for a
particular surface, a null site can be a vacancy or a hole in the lattice. By
performing a force spectroscopic measurement on top of an atom, both the
short and long range forces are measured. However, when performing the
same profile on top of the vacancy, the short range contributions are missing.
By subtracting the spectra over the null site from that performed on top of
the atom, the long range forces can be subtracted.

Amplitude and force calibration

In order to obtain meaningful forces from experimental frequency shifts, the
amplitude of the oscillating cantilever needs to be known in correct units
(nanometers). Here we have to remember that the cantilever is merely oscil-
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lating in response to a driving signal. The frequency shift (Eq. 2.9) can be
normalized with respect to a parameter γ(zc) [27, 29]:

γ(zc) = kA3/2 ∆f(z, A)
f0

(4.2)

which is a function of the point of closest approach zc = z−A of the probe
apex with respect to the amplitude and frequency shift from the center of
oscillation z. In practice, A is calibrated by the following method: first
γ(zc) is determined for a given A and ∆f , while in ∆f feedback close to the
sample. By keeping γ(zc) constant while increasing A, both the frequency
shift setpoint and the z-piezo extension will correspondingly be adjusted in
order to maintain a constant tip-sample separation. The amplitude can then
be extrapolated from slope of the frequency shift A3/2 ∝ γ(zc)∆f(z, A), in
physical units of nm/V.

4.5.3 3D spectroscopy

As previously shown, using force spectroscopy, atomic scale forces interacting
between tip and sample can be characterized by sampling the interaction
in certain directions. Similarly, STM spectroscopy allows examination of
the electronic properties at the atomic scale. By moving the tip in all 3
dimensions, a detailed mapping of these characteristics becomes possible.
Data acquisition is often performed in form of constant height images at
different tip-sample (Z) distances. This mode is illustrated in Fig. 4.12(a).

Comparable with this protocol is the sampling of ZX slices as depicted
in Fig. 4.12(b). A third very common strategy is to acquire single line data
along the Z-axis, such as ∆f(z) curves shown in Fig. 4.12(c). The curves are
sampled systematically on a raster and combined to a 3-dimensional data set.
The main problem with all these protocols, is that they rely on virtually zero
drift. As a result, the duration of data acquisition (especially under room-
temperature conditions), is limited to a few minutes. This limitation can be
overcome by applying more advanced data acquisition protocols, which are
based on the atom tracking principle, and can handle large and especially
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Figure 4.12: Acquiring 3D data. (a) Slices of constant height images acquired
at different tip-sample distances. (b) Similar strategy, but along other axis. (c)
Acquisition of single line data such as ∆(f)(z) or dI/dV along Z-axes. Used from
[122].

non-linear drift.

4.6 Atom tracking

Initially the atom-tracking technique was developed for the study of diffusion
kinetics of atoms and and molecules by tracking the movements of single
adsorbates using an STM [123]. Prominent examples involve the diffusion
and rotation kinetics of Si-Si and Si-Ge dimers on Si(001) [124, 125, 126,
127]. The technique has since been adopted by the NC-AFM community
[128, 129, 130], where it has since been used for drift compensation. In
contrast to the STM experiments, a stable surface feature is chosen as the
tracking reference. Consequently, the relative movement between tip and
sample is measured as a virtual feature movement. By adding a feed-forward
to the relative displacement and regularly correcting the displacement, drift
can be virtually eliminated [123].

In this section the atom tracking technique is introduced. The technique
is important, not only for eliminating drift, but also for tracking specific
features in general. As a result, throughout this work, atom tracking is
used when attaining grid spectroscopic measurements (Chap. 5, 6) desorbing
single atoms (Chap. 6), determining the diffusion tensor of mobile molecules
on the surface (Chap. 8), and tracking molecules in real time.

Although the atom-tracking technique technique can be used to monitor
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different types of input signals, for convenience we will describe the principle
using frequency shifts ∆f as the input signal. In Fig. 4.13 the basic principle
of atom tracking is presented.

Figure 4.13: Principle of atom tracking. A single surface feature is tracked by
dithering the tip around the feature (a). For the x-direction, the dithering causes
a nearly sinusoidal oscillation with amplitude |δSx| in the ∆f channel, if the tip is
offset from the feature centre (b). More specifically, the signal δSx depends on the
dithering centre position relative to the surface feature (c). Adapted from [122].

For dithering, a small AC voltage is applied to the tip, causing it to os-
cillate (dither) with frequencies fx, fy and amplitudes Ax, Ay in an elliptic
trajectory around a surface feature. For simplicity, we here set fx = fy = fx,y,
Ax = Ay = Ax,y and introduce a phase shift of 90◦ between the two com-
ponents. The tip dithering motion around the object then becomes circular.
Depending on the experiment, the feature can be selected to be: a single
surface atom, a surface depression, or adsorbed atoms/molecules. When ap-
plying drift correction, the main common element is the assumption that the
feature can be reliably identified throughout the experiment. Suitable values
for the dithering amplitude Ax,y and frequency fx,y are mainly determined
by: the size of the feature, the bandwidth of the detection system, and the
rate of movement of the feature. For simplicity, we assume that the feature
is an atom.

If the atom is perfectly circular and centered in the origin of the dithering
circle, the tip will follow a trajectory of equal interaction. As a result, the
∆f(t) signal is virtually constant in time, as illustrated in Fig. 4.13(b) along
the x-direction. However, if the atom is displaced so that it is no longer
perfectly centered in the dithering circle, the frequency shift will be experi-
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ence a small modulation δSx over time, which in turn depends on the lateral
offset from the dithering center and the tip-sample interaction strength. Fig.
4.13(c) illustrates the relationship between the frequency shift and the mod-
ulation for displacement in one direction. For small dithering amplitudes,
the frequency shift and the modulation will be in-phase with each other
(blue shaded regime). In this regime, the modulation δSx corresponds to
the derivative of the frequency shift change along the x-direction. From this
relationship, the displacement of the tip from the center of the atom can be
corrected for by adding additional feedback loops. However, if the displace-
ment or amplitude becomes too large, the in-phase behavior breaks down
(outside blue area), and it is no longer possible to track the atom.

Once the tip is "locked" on to the surface atom, it can be used to track
its movement simply by recording the tip positioning data and correct for
the change by re-adjusting the tip position. If the feature is stable on the
surface, the tip movement will be identical to the drift movement. On the
other hand, if the feature is highly mobile, the tip will follow its movement
on the surface.

4.7 Instrumentation

4.7.1 SPM Instrumentation

Most experimental results obtained by the author were carried out using
a commercial Omicrom GmbH variable-temperature STM-AFM ultra high
vacuum (UHV) system shown in Fig. 4.14.

The chamber is mainly pumped using a single ion pump, as well as a tita-
nium sublimation pump (TSP). For most of our purposes, the system is kept
at a very low base pressure of 2-5×10−11 mbar. Additionally, the system can
be pumped using a combined rotary and turbo molecular pump, when intro-
ducing gases, for either sputtering tips or samples, or depositing molecules on
surfaces. The system is optimized for quick use as well as flexibility, allowing
samples and tips to be replaced and modified relatively quickly. The scan
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Figure 4.14: Photograph of Omicron VT STM/AFM system.

Figure 4.15: (a) Omicron VT-STM/AFM scan head, (b) STM tip made of W and
(c) Si cantilever. (c) Used from [131].
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head can be used perform conventional STM with etched tungsten probes or
AFM using cantilevers supplied by Omicron (Fig. 4.15).

For hydrogen passivation, the thermal gas cracker was installed directly
on the system (see Fig. 4.10). The system has several useful tools for carrying
out both sample and tip preparation: an argon sputtering gun for both sharp-
ening tips and preparing samples, a tip annealer for cleaning/sharpening tips,
and a manipulator arm for heating samples. The manipulator arm has the
capability for both directly heating a sample plate to 1200 K, as well as in-
direct heating to 600 K (see Section 4.4.3). Samples are mainly prepared in
the manipulator arm, and then subsequently transferred to the scan head for
AFM/STM imaging. The scan head can be suspended by springs in order
to reduce vibrations, which can have a huge influence when imaging at the
atomic scale.

For H:Si(100) samples, measurements were performed at RT. As a result,
it was necessary to reduce thermal drift substantially in order to perform
spectroscopic measurements (Chap. 6,7) as well as automated STM lithog-
raphy (Chap. 7). Thermal drift was minimized primarily by (I) minimizing
external influences on the system by covering the windows in silver foil while
maintaining stable temperature regulation in the room (II) temperature reg-
ulating the sample, by heating the sample plate either directly (VT samples)
or indirectly (LT sample plates) and (III) compensating for thermal drift
using atom tracking.

The scan head is in thermal contact (via a copper block) to a cryostat
which can be temperature regulated either by cooling using liquid nitro-
gen or heated using direct heating. The temperature can be automatically
regulated with high precision, through a temperature monitoring and corre-
sponding current adjustment system. Using specially designed sample plates
for the VT system, it is possible regulate the temperature of the samples
in the scan head while imaging by attaching them to the copper block. For
H:Si(100) samples, modified sample plates dedicated for the LT system were
primarily used, and were thus unsuitable for temperature regulation under
normal operating conditions. Due to their design, they can not be attached
to the copper block, and therefore not cooled using liquid nitrogen. However,
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due to their proximity to the copper block, LT sample plates were temper-
ature regulated by regulating the heating of the copper block to 301 K. By
combining method (I) and (II), the thermal drift can be reduced to within
a range of 50 pm/min (LT plates). Adding (III) regularly, the drift was low-
ered to a range of 1-10 pm/min (depending on how often atom tracking was
used).
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Chapter 5

Passivation and imaging of
H:Si(100)

As stated previously, a key objective is to create patterns of dangling bonds
with atomic precision and high reliability. In order to achieve this aim it is
necessary to have a fully hydrogen passivated Si(100) surface with extremely
low defect density and to be able to image these surfaces reliably, neither
of which is trivial. As the central contribution of this thesis is to elucidate
the role of the tip when interacting (imaging, manipulating etc.) with the
sample, we therefore wish to examine the chemical and electronic properties
of the sample for different tip structures.

This chapter is therefore divided into two sections. First we start by
explaining step-by-step how we were able to obtain these surfaces. We will
then describe the physical and electronic properties of the surface and their
adsorbents based on STM and AFM imaging and spectroscopic measure-
ments carried out at RT. Most STM measurements were performed using
tungsten (W) tips while AFM measurements were predominantly performed
using Si cantilevers (Section 4.7.1). For all STM imaging in this thesis, the
bias voltage is performed with respect with the sample bias, unless other-
wise stated. We show that the topography observed using STM imaging is
highly dependent on the state of the tip, while the topography observed us-
ing AFM is considerably less tip state dependent. The tip state dependency
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on the imaging conditions is investigated further in the next chapter when
performing manipulations on the surface using different tip terminations. By
combining our experimental results with theoretical calculations using differ-
ent different tip terminations, we hope to gain a better understanding on the
tip state influence with the sample which could be used to further improve
our automated atomic manipulation routine.

5.1 Passivation of surfaces

Obtaining hydrogen passivated Si(100) surfaces of very high quality is far
from trivial. Basically three requirements are needed:

1. The molecular hydrogen gas, fed in to the thermal gas cracker in order
to passivate the surface needs to be as free of contaminants as much as
possible.

2. The thermal gas cracker used for dissociating H2 at elevated tempera-
tures (1500-1700 C) needs to be as clean as possible (conditioned) in
order to prevent outgassing of contaminants during passivation.

3. The Si(100) surface for passivation needs to have a very high surface
quality.

I will elucidate how we addressed these issues, ending up with a highly
optimized passivation procedure for obtaining a H:Si(100)-2×1 surfaces of
high quality.

5.1.1 Si(100) surface quality

In order to achieve H:Si(100) surfaces of high quality, it is important to ini-
tially have a bare Si(100) of high quality (i.e. low defect density). Clean
n-type Si(100) surfaces were achieved by flashing as described in Section
4.4.3. Initially, the surfaces showed only medium surface quality when imag-
ing using STM. The reason for the low surface quality was suspected to be
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due to water contamination, as a result of the increase in vacuum pressure
during mechanical movement (both rotational and translational). We will
now illustrate this problem by providing an example experiment using the
wobblestick. The wobblestick is used to transfer the samples from the ma-
nipulator arm (where they are prepared) to the scan head (where they are
imaged). Moving the wobblestick causes an increase the vacuum pressure of
the system which we has been suspected to cause water contamination on the
samples. Fig. 5.1 compares the surface quality of a Si(100) sample (a) after
it has been moved extremely carefully to the scan head (Padded < 1×10−10

and (b) after moving the wobblestick back and forward a few times.

Figure 5.1: DSi(100) surface after (a) moving the wobblestick very slowly and (b)
moving wobblestick back and forth for ∼ 1 minute. Scale bars correspond to 20
nm.

It is evident by comparing the two images that moving the wobblestick
(even moderately) causes a significant increase in the the amount of C-type
defects on the surface, indicating the presence of water contamination. This
indicates that despite long bakeout and degassing periods, water contam-
ination in the system cannot be fully eliminated, and can therefore have
a significant impact on the silicon surface quality when (most likely) any
type of mechanical movement is involved. Most importantly, the amount of
contamination seem to correlate with the increase in the vacuum pressure.
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Minimizing the increase in vacuum pressure during mechanical movement
and avoiding unnecessary movement is therefore a prerequisite for producing
high quality silicon surfaces. In order to improve the passivation conditions,
subsequent surfaces were therefore passivated directly after flashing, without
first confirming their surface quality in the scan head, which would require a
lot of mechanical movement.

In order to achieve high quality Si(100) surfaces, the samples were flash
heated to 1150◦C for a small period of time. The intense heat from the sam-
ple (and its surroundings) unfortunately causes the vacuum pressure to rise
quite considerably. Experiments have shown that the density of A, B and C
type defects increases with the increase of vacuum pressure during flashing.
In other words, by maintaining an extremely low vacuum (base) pressure,
the number of surface defects can be kept extremely low.

After performing double-bakeout of the system (Section 4.4.2) followed
by extensive degassing of both the sample and its surroundings, surfaces of
comparable quality to the images shown in Fig. 5.2 were routinely achievable
when flashing at base pressures of 5 ×10−11 mbar (or lower).

Figure 5.2: STM image of Si(100) surface taken at (a) 2 V, 10 pA and (b) -2 V,
10 pA. Scale bars correspond to 20 nm.

It should be noted that the surface quality right after flashing is probably
even better than the images suggest, because they have to be moved to the
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scan head in order to be imaged and most of the defects we observe on
the surface are C-type. Additionally, we remark that the double-bakeout
is not necessary in order to achieve the low base pressure nor to clean the
manipulator arm. Its main purpose is to degass the cracker as explained in
Section 5.1.5.

5.1.2 Contamination during passivation

During passivation, the hydrogen is fed from the hydrogen tank into a gas
line which is directly connected to the thermal gas cracker. The hydrogen
gas is then leaked in to the chamber through the cracker which dissociates
the hydrogen. The key element in achieving passivated surfaces is to ensure
that the Si(100) surface only gets exposed to atomic hydrogen without any
unwanted contaminants. A mass spectrometer was therefore used to measure
the abundance of the different species in the chamber during passivation.
Fig. 5.3 shows the most abundant species during one successful passivation,
marking each stage by an arrow.

It can be seen that the ratio of the hydrogen pressure is at least two
orders of magnitude higher than the other species during the preparation.
Initially the gas cracker is slowly heated (A), causing an increase in the
amount of contaminants, most notably CO. Once the temperature of the
cracker has stabilized, the hydrogen gas is then leaked in (B). Note that this
in particular gives rise in water pressure, indicating that the hydrogen gas
line is the main water contamination source. Once a steady flow of hydrogen
pressure has been achieved, the shutter is opened (C), and the sample is
exposed to atomic hydrogen. Note that opening the shutter also increases
the CO fraction indicating that the shutter prevents some of it from entering.
At the end of step (C), the cracker is switched off, the shutter is closed, and
the gas is closed leading to a rapid drop in CO pressure and a slower drop in
water and hydrogen pressure. The take-home message is that contaminants
emanate from both the gas cracker and the hydrogen gas.
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Figure 5.3: Partial pressures of several gases in the chamber during hydrogen
passivation by mass spectra. A: Heating of cracker, B: hydrogen gas leaked in, C:
shutter open.

5.1.3 Cold trap

As explained in the previous section, in order to achieve passivated surfaces
of high quality the hydrogen gas needs to be very clean (i.e. devoid of other
gasses such as O2, CO2 etc.). Passivated surfaces (that could be imaged using
STM) were only obtained when the gas line was baked for a minimum of
several hours. Initially, in order to reduce the amount contaminants (such as
H2O), the gas line was baked at elevated temperatures (> 100 C) for extensive
periods (4-6 hours) prior to passivation, while the cracker was degassed at
(∼ 1700 C) for several hours as well. Even with both of these measures, the
sample quality of the passivated remained extremely low as evidenced in Fig.
5.4(a).

A ’cold trap’ was therefore installed on the hydrogen gas line as shown in
Fig. 4.10. The cold trap is essentially a coiled section of the gas line which
can be immersed into a liquid nitrogen tank. The coil functions as a cold-
trap, where most gasses will adhere to the inner wall of the coil. The outcome
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Figure 5.4: Si(100)-2×1:H surface before (a) and after (b) installing a cold trap.
Scale bars correspond to 10 nm.

is that the ratio of the hydrogen versus other gases in the line will increase
dramatically (higher purity). A key finding, was that the cold trap needed to
have a high surface area in order to lower the defect density of the passivated
surfaces appreciably. By first baking the gas line, flushing it with hydrogen,
and then subsequently immersing the cold trap in liquid nitrogen for more
than 30 minutes prior to (and during) exposure to a surface dramatically
increased the surface quality of the passivated surfaces. Surfaces were now
of comparable quality to the image shown in Fig. 5.4(b).

5.1.4 Thermal gas cracker

The second limitation in obtaining clean passivated surfaces stems from the
thermal gas cracker (Section 5.1.2). During passivation, the metal capil-
lary is heated to somewhere between 1500-2000◦C in order to dissociate the
molecular hydrogen into atomic hydrogen (Section 4.4.4). Due to the intense
localized heating, other gasses such as CO will inevitably outgass from the
capillary. Since the sample is in direct line of sight with the cracker, it will
inevitably be impacted by outgoing contaminants. To test how severe the
contamination is, a sample was exposed to the heated cracker for 10 minutes
without leaking in gas. The result is shown in Fig. 5.5.

It can be clearly seen that this causes a significant amount of contami-
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Figure 5.5: STM image of Si surface taken at -1.62 V, 140 pA after exposure to
heated thermal gas cracker for ≈ 10 minutes. Scale bar correspond to 20 nm.

nation to the sample. It is therefore necessary to minimize the amount of
exposure of the sample to the cracker while still be able to fully saturate the
surface with hydrogen. Our results indicate that exposing the sample to the
cracker for a very short time (60 seconds) while leaking in hydrogen to the
chamber at a pressure of 1-2×10−6 mbar produced the best results.

The cracker can be conditioned (heated to 1500-2000◦C for several hours
without leaking in hydrogen) such that the outgassing of the various gasses
decreases by a certain amount. However, even prolonged conditioning only
seems to marginally reduce the outgassing. Ideally, during passivation, the
cracker should be heated within the low temperature range of 1400-1580◦C
while degassing the cracker should be carried out at 200◦ above the pas-
sivation conditions. Unfortunately, since we can not directly measure the
temperature at the capillary, the emission current/filament current was used
as a proxy for the temperature. It was found that applying a low filament
current of 4.0 A (30-35 mA emission current) during conditioning (while
regulating the copper block at 400◦C using low water cooling) and 3.8 A (15-
20 mA emission current) during passivation (with maximum possible water
cooling) produced the best results.
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5.1.5 Double bakeout

As mentioned previously (Section 5.1.4) despite extensive degassing of the
cracker, the pressure during conditioning remained too high, causing severe
contamination on the samples. To overcome this problem, a double-bakeout
of the system was carried out. During each cool-down, elements such as
the manipulator arm and the cracker (filament as well as capillary) were
extensively degassed. After cool down the cracker was further conditioned
(using the same parameters). This allowed the cracker to become extremely
clean, reaching pressures of 5-7 × 10−9 mbar during conditioning (Section
5.1.4). Passivated surfaces of comparable quality to the one shown in Fig.
5.6 thus became routinely possible.

Figure 5.6: STM image of H:Si(100) surface of high quality taken at 1.5 V, 10 pA.
Scale bar correspond to 5 nm.

Additionally, the double bakeout also increased the cleanliness of the
manipulator arm, thus providing higher quality Si(100) surfaces by lowering
the vacuum pressure during flashing. However, this effect is more moderate
and the main advantage of the double bakeout is to clean the cracker.
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As previously shown (Section 5.1.2), both the hydrogen gas purity and the
cracker represented bottlenecks for achieving high purity H:Si(100) samples.
Initially, the hydrogen gas was shown as the main bottleneck (Fig. 5.4(a)).
However, after substantially modifying the gas line and extensive cleaning of
the cracker (using double bakeout) it is at this point unclear where the new
bottleneck lies. Further experiments are necessary in order to determine the
limitation of the passivated surfaces.

5.2 STM imaging of surfaces

Fig. 5.7 shows conventional STM images of a H:Si(100) surface acquired at
different bias using a W tip. The surface appears to consist exclusively of the
(2×1) reconstruction, with very few defects present. Similar to the Si(100)
surface (Fig. 5.2), the most common defect types appear to be vacancies and
bright features, which can be attributed either to exposed dangling bonds or
adsorbates such as water. The high surface quality is most likely a result of a
very low exposure to contaminants during passivation (see previous section).
For high quality surfaces, silicon islands (due to etching) and Bt structures
(local regions 3×1 reconstruction) were virtually never present. However,
large quantities of Bt defects did appear on one high quality surface after
introducing Argon to the chamber (Fig. 4.4). This suggests that the an-
nealing conditions of the sample during passivation is appropriate. However,
split-dimers (which are most likely dihydride dimers), also appear among the
most frequent type of defects. This suggests that the surface quality might
be further improved by improving the annealing conditions (and thus further
reducing the number of split dimers) during passivation [83].

We found imaging low-and medium quality H:Si(100) surfaces to be noto-
riously hard when using standard STM tips. However, imaging high quality
surfaces with high resolution proved relatively easy. The stability of the tip
seemed to rarely change, even when imaging over large areas (≥ 40 nm2).
This suggests that most (but certainly not all) tip instabilities were caused
by surface adsorbate contaminants interacting with the tip.
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Figure 5.7: STM image of Si(100):H surface of high quality taken at (a) -2 V, (b)
2 V, (c) -1.5 V, and (d) 1.5 V bias. All images were performed at 10 pA. Scale
bars correspond to 10 nm.
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For some reason, imaging at negative bias proved more difficult than pos-
itive bias, as exemplified in Fig. 5.7. Previous experiments from our group
[84], support this finding. In those cases, an unexcited qPlus sensor was used
to map the overlapping current and amplitude traces during acquisition. It
was found, that the amplitude traces correlated strongly with the topogra-
phy of the surface, indicating a high degree of interaction with the surface.
This suggests that instabilities, are caused by either tip-sample interactions
or cross-talk between the amplitude and current channels. Since we observe
similar behavior for a tungsten tip, we can rule out cross-talk as the cause.
This behavior seemed to occur in general, but at this time, it remains uncer-
tain if it occurs for all types of tip states. It would be interesting to compare
this instability behavior as a function of bias for all tip states to determine
if this is related to certain tip geometries, adsorbates on the surface, or phe-
nomena.

To date, most imaging has been performed at positive bias. Fig. 5.8
shows a selection of the most commonly observed high resolution contrasts of
the dimers using the same imaging conditions, with a more extensive selec-
tion presented in Appendix A. The different image contrasts should therefore
represent variations in the tip structure. In general, the STM imaging con-
trasts can be divided into four main categories: row, dimer, single atom, and
asymmetrical representation of the dimers/atoms. However, we should note
that other more infrequent surface representations were also observed. In the
next chapter, the tip imaging state dependence on hydrogen desorptions are
examined.

Ideally we wished to combine simultaneous STM/AFM imaging with force
spectroscopic investigations and theoretical calculations to allow better un-
derstanding of the specific tip geometries and chemical interactions that give
rise to the various tip imaging states. The hope was that this could provide us
with a better understanding of which tip geometries and/or tip terminations
that are most suitable for hydrogen desorptions, which we will talk about in
the next chapter. Unfortunately due to time-constraints this has not been
implemented. Only as small subset of AFM images and spectroscopies were
investigated, which we will discuss in the next Section.
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Figure 5.8: Selection of STM images using same imaging conditions (1.6 V, 10 pA).
By applying the same imaging conditions, the different surface contrasts should
therefore represent different tip states. Scale bars correspond to 2 nm.
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5.3 Outlook: AFM imaging and Spectroscopy

AFM studies of H:Si(100) surfaces were conducted using Si cantilevers at RT
(Section 4.7.1). Surprisingly, imaging of high quality surfaces produced very
stable atomic resolution imaging with exceedingly rare tip crashing. The
most likely cause for this stability, seems to be the very clean and atomically
flat surfaces. The lack of adsorbates, and reactive species prevent unwanted
tip-sample interactions. This was tested, by initially imaging smaller areas
and then subsequently constantly zooming out while imaging ever larger ar-
eas. At large scale images (∼ 25 nm) the tip encountered non-flat features
on the surface, immediately followed by tip crashing. This indicates that
the surface itself (provided high surface quality) is reasonably easy to image
using AFM.

Previous experiments [132] suggests that the dimers appear similar during
AFM imaging, for a multitude of tip states. In Fig. 5.9(a) these typical AFM
images of the H:Si(100) surface are shown, where the hydrogen atoms appear
as dark (repulsive) features. Contrary to previous studies, we observe addi-
tional imaging states as shown in Fig. 5.9(b-d). However since only a small
subset of images were acquired, it becomes difficult to generalize on possi-
ble multitudes of tip imaging states that can be observed using AFM and
AFM/D-STM imaging. For this particular tip imaging state, when imaging
with a bias (5.9(b)), the dimer structure appears symmetric. By remov-
ing the bias, an interesting asymmetry of the dimers appears (Fig. 5.9(c)).
At smaller tip-sample separation (larger ∆f), the asymmetry becomes more
prominent (Fig. 5.9(d)). The exact cause for this asymmetry remains un-
known, although the geometry of the tip is suspected to play a large role.
Force spectroscopy measurements were performed on top of hydrogen atoms,
and compared force measurement curves performed at null sites to subtract
long range interactions as shown in Fig. 5.10(a). In Fig. 5.10 (b) the calcu-
lated force-interactions are shown when averaging over five atomic sites.

Contrary to previous experiments [132] we find an attractive force be-
tween tip and sample. Previous theoretical calculations [132] show that Si
terminated tips produce an attractive interaction of ∼15nN (similar to our
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(a) (b)

(c) (d)

Figure 5.9: NC-AFM images of H:Si(100) surface over same area at small tip-
sample separations. Images (b)-(d) acquired over same location. Image parame-
ters: (a) ∆f = 152.6 Hz, A = 5.36 nm, 0 V, (b) f = 503.4 Hz, A = 5.36 nm, 1.8
V, (c) ∆f = 400 Hz, A = 5.36 nm, 0 V (d) ∆f = 460 Hz, A = 5.36 nm, 0 V. Scale
bars correspond to 1 nm.
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Figure 5.10: Experimental F (z) interaction using the on/off method. (a) ∆f mea-
surements taken over surface hydrogen atom (blue) and between rows (magenta).
(b) Calculated F (z) when averaging over five atomic sites. Note: z = 0 correspond
to tip-sample separation during image acquisition at ∆f = 460Hz.

experimental findings) while hydrogen terminated tips show almost no at-
tractive interaction. It it therefore possible to speculate that the AFM to-
pographs observed in Fig. 5.10(a) (5.10(b-d) have Si (H)-tip terminations.
Unfortunately, the results of these measurements are inconclusive, as only a
limited number of spectroscopic and image acquisitions have been obtained.
Additionally, a positional uncertainty also exists due to the discrepancy in
the imaged tip position of the forward and backward image traces.

Combined AFM/D-STM imaging using Si cantilevers has been performed
by applying a bias between cantilever and sample. D-STM (tunnel current)
imaging in this case proved exceedingly difficult. In this case, certain artifi-
cial features re-appeared throughout long periods of imaging. These features
are caused by cross-talk between the frequency and current channels, when
a bias is applied [133], also known as the ’phantom force’ [134]. This was
observed for nearly all images where a bias was applied.

Conventional STM imaging was also attempted using unexcited Si can-
tilevers, which produced poor results. Although it was relatively straight-
forward obtaining atomic resolution, the images were very noisy and showed
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unstable imaging. Conventional STM imaging using a metallic tip usually
resulted in a wide array of contrasts of the dangling bonds. However, for
Si cantilevers, the dimer structure nearly always looked similar to the ones
shown in Fig. 5.11. It is suspected that this particular image contrast, is a

Figure 5.11: STM imaging using an unexcited AFM Si cantilever. Acquired at 2
V, 50 pA.

result of Si termination on the tip. Due to the poor quality obtained using Si
cantilevers, we are planning on using Pt/Ir coated cantilevers for improved
combined AFM/STM imaging and force spectroscopy for all future AFM
studies on hydrogen passivated surfaces.

To conclude, a hydrogen passivation procedure has been implemented to
obtain high quality H:Si(100)-(2×1) surfaces. For STM imaging the dimers
appear very dissimilar depending on the tip state but can but the most com-
monly observed imaging states can be categorized into row, dimer, atom
and asymmetrical representations of the dimers/atoms. To provide a better
understanding of the STM contrast mechanisms, AFM imaging and force
spectroscopic measurements have been performed on the surface. Contrary
to previous studies [132], we observe that the dimers can appear dissimilar
based on the tip, suggesting that AFM imaging is possible using several tip
terminations. We are therefore planning on acquiring performing 3D force
spectroscopy while acquiring simultaneous STM/AFM imaging using a mul-
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titude of tips and tip (imaging) states and combining it with theoretical
calculations will allow a better understanding of the STM contrast mecha-
nisms.
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Chapter 6

Towards autonomous SPM
manipulation

In scanning probe microscopy (SPM), the ability to image and perform ma-
nipulations has been shown to be crucially dependent on the state of the tip.
Since their creation, these instruments have been invaluable for investigating
and manipulating surfaces and adsorbates at the atomic scale. An especially
important class of atomic manipulation is the scanning tunneling microscope
(STM), which has been shown to perform hydrogen resist lithography on hy-
drogen passivated Si(100) surfaces with single atom specificity [135]. This
technique has been used in the process of creating functional electronic de-
vices, including single electron transistors [93], at the atomic scale. One of
the main advantages of this technique is that it allows atomic scale imaging
during the patterning process, thus offering flexibility and operational con-
trol during patterning.

Our ultimate objective is to create atomic scale structures, in an entirely
automated and autonomous fashion, without any human intervention. The
author has been involved in two lines of work trying to achieve this objec-
tive; (i) one performed at Zyvex Labs, where the focus of research is devoted
to large-scale autonomous patterning and (ii) the other conducted at the
University of Nottingham where single atom manipulation and specificity is
emphasized. This chapter is therefore divided into two sections: The first
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section covers the work at Zyvex Labs performed by the author, but pre-
sented in the light of "the grand scheme of things" at Zyvex. A publication
on this Zyvex-based work is in the pipeline. In the second section, work per-
formed at the University of Nottingham is covered, from which a publication
has recently been submitted [136].

6.1 Autonomous SPM manipulation: Large
scale patterning and control

This first section deals with large scale patterning of DB assemblies, and
how to overcome some of the difficulties associated with creating them. At
room temperature (RT), this process is severely inhibited by effects such as
creep, drift and hysteresis behavior of the tip. In order to create large scale
patterning it is therefore crucial to minimize (at least some of) these effects.
Particularly, in order to minimize creep and hysteresis it becomes necessary
to both minimize and optimize the path of writing.

As explained in section 4.3.3 in order to perform hydrogen desorptions,
an STM tip is used as a lithography instrument. The STM instrument is
extremely convenient, as it allows atomic scale imaging of the surface both
before and after desorptions. As a result, the the exact writing features can
be identified and placed with atomic deterministic precision.

The focus at Zyvex Labs is to fully automate the patterning process, with
single atom accuracy. Although, like both Simmons et al [93] and Schofield et
al [85], we have achieved H-depassivation lithography with atomic precision
(see Chapter 5), the focus of our work is not on performing lithography with
the highest spatial accuracy. Instead, our objective is to implement least-
path algorithms to minimize influences of effects such as creep and hysteresis
(explained below) on the writing accuracy.

The patterning is performed by combining two different writing modes:
atomically precise (AP) and field emission (FE) mode (Section 4.3.3). For
deterministic writing, the AP mode is selected to write single atom lines while
the FE mode is selected for multiple lines. Since the FE mode can extract
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many atoms relatively quickly, it can be used for fast writing on large scale
sections the patterning where the accuracy is less crucial. By combining the
two, as shown in Fig. 4.8(xiv-xvi), large scale patterns can be written with
atomic accuracy relatively quickly.

Using this multi-mode writing procedure, the author was able to create

Figure 6.1: Selection of large scale patterning based on bitmap images (inserts)
used as input for writing vectors. For the bottom left image, the writing vectors
have been rotated after the image has been converted to writing vectors.

DB assemblies as exemplified in Fig. 6.1. Initially, the optimal parameters
(V,I, and dosage) for writing AP and FE profiles are determined by writing
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AP desorption lines similar to the ones shown in Fig. 4.8(i) using different
mixtures of desorption parameters. The desorption parameters producing
the most atomically precise linewidths are chosen, and are subsequently used
as input to a multi-mode lithography compiler to determine optimized tip
paths for AP mode and FE mode in order to minimize write time while main-
taining atomic precision edges. A given pattern (in the form of a bitmap)
is then fed into a compiler which will convert the bitmap into writing vec-
tors for the FE and AP mode. From the identified writing area, FE vectors
are selected first. The area where the FE vectors "do their work" is then
subtracted from the total writing area. The remaining area is then used for
writing AP vectors.

However, one may notice that when writing large scale patterns (Fig.
6.1(d)), the writing becomes less precise. In this case, there is a large mis-
alignment between some of the AP and FE vectors. The problem is caused
by several factors. Drift between the tip and sample causes the surface to
be shifted out of alignment. This causes the writing pattern to be shifted as
well. So in general, the longer the patterning takes, the larger the discrep-
ancy becomes. Although drift can be minimized, at room temperature it can
never be completely eliminated. Although a drift compensation routine has
been implemented from Zyvex [137], we will not discuss it here as it plays a
minor issue (assuming the patterning process is reasonably fast) in terms of
accuracy, and does not affect the bahavior of the tip. The two main problems
associated with writing large scale patterning (assuming a perfect tip that
does not change during writing) is creep and hysteresis of the tip which are
both tip dependent. Fig. 6.2 shows how creep is caused (top) and its effects
on imaging the surface (bottom).

Creep occurs as a direct result of moving the tip. Moving the tip on
the nanometer scale is carried out by extending/contracting the piezo by ap-
plying a voltage to it. Although most of the motion occurs instantaneously,
the piezo will keep extending over a period as a result of the new voltage.
As a result, the images that one observes, becomes smeared. The creep is
proportional to the tip movement. In other words, the creep becomes larger
for larger tip movement. As a result, creep therefore represents a serious is-
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Figure 6.2: Creep associated with tip movement. (top) moving tip on large scale
causes the tip to traverse most of distance instantaneously, but still extending
slowly due to extension/contraction of peizo material. (bottom) Images appear
distorted as a result of further movement during scan. From [138].

sue in terms of accuracy when performing large-scale patterning. Creep can
be minimized in several ways: either by moving the tip very slowly, prevent-
ing the tip from jumping large distances, pausing the writing conditions at
specific convenient times, or smoothing out large scale motions by writing in
localized areas over an certain time period. Note, that these choices are by
no meant the only possibilities for minimizing creep. At Zyvex, an electronic
feedthrough has been developed to correct for creep in real-time. The creep
correcter works by adjusting the image coordinates using predetermined coef-
ficients for the creep correction at different time scales. As the tip moves, the
creep correction coefficients are then multiplied proportional to the tip move-
ment and the image coordinates are thus corrected in real time. Although
this technique does help in minimizing the creep, it has several drawbacks.
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Firstly, the correction factors are dependent on the materials properties, and
therefore needs to be determined for different equipment. Secondly, the the
correction factors only apply a averaging of the tip movement, while the real
position of the tip can be more erratic. It thus still becomes important to
minimize tip movement (either by moving slowly, avoiding large movements,
or constraining movement at specific times), during patterning in order to
reduce creep.

The second major issue with writing is caused by hysteresis of the probe.
Fig. 6.3 an attempt is being made on writing five large scale desorption lines
of equal length. One observes that the hysteresis causes the lines to be of

Figure 6.3: Problems caused by tip hysteresis. After attempting to create five
BD lines of equal length, hysteresis of the tip causes the lines to be stretched out
proportional to L2 of the writing length. From [138]

unequal length. Experiments have shown 1, that the hysteresis is propor-
tional to L2 of the writing length, and is dependent on the history of the tip.
As a result of these effects writing large scale patterning with high (atomic)

1Comments by J. Ballard, Zyvex Labs
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accuracy becomes extremely difficult. The author was therefore assigned to
implement an algorithm for both optimizing and minimizing tip movement
to be used for writing large scale arbitrary patterns.

6.1.1 Minimum path algorithm

As explained in a publication from Zyvex ([113]), patterns are written by
(i) loading in a bitmap image of the selected pattern. Each pixel represents
a dimer to be written. From this image (ii) horizontal and vertical vectors
are generated (FE vectors are generated first, and the area they cover are
excluded from the area where AP vectors are generated). (iii) Overlapping
vectors are excluded with respect to the longest vector. (iV) The process of
generating and excluding overlapping vectors is then repeated for the shorter
vectors, until there are no more vectors to exclude. Patterns are written by
first writing the longest vector. The tip then moves to the endpoint of the
nearest vector and writes that line. This is repeated until all vectors are
written. Fig. 6.4 shows a simple example of this principle.

In Fig. 6.4(a), the path for tip movement between writing vectors when
starting from the longest vector is shown. Since in this particular case, all
writing vectors are of equal length, the tip will start from an arbitrary po-
sition. As a result, the total minimum path for tip movement is clearly not
optimal. At some occurrences, the tip makes large jumps back and forward,
in order to complete the writing. To avoid this, the author modified the
writing path algorithm to include all possible combinations of writing paths
and subsequently select the path which provide least tip movement. In Fig.
6.4 the result for this particular example is illustrated. Although it has been
shown through testing, that this procedure only moderately improves overall
tip movement, it does significantly minimize any unwanted jumps that could
cause creep to the tip.

Despite this improvement, the method is still extremely crude for mini-
mizing tip movement both during and between writing. For instance, if the
vectors in Fig. 6.4 had varying length, the minimum path would look quite
different and even when selection the optimal path, it might not be possible
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(a) (b)

Figure 6.4: Simple diagrams used to illustrate principle of minimum path proce-
dure, where arrows represent writing vectors used to write AP desorption lines
and the dashed lines represent the selected path of tip movement (without des-
orption) between writing clusters. (a) The tip moves from an initially designated
position (vector 1) along a minimum path in the direction the arrows are point-
ing. (b) Modified minimum path to include all possible combinations of tip path
movements between vectors. The length of all writing vectors are presumed equal.

to avoid sudden jumps. When selecting arbitrary patterns, this becomes even
more complicated. The author therefore modified the least-path algorithm
to segment the image into clusters based on the density of writing vectors. If
the density of writing vectors within a certain area is higher than a certain
amount, the minimum path between these vectors will be determined and
written first. The tip will then move the least path between the clusters.
In principle, this method will allow the tip large scale movement in a more
smooth way, as it slowly writes one cluster after another. The author imple-
mented this algorithm but it was never tested experimentally. It is assumed
by the author, that the algorithm is still being modified by the people at
Zyvex and that a publication is in the pipeline.
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6.2 Autonomous SPM manipulation: Atomic
scale control and specificity

With the ultimate goal of autonomously fabricating atomic scale structures,
we have implemented the following protocols. (I) In order to automate
and control the H:Si(100) patterning process with single-atom specificity,
a feedback-controlled lithography (FCL) approach based on the technique
developed by Lyding et al. [7] was implemented. By actively monitoring the
STM feedback signal and controlling the desorption parameters during pat-
terning, individual atoms can selectively and ’autonomously’ be desorbed.
This type of automated atomic-precision lithography has been developed
and expanded over the last few years by Randall and co-workers at Zyvex
Labs;[113] the resulting control system, ZyVector, is now commercially avail-
able. We show that for the variant of the FCL technique we have adopted,
robust detection of single desorption events is possible. More importantly,
the automation protocols we have developed enable the systematic genera-
tion and analysis of thousands of hydrogen desorption events, which in turn
have provided key insights into the role that the atomistic structure of the
tip apex plays in the extraction process. Additionally, although FCL has
been used to extract single atoms as proof-of-concept [7], we examine the
fidelity of our extraction routine for autonomous lithographic patterning. (i)
An SPM software package was developed providing routines for image pro-
cessing and feature recognition(s). Part (i) was mainly developed by the
author and Laurent Guirnet. Part (ii) was mainly developed by Julian Stir-
ling [139], Richard Woolley [140], and later on, others [141, 142] in our group.
The SPM software package (SPIW) has been applied to demonstrate tip con-
ditioning in an autonomous manner [143]. However, our autonomous SPM
software lacks one crucial component: image comprehension - the ability to
make intelligent decision making based on the image features. Our initial
goal was to combine (i) and (ii) into a fully autonomous SPM manipulation
tool. However, due to time constraints this was not implemented.

The rest of this chapter is therefore divided into 3 sections: in Section
6.2.1, our automated single atom manipulation routine is presented. In Sec-
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tion 6.2.2 the state of progress of our automated image recognition routine
is reviewed, along with strategies for successful combination of the two rou-
tines. Finally in Section 6.2.3, (iii) the tip state influence on the manipu-
lation(s) and image recognition process is examined. Hopefully, this could
lead to improved classification and decision making for future autonomous
SPM implementation(s). A publication covering the work in part (i) and
(iii) (performed mainly by the author) has been submitted [136]. We con-
clude the chapter with an examination of additional physical properties of the
surface and the generated DB structures, and outlines strategies for future
improvements and investigations.

6.2.1 Automated extraction routine

In order to automate and control the H:Si(100) patterning process with
single-atom specificity, a feedback-controlled lithography (FCL) approach
based on the technique developed by Lyding et al. [117] was implemented.
Fig. 6.5 shows a flow diagram of our automated dangling bond (DB) gen-
eration routine. Upon activation of the automation routine, the tip was
positioned at the desired location for atom extraction, and the initial pa-
rameters were subsequently changed to the desired desorption parameters
VD, ID. The desorption parameters were initially determined from trial and
error as the lowest voltage needed to desorb an atom for a given current
over a certain amount of time. Upon reaching the desorption parameters,
the Z(t) feedback signal is then used to monitor in real-time for a jump in
Z. A desorption event will trigger a jump in the tip position which is used
as a spectroscopic signature for the desorption process. A threshold jump
height of 0.3 Å was found most suitable for detecting a desorption event, as
higher thresholds potentially lead to desorption events not being detected,
while smaller thresholds increase the probability of false detections. If a step
in Z (Zstep ≥ 0.3 Å) is detected, the desorption parameters subsequently re-
bound to the initial scan parameters. For step detection, a 10 ms integration
time was found to be most appropriate as larger integration times could lead
to multiple desorption events. A successful detection of one DB using our
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Figure 6.5: Flow diagram showing implementation of automated DB generation.
The tip is initially positioned using predetermined desorption parameters and co-
ordinates, followed by a change from scanning conditions to desorption parameters
(VD, ID, t). The feedback signal, Z(t), was then monitored in real time. Following
detection of a jump in Z, or an elapsed time t, the parameters were subsequently
restored to the imaging conditions. The desorption procedure was then repeated
for all input coordinates.
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automated extraction routine is shown In Fig. 6.6
The automated extraction routine can be used for arbitrary patterning
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Figure 6.6: The feedback (z) for automated DB generation performed at fixed
position. (I) moved to position, (II) ramping ID, (III) Z jump detection at ID, VD,
(IV) ramp ID back to imaging parameters, and (V) reached imaging parameters.

with high fidelity as shown in Fig. 6.7. The reliability of the automated
extraction routine was evaluated by comparing step detections from the rou-
tine with the true outcome as observed from STM imaging. The results are
plotted in Fig. 6.8, for 1126 trials. For each trial, the extraction routine is
run for 60 seconds using similar desorption parameters. Desorption events
are classified based on whether any desorption occurs directly underneath
the tip (primary) or if none occurs directly underneath the tip. Desorption
events with either an uncertain number, or more than four dangling bonds
generated, are collectively called clusters. We find that our step detection al-
gorithm reliably detects any type of desorption, whether they occur directly
underneath the tip (primary) or not, but elsewhere (secondary). Single atom
extraction events are detected with a 90% accuracy. Other unwanted events,
such as multiple desorption events, or secondary desorptions, are similarly
reliably detected.

It is well known that the structure of the tip can change during a des-
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Figure 6.7: Construction of multiple DB arrays using an automated extraction
routine. Images acquired at 1.6 V, 10 pA.
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Figure 6.8: Detection efficiency for different desorption types using the automated
detection algorithm. Here, primary refers to the generation of at least one dan-
gling bond directly underneath the tip (preselected desorption coordinate), while
secondary is used when no desorption occurs underneath the tip (but occurs else-
where). Clusters refers to the generation of more than four dangling bonds (DBs)
or an indistinguishable number of DBs.
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orption event as a result of tip-surface interactions [115]. To investigate the
desorption efficiency under practical conditions, data containing tip changes
during desorption were not excluded. Influences of tip states changes on
desorptions were investigated in more detail in Appendix B.1. We find that
only a small subset (8.9%) of the total number of trials involved tip-state
changes. All tip imaging states were classified based on the image observed
prior to desorption. Only data that could not be classified into the four tip
imaging states (row, dimer, atom, asymmetric) prior to desorption were ex-
cluded (constituting 1.7% of trials).

Unfortunately, the automated desorption algorithm does, unavoidably,
register false jumps (22.7%). This is mainly due to noise fluctuations in
Z and a low Z-threshold value which triggers false jumps. For reliable au-
tonomous lithographic patterning, an improvement in the detection of a des-
orption is needed. Possible strategies for detection of a desorption include
(I) identification of a desorption event through image visualization, (II) com-
bining the extraction routine with additional spectroscopic signatures for
desorption [144], (III) detecting desorption by monitoring current fluctua-
tions [117], or (IV) by increasing the performance of the extraction routine.
General ways of improving the performance extraction algorithm include (i)
reducing/avoiding noise influences by carefully selecting the-tip sample inter-
actions that lead to the most reliable signals (tip-sample distance, desorption
parameters, tip state influence etc..), (ii) filter/smooth the noise fluctuations
either electronically or algorithmically or (iii) improving the Z-jump detec-
tion algorithm. The Z-jump step detection algorithm focuses exclusively on
looking for a jump in Z. It is possible, that desorptions (and unwanted sig-
nals) causes more distinguishable real time responses on the feedback signal
than simply looking for an abrupt jump. The Z dependence on V, z(V),
was therefore examined using an automated extraction routine that looks for
a change in Z while changing the voltage in small incremental steps. The
data are then used to examine if there is a correlation between the rate of
change in height dz/dV with actual step detections. The results are shown
in Fig. 6.9, and were analyzed by Peter Sharp in our group. Events where
tip changes or adsorbate transfer between tip and surface occur are classified
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Figure 6.9: Examining the distribution of successful desorption detections by com-
paring the the absolute magnitude of Z-jump with the rate of change in Z with
respect to voltage changes (i.e. dz/dV ).

as "unidentified". We observe, that single desorptions leads to clearly defined
jumps in Z, and that the rate of response of the feedback circuit (dz/dV ) has
a clear progression. Combining the dz/dV dependence with step detection
thresholds could lead to improvements in the desorption efficiency. However,
due to time-constraints, this avenue has not been examined further.

Combining our automated extraction routine with our automated image
recognition software could potentially lead to full autonomous single atom
manipulations with high fidelity. We will therefore turn our attention on the
current progress in our image recognition and decision-making software and
how we plan to combine the two.

6.2.2 Automated SPM processing and decision making

SPM is an extremely effective tool of imaging, manipulating and spectroscop-
ically probing atoms and molecules on surfaces. To perform any one of these
attributes, the tip state of the probe apex is extremely important. Often the
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user starts with an unknown tip state and an inability to recognize surface
properties. Based on experience, the scanning probe microscopists uses a
selection of tip conditioning and scanning parameters, until the "correct" tip
state is obtained. This approach can be both extremely time-consuming and
ultimately unreliable.

A highly desirable goal for the SPM community therefore is therefore
to be able to automate the entire SPM imaging and manipulation process
without human interference. Ultimately, it is desirable to be able to iden-
tify surface features and and apply analytical tools to investigate the surface
properties without assuming any prior knowledge of the surface or the tip.
In other words, every aspect of the decision making process would be based
exclusively on machine learning.

To address this issue, the Scanning Probe Image Wizard (SPIW) toolbox
was developed by Julian Stirling and coworkers[139] in our group. The SPIW
package contains analysis tools ideal for scanning probe data processing. Us-
ing image analysis tools from the SPIW package and combining them with
machine learning techniques, an automated STM tip conditioning software
was developed [143]. The automated tip conditioning software was success-
fully tested on a Si(111) 7 × 7 surface under UHV conditions without any
prior knowledge of the surface structure.

To give an idea of how it works, we include some examples of the types
of images commonly acquired during STM imaging in Fig. 6.10, and show
how the automation software is able to not only distinguish between them,
but make rational decisions on how to obtain the "right" tip state. In one ex-
ample (Fig. 6.10(a)) although flat areas can be observed, the image features
change quite frequently. Often SPM users infer that these types of images are
attributed to unstable tip terminations. In another example, in Fig. 6.10(b),
the underlying surface structure seems to be "smeared out" suggesting that
the tip state cannot resolve the surface structure. However, at the same time,
3,4,9,10-perylene-tetracarboxylic-dianhydride (PTCDA) islands (see Chapter
7) are observed quite distinctively and with high resolution, suggesting that
the tip is in a state capable of resolving high-resolution features. For such
types of images, the SPM user has a difficult time making any interpreta-
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Figure 6.10: A selection of commonly observed STM image types on PTCDA
covered Ag(110) surfaces.(a) observation of surface features, but with tip changes
and unstable/noisy imaging, (b) unknown problem, (c) surface looks "noisy" due
to diffusion of mobile species (PTCDA) on the mobile phase (see Chapter 7),
while island features are clearly distinguishable, and (d) observation of underlying
surface structure but where the mobile species are not visible.

tions, the "smearing" of the image could be hypothesized to be a result of
tip effects or attributed to surface properties, such as contamination on the
surface. The SPM user often approaches this problem through a selection of
tip conditionings combined with image acquisitions until enough parameter
space has been collected to satisfy the SPM user. From the collections of
acquired images, the SPM user often infers the underlying surface structure
from the images with the fewest number of defects or surface adsorbates, or
alternatively from the images with the most distinct features.

Similarly, for automated tip conditioning, a collection of images needs to
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be analyzed and assessed. In principle, one could condition a tip; collect im-
ages and process them; gain an understanding of what the images represent,
and use this knowledge to make decisions on tasks such as further modifying
the tip, perform spectroscopic measurements, or perform manipulations. In
the case of automated tip conditioning, the decision process for obtaining
good tip states from an unknown starting point is derived using a specific
strategy: (i) initially large-area scans are are obtained. Images are then se-
lected based on the surface roughness; if the images satisfy a certain criteria,
the tip will proceed to perform smaller-scale imaging. Alternatively if the
criteria is not met, a selection of tip conditionings and scanning conditions
are applied. Similar smaller-step increments and image recognition protocols
combined with decision makings based on selection criteria are applied until
high resolution images have been identified.

The analytical tools for data processing are therefore an important aspect
of the automation routine. Rochard Woolley in our group further improved
upon many of these tools as exemplified in Fig. 6.11. Here we observe that
many common species on the surface can not only be identified (6.11(b)) but
even distinguished (6.11(c)) based exclusively on appearance. With the abil-
ity to recognize (almost) any atomic structure/feature individually 6.11(d),
selective manipulation becomes possible. The intent was to combine our au-
tomated hydrogen desorption routine with the automated image recognition
routine for full autonomous SPM manipulation. Unfortunately, due to time
constraints this has not been implemented. Additionally, a key component is
missing in order to allow intelligent decision making is image comprehension
- making intelligent decision making based on the image collection.

Another problem with autonomous SPM manipulation is that determin-
ing the "right" state is anything but trivial. Usually, the observation of single
atoms are thought to represent "good" tip states. However, as we show in
6.2.3, atomic scale resolution represents the least favorable tip state for hy-
drogen desorptions. To give an example of how "good" and "bad" tip states
are selected, we show two images (Fig. 6.10(c-d)) taken over the same area,
but with different tip states. In Fig. 6.10(c), the surface appears "noisy", sug-
gesting that the tip is not discerning the surface very well or that the tip is
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Figure 6.11: Identification of specific surface features on H:Si(100)-(2×1) surface
using SPM processing software. Unpublished work by Richard Woolley.

somehow unstable, while in Fig. 6.10(d), the surface is clearly defined. Nor-
mally, an SPM user would simply ignore ignore the "noisy" images. However,
as we will show in section 7.2, these types of tip states are the "good" states
for investigating diffusion PTCDA on that surface. One way to solve this
is would be to include analytical tool for analyzing spectroscopic signatures
(such as the step detection) or to search for surface contours while imaging
as reliable identification criteria. As an example, a simple I(z) spectroscopic
reading showing exponential behavior could be used as an indicator for tip
stability. Adding further spectroscopic tools could thus improve the decision
making process, while simultaneously allow autonomous examination of the
physical properties of the surface.
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6.2.3 Atomic manipulation: tip state dependency

As previously stated, our ultimate goal is to fully implement an automation
routine that will identify the surface structure, provide reliable manipulations
on the surface, and subsequently identify changes to the surface, caused by
the manipulations. To reliably perform manipulations based exclusively on
images, the tip state dependency needs to be examined. The dependence of
the desorption efficiency on the atomistic structure of the tip apex was deter-
mined by grouping the tip states into a set of broad classes. Fig. 6.12 (a)-(d)
shows a selection of observed tip states, and their respective grouping into
the following classes: (a) rows, (b) dimers, (c) atomic, and (d) asymmetric.

The desorption efficiency is plotted in Fig. 6.13 as a function of voltage,
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Figure 6.12: Classification of tip imaging state into: (a) rows, (b) dimers, (c)
atoms, and (d) asymmetrical. Images (a,k), (b,i), (b,j), (c,i), (c,j), (c,k), (d,i),
(d,j), (d,k) have been rotated to align the direction of dimer rows. Line profiles
(e) along and (f) perpendicular to rows from positions indicated in (a)-(d).Note
that some of the profiles have been shifted by an onset of 20 pm for clarity. Scale
bars correspond to 0.77 nm (i.e. the dimer row separation on Si(100)).

for each respective type of observed tip states ((a) row, (b) dimer, (c) atomic,
and (d) asymmetric). All tip states that could be classified into these group-
ings (2023 out of 2074 trials) were included in our analysis. Each data value
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Figure 6.13: Desorption frequency for each desorption type as a function of voltage
for different tip imaging states. Each data point corresponds to a run of the
automation routine over a fixed voltage value Vfixed (normalized to 1 for each
Vfixed value) for 60 s.
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in the figure corresponds to an experimental run of the automated extraction
routine. In order to gauge the desorption efficiency as a function of voltage,
all data were acquired by keeping the desorption parameters fixed (1.2 nA,
Vfixed) for a given bias for the same amount of time (60 s). All experimental
trials performed at each voltage value (Vfixed) were therefore normalized to
1. Data where false detections occurred before 60 seconds were excluded.
Standard error bars were obtained by dividing the standard deviation for
each desorption type for a given tip state with the square root of the number
of events for each voltage.

We observe that the onset of desorption follows the general tip classi-
fication rule: Vrow ≥ Vdimer, Vasymmetric ≥ Vatomic for a given bias, respec-
tively. This translates into a desorption probability that follow the same
rule: Prow ≥ Pdimer, Pasymmetric ≥ Patomic. These results are further cor-
roborated by similar findings using other STM tips and using different FCL
automation routines (not included).

Our findings show that row-resolved tip states produce a single desorp-
tion event more reliably than other tip states, and that other unwanted
reactions (such as producing clusters) are less likely for the row-resolving tip
apex than for other states. The reason for this remains as yet unclear but
an obvious candidate explanation relates to the density of states of the tip
apex. Although the STM image contrast mechanism has been investigated
for bare,[103, 104] and passivated Si(100) surface,[145, 146] this has been in
the context of the density of states and band structure of the substrate; the
influence of the atomistic structure of the tip on the contrast mechanism has
not yet been investigated.

For our desorption conditions (electron energies <4 eV), the dominant
desorption mechanism is attributed to inelastic scattering of the tunneling
electrons of the Si-H bond [110, 147]. Using this model, the tunneling proba-
bility is dependent on several factors, including, of course, the local density of
states (LDOS) of the tip. It is therefore reasonable to speculate that for the
H:Si(100) surface, tip states producing row-like STM topographs might have
a greater density of states (in the energy window defined by the tip-sample
bias) than other classes of tip apex. This will directly affect the available
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flux of electrons and, thus, the desorption probability.
Although early theoretical studies suggested that while the electric field

under the tip is insufficient to directly induce H atom desorption, it could
nonetheless play a significant role via spatial localization of the excitation
[148, 149, 150, 151] due to a Stark effect. However, subsequent experiments,
where neighboring hydrogen atoms were extracted, show that interdimer ex-
traction is more favorable than intradimer extraction, suggesting that the
presence of an electric field does not play a significant role in the desorption
process [95]. Our results support these latter findings. Moreover, we find
that the distribution of different types of neighbouring desorption events is
also tip-state dependent (Appendix B.4), where intradimer desorption oc-
curs more frequently for atomically resolved STM topographs. We are plan-
ning a systematic combined density functional theory (DFT)-non-equilibrium
Greens function study in order to elucidate the origin of the higher desorp-
tion efficiency of the row-resolving class of tip apexes (and to ascertain the
extent to which the H desorption process is mediated by the structure and
density of states of the tip apex).

In Appendix A, the desorption mechanism is examined in more detail
by examining additional parameters, such as examining how many DBs are
generated (Appendix B.2), or if specific atomic sites are favored (Appendix
B.4). These parameter influences are furthermore examined for the various
tip states. We observe, that the generation of NDB > 1 increases for higher
UBias. Additionally the generation of multiple DBs seem s to follow the gen-
eral rule Pmrow ≤ PmDimer ≤ PmAtomic, where Pm is the probability of
multiple desorptions. Multiple desorptions thus occurs more frequently for
tip states displaying atomic resolution than dimer or row-like resolution.

To summarize, our findings have shown that extracting single H atoms
is best achieved for row-resolving tip imaging states and low bias voltages.
Additionally, at these conditions, undesirable side effects such as multiple or
secondary desorptions are also minimized. The low bias voltage probably
plays a significant role in limiting the number of unwanted desorptions as
the desorption yield is highly dependent on the the bias voltage and elec-
tron dosage [110, 152, 115]. Based on our findings we conclude that the best
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strategies for controlling the automated patterning process can be obtained
by (I) carefully selecting the proper tip geometries for desorption, (II) con-
trolling the desorption yield (affected by desorption parameters, tip-sample
distance), and (III) through reliable detection of H extraction by either mini-
mizing/excluding noise influences or improving the step detection algorithm.
The remainder of this chapter will focus on examination of DB assemblies
to understand their physical properties and provide an outlook for future
investigations.

6.3 Outlook: Physical Properties of DB as-
semblies

In this section we will examine the physical properties of the DB assemblies
generated by our automated single atom extraction routine and provide an
outlook for future experiments. One of the main advantages of of our extrac-
tion routine is that, it allows creation of well-defined atomic scale structures.
Of particular interest, is the examination of coupled DB assemblies. For ex-
ample, one dimensional (1-D) DB wires show metallic behavior along the line
at RT due to coupling of the DB states within the wire. As a result, 1-D DB
wires could be used as atomic sized interconnects [153]. As the DB bound
surface state can be engineered to have different charged states, DB assem-
blies can serve as atomic-scale electronic devices or in the use of quantum
computing devices [154]. The study of DBs is therefore crucial for future
implementation of such devices.

Using our automated atom extraction protocol, DB assemblies of vary-
ing sizes were created. Fig. 6.14(a) shows an empty state STM image of a
coupled (left in image) and an uncoupled (right in image) 2 DB wire along
the atomic row of the Si(100):H surface. A structural model of the two
DB structures is presented (6.14(b)), showing the positions of the atoms on
the surface. Additionally, the uncoupled DB pair is separated by one atom.
To investigate the electronic properties of the DB pairs, scanning tunneling
spectroscopy (STS) dI/dV spectra were performed across at specific points
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Figure 6.14: (a),(d) Empty state STM images (+1.6 V) of DB lines DB lines con-
taining 2 coupled (left in STM images) and 2 uncoupled (right in STM images)
neighboring DBs. (b) height profile taken from the STM image in (a). Structural
models of presented structures are also shown, where grey and red circles depict
hydrogenated and bare silicon atoms, respectively. (c) STS dI/dV spectra ac-
quired after obtaining image (a). (e) Concurrent dI/dV image (+1.4 V, 100 pA)
for image (d). Scale bars corresponds to 1 nm.
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along the wires (6.14(c)). For dI/dV spectroscopy, an 30 mV, 3.8 kHz a.c.
modulation to the d.c. bias voltage was used. An offset of 1.6 V, 100 pA was
used for each spectroscopic measurement.

Collected dI/dV spectra for the DB lines show similar electronic struc-
tures, with a peak around +1.4-1.5 V which correspond to ρ∗ antibonding
states of the Si dimer back bonds [155]. The uncoupled DB line have a lower
density of states at the center of the line, demonstrating that the DBs are
uncoupled.

In addition to performing dI/dV spectroscopy at specific points, dI/dV
imaging was performed over DB structures on the surface. dI/dV spatial
imaging can be obtained by performing a slow constant current topographic
image, while simultaneously recording the dI/dV signal using a specific bias
voltage V. The resulting dI/dV spatial map is directly related to the LDOS of
surface at a defined energy eV, in contrast with normal topographic imaging
which involves integration of states from the Fermi level. In Fig. 6.14(d)-(e)
an STM topographic image is shown (6.14(a)) with its simultaneously ob-
tained dI/dV image 6.14(b). We observe that at +1.4 V, that the surface
state of the unpaired BDs appear more localized than the paired DB.

Despite the advantages of using our automated extraction protocol for
creating DB structures, creating coupled DB structures, where at least one
DB for each dimer is created, proved exceedingly difficult. Most commonly,
dangling bonds would be generated for every second dimer along the row
as exemplified in Fig. 6.15. In line with our findings, previous experiments
have shown that single DBs are predominantly produced [95]. It has been
suggested that the lower yield of paired DBs on adjacent dimers is due to
a lower desorption rate. In other words, it is more unlikely to desorb two
atoms than one. As evidenced [152], the desorption probability is critically
dependent on the energy of the tunneling electrons and the electron dosage.
It is therefore conceivable that the fabrication of DB assemblies can be more
accurately controlled by providing more suitable desorption parameters, but
creating paired DB assemblies is considerably more challenging.
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(a) (b)

Figure 6.15: DB wires/assembly of length 1,2,3 and 4 DB from left to right. (A)
1.5 V, 10 pA (b) -1.5 V, 10 pA. Scale bars correspond to 2 nm.
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Chapter 7

Surface diffusion: adsorbate
dynamics and mobility

Of high interest in both chemical and materials science is the study of the
mobility of adsorbates, and the resulting surface functionalization from their
assembly. In general, adsorbates are deposited randomly from a source on
the surface, until they undergo structural rearrangement into some ener-
getically favorable arrangement [156]. The processes have been intensively
investigated to understand nucleation and growth phenomena. The lateral
mobility of adsorbates in general and molecules in particular play a vital role
in forming these structures. Molecular rearrangements generally occur via
thermal activation [157, 158] leading to diffusive motion. Therefore, under-
standing diffusion properties, such as the diffusion coefficients and activation
energy, play a new part in controlling and steering the formation of surface
assemblies. To date, the motion of surface adsorbates has primarily, though
not exclusively, been studied by imaging the surface at regular time intervals,
thereby acquiring snapshots of adsorbate movement [156]. It has been shown
that the diffusion of adsorbates on surfaces can be derived directly using STM
[159, 160, 161]. By monitoring how fast a molecule passes underneath the
tip, it has been shown that the diffusion coefficient can be derived [161]. The
diffusion coefficient was determined by analyzing signal fluctuations in the
tunneling current signal. From this, three approaches have been developed to
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extract the diffusion coefficient [162]. The experimental approaches adopted
so far use a spatially fixed tip. We have implemented a new experimental
method where the tip is oscillated. With this non-stationary probe we aim
to measure the anisotropy of diffusion as has recently been suggested theo-
retically [163].

This chapter is therefore divided into three parts. First, the particular
molecular adsorbate we have studied, and the techniques for examining its
diffusive motion are presented. We then challenge the reliability of the fixed
probe (FIP) method, where the kinetics of adsorbates passing underneath
a locally fixed probe on the surface have been recorded. We find that the
tip state, and tip-sample/adsorbate interactions, again play a significant role
and need to be very carefully considered when examining adsorbate motion
using a locally fixed probe. A key limitation of the locally fixed probe (FIP)
method is that any observable molecule passing underneath the tip is reg-
istered, regardless of its directionality (i.e. isotropic diffusion is assumed).
In the second part, the FIP method is extended by oscillating the tip in the
x-y plane. It is expected that adsorbates passing underneath the tip will be
measured when entering and leaving the oscillation circle, providing informa-
tion on the directionality of their movement (i.e. allowing the measurement
of anisotropic diffusion). We show that the radially oscillating probe (ROP)
can be used to detect rapidly diffusing species and can be used to reliably
ascertain adsorbate motion from their signal fluctuations in the I(t) signal.

7.1 PTCDA diffusion

We selected 3,4,9,10-perylene-tetracarboxylic-dianhydride (PTCDA) for our
diffusion studies as it is a well studied molecule on metal surfaces, and is
highly suited to our purposes, i.e., it is a planar molecule which lies rather
flat on surface [164], is rectangular in shape, is rather inert, and has previ-
ously been studied in depth on Ag(110) surfaces [165, 166, 167, 168, 169] (but
not in the context of diffusion), while diffusion of PTCDA has been examined
on a similar surface, Ag(100) [161]. Fig. 7.1(a) shows the basic structure of

109



PTCDA. The geometric footprint of PTCDA has been approximated as an
(Lx × Ly) rectangle based on the vdW contours of the molecule. Although
rotational movement is, in principle, possible [171] we will not explore this
possibility here.

Previous experimental studies show, that on silver surfaces, PTCDA
forms a commensurate monolayer structure. On the Ag(110) surface, PTCDA
forms a brick-wall adsorption pattern with one molecule adsorbed per surface
unit cell [165]. Within this structure, the long axis of the molecule is parallel
to the [001] direction and the center of the molecule is located on the bridge
site between the close-packed atomic rows parallel to the [1̄10] direction, as
illustrated in Fig. 7.1(b). The center of the PTCDA molecule is located
between two close-packed Ag rows.

At sub-molecular coverages, PTCDA molecules on Ag(100) form islands
which coexist with a two dimensional gas phase of freely diffusing molecules
[161]. We show later that similar behavior is observed on Ag(110). In Fig.
7.1(c) the adsorption geometry of PTCDA on Ag(110) is shown. The PTCDA
molecule lies relatively flat on the surface, with an arch-like adsorption geom-
etry. Theoretical calculations revealed an adsorption energy of 3.39 eV per
molecule on the Ag(110) surface [170] with the main contribution to the ad-
sorption energy due to vdW interactions (73 %) while chemical interactions
contribute (27%) to the total binding energy [170]. The strong chemical in-
teraction is mediated by covalent bonding primarily between the π-electrons
of the perylene core and the substrate, leading to the formation of hybrid
orbitals involving the LUMO, HOMO and HOMO-1 and the metal 5s- and
4d-states [166].

7.1.1 Ag(110) surface

The close packed Ag(110) surface was selected due to the anisotropy of the
lattice structure as shown in Fig. 7.2. As a result, the potential energy bar-
rier for diffusion experienced by the adsorbate along the different symmetry
directions is expected to be different, and should lead to anisotropic diffusion
[156]. Additionally, Ag(110) surfaces can conveniently be prepared with large
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Figure 7.1: PTCDA structure on the Ag(110) surface. (a) Structural drawing of a
PTCDA molecule with scale bar based on its vdW contours. (b) Real-space model
of the PTCDA brick-wall superstructure on Ag(110). (c) Geometry of PTCDA
with equilibrium distance d from surface. Adapted from [170].

flat terraces, making them suitable for examining diffusion of mobile species.
The surface was prepared using repeated cycles of Ar+ ion sputtering of

the surface (with an energy of 800 eV, 10 min), and sequential annealing (0.8
A, 5.4 V, 20 min). The sputtering removes unwanted contaminants from the
surface. However, it causes a rippling effect [173]. Therefore, the surface
was subsequently annealed to flatten it again. In practice, flat surfaces were
obtained through repeated sputtering and annealing cycles. After multiple
sputtering and annealing cycles, including parameter optimization for both
steps, flat terraces of sizes of hundreds of nm2 could routinely be found.

7.1.2 PTCDA on Ag(110)

PTCDA was deposited on the Ag(110) surface as described in Section 4.4.1.
At sub-monolayer coverages, molecules form islands which coexist with a two
dimensional gas phase of freely diffusing molecules [171]. As we will show
later, the mobile species is not always visible (e.g. see Fig. 7.9), as will be
discussed in Section 7.2.2. Here, a 0.25 ML PTCDA island coverage was
obtained using a 20 min, 290 ◦C deposition as exemplified in Fig. 7.3(a-b).
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Figure 7.2: Atomic structure of Ag(110) surface. (a) STM image of close-packed
Ag(110) surface. The surface unit cell and high symmetry directions are marked.
(b) Ball-and-stick model (top view) of surface, for first (gray) and second (yellow)
layer. The surface unit is marked (dashed rectangle). Adapted from [156, 172].

The molecules can be imaged at positive and negative bias and appear
as protrusions. For freely, non-interacting adsorbates and in the absence
of an STM tip, the only barriers for diffusion are those due to the lattice
potential. PTCDA molecules at the edges of islands, however, addition-
ally interact strongly with neighbouring molecules of the island [165, 174].
Thus edge contributions will lead to a barrier sufficiently higher than that for
freely diffusing species. Structural rearrangement of the island, and escape of
molecules from the island, will not correspond to freely diffusing molecules.
However, an intuitive understanding of the energetic barriers involved can
be obtained from the dynamics of PTCDA islands at various temperatures.
As mobile PTCDA molecules move too fast to be imaged directly at room
temperature, the dynamics of the island edges were initially used as a mea-
sure for the presence of freely diffusing molecules with respect to different
substrate temperatures.

In Fig. 7.4 the structural rearrangement of molecules at the edges of
PTCDA islands was investigated by imaging an island using STM for pro-
longed time periods at various temperatures. We observe that at low tem-
peratures (T ≤ 200 K), the islands never changed on the timescale of hours.
In the course of this experiment, only one single rearrangement event was
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(a) (b) (c)

Figure 7.3: (a) STM image of PTCDA islands. (b)-(c) Zoom in on island using
scanning parameters: (b) +1 V, 10 pA, (c) -1 V, 10 pA. Scale bars correspond to
10 nm.

observed at 200 K 7.4(f-h). No visible change was observed at temperatures
below 200 K. The diffusion event observed in Fig. 7.4(f-h) leads to a rear-
rangement of molecules at the island edge, but causes no structural change
of the island or dissociation of a single molecule from the island.

At temperatures of ≥ 250 K (Figs. 7.4(j-p) and 7.5), we observe island
edges changing shape on the timescale of a single scan (several minutes). The
islands themselves are non-vanishing but change shape over the temperature
range 250 K < T < 300 K, (see also Fig. 7.5). We observe, that on a time-
period of single scans (several minutes) significant changes of island shape
occur at RT, while in the low temperature limit (250 K), the changes in the
island edges are significantly smaller, mostly only involving the addition or
removal of a few molecules. In the low temperature limit (250 K), the re-
arrangement of the island edges due to de- and attachment when imaging
over prolonged periods often result in little or no change in the island shape.
As exemplified at 250 K, the islands even revert to prior shapes, suggesting
that specific island formations are more favorable than others, possibly due
to interaction with the substrate. Although the exact cause of this remains
unknown, the presence of defects, step locations or screw locations could act
as preferential adsorption sites for PTCDA. From the images it seems that
step edges are not preferential nucleation sites, but the "defective clusters"
on the surface might be.

A closer examination of the consecutive images at 250 K (Fig. 7.4(j-
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Figure 7.4: Observing PTCDA island mobility by STM imaging over the same
location for prolonged periods. Experiments were performed at (a-b) 100 K, (c-d)
150 K, (e-i) 200 K, consecutive images (j-p) at 250 K, and RT (see Fig. 7.5). Only
at 200 K and above was any change in the islands observed. At 200 K, only a
single diffusion event (f-h) was observed over a prolonged period. However, at 250
K, changes in the island edges were observed for almost every consecutive image,
as shown in (j-p).
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Figure 7.5: Consecutive STM images (≈ 13 min per image) of PTCDA islands at
RT. Acquired at 1 V, 10 pA.
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p)), show that the number of molecules only changes twice (Fig. 7.4(l) and
(o)), while the changes over (j)-(k) and (o)-(p) only lead to a rearrangement
of the molecules. The lack of change in number of molecules as the island
edge changes shape suggests that the structural rearrangement we observe is
caused by detaching and attaching molecules interacting with free diffusing
molecules or is the result of edge diffusion.

At RT, as shown in Fig. 7.5, we observe that the shape of PTCDA
island edges changes rapidly, undergoing significant changes in each consecu-
tive image. At RT, individual rearrangement events occur too rapidly to be
observed on the timescale of the STM imaging process. The island rearrange-
ment is a thermally activated process but the process could be a combination
of thermal activation and tip-assisted diffusion, for which a temperature de-
pendency would not be expected. Based on these findings a temperature
range of 200-300 K for measuring the diffusion of free PTCDA molecules was
selected.

7.2 Isotropic diffusion

This section covers our results using the fixed probe (FIP) technique used to
estimate an effective isotropic diffusion coefficient of PTCDA molecules on
the Ag(110) surface.

7.2.1 Analysis of FIP data

Fig. 7.6 illustrates the principle of FIP measurements. An adsorbate passing
underneath a stationary STM tip (7.6(a)) causes fluctuations in the I(t) sig-
nal (Fig. 7.6(b)). These manifest in the form of pulses in the current signal
having a temporal width τ , also known as the residence time (Fig. 7.6(c)).
This time is dependent on how long the adsorbates reside in the detection
area under the tip and defines the residence time distribution (RTD) from
the distribution of the pulse durations. It has been proposed [161] that the
diffusion of surface adsorbates can be extracted from the time dependence
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Figure 7.6: (a) Schematic diagram of fixed probe (FIP) diffusion measurement
setup. (b) Part of I(t) spectrum acquired from FIP measurements. (c) Zoom in
on pulse with residence time τ marked.

of the tunneling current I(t). Specifically, the residence times τ are taken
to be the time intervals between entrance and exit of a molecule into the
detection region M of the probe, as illustrated in Fig. 7.7(a). For FIP acqui-
sitions, a sampling rate of the analog-digital converter was 300 kHz, while
the bandwidth of the preamplifier, specified to 80 kHz defines the effective
time resolution for detecting the signals.

For the coverages used, the freely diffusing molecules are assumed to
be independent, and non-interacting. The detection region is defined as the
tip-molecule interaction area that gives rise to a tunneling current I above a
noise-defined current threshold Ic, and is approximated as a circle of radius
R. Furthermore, the time between the peaks is defined as the inter-peak time
τ ′ (Fig. 7.8(c)), which leads to the interpeak time distribution (ITD). Both
distributions, namely the RTD and ITD, enable the calculation of diffusion
coefficients although different benefits or drawbacks can be identified for each
method [162, 171]. Here we use the RTD method for analyzing the experi-
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FIG. 5. Illustration of the geometry used for the calculation of (a)
the RTD and (b) the ITD. The dashed lines indicate the uniformly
distributed initial probabilities on the rings displaced by εR (a) and
(ε ′R) (b) from the absorbing boundary (solid lines). MC stands for
the diffusing molecule center.

For a theoretical description of the RTD, we need to
tackle the problem of the diffusion of a molecule center in a
circle with radius R and absorbing boundaries [see Fig. 5(a)].
Since the molecule center can not be placed at the absorbing
boundary, its initial center position is considered to be at a
distance εR from the boundary. This means that the initial
probability density of the center position is a delta function
concentrated on the ring with radius (1 − ε)R. Physically, the
length εR may be associated with an elementary step size of
the molecule on the substrate.

Due to the symmetric initial condition, the probability
density for the molecule center position r at time t depends on
r = |r| only and is given by (see Appendix)

p(r,t) =
∞∑

n=1

J0(αnr/R)

πR2

J0[αn(1 − ε)]

J 2
1 (αn)

e−α2
nt/τR , (5)

where Jk(.) are the Bessel functions of order k, and the αn are
the (positive) zeros of J0, J0(αn) = 0 with 0 < α1 < α2 < · · · .

With p(r,t) from Eq. (5), the calculation of the RTD
amounts to calculating the first passage time distribution with
respect to the absorbing boundary. This can be carried out
by applying standard techniques from random walk theory,
as described, for example, in Ref. 24. The probability that
the molecule center has not left the circle until time t is
φ(t) = 2π

∫ R

0 dr rp(r,t). The probability that the center leaves
the circle in the time interval [τ,τ + �τ ] is φ(τ ) − φ(τ + �τ ),
implying that the probability density ψ(τ ) for the residence
times τ is ψ(τ ) = −2π∂τ

∫ R

0 dr rp(r,τ ). This yields

ψ(τ ) = 2

τR

∞∑
n=1

αn

J0[αn(1 − ε)]

J1(αn)
e−α2

nτ/τR . (6)

We note that the characteristic time (εR)2/D sets a lower limit
above which Eq. (5) becomes applicable because one would
have to refine the continuum treatment for smaller τ . For the
experiments analyzed here, this is not of relevance because
such small τ are not resolved.

For τ � (εR)2/D, the functional form of the solution
changes with respect to the characteristic time τR the molecule

needs to explore the circle area. For τ � τR , we find

ψ(τ ) ∝ 1

τR

(
τ

τR

)−3/2

. (7)

This power law can be understood by considering the (nega-
tive) time derivative of the probability that the molecule is next
to the absorbing boundary at time t [i.e., the efflux rate, which
equals ψ(τ )]. For τ � τR , this probability is given by the ratio
of the explored boundary section (∝ √

τ ) to the explored area
inside the circle (∝ τ ), yielding �(τ ) ∼ −∂τ

√
τ/τ ∼ τ−3/2.

For τ � τR , we find

ψ(τ ) ∼ 2

τR

α1J0[α1(1 − ε)]

J1(α1)
e−α2

1τ/τR . (8)

This result can be interpreted by noting that for τ � τR ,
where the occupation probability of the molecule is spread
over the circle, the efflux rate is essentially constant and given
by the inverse of the time τR for a molecule to reach the
boundary. A Poisson process with this constant rate yields
�(τ ) ∼ τ−1

R exp(−const × τ/τR).

A. Application to measurements

For the diffusion of CuPc on Ag(100), the τ values were
extracted from the rectangular current signal as described in
Fig. 2. Distributions �(τ ) of these τ values are shown in
Fig. 6(a) for two representative temperatures. By fitting the
exponential tail with Eq. (8), we obtain the diffusion coefficient
D. In a self-consistency check we have assured that the tail
regime used for the fitting fulfills the requirement τ � τR =
R2/D. In addition, the value ε can be calculated from the
prefactor of the fit. We find ε � 0.3, which means that εR is
about the lattice constant a = 2.89 Å of the Ag(100) substrate.
Inserting D and ε, Eq. (6) yields the full distribution ψ(τ ),
which is marked by the solid lines in Fig. 6(a). The very good
agreement of the theoretical prediction with the measured data
demonstrates the reliability of the approach.

The diffusion coefficient D is shown in Fig. 6(b) for the
two temperatures in Fig. 6(a) together with the five further
investigated temperatures in an Arrhenius plot. From the slope
of the fitted line, we find an activation energy Ea = 30 meV
and a pre-exponential factor D0 = 10−9.4 cm2/s. These values
agree with those of the ACF analysis.

We note, however, that these values deviate from those
reported in Ref. 19 (Ea = 81 meV and D0 = 10−8.4 cm2/s).
The difference is due to the fact that error bars were taken
into account in the analysis performed in Ref. 19. One point
in the Arrhenius plot, which was determined from the data
set measured for T = 222 K, had a particularly small error
and was largely influencing the slope of the fit line because
of its exposed position with respect to the other points. When
excluding this particular point from the fitting, values Ea =
38 meV and D0 = 10−9.7 cm2/s are obtained, in fair agreement
with the present analysis. We have refrained from including
error bars here because the fits of the RTD for different
temperatures yielded comparable errors, and small differences
between them seem to be insignificant with respect to other
possible sources of errors, as, for example, minor temperature
fluctuations or the influence of spatial inhomogeneities in

085409-4

Figure 7.7: Illustration of the detection region M (shaded area) used for describing
(a) the residence time distribution (RTD) and (b) the interpeak time distribution
(ITD). MC stands for diffusing molecule center. Used from [162].

mental FIP data acquired for PTCDA/Ag(110).
Several rather involved steps are required in order to determine the dif-

fusion coefficient. First, we will discuss pre-processing of the experimental
data. As a first step after data acquisition, a histogram of the tunneling
current is generated for the entire time series, as shown in Fig. 7.8(b) for a
time series of 40 s. In the absence of pulses (i.e. no adsorbate movement),
the tunneling current distribution for the fixed probe is represented by a
Gaussian distribution with a maximum around the current setpoint. This
distribution is a result of noise in the STM detection system. In this figure
the current setpoint (maximum of the histogram) has been shifted to zero.
Values beneath the current setpoint are purely caused by noise and their
distribution can be fitted to a half-sided Gaussian distribution. By extrap-
olating the Gaussian fit to cover values above the current setpoint (dashed
line in Fig. 7.8(b)), the noise contributions on the signal can be identified
and removed. Diffusing molecules cause deviations from the Gaussian dis-
tribution at larger I values. To separate diffusion-induced fluctuations from
inherent noise of the signal, a threshold value, Ic, is used as a upper limit for
measuring signals that fall within the Gaussian distribution, and is defined
as the current where the Gaussian fit of the histogram values at the positive
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Figure 7.8: (a) Fluctuating STM tunneling current observed during PTCDA dif-
fusion on Ag(100) at 192 K. The dashed line marks the threshold value Ic, above
which the distribution of the current no longer has a Gaussian shape. (b) Con-
version of signals into binary on/off signals. The width of the rectangles give the
residence times τ and the distance between the rectangles give the inter-peak times
τ ′. (c) Histogram of the tunneling current, determined for the whole time series
of 40 s. The solid line marks a Gaussian fit with zero mean and standard devia-
tion determined from the histogram for negative currents. The maximum of the
histogram has been shifted to I = 0. Adapted from [162].
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side drops below 1. Signals above Ic thus show departure from Gaussian
behavior and, for subsequent determination of the diffusion coefficients, data
below the Ic threshold are therefore excluded. Similarly, for our experiments,
only values above this threshold are of interest. As we are not interested in
the heights of the pulses, the pulses are subsequently transformed into binary
on/off signals (Fig. 7.8(c)).

Through collaboration with the group of Prof. Philipp Maass in Os-
nabrück the analytical technique described in [163, 171] is used to derive the
diffusion coefficients based on fluctuations in the I(t) signals. This method
involves analyzing the distribution of peak widths in the signal, which cor-
responds to the residence time of single molecules underneath the tip. We
will refer to it as the residence time distribution (RTD). The RTD, Ψ(τ),
can thus be considered as an ensemble of randomly diffusing molecules pass-
ing through a detection area for a given time period. In the long time-limit
t� τR the probability of a molecule passing through the detection area can
thus be approximated using a simple Poisson distribution

Ψ(τ) ∝ 1
τR

exp(−τ/τR) (7.1)

where τR = R2/D is the mean residence time of a molecule passing under
the tip, from which the diffusion coefficient, D, can be determined. To a
crude approximation, the diffusion coefficient can be derived by fitting ex-
perimental data to Eq. 7.1 in the long time limit t � τR [171]. A more
accurate model includes the detection area of the probe as a variable, which
becomes important for shorter time scales t� τR. To fit to the exponential
distribution, a self-consistent check is performed for the lower boundary set
for τR.

7.2.2 Influence of the tip state on recovered diffusion
parameters

A key issue for investigating diffusion behavior is the tip state influence on
our experimental measurements. We found that it is only possible to mea-
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sure/observe adsorbate kinetics when specific tip states are present. Specifi-
cally, FIP acquisitions producing suitable non-Gaussian current distributions
over the mobile phase would only occur for specific tip imaging states. In
this chapter we refer to a specific tip state (labeled using values 1...N ) as
having a specific apex termination. While the atomistic apex configuration
is unknown from the experiments, we label the tips with the same value of
N if no tip change was observed during the series of experiments. Using this
convention, it is not excluded that similar tip states were characterized by dif-
ferent values of N, but we can identify a similar tip configuration throughout
a larger series of data acquisition for reliable comparison. Tips undergoing a
tip change or tips used for the first time, are identified by a new value of N.
In addition, we classify tips by their ’imaging state’ using capital letters A,
B, C. These states are found across different sessions and different tips, but
are classified as the same if the imaging of PTCDA islands and the Ag(110)
areas in between show similarly recognizable features. Tip states for a given
tip imaging state (i.e. A.1, A.2 ...) correspond to independent tip modifica-
tions for the same tip imaging state. As a result, diffusion experiments were
investigated systematically for various tip (and tip imaging) states on the
PTCDA-covered surface. In this section, all measurements were performed
at RT unless otherwise stated.

Figs. 7.9(a)-(c) present the three typical imaging modes revealed during
our experiments, labeled from A to C. We explain these modes by the three
tip-molecule interactions sketched in Fig. 7.9(d)-(f). For tip imaging state
A the tip-adsorbate interaction is small, allowing the adsorbate to pass the
tip (relatively), as will be discussed later, unhindered. For tip imaging state
B, adsorbates are prevented from passing underneath the tip, either due to
repulsive interaction with the tip or due to steric hindrance resulting from a
small tip-sample gap. One possible origin for tip imaging state C, could be
due to an adsorbate attached to the tip while scanning which could affect
the observation of mobile species.

These findings are supported by height profiles (Fig. 7.9(g)) as the height
profiles show similar height differences between the Ag(110) surface and the
top of the PTCDA island, for tip imaging states A and B, while the PTCDA
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Figure 7.9: Tip imaging states used to investigate diffusion are classified as (a)
A, (b) B, and (c) C, based on observing similarly recognizable features on and
between PTCDA islands using STM topographs. (d)-(f) Models of tip-molecule
interaction corresponding to situation in images above. (d) Molecule passing tip,
(e) molecule blocked from passing underneath tip and (e) molecule trapped on tip.
(g) Height profile from STM images (a) to (c). Extrapolation of work function Ψ
from I(z) spectra for the different tip imaging states presented in (a)-(c). Plotted
are the mean values when averaging over 15, 11 and 20 measurements for imaging
states A, B and C, respectively. Exponential fits to tunneling current (dashed
lines) were fitted over a range (horizontally dotted lines) for each imaging state.
z = 0 corresponds to 0.5 V, 50 pA for all measurements. Scale bars in images (a-c)
correspond to 10 nm. Scanning parameters: 0.5 V, 50 pA.
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island is shown as a depression in the STM topograph for tip imaging state C.
The reduction in height when the tip scans over the island, can be attributed
to a decrease in tunneling conductance as the adsorbate attached to the tip
hinders tunneling.

The models of tip-molecule interaction is further supported by measure-
ments used to estimate the mean barrier height Φ̄ = (ΦProbe + ΦSample)/2 of
the tunneling junction, as it is related to the local work function. The local
work function, in turn, is dependent on on the local chemical and structural
properties of the materials present in the tunnel junction. Φ̄ can estimated
using I(z) or z(V ) spectroscopic measurements [175]. Using Eq. 2.2, Φ̄ was
estimated for the various tip imaging states by performing a series of I(z)
spectroscopic measurements (Fig. 7.9(h)) over the mobile phase of the sur-
face. All measurements were performed using the same STM tip. Attempts
to estimate the work function for the various tip imaging states using z(V )
spectroscopic measurements [176] produced too noisy spectra to discern field
emission resonance. We find relatively similar mean barrier heights for tip
imaging states A and C, showing relatively low magnitudes as compared to
the free surface (4.14 eV for Ag(110) [177] and 4.5 for W [178], respectively).
This is expected as the barrier height is lowered by a few eV relative to the
free surface due to the image charge for the metal surface [179]. Possible
causes of a higher mean barrier height for tip imaging state B than A and C,
could be due to a decreased reactivity of the surface, a decreased tip-sample
interaction, or a variation in the tip apex geometry. For future experiments
of the local work function, we suggest using a lock-in amplifier, as it al-
lows simultaneous STM and work function imaging [180]. The work function
Φ ∝ d(ln I)/dz can be measured by modulating the gap distance z by dz
adding a small sinusoidal voltage to the z-piezo, the lock in amplifier would
then measure the small response variation in the tunneling current d(ln I).

In Fig. 7.10 the corresponding histogram distributions of the I(t) signals
acquired for the different tip imaging states presented in Fig. 7.9 using FIP
measurements over the mobile phase are shown. We observe that fluctua-
tions in the I(t) signal using FIP measurements are radically different for the
various tip imaging states. The observation of streaks for tip imaging state
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Figure 7.10: (a) Histograms of I(t) traces for typical tip imaging states A to C
acquired using FIP measurements performed on the mobile phase of the Ag(110)
surface. Gaussian fits (dashed lines) and corresponding Ic, obtained using proce-
dure described in section 7.2.1, for the different tip states are also shown. Panels
(b)-(c) show short intervals of the time-series data for imaging state (b) A, and
(c) B. (d) Corresponding PSD spectra. (e) Unstable tips produce fluctuating fre-
quency spectra. Acquired at 0.5 V, 50 pA.
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A coincide with the observation of pulses during FIP acquisitions, while no
streaks coincide with a lack of pulses during FIP acquisitions for tip imaging
state B and C, respectively. In Appendix C.1 the signal distributions from
the FIP measurements are analyzed in more detail for tip imaging states
A, B, C and for the clean Ag(110) surface, where no PTCDA has been de-
posited, having different tip states (A.1, A.2 ... etc.). We find that imaging
states B and C produce significantly fewer signal fluctuations, in a range
similar with the clean surface; current distributions appear Gaussian over
the mobile phase (Fig. 7.10), or stated otherwise, no diffusion is detected.

Using the signal distributions, the surface coverage of PTCDA over the
mobile phase was estimated for the various tip (and tip imaging) states (Ap-
pendix Fig. C.1(b)). The time-averaged (apparent) coverage, Θ, can be
calculated from the sum of the full width of all pulses above Ic for an acqui-
sition, divided by the total acquisition time. The apparent coverage describes
the coverage of molecules based on information from signal fluctuations and
is different from the coverage achieved after a molecular deposition, which
includes the nucleated islands. For tip state A, the apparent coverage Θ was
estimated to be around 2− 5%. At these low apparent coverages we regard
the molecules as non-interacting on short time scales as the probability of
interaction scales with l2/D where D is the diffusion coefficient, l ∼ c−1/2 is
the mean intermolecular distance and c is the number density of molecules.
Tip imaging states B and C produced apparent coverages of similar magni-
tude as the clean surface, 0 − 0.5%, which are considerably lower apparent
coverages than for tip imaging state A.

Residence time distributions for the various tip imaging states (Appendix
Fig. C.2(a)) show that, although the duration of pulses vary for different tip
states, the duration of pulses for tip imaging state B and C are considerably
more short-lived (τ ≤ 100 µs) than the pulses for tip imaging state A. The
rapid pulses observed for tip imaging state B and C have similar durations
as FIP measurements acquired on the clean Ag(110) surface as well as over
the PTCDA islands (for example see Fig. 7.12). The origin of the (rapid)
pulses is suspected to be due to tip instabilities, as they are observed on both
the bare substrate and over the PTCDA islands and both the duration of
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pulses increases with increasing setpoint (Appendix section C.2). Another
point of observation, is that the mobile species is observed already during
imaging as streaks (see Fig. 7.9(a)), while the islands are stably reproduced.
The latter is important to rule out any tip instability.

Based on these results, we designate tip imaging state A as the most
promising candidate for measuring diffusion. As a result, all experiments
presented for the remainder of this chapter have been performed exclusively
using tip imaging state A and the tip was re-prepared if imaging state A was
not present during the experiments.

For some tip (imaging) states, signal fluctuations are observed both dur-
ing imaging and from FIP measurement (e.g. insert in 7.10(d)) which gives
an appearance of mobile species on the surface. These fluctuations are
most likely attributed to tip instabilities as they appear randomly (including
over islands) during imaging and the corresponding power spectral densities
(PSDs) of the full time-series signal, appear distorted. Consequently, only
signals producing non-fluctuating frequency spectra are included for the re-
mainder of the chapter.

Although tip imaging state A can be clearly distinguished by the SPM
user, the presence of other factors such as random noise fluctuations or tip
artifacts could make it difficult to automate the process of reliably identifying
the presence of diffusive species. A more straightforward way of distinguish-
ing between reliable tip states, where diffusion can be observed (such as
imaging state A) and where not (i.e. tip imaging state B,C and for the clean
Ag(110) surface), was found through calculating the spectral power by inte-
grating the PSD spectra over the range fmin < f < fmax, where fmin = 1/60
Hz (fmin = 1/120 Hz) for 1 (2) min of signal acquisitions, respectively, and
plotting against fmax as shown in Fig. 7.11. All spectral power data was
acquired for 2 min, except B.3 and C.1, which were acquired for 1 min, re-
spectively. We found that the spectral power is much lower for all other tip
states than tip states where diffusion is observed, especially in the low fre-
quency regime (∼ 103 Hz). Obtaining high intensities in the spectral power
could therefore potentially be used as a criteria for finding suitable tip states
for observing/measuring diffusion which is easily accessible during the exper-
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Figure 7.11: Integrated PSD for various tip states (1... N ) for tip imaging states
A, B, C, and for the clean Ag(110) surface. Roman numerals represent parameter
changes.
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iment. At higher frequencies (≥ 103 Hz), a saturation in the spectral power
is observed for tip states belonging predominantly tip imaging state A which
we speculate are attributed to a lack of high-frequency content in the signals.

7.2.3 FIP measurements: methods

In order to determine if the fluctuating I(t) signals above Ic are attributed to
diffusing molecules, and are not caused by other factors such as tip instabil-
ities during the experiment, we implemented an experimental procedure for
FIP measurements, the on-off-on island protocol. The procedure is shown in
Fig. 7.12.

Initially, I(t) signals are recorded over ordered PTCDA islands (Fig.
7.12(a)), followed by recording data over the mobile phase (Fig. 7.12(b)),
and finally over the islands again (Fig. 7.12(c)). On the mobile phase, FIP
measurements were performed in close proximity to, and between, PTCDA
islands, as the concentration of diffusing molecules is expected to be high-
est at those locations [181]. Importantly, I(t) signal distributions on top of
the PTCDA islands should ideally appear purely Gaussian (7.12(e)), indi-
cating that no (or very little) motion is occurring underneath the tip. As we
don’t expect second-layer diffusion, finding a virtually pure Gaussian current
distribution on a PTCDA island suggests a stable tip during the FIP mea-
surements. If a mostly pure Gaussian distribution is detected on the island
before and after the FIP measurement, then a non-Gaussian distribution
on the mobile part of the surface would be a clear indicator for measuring
diffusion. In other words, the on-off-on island procedure is used as a con-
trol to ensure that observed signal fluctuations are a result exclusively of the
physical characteristics of the mobile phase. Consequently, all diffusion ex-
periments mentioned for the remainder of this chapter were performed using
this procedure. As (near) Gaussian behavior is expected over the islands, if
any acquisitions either before or after performing FIP over the mobile phase
contained too many pulses, the entire acquisition set (on-off-on island) was
excluded. As shown in Appendix B Section 3, the upper limit of for any
pulse over the island is Npulses ≤ 250 pulses/s (Appendix Fig. C.6), while
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Figure 7.12: Experimental procedure for on-off-on island FIP acquisition. FIP
measurements are performed sequentially (a) over PTCDA island, (b) mobile
phase, and (c) over PTCDA island again. Corresponding (d-f) I(t) signals, (g)
time-traces, (h) histograms, and (i) RTDs of I(t) signals at each site. Acquired
in constant height at the reference parameters 1 V, 50 pA + 0.01 Å. Time-traces
show only short excerpts from each FIP acquisition.
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nearly all acquisitions contain significantly fewer pulses.
In general, FIP acquisitions were recorded in intervals of 30 sec to 5 min

at each location. In some experiments, multiple short-time series acquisi-
tions were obtained and subsequently appended for further analysis. Atom
tracking was used in order to minimize lateral drift to drift velocities less
than 10 pm min−1 during acquisitions.

For each on-off-on island experimental procedure, the time-series data
was manually post-processed in order to check for discrepancies or unusual
behavior occurring during the acquisitions. Fig. 7.13, shows a number of un-
desirable acquisitions which were disregarded for analysis. As the first and
last acquisitions produce kinks in the I(t) signals, this will lead to inaccu-
rate Ic threshold estimations and thus incorrect estimation of the diffusion
parameters; these two datasets are therefore discarded. If a tip state change
had been observed in either the I(t) signal (Fig. 7.13(c)) or observed through
imaging, the entire experimental acquisition set (on-off-on island) would be
disregarded. Acquisition sets containing no pure Gaussian I(t) signals on the
island both before and after the mobile phase were discarded. Additionally,
acquisitions showing significant vertical drift were discarded.

7.2.4 FIP measurements: parameter influences

In order to establish if our experiments, and FIP measurements in general,
provide a reliable measurement of the diffusing species, the diffusion behavior
was investigated extensively for different STM scan parameters and exclu-
sively for tip state A. For example, previous experiments performed in the
group of Prof. Sokolowski [161] concluded that an increasing attractive tip-
molecule interaction occurs for small positive bias voltages and concomitant
small tip-to sample distances. As a consequence of their findings, they per-
formed their diffusion experiments at Ugap > 1.6 V. Our investigations led
us to examine the tip-molecule interaction systematically with respect to the
following parameters:

I. Feedback response of the tip
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II. Current setpoint influence

III. Bias voltage influence

IV. Tip-sample distance

V. Tip state influence

By changing these parameters, the goal is to determine if and how this affects
the experimental signals, and ultimately, the estimated diffusion coefficients.
The calculations of the diffusion coefficients require a detailed analysis [171],
which will be performed by collaborators from the Universität Osnabrück.
In our analysis, we first focus on investigating how the following quantities
are affected by changes in the parameters space:

1. Number of pulses

2. Apparent coverage

3. Residence time distribution

The first quantity to analyze is the number of pulses normalized by time.
Although the pulses for tip imaging state A are supposedly due to diffusing
molecules, we know by observing the other tip (imaging) states, that (uncom-
mon) rapid pulses can occur additionally. The precise causes of these signals
remain unclear, but are suspected to be due to tip-sample interactions or tip
instabilities. It is therefore important to consider how the tunnelling signal
time trace behaves for different parameters, and how it affects diffusion es-
timations. If the molecules are attracted towards the tip in the tip-sample
gap, the number of pulses should increase in that case.

The second quantity to analyze is the apparent coverage Θ of the dif-
fusing species. As explained previously, Θ is estimated from the sum of the
full time width of all pulses above Ic for an acquisition, divided by the to-
tal acquisition time. The apparent coverage therefore depends on both the
duration and number of pulses. If the molecules are attracted toward the
tip in the tip-sample gap, both number of pulses and the duration of pulses
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should increase in that case. Finally the distribution of residence times nor-
malized to time is examined. If the molecules are attracted towards the tip
in the tip-sample gap, the residence time distribution should increase in that
case. Error bars (95 % confidence interval) are obtained by splitting FIP
acquisitions into two sections. The standard error is then obtained from the
standard deviation of the evaluated quantities for each of the two sections.

I. Feedback response

The effect of changing the response of the distance feedback controller on
diffusion experiments was tested systematically over a range of a highly re-
sponsive loop to a relatively unresponsive loop by changing the gain. The
results are shown in Fig. 7.14(a)-(c). We observe that slowing down the
current feedback response has a clear effect on the signal fluctuations, in
particular with their associated RTDs. We attribute this to the following
reason. When the tip responds relatively fast to changes in current, the
pulses are shorter in time as the tip moves quickly out of tunneling range.
As the response of the feedback loop slows down, the pulses become wider,
now detecting the molecules during their whole residence under the tip. The
likely explanation is that if the tip responds too quickly, the pulses attributed
to diffusing molecules will prematurely be aborted as the signal falls below
the noise threshold Ic. As a result, the RTDs will be distorted for fast feed-
back response settings. In other words, the slower the feedback response,
the better the RTDs will be represented. As changing the feedback response
only affects the duration of pulses, we would expect the number of pulses
to remain unaffected, while the apparent coverage increases, which coincide
with our findings. The fact that the number of pulses decreases at lower feed-
back responses might be explained by "blind spots" that occur after pulses as
the tip moved to a larger tip-sample gap. Therefore, pulses with amplitudes
lower than a preceding pulse might not be detected.

As the pulses are more accurately represented using lower feedback re-
sponses, we acquire data with either extremely low settings or ideally in
constant-height mode where the feedback loop is deactivated. However, per-
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Figure 7.15: Analysis of STM parameter influence on FIP experiments, (a) number
of pulses, (b) estimated coverages, and (c) RTDs of pulses over mobile phase for
different bias voltages. FIPs acquired using 50 pA, loop gain = 0.01%.
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forming constant-height FIP measurements over prolonged periods is exceed-
ingly difficult at RT as the tunnelling current is exponentially dependent on
the vertical drift and, therefore, strong affects in the I(t) traces will emerge.
Constant-height FIP measurements were therefore acquired in succession us-
ing short time intervals (30s), and in conjunction with active atom-tracking
and feed forward drift compensation [182].

II. Current setpoint

The current setpoint influence on the diffusion experiments was investigated
next by systematically changing the current setpoint (Fig. 7.14(d-f)) using
a low feedback response. As the current setpoint increases, the number of
peaks and the apparent coverage clearly increase, providing a substantial
increase in the number of data points (counts) for their respective RTDs.
In order to allow a comparison of the residence time distributions all RTDs
are normalized with respect to the highest number of data points. Addi-
tionally, we observe a small systematic increase in the residence time of the
pulses at higher current setpoints. We surmise that as the current setpoint
increases, the sensitivity of measuring the pulses increases due to (i) a closer
tip-sample proximity and more importantly (ii) an increase in detection re-
gion M. Consequently, the amount of time the molecule spends passing the
detection region also increases. The closer proximity of the tip to the sur-
face also leads to a higher electric field in the tip sample gap which might
affect the adsorbate motion. Alternatively, at shorter tip sample distances,
the molecules may simply (temporarily) trap the molecules in the in the tip-
sample gap, thus gradually increasing residence time of the molecules under
the tip. In section 7.2.4 constant-height FIP acquisitions are performed for
various tip-sample distances and bias voltages to ascertain if the tip height
has an effect on adsorbate motion.

III + IV. Bias voltage and tip-sample distance

In this section, we investigate the dependence of the bias voltage on the
diffusion measurements. Experiments were performed at low feedback set-
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tings and at a low current setpoint at different bias voltages. The results
are shown in Fig. 7.15(a-c). We observe that the number of pulses increases
with increasing bias voltage in the regime 1− 1.8 V, but the apparent cover-
age Θ changes only sightly and the distributions of pulse durations (RTDs)
remain unchanged. Based on these results, it is unclear if the tip bias has
within this tested regime an influence on the adsorbate motion, or not. As
will be discussed below, two effects might leave an impact on the diffusion
properties of the molecules. First, the presence of the STM tip causes a
van-der-Waals attraction toward the molecules and might, depending on the
tip termination, exhibit further specific interactions with the molecules on
the surface, ultimately attracting or repelling to or from the detection area.
Second, the strong electric field will polarize molecules and attract them to
the tip-sample gap, or can otherwise interact electrostatically with the sur-
face bound molecules. We therefore need to disentangle distance and electric
field dependencies on the diffusion behavior by performing constant-height
(feedback response off) FIP measurements for systematic changes of the tip-
sample distances (Zoffset) and bias voltages V. The results are shown in Fig.
7.16. Experiments performed on the islands within the on-off-on measure-
ment protocol are shown in Appendix Fig. C.6.

Our results show a clear decrease in the number of pulses when increas-
ing Zoffset (see Fig. 7.16(a)). The decrease in the number of pulses with
increasing tip-sample distance suggests a decrease in the detection area M
due to the tunneling barrier gap widening. A more detailed examination of
the peak height distribution of the pulses as a function of the tip-sample dis-
tance might shed some light on the subject, but is beyond the scope of this
thesis. We additionally observe from residence time distributions (7.16(c)-
(f)) that the duration of pulses becomes longer for increasing V, and becomes
shorter for increasing Zoffset. From this we infer that an attractive long-range
interaction is at play between the tip and adsorbate, causing the adsorbate
to be (temporarily) trapped within the tip-sample gap. The interaction de-
creases with distance, and is (at least partially) dependent on the applied
bias.

Contrary to measurements performed on the mobile phase, the corre-
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Figure 7.16: (a)-(b). Constant height FIP acquisitions over the mobile phase as
a function of Zoffset for different bias voltages. Zoffsets = 0 corresponds to 1 V,
50 pA for each set. (c)-(f) A selection of RTD’s corresponding to constant height
measurements in (a) and (b) and are plotted as a function of voltage for a Zoffset
of (c) 0.05 nm, (d) 0.10 nm, (e) 0.145 nm, and (f) 0.175 nm.
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Figure 7.17: A selection of data from constant height measurements shown in
Fig. 7.16, are plotted as a function of bias voltage at specific tip-sample distances
(Zoffset).

sponding on-island measurements (Fig. C.6), show that neither the number
of pulses nor the the apparent coverage are affected by changes in the bias
voltage or by changes in the tip-sample gap distance. Similarly, the duration
of pulses seems also relatively unaffected by changes in the bias voltage and
tip-sample distance, all showing extremely rapid pulses (τ ≤ 10 µs). Conse-
quently, it seems unlikely that any secondary layer diffusion takes place on
top of the PTCDA islands, with diffusion taking place only over the mobile
phase of the surface. Additionally, the fact that systematic changes occur
for our measured quantities over the mobile phase, but not over the PTCDA
islands when changing our adjustable parameters; the bias voltage and tip-
sample distance; suggests that the changes that occur over the mobile phase
are the result of an interaction between the tip and the mobile species.

In Fig. 7.17 constant-height measurements from Fig. 7.16 are examined
in more detail by plotting the measurements as a function of bias voltage for
different tip sample distances. We observe that the number of pulses and
the apparent coverage increases proportionally with respect to the applied
bias voltage. At higher gap distances the measured quantities continues to
increase with respect to the bias voltage, suggesting that (at least at larger
gap distances) that the electric field of the tip plays a dominant role on the
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tip-adsorbate interaction. To investigate the influence of the presence of an
STM tip on adsorbate motion, we will briefly discuss in section 7.2.4 which
types of influences are at play an on how to distinguish them in practice.
Before, we will investigate possible influences due to the state of the tip.

V. Tip state influence

In order to determine how reproducibly a given tip state will yield reliable
diffusion signals, the diffusion measurement quantities were investigated sys-
tematically for tip imaging state A using different tip states (numerated using
values 1...N ). The results are shown in Figs. 7.18, while changing the bias
voltage and Zoffset position.

We observe that the resulting quantities for different tip states follow
similar trends. The number of pulses increases with decreasing tip-sample
distance although when comparing data across different tip states, a differ-
ence in the absolute number of peaks per second by an order of magnitude
is found. Similarly, the duration of pulses also varies on the scale of at
least an order of magnitude. However, these conclusions are drawn under
the assumption that the absolute Z-position is identical across the different
tip states. While the vertical position of the tip is vey precisely controlled
using the atom-tracking and feed-forward techniques [182], the absolute tip
"height" might be different for different tips even when using the same STM
parameters of 1 V, 50 pA.

VI. Discussion

In the absence of an STM tip, an adsorbate bound to a surface experiences
a periodic lateral potential (Fig. 7.19) due to interaction with the surface.
When the STM tip apex is brought close to the substrate (above or near the
adsorbate), the potential energy of the adsorbate is modified relative to its
value in the absence of the tip. This has been specifically exploited already
early for STM-based manipulations, e.g. for the movement of Xe atoms on a
Ni(110) surface [3, 184], or using Cs atoms on GaAs and InSb(110) surfaces
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Figure 7.19: Modification of adsorbate (green) potential energy due to interaction
with the STM tip. The electric field of the tip causes polarization of the surface
adsorbate, thus altering its surface periodic potential into a broad potential well
under the tip apex, where the adsorbate experiences a force to pull it toward the
bottom of the well. Adapted from [183].

[185]. We can assume two interactions between the tip and the molecules:
van-der-Waals (vdW) forces and electrostatic forces due to the applied bias.
The presence of an electric field causes a polarization of the adsorbate, lead-
ing to a modification of its adsorption energy [186]. The resulting surface
potential barrier for diffusion can be modified, and could have a substantial
influence on the kinetics of motion of the adsorbate. As these electrostatic
and vdW forces have different dependencies with the Zoffset and the applied
bias, it might be possible to disentangle, their contributions to influencing
the diffusion by systematically changing the tip-sample separation and tip-
sample bias.

Based on our observations, the residence time of molecules at RT using
low feedback responses and permissible current setpoint settings (Imin > 50
pA) can be quite long, with a few pulses reaching an order of magnitude
longer durations (in milliseconds) than for diffusion experiments of PTCDA
conducted on the Ag(100) surface at 192 K [161].

Using constant height measurements, the residence time of pulses in-
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creases with increasing bias (Fig. 7.16(c)-(f)), which is contradictory to our
findings using low feedback responses (Fig. 7.15(c)). The increase in the du-
ration of pulses with increasing bias suggests an electric field dependence on
the adsorbate motion. Experiments performed at biases above 2.0 V proved
challenging as they usually led to unstable tips, and were thus omitted from
further analysis. From the residence time distributions in Fig. 7.16(c)-(f),
we observe that pulses at low bias (assuming short gap distances) are ex-
tremely rapid, τ ≤ 10−2ms. This suggests, that at low applied biases, the
tip-adsorbate interaction is small, thus indicating that any potential vdW in-
teraction affecting the adsorbate motion would be significantly weaker than
the electric field dependence of the tip.

The vdW and and electrostatic interactions between tip and adsorbate
were estimated using simple theoretical models using experimentally and
theoretically obtained parameters. Specifically, we aim for estimating the
energies of interaction with the tip and compare this energy contribution
with the diffusion barrier. The adsorbate is assumed directly underneath the
tip apex, and the interactions are calculated strictly as a function of the tip-
molecule distance, ignoring any surface contributions to the interaction. The
results are plotted in Fig. 7.20 for both the vdW and electric-field induced
interactions.

The vdW interaction force between tip and the PTCDA molecule was
approximated using a two sphere model [187], where the tip is modeled as a
sphere with different radii and the PTCDA molecule is modeled as a sphere
of fixed radius. As the size of PTCDA has been estimated to be 0.92× 1.42
nm [165], an effective radius of RPTCDA = 0.6 nm seems reasonable for a
crude approximation. The results are plotted in Fig. 7.20(a) as a function
of tip-molecule separation for different tip radii, and a fixed sphere approxi-
mation of RPTCDA = 0.6 nm for PTCDA.

The electric field dependence on the surface adsorbate is modeled as an
induced dipole interaction. In the presence of a static electric field E, an
adsorbate becomes polarized by

p = µ + αE + βE2/2 + . . . (7.2)
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Figure 7.20: Modeling tip-adsorbate interaction plotted as a function of tip-
molecule separation of an adsorbate placed directly beneath the tip apex. (a)
vdW interaction energy between a PTCDA molecule and an STM tip for different
tip radii. RPTCDA = 0.6 nm, AHamaker = 10−19 J. (b) Change in adsorbate po-
tential energy due to dipole interaction between electric field of tip and adsorbate
for various applied biases UBias.

whose magnitude is dependent on the static dipole moment µ, the induced
dipole moment, αE, the polarizability, α, and hyperpolarizabilitities, β . . .

of the adsorbate. The spatially dependent potential energy change ∆U(r) of
the adsorbate then becomes [188]

∆U(r) = −µ · E(r)− 1
2αE(r) · E(r) + βE(r)2/2 · E(r) + . . . (7.3)

Although PTCDA has no static dipole moment, a work function change on
the metal surface can occur after adsorption, due to the formation of an in-
terface dipole [189]. Previous experiments established a very small net work
function change of 0.1 eV for the adsorption of 1 ML PTCDA on the Ag(111)
surface [166], indicating a very small interface dipole ∆µ = ε0A

e
∆Φ ≈ −0.35

D, directed along the surface normal, where ∆Φ is the work function change,
and A is the area of the molecule. Systematic calculations of work func-
tion changes of PTCDA on several metal surfaces, suggests that most high-
workfunction metal surfaces have little or no net work function change upon
adsorption of PTCDA [189]. We therefore apply a static dipole moment of
−0.35D to our calculations. Although hyper-polarization effects can play a
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role for some molecules, in particular π-conjugated molecules, their calcu-
lations are challenging for complex molecular systems [190], and have thus
been omitted from our calculations. Also, as the electric field from the STM
tip is normal to the plane of the molecule it follows that ak⊥ · E = 0, where
ak are all the in-plane polarizabilities of the molecule. As a result, only the
polarizability for PTCDA normal with respect to the plane of the surface,
αN = 18.06 Å3 [191], is used.

The electric field of an STM tip placed on top of a metallic surface, as-
suming a spherical apex geometry, can be approximated as [192]

E = V

z

(u+ u2)1/2

ln[u1/2 + (1 + u)1/2] (7.4)

where V is the bias voltage, and u = z/R with z the tip-sample distance and
R is the radius of curvature of the tip apex. Combining Eq. 7.3 and 7.4, the
potential change of the PTCDA molecule at the point directly underneath
the tip was calculated as a function of the tip-molecule distance for different
applied bias voltages. The results are shown in Fig. 7.20(b).

Under normal STM imaging conditions on metal surface, typical tip-
sample distances are in the range of approximately 0.5 - 1 nm. Note that
this gap distance can vary considerably for different applied biases (assuming
constant current mode). As the PTCDA molecule is positioned at a distance
d = 2.56Å above the surface [193], we assume the tip-molecule distance to
be in the range of d = 5 − 10Å − 2.56Å ≈ 2.5 − 7.5Å, for tip imaging state
A. Thus for normal STM imaging conditions, the vdW interaction seems
reasonably small (≈ 20-100 meV) and is not strongly dependent on the tip
radius in our model. At larger tip-molecule separations the vdW interaction
is further reduced. The change in potential energy of the adsorbate, on the
other hand, has a strong dependence on the applied bias, but similarly not
on the tip radii modeled. For low biases Vb ≤ 0.5V , the interaction quickly
drops significantly as the tip moves further away from the adsorbate, even
entering the repulsive regime at larger distances (z ≥ 0.45 nm) due to the
presence of the interface dipole. However, at larger applied biases (2 V), the
interaction potential becomes very significant (∼ 50−450 meV) under normal
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STM imaging conditions. A potential change of 450 meV on a molecule with
an adsorption energy of 3.39 eV (see section 7.1) could have a substantial
influence on its surface kinetics.

Our theoretical calculations support the model of tip-molecule attractive
interaction that is dominated by a dipole interaction with the electric field
of the STM tip. These calculations coincide with our experimental finding,
and in particular, our constant-height measurements (Fig. 7.16), where we
observe short-duration pulses at low biases (0.5 - 1 V) and short tip-molecule
separations (Fig. 7.16)(c). These pulses do not seem to diminish for higher
tip-sample separations (1 V in Fig. 7.16(d), suggesting that the tip sample
interaction has not diminished appreciably. Around these experimental pa-
rameters, it is conceivable that we are approaching the borderline between
the repulsive and attractive regime due to the presence of a static dipole mo-
ment of the molecule. The number of pulses and the apparent coverage also
increases with the applied bias, suggesting a higher latency or accumulation
of molecules in the tip-sample gap for higher biases.

The conflicting findings between measurements performed in constant-
current mode (see Fig. 7.15 where no change in the duration of pulses is ob-
served) and measurements performed in constant-height (see Fig. 7.16 where
changes in RTDs are observed for different applied biases and tip-molecule
separations), can be explained by the differences in electric field effects on
the surface adsorbates for the different measurement schemes. When apply-
ing constant current mode, the tip-sample electric field remains constant for
different applied biases, as the tip-sample separation is adjusted to main-
tain constant current. As a result, the duration of pulses remain unaffected.
Conversely, for constant-height measurements the electric field does change
for different applied biases, as the tip sample separation remains unaltered.
This suggests, that any potential vdW interaction between tip and adorbate
for our used experimental parameters is very low, as the residence time dis-
tribution of the pulses remain unaffected under a constant electric field (Fig.
7.15(c)).
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7.3 Anisotropic diffusion

One major drawback of using a locally fixed probe for measuring adsorption
kinetics is that any adsorbate passing through the detection area is recorded,
regardless of the their directionality. In other words, FIP acquisitions assume
isotropic diffusion. However, and especially on anisotropic surfaces, diffusion
can be anisotropic. For motion of adsorbates on surfaces reasons can include
for example an asymmetric molecule structure [194] or an anisotropic surface
structure [195]. To investigate anisotropic diffusion, Ag(110) surfaces were
chosen due to the anisotropy of the surface atoms along the high symmetry
directions (see Fig. 7.2) which should lead to different anisotropic barriers
along the different surface directions. Consequently, the experiments before
will yield ’averaged’ diffusion parameters, but we preferred to perform all
experiments on the same surface for comparison. For anisotropic diffusion,
the diffusive motion is characterized by a diffusion tensor [196]. It has been
suggested theoretically [163] that determining the diffusion tensor becomes
possible by modifying the fixed probe method instead of sampling the data
at one fixed surface position, the tip periodically moved across the surface
duing data acquisition. For our experimental treatment, we introduce two
versions: one, where the probe oscillates in a straight line, and a second,
where it rotates in a circle around a fixed point, as illustrated in Fig. 7.21.

2R

2l

(a)

KR (A )

KR (B )

2ρ

(b)

Figure 7.21: Basic tip trajectories of (a) LOP and (b) ROP setups. Detection
regions are marked in gray while the solid lines mark the traces of the tip probe.
The detection areas in (b) are only used for the designated probing sites KR(A)
and KR(B). Adapted from [163].

147



The first method has been used to introduce the principle, while the
second method is used experimentally within this work. Using a linearly
oscillating probe (LOP) to detect a passing molecule, any diffusing molecule
would give rise to a signal whenever its center enters a stripe of width 2R
around the line. The shaded area (gray) marks the detection full region of
the oscillating probe.

Assuming the probe oscillates in one specific direction, and if the probe
oscillates considerably faster than a molecule moving perpendicular to the
line, the probe will be able to record the passing molecule multiple times.
If the probe were able to oscillate infinitely fast, the exact motion of the
passing molecule could be recorded. By recording the signal for different
orientations of the oscillating probe, the directionality (diffusion tensor) of
passing molecules can be derived by analyzing the RTDs of the different time
series [171, 163].

So far we have considered an infinitely fast oscillation, in which any
molecule passing the detection area will give rise to a signal (assuming in-
finitely fast recording of signal) regardless of how fast the molecule moves.
In practice, however, this is not possible. In order to reliably resolve the
molecular residence, the probe oscillating with a frequency f needs to oscil-
late considerably faster than the amount of time τR it takes for the molecule
to pass the detection region. In other words τ−1

R � f . On the other hand,
the oscillation frequency needs to be sufficiently smaller than the sampling
rate r in order to have sufficient resolution of the detection events. All re-
quirements are satisfied when τ−1

R � f � r.
A typical sequence of peaks (after transforming them into on/off signals

as explained for the FIP experiments in section 7.2.1) is exemplified in Fig.
7.22(a). Each cluster of peaks represents how many times the probe bounces
into a passing molecule. The residence times can be sampled by considering
the cluster widths as indicated by the dashed lines in Fig. 7.22(a). A dis-
advantage of using this method – besides the challenge of determining the
optimal oscillation amplitude – is that for a reliable measurement of the dif-
fusion coefficient one need not only align the direction γ of the probe with the
high-symmetry directions of diffusion, but also to the values in-between. As
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Figure 7.22: Examples of peak sequences obtained using the (a) LOP and (b) ROP
methods. If the period of the moving probe is considerably smaller than the time
an adsorbate needs to cross the detection area, the adsorbates will appear as short
peaks (solid lines). Each cluster of peaks correspond to a detection period between
the adsorbate moving within the detection area of the probe, and are transformed
into on/off signals (dashed boxes). (c) Assignment of the peaks in the last cluster
in (b) to 4 different detection points A . . .D on the circle shown in (d) used to
split signal into reconstructed signals SA . . . SD. The colored bars mark the "on"
periods of the reconstructed signals with these pints. From [163].
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a result, acquisitions needs to be performed for many different orientations
of the probe in order to derive the diffusion coefficients.

The radially oscillating probe (ROP) method (Fig. 7.22(b)-(d)), on the
other hand, allows simultaneous evaluation of the diffusion coefficient in ar-
bitrary directions. Similarly to the FIP probe method, the probe is centered
at a fixed position. In this case however, the STM probe is dithered on a
circular trajectory (see section 4.6 for technical implementation) with an os-
cillation frequency f and a dithering radius ρ. Similar to LOP, clusters of
peaks appear whenever the molecule is within the detection region along the
circular trajectory of the tip. The diffusion tensor can be determined from an
analysis of cross correlations of the fluctuations recorded at different points
along the circle. Theoretical calculations suggest an optimal correlation is
reached when ρ = 1.1R [163], where R is the radius of a circular molecule.

For determining the diffusion tensor based on the cross-correlation of time
series at different points, the clustered peaks are transformed into an on-off
time series signals. These signals are then compared with virtually fixed
points of the circle, e.g. A . . .D marked in 7.22(d). Whenever a continuous
signals is "on" when the probe passes a respective point, a reconstructed sig-
nal SA(t) . . . SD(t) is obtained, as shown in Fig. 7.22(c). The diffusion tensor
can thus be determined by cross correlating C(t) = 〈SB(t+ t)SA(t)〉 between
antipodal points (e.g. A and B), for the reconstructed signals [171, 163].

7.3.1 Implementation

In practice, limiting factors for determining diffusion coefficients from exper-
iments depend on (i) the detection system bandwidth (sampling rate r), (ii)
the probe oscillation rate and amplitude, and (iii) the stability and reliability
of the oscillating probe. To give an example, the time resolution of n points
per rotation is given by [171]:

∆trec = (2ρ)2

nD
(7.5)
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where ρ is the oscillation radius and D is the diffusion coefficient. With this
minimal time resolution, accurate identification of diffusion from one mea-
surement point to another is ensured.

In order to ascertain the stability of the dithering trajectory, first, the ex-
perimental implementation of the ROP method is critically evaluated. Due to
resonances and bandwidth limitations within the electronics for the scanning
probe, the behavior at various dithering frequencies needs to be investigated.
The stability and reliability of the dither circle was analyzed by perform-
ing atom tracking of surface adsorbates on the Ag(110) surface for various
dithering frequencies and amplitudes. The results are shown in in Fig. 7.23.

We observe that stable tracking of surface adsorbates is possible for

Figure 7.23: Successful (green) and unsuccessful (red) atom tracking of surface
adsorbate at various frequencies. ρdither = 0.31 nm. Measurements performed by
Philipp Rahe in our group.

certain frequencies, even at high frequencies (fdither ∼ 104 Hz). However, in
several cases (i.e. at specific frequencies) there is no stable atom tracking
error signal from dithering across a feature, therefore the atom tracking is
not stable. The unstable error tracking signal most commonly occurs when
the tip produces non-circular, or non-planar dither circles. The limiting fac-
tor to perform stable dithering seems to be resonances of the piezo scanners
as well as stray signals within the tunnelling current signal, i.e. at the line
frequency of 50 Hz and its overtones. Unstable atom tracking conditions,
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and therefore unstable dither circles, were most commonly observed in mul-
tiples of 50 Hz and at high frequencies, such as 2, 10 ,15, 17, and 20 kHz. A
dithering frequency of 7.31 kHz was therefore carefully chosen for most ROP
measurements where a good and stable atom-tracking response was found.

ROP acquisitions were performed using the same acquisition procedure
as FIP measurements. The same sampling rate (300 kHz) and bandwidth of
the preamplifier (80 kHz) was used as for the FIP measurements. All mea-
surements were performed at RT.

To examine adsorbate motion for tip imaging state A, ROP experiments
were first performed for different dithering amplitudes (ρ) at a dithering fre-
quency of fdither = 7.31 kHz. When the dithering amplitudes approaching
zero (ρ→ 0) we would expect to see a FIP experiment, while for large dither-
ing amplitudes we would expect single pulses at the same frequency as fdither
when a feature enters the detection region. In Fig. 7.24 the influence of
dithering the probe is analyzed by comparing FIP with ROP acquisitions
for different dithering amplitudes. We observe that the number of peaks
increases, while their coverage decrease for larger dithering amplitudes. For
small dithering amplitudes, the residence time distribution of pulses only
changes marginally, compared to a FIP measurement, while the distribution
shifts to smaller times for larger amplitudes.

To explain these changes, we also investigate the time traces itself. In Fig.
7.25, a selection of time series acquired for different dithering amplitudes is
presented, along with its corresponding reference signal. Signals comparable
to the theoretical predictions (Fig. 7.22) are found. For each pulse, we ob-
serve depressions in the pulse (Fig. 7.25(d-e)), which grow more prominent
for higher dithering amplitudes. Additionally, the frequency of these depres-
sions coincide with the oscillation frequency of the probe. This is a clear
indication that the depressions are caused by a species present within the de-
tection area of the oscillating tip (see Fig. 7.21 for illustration). As the tip
moves away from the detection area, the the molecule is no longer detected,
causing a depression in the pulse. This leads us to conclude that the pulses
we observe for tip imaging state A are indeed attributed to the detection of
diffusing species rather than caused by other artifacts such as random noise
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Figure 7.24: Comparison of FIP and ROP acquisitions on mobile phase for different
dithering amplitudes ρdither. fdither = 7.31 kHz for ROP acquisitions. (a) Number
of pulses, (b) estimated coverages, and (c) RTDs of pulses. 1 V, 50 pA, 0.01 %
used for all acquisitions.

153



t [ms]
1740 1741 1742 1743 1744 1745 1746 1747 1748 1749 1750

I [
nA

]

-2

-1

0

1

2

3

4

5

t [ms]
418 420 422 424 426 428

I [
nA

]

-2

0

2

4

6

t [ms]
460 462 464 466 468 470

I [
nA

]

-2

0

2

4

6

Reference signal

Ic

t [ms]
419.8 420 420.2 420.4 420.6 420.8

I [
nA

]

-2

0

2

4

6

t [ms]
463.2 463.4 463.6 463.8 464 464.2

I [
nA

]

-2

0

2

4

6

(a)

(b) (c)

(d) (e)
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Zoom ins. 1 V, 50 pA, 0.01 %, fdither = 7.31 kHz was used for all acquisitions.
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fluctuations or other resonant signal generation.
Our collaboration partners performed preliminary experiments where the

distribution of peaks within the single cluster is mapped along a circular
trajectory with a frequency of fdither = 7.31 kHz, for the entire acquired I(t)
signal. Ideally if no diffusion tensor is expected, the distribution of peaks
should be distributed randomly along the circular trajectory. Alternatively,
if a diffusion tensor is expected, one would assume two peaks along the
trajectory with a 180◦ phase difference between them. However, our collabo-
rators findings suggests that the peaks within one cluster are located mostly
at one position of the circle, as exemplified in Fig. 7.26 for one dithering
amplitude and frequency. This behavior is unexpected as we would expect

0              1              2               3              4              5              6 7

20

120

40

60

80

100 φ

Figure 7.26: Distribution of signals along circular trajectory of fdither = 7.31 kHz,
ρdither = 0.6 nm . Analysis performed by our collaborators at Osnabrück.

PTCDA to diffuse anisotropically on the Ag(110) surface. Based on these
findings the transition of a single molecule could not systematically be re-
vealed. We tentatively explain this effect by an inclination of the dithering
circle relative to the sample surface due to sample tilt or non-linear piezo
scanner behavior, combined with a stronger trapping of molecules at closer
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tip-sample distances. Consequently, it should be tested if tilting the plane of
the dither trajectory has an influence on this observation. Implementing a
tilt of the dither plane within the atom-tracking system is planned for future
work.

7.4 Conclusion and Outlook

In order to reliably measure the diffusion properties of surface adsorbates
using an STM tip, we have successfully implemented a procedure for acquir-
ing I(t) signals using a fixed probe. Especially, we introduce a protocol of
successive measurements on, off and on PTCDA islands to establish stable
tip and system conditions. We find that diffusion of molecules can only be
observed and acquired using FIP protocols when specific tip imaging states
are available. Our results indicate, when the tip is in the reliable imaging
state, the influence of the state of the tip (specific apex termination which
is experimentally unknown) on the diffusion experiments is uncertain, as the
number of peaks critically depends on Zoffset. Consequently, across differnt
tip states, this should be chosen similarly.

The reliability of using I(t) signal acquisitions (using suitable tip state)
for measuring adsorbate diffusion properties was examined by systematically
changing several STM system parameters. Our results show that the fast
feedback response of the distance loop inadvertently prevents detection of
long duration pulses, as the tip retracts too quickly. The distance feedback
response therefore needs to be carefully selected to ensure accurate detection
of the diffusing molecules. The most reliable data are achieved in constant-
height mode as they do not (in principle) involve changes in the tip-sample
distance for different parameters. Increasing the current setpoint lead to a
systematic increase in the residence time of the pulses, leading us to surmise
that higher current setpoints lead to larger detection areas for measuring
diffusing molecules.

From constant-height measurements, the increase in the duration of pulses
at higher applied bias (for similar tip-sample distances), indicate that an
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attractive electric field dependent tip-molecule interaction can be present,
causing the mobile PTCDA molecules to be (temporarily) trapped in the
detection area of the tip. Conversely, residence time distributions of pulses
remain unaffected when performing FIP measurements using constant cur-
rent mode (constant electric field), suggesting that the the dominant influence
on affecting dadsorbate motion is dependent on the applied bias. These find-
ings coincide with theoretical calculations, indicating that the electric field
dependence of the STM tip plays the dominant role.

In order to extend the measurement to anisotropic diffusion, where the
diffusion tensor of surface adsorbates is determined from I(t) signal acqui-
sitions using an STM tip, the measurement method was modified by using
an atom tracking system to oscillate the tip on circular trajectories at high
dithering frequencies. We found resonances in the setup for certain dither-
ing frequencies. Dithering frequencies should therefore be selected with care.
Using the same on-off-on island experimental protocol as FIP acquisitions,
ROP acquisitions were performed for different dithering radii. We observe
clusters of peaks for larger dithering amplitudes, coinciding with theoretical
predictions, thus proving the presence of mobile species for tip imaging state
A. Preliminary analysis, however, suggests the presence of molecules mostly
at one circle position, therefore trajectory needs to be tilted (outlook, not
available for this thesis).

Currently our collaborators at Osnabrück University are in the process
of estimating diffusion coefficients from both our FIP and ROP acquisitions.
From our FIP acquisitions, diffusion coefficients are expected to be derived
for our presented findings (loop gains, bias voltage, current setpoint, and tip
state influence) throughout their parameter space. Hopefully, this should
provide insight into the reliability of using these signal acquisitions for de-
riving adsorption kinetics. Assuming or FIP acquisitions provide reliable
diffusion estimates, diffusion tensors will be derived based on our ROP ac-
quisitions.
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Chapter 8

Toward automated
characterization of tip apex
geometry

In order to perform atomic manipulations using scanning probes, one often
desires to mold the tip apex into a specific condition. The precision of cre-
ating hydrogen resist using nanolithography, for instance, has shown to be
crucially dependent on the sharpness of the tip apex [197]. To date, modifi-
cation of scanning probe apexes involve a combination of initial macroscopic
modifications of the tip, such as annealing, sputtering, or macroscopic field
emission (explained in section 3.2), followed by controlled manipulations of
the tip apex on sample surfaces (e.g. voltage pulses or controlled crashing
into surfaces). Both types of manipulations (macroscopic and in-situ on sur-
faces) are often time-consuming and based on intuitive experience by the
users. Ideally, we desire to automate the manipulation process of molding
the tip apex into the desire state for a given purpose. Controlling the tip
apex into desired state(s) for manipulations, could potentially lead to full
automation of the manipulation process. One key aspect of this involves
controlling the tip geometry. In order to control the tip geometry on-the-fly
in-situ characterization of the tip apex geometry becomes necessary.

In this chapter we will present our result on experimentally determining
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the tip geometry in-situ on metal surfaces using characterization techniques
based on field emission (see section 3.3.2) from the scanning probes. As ex-
plained in section 3.3.2, in the tunnel junction, metal surfaces having different
geometries are expected to have different V-z characteristics (assuming con-
stant current mode). We have implemented experimental protocols for using
V-z characteristics to estimate tip apex geometries and implemented them
to determine the tip geometry for various STM tips and tip conditions. The
characterization technique is compared with other tip apex characterization
techniques to establish the reliability of the technique. Our results can then
be used to automate the tip characterization process at the tunnel junction,
which we are considering implementing.

8.1 In-situ tip apex characterization

This section covers our results on characterizing the tip apex geometry in-situ
at the tunnel junction on metal surfaces.

8.1.1 Tip apex characterization: methods

As a first step toward automated analysis of the tip apex geometry using
STM at the tunnel junction, a procedure for acquiring and processing ex-
perimental data was implemented. Fig. 8.1 shows a flow diagram of our
experimental data acquisition and post-processing procedure used for many
of our experiments.

Characterization of the tip apex geometry is derived by studying V-z
characteristics using z(V) spectroscopic measurements on the surface as de-
scribed in section 3.3.2. For each experimental acquisition, the tip is placed
at a desired location and I(z) spectroscopic measurements are subsequently
performed (feedback off). To investigating the tip apex geometry, the ini-
tial scanning parameters were often altered to desired values (Vp,Ip), fol-
lowed by z(V) spectroscopic measurements in constant current mode. The
spectroscopy parameters were subsequently changed back to initial scanning
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parameters. Atom tracking and feed-forward techniques were routinely per-
formed in order to eliminated drift, in particular vertical drift. For each z(V)
spectroscopic acquisition, the relative tip height, Z(t), was recorded simulta-
neously with each I(z) and z(V) spectroscopic acquisitions. Post-processing
of the data (see flow diagram in Fig. 8.1(b)) involved, (i) ascertaining and
excluding significant tip change(s) for each spectroscopic acquisition (both
I(z) and z(V)) and, (ii) ascertaining and correcting the absolute tip-sample
gap distance or each z(V) spectroscopic measurement.

For each spectroscopic measurement, two criteria were used as a discern-
ment of possible tip changes during acquisitions. The first criteria involves
using the relative tip height profile, Z(t), to ascertain if a change ∆Zc (Fig.
8.1(c)) in the tip-sample gap occurred during an acquisition. A large change
in the relative tip-sample gap distance could signify that the tip has under-
gone a structural change due to interaction with the surface. As a result, I(z)
and z(V) spectroscopic measurements having significant changes in the rela-
tive height were omitted from further analysis. The second criteria involves
examining the z(V) profiles for unwanted behavior. z(V) profiles in con-
stant current mode are expected to follow a trajectory correlating with the
geometry of the tip. Spectroscopic measurement showing significant abrupt
changes in the tip sample distances, were therefore suspected to deviate from
this behavior and were thus omitted from further analysis.

For each z(V) spectroscopic measurement, the absolute tip sample gap
distance d = ∆Zi + ∆Zp, (see Fig. 8.1(c)) was obtained during post-
processing by first extrapolating the tip-sample gap distance, ∆Zi, from I(z)
measurements using specific scanning parameters. This gap distance is then
added to the height difference between imaging spectroscopic parameters,
∆Zp, to obtain the absolute tip-sample gap distance for each z(V) spectro-
scopic measurement.

8.1.2 Tip apex characterization: implementation

The tip apex geometry was investigated at for various polycrystalline STM
(W) tips and for various macroscopic tip alterations (i.e. annealing and
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macroscopic blunting). All measurements were performed at the tunnel junc-
tion on Au-on-mica(111) metal surfaces. The measurements were performed
by monitoring the tip-sample distance during a voltage ramp at constant
current by measuring the feedback signal applied to the z-piezo drive. A
similar feedback response for the z-piezo drive was used for all tips and tip
conditions (loop gain = 1 %). The results are plotted in Fig. 8.2 for three
different tips undergoing macroscopic structural changes. From Eq. 3.4, the
electric field emanating from the tip is highly dependent on the radius of
the tip. As a result, sharper tips produce a higher field for a given bias and
tip-sample separation. Sharper tips thus require a larger gap to achieve the
same emission current because of the higher field associated with high cur-
vature [198]. As observed Fig. 8.2, this effect becomes more pronounced at
high bias voltages, leading to a more non-linear V-z characteristics for sharp
tips. Field emission measurements using different emission currents shows
little variation in the V-z characteristics for a given tip (not shown).

We observe quite different V-z characteristics for various tips and tip
conditions. The blunt tip (tip 1) show little change in its V-z characteris-
tics even after performing two consecutive 50 nm crashes into the surface.
The V-z characteristic for tip 7 does not change appreciably after its second
macroscopic annealing, but does change considerably after its third anneal,
suggesting a blunting of the tip. These measurements coincide with measured
emission currents, showing high emission current for the first two consecu-
tive annealing steps, followed by a substantial decrease in emission current
during the third anneal, suggesting a blunting of the tip during the third
anneal. Tip 8 shows a similar behavior. Initially, the newly degassed tip
(tip 8) shows unpredictable behavior in its V-z characteristics. V-z char-
acteristics for the first and second anneals suggests a sharpening of the tip
apex. Following a macroscopic crash into the metal surface, the tip shows
very small tip-sample separations, even for high bias, suggesting a blunt tip.
These findings suggest that field emission measurements performed at the
metal-vacuum-metal junction are sensitive to the macroscopic geometry of
the tip, but not necessarily on exact nature of the tip apex terminations.
This demonstrates that the V-z measurements can be used as a diagnostic

162



Sample bias [V]
0 1 2 3 4 5 6 7 8 9 10 11

z 
[n

m
]

0

2

4

6

8

10

12

14

16
Tip 1: Blunt
Tip 1:  1st 50 nm crash
Tip 1: 2nd 50 nm crash
Tip 7:  1st anneal
Tip 7: 2nd anneal
Tip 7:  3rd anneal
Tip 8: degassed
Tip 8:  1st anneal
Tip 8: 2nd anneal
Tip 8: Macroscopic crash

Figure 8.2: In-situ tip geometry characterization at tunnel junction. Plotted are
V-z characteristics for several STM tips following sequential annealing and macro-
scopic blunting on Au-on-mica(111) surfaces. Initial parameters used for z(V)
ramping: 1 V, 2-50 pA for STM tip 1, 0.4 V, 100 pA for STM tips 7 and 8,
respectively, corresponding to z = 0 in Fig. ??.

tool to estimate the apex of the tip when for various tip geometries. We
should note, that our field emission measurements varied considerably from
measurement to measurement, and most of our data were averaged over a
large population size.

Field emission studies were similarly performed at the tunnel junction
for both positive and negative sample tip biases, respectively. For negative
sample biases, field emission from the metal surface to the tip is expected.
The results are shown in Fig. 8.3 for six different tips. We observe an asym-
metry in the z(V) between the positive and negative z(V) profiles for each
tip, respectively.
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Figure 8.3: Field emission measurements at tunnel junction on Au-on-mica(111)
surfaces at positive and negative sample bias for various STM tips. Initial z(V
) ramping parameters for positive (negative) sample biases: 1 V, 2-50 pA (-1 V,
2-50 pA) for STM tip 1, 1 V, 1 nA (-1 V, 1 nA), for STM tip 2, 1 V, 2 pA (-1 V,2
pA) for tip 3, 4 V, 100 pA (-4 V, 100 pA) for STM tip 4, 5 and 6, respectively.

8.2 Validation of characterization technique

The reliability of using field emission at the tunnel junction was investigated
by examining the tip geometry using two field emission methods (at the tun-
nel junction and mesoscopically) for various tips and tip conditions. Field
emission at the mesoscopic scale was measured using the experimental setup
illustrated in Fig. 3.2(b). Ideally one could perform field emission measure-
ments using well-known tip geometries and use them as references. However,
we believe that for the technique to ultimately to be utilized as an automa-
tion tool for characterizing the tip geometry, our field emission acquisitions
should be applied to randomized tip structures. What is important, is that
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the different techniques should give similar results when applied to the same
tips and tip states. Mesoscopic tip apex characterization was performed for
various tips and following macroscopic tip alterations, such as annealing.
The tips were subsequently transported to the tunnel junction to compare
the different characterization techniques. The results are shown in Fig. 8.4
for 3 different tips.

The field emission current at the mesocopic scale was measured by
applying a voltage source to the tip and performing a voltage sweep. Volt-
age sweeps were performed at the range of 0 - 500 V. For each tip, voltage
sweeps were performed multiple until the emission current became stable.
For mesoscopic field emission performed prior to TJ, the last voltage sweep
is shown, and similarly, for mesoscopic field emissison performed after the
TJ, the first voltage sweep after field emission on the surface is shown for
all tips. For mesoscopic field emission, the radii of the tip was estimated
from the Fowler-Nordheim (FN) plots shown in Fig. 8.4(b). For minimum
radius estimation, the radius was experimentally determined from the slope
of the graph where we have assumed the following values: φ = 4.5, α = 1
and k = 5. For the image-corrected FN derivation, the same initial values
were used to estimate the lower bound of the radius, which was then used
to obtain the image correction factor (and thus corrected radius) using the
iteration method described in [49]. The estimated radii shown in table 8.1
was obtained by averaging over all relevant z(V) profiles followed by a fitting
to Eq. 3.8. z(V) profiles showing severe tip instabilities or tip alterations
were omitted. For each of the 3 tips presented, an arbitrary height of 1.2 nm
was added to the tip position. Their standard error was obtained fits to Eq.
3.8 from individual z(V) profiles that did not fail (i.e. where the range of
estimated radii were ≤ 1000 nm).

We observe relatively small changes in the estimated radii for for tips
9 and 10 following macroscopic annealing but a significant blunting of tip
11. By comparing mesoscopic field emissions performed before and after per-
forming tip characterization at the TJ show no change in estimated radii,
indicating that performing field emission at the TJ does not significantly af-
fect the tip attributes. As tip instabilities and tip apex changes are expected
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Figure 8.4: Comparison of tip geometry using field emission (mesoscopic) and field
emission at tunnel junction (TJ). (a) Mesoscopic field emission current vs. voltage
for three tips. (b) Fowler-Nordheim (FN) plots for same tips as shown in (a).
Field emission currents below 10 pA (0.5 nA for STM tip 10, initial and before
TJ) were excluded from fitting. (c) Field emission at TJ on Au-on-mica(111) metal
surface of same tips as shown in (a). Tips 4, 5 and 6, showed no macroscopic field
emission when applying a voltage up to 500 V. Table 8.1: comparison of estimated
radii using FN and image corrected FN performed at mesoscopic scale with radii
obtained using Eq. 3.8 performed at TJ. An arbitrary height of 1.2 nm was added
to each tip. Initial parameters used for z(V) ramping: 0.4 V, 100 pA for STM tip
9 - 11, respectively.
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to occur at the TJ, our results indicate our tip characterization method at
the mesoscopic scale is relatively insensitive to nanoscopic/atomic changes
occurring at the apex. At the TJ, estimated radii show significant devia-
tions both when comparing individual z(V) profiles for a respective tip and
with expected radii obtained from mesoscopic field emission. Only STM tip
10 show comparable radii when averaging over multiple samples, while de-
viating significantly for individual measurements. The significant variation
in estimated radii between individual profiles and the observation of an ab-
normally high radii occurring following some fittings (e.g. tip 9), suggests
several limitations of Eq. 3.8. Often fitting variables to Eq. 3.8 result in
asymptotic values when the denominator gets close to zero. Also, Eq. 3.8
assumes that field emission intersects at z = 0 for V = 0. As a result, knowl-
edge of the absolute tip-sample height is required for accurate fitting of the
tip radius. For more reliable automated characterization of tip apexes for at
the TJ, we suggest applying a more suitable method relying on two criteria:
the non-linearity of the tip-sample displacement, and the magnitude of the
tip-sample displacement as a function of the bias voltage.
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Chapter 9

Conclusions

Scanning probe microscopes offer the opportunity to investigate and manip-
ulate matter at the atomic and molecular scale. While scanning tunneling
microscopes can be utilized on conducting surfaces, atomic force microscope
can, in principle, can be carried on any surface or material. The principle
nature of the scanning probes is that they rely on the interactions between
tip and surface of interest. When operated on the atomic scale, these interac-
tions take place between the individual atom at the tip apex and the surface.
Thus when utilizing SPM, it becomes critical to understand or control the
specific nature of the tip apex.

Throughout this thesis, the effects of the tip structure in imaging and
manipulating surfaces have been examined. As the overall theme of this the-
sis is focused on the role the tip plays on when interacting with the surface,
we have performed our experiments on different types of surfaces (semicon-
ductor and metal surfaces) and been applied to investigate different types of
surface phenomena. We have found that the specific nature of the tip apex
and the role it plays during an experiment, is essential to understand surface
phenomena and tip-sample interactions. Specifically, we find that in order
to investigate a specific surface phenomena, the tip apex needs needs to be
carefully considered. Based on our result, we outline strategies for obtaining
the "right" tip state for the specific purpose.

Chapter 5 the role of the tip is examined when imaging the surface using
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STM. We find that observed surface geometry is a convolution of the probe
and surface states (which we generally refer to as tip imaging states) and is
therefore critically dependent on the electronic properties of both the probe
and the surface. We propose using AFM/STM investigations combined with
DFT simulations to examine which tip apex geometries give rise to these
surface features.

We then moved on to examine the role of the probe state when perform-
ing atomic scale manipulations in the next chapter. For H:Si(100)-(2×1)
surfaces the tip imaging states can mainly be classified into broad groups:
row, dimer, atomic, and asymmetric based on the appearance of the atomic
scale features. The efficiency/precision of hydrogen desorptions is examined
using these broad groups. We find that the tip imaging state plays a crucial
role for performing hydrogen desorption on H:Si(100) surfaces.

In chapter 7, the role of the probe apex was examined in detail for a
particular system; ascertaining if the diffusion of surface adsorbates can be
reliably estimated, provided that the probe is in the right state. We find
that detecting and estimating the kinetics of surface adsorbates is critically
dependent on the nature of the tip apex. Through systematic examination
the residence time distributions of PTCDA molecules, our results suggest
that an attractive interaction between tip and adsorbate occurs and indi-
cate a possible applied field dependence on the interaction. To measure
anisotropic diffusion, our atom-tracking apparatus was modified to perform
high-frequency movement around a circular trajectory. By analyzing adsor-
bate interaction with the circular detection area of the probe, the diffusion
tensor of the adsorbate can, in principle, be extrapolated. Currently we, and
our collaborators at Osnabrük University, are in the process of deriving dif-
fusion coefficients and diffusion tensors based on acquired experimental FIP
and ROP acquisitions, in the hope of providing a better understanding of
the diffusion properties of surface adsorbates.

Finally, in chapter 8, characterization of the tip apex structure is exam-
ined, for the purpose of allowing reliable characterization of the of the tip
apex on-the-fly while performing experiments on the surface. Our results
suggest that field emission measurements at the tunnel junction are sensitive
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to changes in the nanoscopic/mesoscopic tip apex structure, thus opening
up the possibility of fully automating the process of characterization the tip
apex structure.

9.1 Outlook

Our ultimate goal, is to perform fully autonomous SPM operation for imag-
ing, manipulation and examination on surfaces without human intervention.
A crucial element for achieving this is being able to identify the underlying
surface features of interest and determining which which features are physi-
cally relevant to a particular application. We have found that the state of the
probe plays a crucial role in not only the way the surface is "viewed" but is
also crucial for performing atomic scale manipulations and for investigation
surface phenomena. As a result, for autonomous SPM to become possible,
certain image processing, analytical techniques and decision making pro-
grams would need to be implemented. The autonomous program would need
to include protocols for modifying the state of the probe and subsequently
identify various surface features or surface properties. The desirable state
could be characterized either by identifying specific spectroscopic properties
or by identifying or searching for specific imaging features. In all likelihood,
in order to investigate a specific surface phenomena, a certain understanding
of the surface properties would need to be inputted.

Currently, we are considering combining our image analysis and tip mod-
ification software with our automated hydrogen atom extraction routine for
conducting autonomous SPM manipulations on hydrogen passivated silicon
surfaces. By combining this protocol with various decision making tools, this
system could provide a test bed for establishing the the reliability of perform-
ing autonomous SPM manipulations. The technique could then, in theory,
be extended to other surfaces and for other purposes for a more general-use
SPM autonomous applications.

An important aspect for controlling and modifying the probe structure
autonomously involves being able characterize the probe structure/shape on-
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the-fly. At the tunnel junction, the probe apex radius of curvature can, in
principle, be derived from their relative tip-sample displacements using field
emission measurements. One of the main limitations of using field emission
for tip characterization is due to fluctuations in the emission profiles. These
fluctuations are caused by instabilities of the tip, and have been attributed to
sudden atomic changes on the tip surface [199]. As a result, reliable charac-
terization of the probe structure becomes exceedingly difficult. Our results
show that, although field emission profiles can vary considerably between
individual measurements, field emission profiles are less sensitive to atomic
scale changes in the tip structure, when averaging over an ensemble of mea-
surements. For further tip characterization using field emission, we propose
using strategies for stabilizing the tip structure, e.g. by conditioning the tip
at the tunnel junction, coating the tip [197] or using materials with more
stable field emission properties.
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Appendix A

Passivation and imaging:
additional tip states
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Figure A.1: Selection of STM images using same imaging conditions (1.6 V, 10 pA).
By applying the same imaging conditions, the different surface contrasts should
therefore represent different tip states.
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Figure A.2: Selection of STM images using same imaging conditions (1.6 V, 10 pA).
By applying the same imaging conditions, the different surface contrasts should
therefore represent different tip states.
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Figure A.3: Selection of STM images using same imaging conditions (1.6 V, 10 pA).
By applying the same imaging conditions, the different surface contrasts should
therefore represent different tip states.
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Appendix B

Desorption efficiency:
supplementary information

In this supplementary chapter we examine more closely possible additional
influences and limitations to dangling bond generations. An important aspect
in achieving as high as possible desorption yield with single-atom specificity
is to understand the physical aspects of the desorption process and its limita-
tions with respect to writing accuracy. We have therefore examined features
such as: how often single atoms are generated as compared to multiple DB’s
(Appendix B.2), how often DB’s are generated at desired coordinates (Ap-
pendix B.3), and examined their distribution on the surface (Appendix B.4).
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B.1 Tip state changes during desorption
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Figure B.1: Efficiency of desorption detection when (a) no tip change and (b) a
tip change occurs.
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B.2 Number DB’s generated

Figure B.2: Number of DB’s generated as a function of voltage.

Tip states
Row Dimer Atomic Asymmetric Unknown

Fr
eq

ue
nc

y

0

50

100

150
Nr DB: 1
Nr DB: 2
Nr DB: 3
Nr DB: 4

Figure B.3: Number of DBs generated for different tip states.
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B.3 Primary vs. secondary desorptions

Figure B.4: comparison of primary vs secondary desorption site DB efficiency.
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B.4 Intra/inter-dimer and inter-row genera-
tion

Figure B.5: Number of intra/inter-dimers and inter-rows generated as a function
of voltage.
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Figure B.6: Number of intra/inter dimers for different tip states.
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Appendix C

Diffusion

C.1 Tip imaging states

In this section, FIP acquisitions for tip imaging states A, B, and C and over
the clean (Ag) Ag(110) surface shown in Fig. 7.9 where the tip states (A.1,
A.2 ...) are examined in more detail. The different tip state data are also
acquired with different parameters.
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Figure C.1: Comparison of (a) number of pulses and (b) coverages for different tip
states (X.1, X.2, ...) where X = A,B,C and X = Ag for the clean Ag(110) surface
for each line shown in legend. Roman numerals represent parameter changes.
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Figure C.2: RTDs for various tip states (A.1, A.2, ...) for tip imaging states A, B,
and C, and for the clean Ag(110) surface. Roman numerals represent parameter
changes.

C.2 Bias and current setpoint influence

In this section, the influence of changing the bias ((a)-(b) for every figure) and
current setpoint ((c)-(d) for every figure) is examined for the bare Ag(110)
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surface (Fig. C.3), the mobile phase (Fig. C.4), and over the islands (Fig.
C.4) of the PTCDA covered Ag(110) surface, respectively. It should be noted
that these experiments were performed when we experienced mechanical in-
stabilities of the Omicron VT system due to loose sample springs. As such,
for FIP acquisitions at high current setpoints (1 nA), tip changes may be
present as a result of mechanical instabilities.
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Figure C.3: Bias (a)-(b) and current (c)-(d) influence on RTD distributions. His-
tograms of FIP measurements performed on bare Ag(110) surface. (a) and (b)
performed at 50 pA, (c) and (d) at 1 V. Loop gain = 0.5% for all measurements.
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Figure C.4: Bias (a)-(b) and current (c)-(d) influence on RTD distributions.
Histograms of FIP measurements performed on mobile part of PTCDA covered
Ag(110). (a) and (b) performed at 50 pA, (c) and (d) at 1 V. Loop gain = 1.0%
for all measurements.
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Figure C.5: Bias (a)-(b) and current (c)-(d) influence on RTD distributions. His-
tograms of FIP measurements performed on PTCDA island of Ag(110) surface.
(a) and (b) performed at 50 pA, (c) and (d) at 1 V. Loop gain = 0.5% for all
measurements.
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Figure C.6: Corresponding on-island FIP acquisitions using experimental on-off-
on protocol for constant height measurements presented in Fig. 7.16 using same
parameters.
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