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ABSTRACT

Background

Effective disease diagnosis and treatment relies on a conceptual
knowledge base that is both expansive and well-networked. The
problem-based learning (PBL) curriculum is considered as being well-
suited to creating this kind of knowledge. The facilitator plays a crucial
role in establishing and maintaining the knowledge construction
discourse as students interact to resolve case problems. An exploration
of tutorial talk could provide opportunities to understand and improve
verbal interactions of this nature. Many of the previous studies have
only analysed a small amount of tutorial talks owing to methodological
constraints, and the existing literature on the subject matter only
scarcely touches upon the utility of lexicogrammatical methods for the
development of an understanding of knowledge construction in medical
PBL tutorials. In this research, a blend of corpus linguistics
methodology and a lexicogrammatical approach was employed for the
analysis of talk in 8 PBL tutorial groups in order to deepen our
understanding of how students jointly construct knowledge and how the
facilitator guides the process.
Aims

In this study, a corpus of 2,37,820 comprising eight PBL
students’ and facilitators’ tutorial talk was created to achieve the

following aims:
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I. To use the students’ subcorpus to answer the research question (1)
by measuring the frequencies and describing the functions of the
frequently occurring (1) referring expression indicators; (2) shared
knowledge indicators; (3) knowledge extension indicators; and (4)
knowledge enhancement indicators.
Il. To use the facilitators’ subcorpus to answer the research question (2)
by measuring the frequencies and describing the functions of the
commonly occurring (1) facilitators’ questions; (2) facilitators’ directive
expression indicators; and (3) facilitators’ probability indicators.
[ll: To make recommendations based on the results of the study.
Methodology

Wmatrix 3 was used to retrieve defined linguistic indicators
relating to the research questions. A quantitative analysis of the
indicators was performed through word frequency computation and a
keyword-in-context analysis. Descriptive statistics with SPSS version 22
was used to computer frequency profile of the indicator functions, and
the Log likelihood calculator was used to determine the variation of the
functions across the eight PBL groups. Extracts from the dataset were
provided to illustrate the indicators’ functions.
I. Results of Students’ talk analysis

The subcorpus contained 2,10,077 words. The most frequent
contents of the students’ talk comprised biomedical science and cause-

effect vocabularies.
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1. Analysis of referring indicators

There were 2,325 referring expression indicators. They were
used to mark verbal expressions, amounting to 44.04%; mental
expressions, amounting to 42.24%; and learning situation and
materials, amounting to 13.72%. The referring expressions were used
for providing peer commendation, sharing knowledge, fostering social
and cognitive regulation, and for constructing knowledge; the mental
referring expressions were used to generate hypotheses, achieve
mutual understanding, and define group tasks; and learning referring
expressions were used to share learning resources, explain concepts,
as well as guide discussions and resolve conflicts.
2. Analysis of shared knowledge indicators

There were 3,437 shared knowledge expression indicators,
which are the following: affirmation (73%), negation (17%), and non-
lexical content (10%). Affirmative indicators were mostly used for
integration-oriented knowledge sharing (42.31%); negation affirmation
expressions were mostly used for conflict-oriented knowledge sharing
(70%); and non-content indicators were mainly used for idea and
information orientation. Shared knowledge was commonly achieved
among group members through information addition, repetition and
rephrasing, paraphrasing, causal and noncausal elaboration, correction
of ideas and information recollection, and by establishing orientation to

ideas and information from the group members.
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3. Analysis of knowledge extension indicators

There were 6,520 retrieved knowledge extension indicators,
which comprised the following: additive 4,227 (63.54%), alternative
1,001 (15.05%), and adversative 1,424 (21.41%). Adversative
indicators were more frequently used for knowledge construction
compared to additive (33% versus 16%; LL 32.58, p <0.01) and
alternative indicators (33% versus 13%; LL 95.74, p < 0.01).
The students commonly used additive indicators for simple, temporal,
causal-conditional, elaborate, contrastive, and indefinite additions.
Alternative indicators were commonly used for offering alternative
guestions and ideas while adversative indicators were frequently used
to link elaborative, contrastive, concessional, and causal-conditional
clauses.
4. Analysis of knowledge enhancement indicators

A total of 6,402 indicators were retrieved. The most frequent
among the retrieved 6,402 indicators were because, so, as, when, and
that. Between 16.94% and 29.24% of the indicators were used for
knowledge co-construction. The most frequent indicators’ functions
were conditional, extension, report, consequence, inference, and
feature specification. The reporting functions regularly concerned
biomedical theory, previous peer knowledge, research evidence,
professional opinion, as well as cognitive tools and criticism; extension
function related to biomedical knowledge; and feature specification
functions involved biomedical attributes and explanation; the conditional

functions were frequently used to state logical conditions for disease

4
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presence, manifestation, and treatments; the inferential functions were
more consistently used to link biomedical deductions to their premise;
and the consequential functions commonly related to the linking of
physiological mechanism and organ function to their respective
consequences.
Il: Results of facilitators’ talk analysis

The subcorpus contained 27,743 words. The most frequent
content comprised biomedical science and cause-effect vocabularies.
1. Facilitators’ questions

There were 35 types of question indicators. The facilitators asked
0.78 lower-order questions per 100 tokens, and 0.25 higher-order
questions problem-based per 100 tokens. The questions functioned to
stimulate elaboration, elicit information, prompt students, and the
offering of suggestions.
2. Analysis of directive expressions

‘Should’, ‘have to’, ‘need’, ‘supposed’, ‘would’, and ‘can’ directive
expression indicators were found to be most frequent. They were used
to mark expectation, indirect question, and they were commonly used to
preface requirement, exhortation, and intention. The indicators
functioned frequently to facilitate group process (53.45%) and direct
learning (42.00%).
3. Analysis of probability expression indicators

There were of 27 types, out of which 9 were frequently occurring.
The probability expression indicators were frequently used to mark

possibility, prediction, hedging, and logical deductions. The indicators

5
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functioned to preface content information given to the students, to mark
process facilitation remarks, and to mark facilitators’ questions.
Discussion and conclusion

The study demonstrated the feasibility of using corpus linguistics
to study medical students’ knowledge construction talk; provided
evidence of knowledge construction through prior knowledge
mobilisation, knowledge extension, and enhancement; and signified the
attainment of shared knowledge. The facilitators frequently asked lower-
order questions; the directive expressions indicators were used to mark
content-related and learning behaviour expectations and requirements;
and the probability expression indicators were frequently used to mark
content information given to the students.

This study shows that students construct knowledge in their PBL
tutorials. The pedagogic issues that emerged from the study relates to
subversion of the PBL facilitation principles. A wholistic understanding
of the factors that affect the behaviours of the facilitators in the
classroom is important to resolve this problem. This may involve tutor
pedagogic education and recalibration of administrative policies and
institutional culture to provide an enabling environment for PBL

instructional approach.
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CHAPTER 1

INTRODUCTION

1.1. Introduction

This chapter describes the background to the thesis. It starts with
an exploration of the ancient origin of problem-based learning (PBL),
followed by an understanding of the educational context of its modern
emergence, its heterogeneity and similarity to other experiential
instructional approaches, along with an analysis of its goals and
process. The epistemology of knowledge and its theoretical implication
in context of the constructivism underpinning PBL are outlined. The
chapter concludes with a description of the research problem and
questions as well as an overview of the purpose, significance, and

scope of the research.

1.2. Background

Classically, PBL is defined as: “the learning that results from the
process of working towards the understanding of a resolution of a
problem. The problem is encountered first in the learning process”

(Barrows and Tamblyn, 1980: p. 1). It is a complete approach to

education and not just a teaching technique or tool (Barrett and Moore,

2011a). Savery and Duffy (1996) describe it as the mastery of

information in context of the case in which it is being used. PBL uses

complex real world problems to introduce concepts and provide a
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motivating active and cooperative learning environment (Allen et al.

1996).
PBL is considered to be an ancient educational approach used

by the likes of Socrates, Aristotle, and Confucius (Kolmos and Graaff,

2007; Lee et al., 2004; Savin-Baden, 2000; Schmidt, 2012); however,

its orthodox fashion was introduced at the McMaster University by

Barrows and his colleagues more than four decades ago (Azer, 2001;

Donner and Bickley, 1993; Neville, 2009:; Neville and Norman, 2007).

Following its initial adoption at the Maastricht University in the
Netherlands, Newcastle in Australia, and New Mexico in the United

States (Dolmans et al., 2002; Hung et al., 2008), the popularity of PBL

curriculum grew rapidly such that it has been adopted in whole or in part
in several disciplines outside medical education in most nations of the

world (Azer, 2001; Dolmans et al., 2002; Hung et al., 2008; Kolmos and

Graaff, 2007; Neville, 2009).

1.3. Context of Problem-based Learning Curriculum

The popularity and the globalisation of PBL curriculum was
based on the need to replace the traditional curriculum that was seen
as being inadequate in the knowledge-driven professional world of
modern times. The traditional curriculum has been criticised for a
number of lapses, including students’ information overload,
accumulation of unusable knowledge, apathy towards continuous
learning, dislocation of basic sciences from clinical practice, excessive

focus on scientific research rather than on competences needed in

8
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practice, and curriculum overload (Azer, 2001; Neville, 1999; Schmidt,

1983). Aside from the inadequacies traditional curriculum suffered from,
a number of other factors influenced the popularity and adoption of PBL
curriculum — a need for professionalism; a commitment to lifelong
learning in the face of ever-increasing medical information and the
dynamic complexities pertaining to disease and treatment; a need for
effective inter-professional collaboration and communication; a
requirement for critical thinking, problem-solving, and other labour
market skills; a means of responding to directed innovation; and a
remedial response to the decline observed in the resources for higher

education (Azer, 2001; Savin-Baden, 2000). These needs require

radical changes in medical education modelled towards knowledge
acquisition, application and use, as well as data interpretation and

acquisition of lifelong learning skills (Azer, 2001). Thus, PBL seems to

present a better prospect for improved medical education when
compared to the traditional curriculum. The educational objectives of

PBL could help achieve these features (Barrows, 1983). However, there

is a challenge PBL faces in terms of its conception and practice.

1.4. PBL and other Experiential Approaches

Significantly, different instructional practices are often
categorised under PBL and the resulting confusion can be very

frustrating (Margetson, 2003). The situation has significant

consequences for research and evaluation, since it would be very

difficult to compare the outcomes of PBL in one setting against that of

9
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the other (Lloyd-Jones et al., 1998). While some educators considered

the orthodox form practiced at the McMaster and Maastricht as the

authentic PBL (Harden and Davis, 1998), some others considered other

methods, such as case-based learning, project-based learning,
discovery learning, and inquiry-based learning as falling under PBL

(Azer, 2001; Savery, 2006). All cases may not be problems, and solving

these problems may not be the principal purpose of the exercise (Azer,
2001). The term discovery learning connotes the idea that students are
supposed to discover knowledge that is already known (Boud and

Feletti, 1999).

According to Boud and Feletti (1999), PBL has been described

as an approach to curriculum structuring where students are confronted
with authentic problems in order to stimulate learning. The curriculum
and process for teaching and learning could take several forms and still

be compatible with PBL elaborated (Boud and Feletti, 1999). PBL is

seen as a way to learn rather than as a learning method or technique. It
is considered that its goal is to help students build capacity for modern
life and to enable them to contribute productively to their society (Engel,

1999; Neufeld and Barrows, 1974). Barrows describes PBL as an

instructional strategy (Boud and Feletti, 1999) that could have many

different meanings, depending on the “design of the educational method

employed and the skills of the teacher” (Barrows, 1986: p. 481). For

Barrows (1986), there is no single version of PBL, and he devised a

taxonomy to classify the various forms of PBL. Similarly, Harden and

Davis (1998) locate PBL towards the end of a continuum in which

10
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traditional lecture lies at one extreme and task-based learning lies at the

other one.

1.5. PBL Heterogeneity

PBL'’s orthodox model has undergone tremendous mutation over

time (Gijselaers 1995 cited in Dochy et al., 2014; Gijbels et al., 2013).

As PBL curriculum migrated from medical school at the McMaster
University in Canada and got adopted and planted in different nations
and disciplines with different academic cultures and resources, the
orthodox fashion mutated rapidly to appropriate to its new
environments. Thus, PBL instructional strategy became a genus with

many species (Barrows, 1986; Harden and Davis, 1998), or a syndrome

with many forms (Azer, 2001; Walton and Matthews, 1989), or a coat

with many colours (Lloyd-Jones et al., 1998), if you please, such that no

two PBL curricula are the same in terms of meaning, content, and
implementation.

Several models of PBL curriculum have been developed. These
models include the orthodox PBL, where education is delivered wholly
as PBL as in the McMaster and Maastricht PBL programme models

(Kwan, 202; Schmidt et al., 1993); hybrid PBL, where conventional

lectures are combined with PBL (Armstrong, 1999; Houlden et al., 2001;

Steele et al., 2000), and isolated PBL, where PBL is applied to one

subject or an aspect of a subject within traditional curriculum (Lobb et

al., 2004). Variation also exists in the number of days spent to complete

a PBL cycle. In the McMaster and Maastricht models, students meet

11
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twice a week (Barrows, 1988; Schmidt et al., 1993); in Harvard medical

school, the students meet three times in a week (Engel, 1999; Silver

and Wilkerson, 1991), whereas PBL is completed in a day at Singapore

Polytechnic (O'Grady et al., 2012; Yew and Schmidt, 2009, 2011).

Other models of PBL vary in term of class size. The traditional and
popular variant of PBL in terms of class size comprises a small group.

Exley and Dennick (2004) described four categories of small

group—-teaching with PBL groups having 8—12 students per group
(Table 1.1). There is a general agreement that the optimum size for
small group—teaching (SGT) is 5-8 students per group, and for tutor-led
and tutorial type—-SGT, a group of 6 students is the best (Booth 1996

cited in Exley and Dennick, 2004). It is considered that a group

membership of below 5 is not optimally suited for the proper utilisation
of the diversity and the richness of interpersonal interaction while the
input from some group members start declining when the group size is

more than 8 per group (Exley and Dennick, 2004). However, due to

limited faculty resources, medium to large classes or a whole

class—PBL model has also been introduced (Kingsbury and Lymn,

2008; Pastirik, 2006; Roberts et al., 2005). While classical PBL is

conducted in face-to-face learning environments, online PBL models
have been introduced where the facilitator and the students engage in

tutorial discourse via the synchronous online environment (Dennis

2003; Sendag and Odabasi, 2009; Sterling and Centre, 2004). The

classical model of facilitation requires the facilitator to stay with the

students throughout the tutorial session; but in floating facilitation, the

12
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tutor, as the floating facilitator, moves from one small group of students

engaged in a PBL tutorial discussions to the others, asking questions

and probing the understanding of the students (

Duch, 2001).

Table 1.1: The four categories of small group teaching (Exley and

Dennick, 2004)

Category of small

group teaching

Example of small group

Approaches

Typical student
numbers

Tutor-led SGT Tutorials 4-12
Seminars 10-25
PBL groups 8-2
Student-led SGT Tutor-less tutorials 4-8
Learning sets 4-8
Self-help groups 4-8
Virtual SGT Virtual tutorials 4-12
Email discussions 4 upwards
SGT in large groups Syndicate work 10-100
Problem classes 10-50
Group practicals 10-100
Workshops 10-40

SGT, small group teaching

Despite these differences, there also seems to be a shared
understanding pertaining to the educational goals and the underpinning
principles and philosophy of PBL. These are highlighted in the following

sections.

1.6. Goals of Problem-based Learning Curriculum

The general goals of PBL in terms of outcomes for the students

have been well-summarised in the existing literature (Azer, 2001;

13
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Barrows, 1996; Hmelo-Silver, 2004; Neufeld and Barrows, 1974). PBL

is designed to help students achieve the following:

construct an extensive, integrated, and flexible knowledge base;
develop effective problem-solving and clinical reasoning skills,
typical of an expert physician;

develop self-directed, lifelong learning skills;

become effective collaborators;

become intrinsically motivated to learn;

develop humanistic competences in the students, thus
enhancing their sensitivities to the medical and psychosocial
needs of patients;

promote independent critical thinking skills; and

enhance awareness of and enable work in a variety of health

care settings.

1.7. Principles of PBL Practice

The accomplishment of these objectives would require a set of

instructional principles that can guide the practice of teaching and the

design of learning environments. Learning environment is defined as

the classroom- and school-based psychosocial and pedagogic

situations that influence students’ academic achievements and attitudes

(Fraser, 1998). These principles include (Savery and Duffy, 1996) the

following:

All learning activities should be anchored to a problem.

14
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e Learners should be supported to develop ownership of a task or
a problem.

e The cognitive demands required to solve the problems
presented to the students should be consistent with the cognitive
demands in the environment for which the learners are being
prepared.

e The task and the learning environment should be designed to
reflect the complexity of the environment they are expected to
function once they are through with their learning.

e Learners need to be given ownership of the process used to
develop a solution to a problem.

e Learning environment should be designed to support and
challenge the learner’s thinking.

e Students need to be encouraged to test ideas against alternative
views and contexts.

e Learning environment needs to provide opportunity for and
support reflection on both the content learned as well as the
learning process.

e Students need to work together collaboratively to solve the

problem presented.

1.8. PBL Tutorial Process

There is a consensus regarding the stages that should be

included in the PBL tutorial process (Azer, 2001). These are elaborated

below.
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Generally, the tutorial process starts with problem presentation in
form of a trigger text or a scenario or video. The problem involves a set

of phenomena in need of explanation (Dolmans et al., 2001). The

students analyse the problem, employ reasoning skills to work on it by
generating questions and trying to determine the underlying causal
mechanisms, principles, or processes that might help explain the
anatomical, physiological, biochemical, or behavioural dysfunction

responsible for the patient’s problem (Barrows, 1985, 1988; De Grave

et al., 1996; Dolmans et al., 2001). To do this, says Barrows (1985), the

students need to learn the concepts and mechanisms that are involved
in normal basic sciences (anatomical, physiological, biochemical,
psychosocial). The students discuss their ideas about the problem;
generate hypothesis about basic mechanisms involved in the patient’s
problem; engage in an inquiry strategy concerning which hypothesis
best fits the information collected from the patients’ history and clinical
examination; and problem synthesis. The students employ their prior
knowledge and experience for the clinical reasoning exercise (De Grave

et al., 1996; Dolmans et al., 2001). The students constantly question

themselves, focusing on what they need to know in order to better
understand the basic mechanisms underlying the problem of the
patient, and some of these questions are transformed into learning
issues. According to Barrows (1985), the hypotheses that the students
are asked to develop should be those of the underlying basic
mechanisms (not diseases) responsible for the patient’s symptoms and

signs. The questions on history and examinations are investigations
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aimed at working out and verifying the correct mechanisms responsible.
The learning issues simultaneously developed by the students are
those that relate to the preclinical disciplines.

This is followed by a period of self-directed study during which
the students distribute the issues at hand among themselves and
research upon the learning issues they identified at the initial stage,
using a variety of learning resources, including textbooks, monographs,
journals, and other library resources. After the initial research, the
students can then approach their basic science faculty members for

further learning in the form of seminars (Barrows, 1985). The students

then return to the group with the gathered information along with other
materials that may help augment their learning in the group. According
to Barrow (1985), the students also critique their learning sources and
the information that the students bring to the tutorial. With the new
understanding and knowledge derived from the newly acquired
information, the students go over the problem again. They apply their
reasoning skills again and refine their hypothesis and problem-solving
process in the light of the new knowledge that have just obtained.
Through this process, the new information is restructured in a clinically
meaningful manner. The students conclude the tutorial process with a

reflection on their learning (Barrows, 1985). This involves a review of

what has been learnt (in basic sciences, comprising anatomy,
physiology, biochemistry, and psychology or behavioural science) along
with the learning objectives to ensure that adequate coverage has been

achieved. The role of the facilitator, who is considered an expert

17



Problem-based Learning | 2016

learner, is to model good strategies for learning and thinking and not
dispense knowledge as is expected of them in the traditional curriculum

(Hmelo-Silver, 2004). In other words, the facilitator structures learning

environments. Table 1.1 shows the seven essential stages of the PBL

process.

Table 1.2: Seven stages of the PBL process (Schmidt, 1983)

Step 1: Clarify terms and concepts not readily comprehensible. ‘

Step 2: Define the problem.

Step 3: Analyse the problem.

Step 4: Draw a systematic inventory of the explanations inferred from step 3.
Step 5: Formulate learning objectives.

Step 6: Collect additional information outside the group.

Step 7: Synthesise and test the newly acquired information.

1.9. Epistemology of knowledge

Classroom learning environments shape the educational process

as well as human thought and action (Fraser, 1998; Hewitt and

Scardamalia, 1998). Practical initiatives might be ineffective without a

careful consideration of educational philosophy and theory of
knowledge that determine the structuring of the learning environments
(Fan, 2014).

It was only in the last century that psychology broke away from
contemplative philosophy to establish itself as an empirical science, and
it is not surprising that there is a convergence between how the
philosophers of science view the nature of knowledge and its

acquisition in science and how the educational psychologists view
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learning and instruction (Schmidt, 1993). Thus, PBL has its root in both

philosophy and psychology (Fan, 2014; Schmidt, 1993). According to

Schmidt (1993), the psychology-oriented views on how we know our

world are based on two philosophical conceptions — empiricism and
rationalism.

Empiricism has its root in the idea forwarded by Aristotle, and it
postulates that knowledge is acquired entirely from the senses

(Dennick, 2015). Rationalism, on the other hand, has its root in the

works of Plato. Plato conceived that “true knowledge was located in,

and could be generated by, the rational, thinking mind” (Dennick, 2015:

p. 39). Dennick (2015) elaborated that Plato conceived that our minds

are born with ideal forms of knowledge, and the aim of human
development is to understand these ideal and universal forms. For
Plato, reasoning is superior to feelings, and according to him, the world
of senses was considered erroneous, incomplete, and uncertain; and
knowledge originating from them was seen as being unreliable. The
mind contains innate knowledge, and true knowledge can be created by
reasoning alone.

The influence of these two philosophical ideas on the thinking of
later philosophers, and the ensuing philosophical controversy were well

elaborated by Dennick (2015): For example, advocates of empiricism,

such as Bacon, Locke, and Hume, denied the existence of innate
knowledge and argued that knowledge is derived entirely from
experience. Rationalists (e.g., Descartes and Spinoza) insisted that the

human mind was an intrinsic source of reason, capable of creating

19



Problem-based Learning | 2016

knowledge by thought alone, without the requirement of sensory inputs.
It was considered that innate knowledge was the law of God, implanted
in the human mind. Rational knowledge was considered superior to
knowledge derived from the senses because it was knowledge
originating from God, and hence, pure and truthful.

The two philosophical positions were synthesised by Immanuel

Kant in the 18th century (Dennick, 2015; Dennick, 2016). According to

Dennick (2015), Kant contended that knowledge is acquired from the

sensory experience, which is then filtered through and structured by the
rational processes of the mind. Kant asserted that there is an interaction
between reason and sensory experience, leading to the construction of
knowledge of the world. Kant maintained that knowledge of the world is
mediated by innate rational processes and intuitions along with certain
mental frameworks or categories that enable us to see the world
through space-, time-, and causality-tinted spectacles; and thus, we can
never actually know the real world or things-in-themselves.
Psychological conceptions with regard to learning and instruction
emerged from this philosophical view of Immanuel Kant, and they
served as the basis for the work of constructivists philosophers, such as

Piaget, Vygotsky, Dewey, and the like (Dennick, 2015; Dennick, 2016).

1.10. Implications of epistemology of knowledge

The epistemological philosophies, as outlined above, gave rise to

behavioural and constructivism theories of education as outline below.

20



Problem-based Learning | 2016

1.10.1. Behaviourism
The theory of behaviourism forwarded by Thorndike and Watson
represents instructional and learning theorising that has its root in

empiricism (Schmidt, 1993). Behaviourism considers learning as a

system of response to external stimuli, which is, in turn, observable as

changes in behaviours (Skinner, 1968 cited in Fan, 2014). Learning

occurs when a proper response is made to external stimuli through
conditioning and reinforcement, or through punishment, practice, and

external motivation (Fan, 2014; Fosnot and Perry, 1996). Learners are

seen as empty slates upon which the features of the world are written

(Schmidt, 1993; von Glasersfeld, 1995).

The educational implications of the conception of the learner and
the learning process is profound. Students are viewed as the tabula
rasae, upon which educational processes inscribe the features of the

world (von Glasersfeld, 1995). It is assumed that students learn by

mere observation, by listening to teachers’ explanations, or by engaging
in practice sessions with constructive feedback from teachers (Fosnot

and Perry, 1996). Examinations or drillings are used to assess whether

or not the minds of the students are capable of accurately reflecting the
gamut of the curricular materials they have accumulated (von

Glasersfeld, 1995). Psychological tactics in the form of appropriate

motivation, practice, and reinforcements are used to create the desired

student behaviours (Fosnot and Perry, 1996). This view of learning may

have implications when it comes to inducing behaviour changes;

however, it lacks the capacity to explain the cognitive processes of
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human learning and understanding (Fosnot and Perry, 1996), and thus,

it has largely been abandoned (Duit and Treagust, 1998; Fan, 2014,

Fosnot and Perry, 1996).

1.10.2. Constructivism
Constructivism has become the metaphor of human learning

since the 1970s (Applefield et al., 2001; Liu and Matthews, 2005;

Phillips, 1995). It has its root in the philosophy of Immanuel Kant, as

previously highlighted (von Glasersfeld, 1995). Constructivism, as a

psychological conceptions of learning, largely stems from the work of

Piaget (Glasersfeld, 2000; Piaget, 2011) as well as Vygotsky and his

followers (Maclellan and Soden, 2004; Phillips, 1995; Rogoff, 2003;

Vyqgotsky, 1930/1978).

For the constructivists, learning is meaning-making, and it
involves individuals constructing their own new understandings based
on interactions between their prior experience of the world and the

knowledge of the world that they keep encountering (Richardson, 2003;

Savery, 2006; von Glasersfeld, 1995). Learners play an active role in

the learning processes, and thus, knowledge is constructed by learners
themselves with their own interpretations of contradictory situations and
through integrating new knowledge with prior experiences, suggesting
that knowledge is relative as well as subjective. One is seen as
knowledgeable if knowledge is constructed from experiences that are
richer than others and full of variety (Fan, 2014).

In recent times, constructivism has been criticised for several

reasons (Phillips, 1995). Several variants of constructivism exist, such

22



Problem-based Learning | 2016

as cognitive constructivism, radical constructivism, social
constructivism, critical constructivism, and contextual constructivism

(Geelan, 1997; Phillips, 1995). These variants have been compared to

religious sects with strong ideological positions (Phillips, 1995).

Nevertheless, they generally share a common view of learning as an
active process of meaning-making (Fan, 2014).
The two dominant forms of constructivism are the Piagetian and

Vygotskian models (Phillips, 1995). There is much debate between the

advocates of the two models regarding their similarities and differences,

merits and limitations of the accounts of learning (Cobb, 1994; Cobb

and Yackel, 1996; Fosnot, 1993; O'Loughlin, 1992; O'Loughlin, 1993;

Packer and Goicoechea, 2000). For instance, opponents of Piagetian

constructivism contend that Piagetian constructivism, as an extension of
Kantian idealism, ignores the subjectivity that each person brings to the

reasoning process (Buck-Morss cited in O'Loughlin, 1992; Sampson,

1981). Additionally, it reduces knowledge to individual cognition rather
than to the same being products of social, cultural, and historical

constitution (Sampson, 1981). Its concept of adaption promotes societal

status quo; its commitment to logico-mathematical problem-solving and
abstract reasoning sanctions and universalises technical-rational type of

knowledge (Fosnot, 1993; Sampson, 1981); its emphasis on

individualism and the fact that primacy is given to assimilation over

accommodation, indicates the non-dialectical nature of thinking under

Piagetian constructivism (O'Loughlin, 1992); its model is hegemonic

and structuralist at heart (O'Loughlin, 1993); and his staging of cognitive

23



Problem-based Learning | 2016

development is considered inadequate because it was based on invalid
conclusions drawn from flawed clinical interviews with young children

(Matthews, 1997). Strong supporters rose up to defend Piagetian

constructivism; they are strong in their criticism of Vygotskian
constructivism. For instance, sociocultural constructivism has been

criticised for promoting cultural relativism (Fosnot, 1993). It is seen as a

danger to scientific rational thought (Fosnot, 1993; Liu and Matthews,

2005). The epistemological or ontological nature of the two models is
another area of intense debate. For Von Glasefeld (1988 cited in

Fosnot, 1993; Matthews, 1997), Piagetian constructivism is an

epistemology. Packer and Goicoechea (2000) believe that the two

constructivist models are not just epistemological but ontological
models. Piagetian constructivism is ontological in as much as it is based

on dualism (Packer and Goicoechea, 2000); and it is epistemological

because its epistemic subject deals with knowledge creation (Matthews

1997). The Vygotskian constructivist model is ontological and
epistemological because it deals with being and the process of
becoming a being; learning does not only result in changes in knowing;

it also involves changes in being (Packer and Greco-Brooks, 1999;

Packer and Goicoechea, 2000). This view was shared by Vygotsky

when he said, “To encompass in research the process of a given thing’s
development in all its phases and changes — from birth to death —

fundamentally means to discover its nature, its essence, for it is only in

movement that a body shows what it is.” (Vygotsky, 1978 cited in

Wertsch, 1985: p. 17).
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In the midst of the heated debates between Piagetian and
Vygotskian constructivists, some thinkers suggested that the two
models “are not irreconcilable but complementary” (Packer and

Goicoechea, 2000: p. 227). They advocated a synthesis of the two

perspectives; the work of Piagetian constructivists is analogous to the
internalist program, whereas that of sociocultural constructivists is

similar to that of externalists (Fosnot, 1993; Greeno, 1997). Piagetian

constructivism focuses on structural perspective of understanding,
whereas Vygotskian focuses on the functional aspect of understanding

(1996 cited in Packer and Goicoechea, 2000), and thus, each

perspective tells only half a portion of a good story (Cobb, 1994).

Debate also exists regarding whether constructivism is a teaching or a

learning theory. Resnick (1989 cited in Richardson, 2003) sees

constructivism as a general theory of learning. Thompson (2000 cited in

Richardson, 2003) suggests that constructivism is not a learning theory

but a model of knowing that could be employed to build a theory of

learning. Colliver (2002) sees constructivism as an epistemology and

not as a pedagogy. He advocated the teaching of the constructivist
nature of knowledge in schools, but he rejected the dichotomous
pedagogy of realism and constructivism, arguing that students always
learn the same way no matter how knowledge is viewed. According to

Richardson (Richardson, 2003), the current interest in the constructivist

teaching method was initiated by Fosnot (1989), and he described this

teaching model as a facilitation of learning. The next section presents
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an overview of the three theoretical foundations of PBL, connected by

constructivism.

1.11. Theoretical Foundations of PBL: An overview
The three main theoretical perspectives of learning that underpin

the problem-based instructional approach are highlighted in this section.

Dennick (2016) observed that the constructivist model serves as a

bridge between different epistemological and pedagogic theories.
1.11.1. Information Processing theory

The information processing theory concerns the intrapersonal
processes that lead to knowledge development — it is an individual that

constructs knowledge (Gijselaers, 1996). Three key principles of

information processing theory are considered central to learning. First,
the effect of prior knowledge on knowledge acquisition. Prior knowledge
activation provides a model for understanding new information as well
as for constructing new knowledge or restricting existing knowledge

(Hmelo-Silver and Eberbach, 2012a; Schmidt, 1983, 1993). Second, the

effect of specificity encoding. This principle states that the retrieval and
use of knowledge is easier when it is encoded with the cues during
learning similar to the ones in the context of its use. The third principle
relates to the effect of knowledge elaboration on learning. It states that
knowledge is better understood and processed, and it is easier to
retrieve if the learners have the opportunity to elaborate upon their
existing pool of knowledge. Elaboration of knowledge could be carried

out by answering questions, taking notes, discussing subject matter
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with peers, and by explaining to peers what has already been learnt.
The way in which knowledge is structured in one’s memory makes it
accessible for further use. Knowledge is structured in semantic

networks (Hmelo-Silver and Eberbach, 2012a; Schmidt, 1983).

Information theory provides insights into how the mind process

information, but not where the mind derives the information from.

1.11.2. Socioconstructivist theory
The Socioconstructivist theory relates to the idea that the mind of
an individual is used as a substrate for knowledge construction.

Learning occurs as the mind interacts with the world (Glasersfeld, 2000;

Huitt and Hummel, 2003). Thus, learners should be actively engaged in

their own learning, leading to an active pedagogy, involving exploration,

experience, and experimentation (Dennick, 2016). The encounter of a

learner with knowledge (or experience) that she/he does not
understand, or one that contrasts with what she/he knows, could trigger
processes (searching, reading, asking questions, and so forth) that
could lead to acquisition of new knowledge or a modification of the
existing knowledge to attain newer understandings.
1.11.3. Sociocultural theory

This theory relates to the effect of social and cultural interactions

on knowledge construction (Hmelo-Silver and Eberbach, 2012a;

Vygotsky, 1930/1978). The theory lays emphasis on the fact that

knowledge is constructed in collaboration with other people. This is

done through the employment of a scaffolding, which is the help that a
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learner receives from someone who knows (teacher or peer) how to
solve the problem that she/he is not equipped to solve independently

(Mercer, 1995: Rojas-Drummond and Mercer, 2003; Wegerif et al.,

1999). This theory also proposes that cultural tools mediate learning

(Vygotsky, 1930/1978). Halliday (1993) believes that the learning of

language is essential to the acquisition of content knowledge. Aside
from language as the principal tool that mediates learning, the use of
other cultural tools (diagrams, mnemonic, formulae, computer,

whiteboard, and so forth) also mediate learning (Hmelo-Silver and

Eberbach, 2012a; Wells, 2007).

The integration of these theories provides a foundation for the

constructivist model of PBL.

1.12. Statement of the Problem

PBL offers several potential advantages for students’ learning,
including high motivation, better problem-solving skills, superior self-
regulation, basic and clinical knowledge integration, as well as superior

knowledge construction and collaboration skills (Hmelo-Silver, 2004;

Norman and Schmidt, 1992). These claims find theoretical support from

the literature available on the subject of psychology of learning (Norman

and Schmidt, 1992). However, the sound theoretical underpinnings of

PBL are yet to translate to superior practical benefits. One possible
cause of this problem is that outcome studies have significant
methodological flaws, including the use of subjective ratings by the

tutorial participants and the use of inappropriate students’ achievements

28



Problem-based Learning | 2016

measures to judge the products that comprise the PBL curriculum

(Albanese, 2000; Dolmans et al., 1994: Schmidt et al., 1993; Schmidt

and Moust, 1995). Medical education commentators have advocated

more research into this subject matter in order to better understand the
workings of the PBL tutorials, especially regarding the link between

theories and praxis (Albanese, 2000; Morrison, 2004; Norman and

Schmidt, 2000). It is argued that this need could be met by process-

oriented research that unpacks the “black box” of PBL by describing
and qualitatively analysing all the relevant phases of the PBL cycle in

order to clarify the learning processes (Hak and Maguire, 2000;

Koschmann and MacWhinney, 2001).

All the attributes of PBL are subsumed under four concepts that
view learning as being constructive, self-directed, collaborative, and

contextual (Dolmans and Wolfhagen, 2005b; Hmelo-Silver, 2004;

Norman and Schmidt, 1992: Yew and Schmidt, 2009). Collaborative

learning entails that the students interact together for the purpose of

achieving a common learning goal (Yew and Schmidt, 2009). One of

the principal goals of PBL is to help the students develop effective

collaborative skills (Hmelo-Silver, 2004). The potential benefits of

working collaboratively in small groups have been widely documented

(Albanese, 2000; Hmelo-Silver, 2002, 2004). Only limited evidence

exists that can establish that PBL helps students become better

collaborators in medical problem-based learning tutorials (Hmelo-Silver,

2004). Given that (1) competencies in collaboration and knowledge-

sharing is one of the goals of PBL; (2) tutorial participants spend about
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5-6 hours a week talking among themselves; (3) collaboration can
promote students’ learning and motivation; and (4) the mechanisms of

knowledge-sharing in the PBL tutorials are not fully known (Albanese

2000; Da Silva and Dennick, 2010; Hmelo-Silver, 2002, 2004). And

therefore, a study to improve our knowledge on how knowledge is
collaboratively constructed in medical education PBL tutorials over a

wide spectrum of tutorial facilitation is needed.

1.13. The Purpose of the Study

The purpose of this study is to identify and describe evidence
supporting collaborative knowledge construction and scaffolding in
graduate-entry PBL tutorial discourse. This is very important because
instructional effort in medical education aims to develop a correct
understanding among learners, and shared understanding is very
important for collaborative problem-solving, as embodied by PBL
instructional methods. Students bring to the classroom, errors and
misconceptions encountered in their understanding of medical science
that need to be rectified. The PBL tutorial is an ideal learning

environment where this can be achieved (Moust et al., 1989). Using

transcriptions of the talk conducted in the tutorials, the processes of
collaborative knowledge construction employed by the graduate-entry
basic sciences medical students can be described, and evidence
supporting the facilitation brought about through these processes can

be highlighted. Thus, the objectives of the study are:
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e To create a representative corpus of words that comprise
PBL tutorial talk.

e To use the students’ subcorpus to describe how graduate-
entry medical students collaboratively construct
knowledge.

e To use the facilitators’ subcorpus to describe how
facilitators guide the students’ knowledge construction
processes.

e To use the study results to make recommendations for

practice, policy-making, and further research.

1.14. Significance of the Study

This study offers the potential advantage of helping us in filling a
gap in our existing knowledge regarding the processes that are
employed to actualise collaborative knowledge construction in medical
PBL tutorials, because there is insufficient literature available on this
aspect of PBL in medical education. Aside from this intellectual benefit,
the study may hold practical value. Administratively, the findings of the
study may provide a framework that can be used to examine, reflect,
and research upon the quality of collaborative activities practiced in
medical PBL tutorials. It could also provide intellectual resource that can
be used in facilitator education programmes to sensitise intending

facilitators and in-service facilitators to the quality tutorial discourse.

31



Problem-based Learning | 2016

1.15. The Scope of the Study

This study is exploratory in nature for two reasons. First, a
reasoned argument has been advanced to establish that there is a need
to understand what goes on in the PBL tutorials to ascertain how theory

aligns with practice (Albanese, 2000; Hak and Maguire, 2000). Second,

there is little data in the literature regarding the types of collaborative
interactions that graduate-entry medical students employ in the process
of knowledge construction. This may serve as the basis for studying the
effects of other contextual factors on these interactions.

This study has not been designed to address the non-verbal
components of the collaborative knowledge-building interactions. The
results of the study would only be generalizable to the domain of pre-
clinical graduate-entry medical education and to the theory of
collaborative learning in PBL. The aim of the study is to describe, in
some details, what graduate-entry PBL medical students verbalise
when they collaborate together to construct knowledge and share an

understanding.

1.16. Summary of the chapter

This chapter has highlighted the ancient root of PBL, its modern
advent in the field of education, globalisation, and current
heterogeneity. The cardinal principles of PBL are described along with
its process. This chapter has also highlighted the epistemological trend

of knowing and has described the theoretical foundations of PBL. The
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chapter concludes by describing the purpose, significance, and scope
of this study.

The second chapter describes corpus linguistics and corpus
analysis, while chapter 3 comprises the literature review. In chapter 4,
research methodology is described while the research design is
highlighted in chapter 5. The results of the study are presented in
chapters 6 and 7, while chapter 8 focuses on discussion, the pedagogic

issues that emerge from the study, recommendations, and conclusions.
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CHAPTER 2

CORPUS LINGUISTICS AND CORPUS ANALYSIS

2.1 Introduction

This chapter presents the theoretical foundation of corpus
linguistics (CL) and sheds light upon its relationship with the linguistic
theories along with that it shares with computer software. The purpose
of this chapter is to provide a background for the method of analysis

that has been used for this research.

2.2. Corpus Linguistics

CL can be defined as a methodology (Gries, 2009; Lindquist,

2009; McEnery and Hardie, 2012; McEnery and Wilson, 2001) designed

for analysing a set of machine-readable texts that is determined to be
an appropriate basis on which to study a specific set of research

questions (McEnery and Hardie, 2012). It is language research

methodology that involves the exploration of large quantities of naturally

occurring texts that are stored electronically (Meyer, 2002; Thompson

and Hunston, 2006). It is a language research methodology comprising

a large number of related methods that could be aligned to any

theoretical approach to language study (Gries, 2009; Lindquist, 2009;

McEnery and Hardie, 2012; Thompson and Hunston, 2006). The two
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prominent approaches to the study of language that have attracted the
most attention and have been frequently addressed and employed in
literature pertaining to the field of both linguistics and applied linguistics
are generative or intuition-based grammar (Chomskyan generative
grammar) and (Hallidayan Systemic Functional) functional- or

observation-based grammar (Aarts, 1991; Bourke, 2005; Sadighi and

Bavali, 2008; Wells, 1999).

2.3. Corpus-based vs. Corpus-driven Approaches

There are two main traditions that fall under corpus linguistics —
corpus-driven and corpus-based approaches. The differences between
corpus-driven and corpus-based approaches relate to the use of the
data, significance of representativeness, and corpus annotation

(McEnery and Hardie, 2012; McEnery et al., 2006). When following the

corpus-based approach, data is used to explore a theory or hypothesis
in order to validate it, refute it, or refine it, whereas in corpus-driven
approach, data is approached without a preconceived categorisation

and data is used to generate theories (McEnery and Hardie, 2012). In

the corpus-based approach, emphasis is placed on representativeness,
balance, and corpus annotation — all of which are considered as being

less important in the corpus-driven approach (McEnery et al., 2006)

2.4. Corpus Linguistics and Linguistic Theory

Corpus linguistics, as a field of linguistics, involves the study of

language as it is used in the “real world”, i.e., it is observation-based
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(Aarts, 1991; Leech, 1991; Lindquist, 2009; Meyer, 2002). This is in

sharp contrast to intuition-based grammar, which focuses on the
internal structure of language, whereas corpus linguistics focuses on
external language. The intuition-based approach, especially, as outlined
by the theories of Chomsky and other generative grammarians, has
wielded more influence on the development of language and language

structures (Aarts, 1991; Bourke, 2005; Sampson and McCarthy, 2004).

The generative approach to language describes language as an error-
laden data source, and it contends that meaningful language study can
only be undertaken under experimental laboratory conditions, where
errors can be controlled and minimised. The implication of this is that
research inevitably involves a detailed and fine-grained exploration of
small data set (Meyer, 2002). Corpus linguistics, on the other hand,
uses naturally occurring texts, such as data sets, to understand
language and its structures. It sees errors as a manifestation of the
richness of natural language and considers that they ought to be
analysed as opposed to being eliminated; and if the sample of data
collected is large enough, language errors will not have a significant

effect upon the conclusions drawn thereafter (Leech 2005 cited in Da

Silva, 2013).

The other key difference between Chomskyan generative
grammar and the functional grammar of Halliday relates to the
adequacy level they address. The three levels of adequacy that

Chomsky describes (Chomsky, 1965; Sadighi and Bavali, 2008)

represents a classification of linguistic theories according to their
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potency (Da Silva, 2013). The three levels of adequacy are as follows:

(1) observational adequacy, (2) Descriptive adequacy, and (3)

explanatory adequacy (Meyer, 2002; Sadighi and Bavali, 2008):

An observationally adequate theory is able to describe reality; a
descriptively adequate theory describes reality and specifies the
underlying abstract principles; and within the purview of explanatory
adequacy, a theory does not just describe reality, but explains and
predicts it as well. Corpus linguistics focuses on the
observational/descriptive levels while generative grammarians classify

theories at the explanatory adequacy level (Boeckk and Hornstein 2003

cited in Da Silva, 2013). Leech (1992c) considered that the three levels

of adequacy could be collapsed to represent the two distinct paradigms
of linguistic research.
CL is not homogenous in terms of its methodology for doing

research and answering a set of research questions (McEnery and

Hardie, 2012; Thompson and Hunston, 2006). For example, there are

divergent views regarding data analysis: Sinclair advocates minimal
annotation of corpora so that the text is afforded the opportunity of
revealing its true meaning, whereas Quirk and some others advocate
extensive annotation of texts to improve upon the rigour and to enhance

an understanding of the texts at hand (Da Silva, 2013). Despite the

differences in the orientation of the analytical methods, experts in
corpus linguistics shares a set of broad principles and core assumptions

of corpus linguistics as providing the best approach to the study of
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language use when compared against the methods adopted by the
generative grammarians.

Generative grammar relates to the origin or psychological aspect
of language, while corpus linguistics considers language as a tool and

focuses on its communicative social functions (Sadighi and Bavali,

2008). Generative grammar focuses on language competence, whereas
corpus linguistics concerns itself with language performance (Leech,

1992c; Meyer, 2002). These distinctions make corpus linguistics

versatile and applicable to other fields. The advantages of corpus

linguistics, as highlighted by Jan Svartvik (1992 cited in Lindquist, 2009:

p. 9) include the following:

e Corpus data are more objective than data based on
introspection.

e Corpus data can easily be verified by other researchers,
and researchers can share the same data.

e Corpus data is needed for studies of variations between
dialects, registers, and styles.

e Corpus data provides the frequency of the occurrence of
linguistic items.

e Corpus data provides illustrate examples and is a
theoretical resource.

e Corpora provide the possibility of total accountability of
linguistic features.

e Computerised corpora give researchers all over the world
access to the data.
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2.5. Corpus Linguistics and Functional Linguistics

Both Corpus linguistics and systemic functional linguistics deal
with language description. Systemic functional linguistics is a theory of
language, while corpus linguistics is a method for investigating

language (Thompson and Hunston, 2006). There is a natural symbiotic

and synergistic relationship between functional language theory and

corpus linguistics (Halliday, 2006; Thompson and Hunston, 2006). This

Is because all functional theories of language have the similar objective
of demonstrating how speakers and writers use language to achieve
communicative goals (Meyer, 2002).

Despite the synergy between systemic functional (SFL) and
corpus linguistics (CL), there are some differences between the two.
For instance, SFL is theory is heavy in many respects, but CL is not
attached to any theoretical framework, but it is rather compatible with
any linguistics theoretical framework; and others who subscribe to the
corpus-driven approach argue that it should be theory neutral

(Thompson and Hunston, 2006). Another area of difference relates to

how analyses in SFL have to be inserted into the existing categories

(Thompson and Hunston, 2006). This systemic view of language closes

and constraints observations, such that findings that do not fit into the
three-part existing system are not accounted for at all. In contrast, CL’s
relative lack of theoretical attachment means that new insights and
findings can be easily incorporated into the language descriptions.
Despite the differences, the commonality between SFL and CL

far outweigh their differences (Thompson and Hunston, 2006): First,
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both SFL and CL concern themselves with naturally occurring language
and with language as a text. Both focus on language in the “real world”.
Second, the traditions of both commonly share the concern over
context, but context is articulated differently in the two traditions. SFL
sees language as being contextual, and as a system that interacts with
other social semiotic systems. Language influences the choice made
and how the available language resources are utilised. On the other
hand, CL takes variation between corpora as the beginning of further

enquiry (Conrad and Biber, 2000). The register is determined by the

context in which the language is being used (Halliday, 1991a). Corpus

research can show differences in the relative frequencies between
language items, or between co-occurrences, or between corpora

(Thompson and Hunston, 2006).

Third, both traditions adopt a probabilistic view of grammar

(Halliday, 1991a, 1991b; Thompson and Hunston, 2006). For Halliday

(19914a), a linguistic system is inherently probabilistic, and frequency in
text is the instantiation of probability in the grammar. He defines register
variation “as systematic variation in probabilities; a register is a
tendency to select certain combinations of meanings with certain
frequencies, and this can be formulated as the probabilities attached to

grammatical systems, ....” (Halliday, 1991a: p. 33). CL concerns relative

frequencies (Biber et al., 1998; Conrad and Biber, 2000), and

Matthiessen argued that relative frequencies indicate systemic
probabilities; and by determining the frequencies, probabilities can be

established (Matthiessen, 1999). In the study of linguistic change,
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frequency patterns as revealed in the corpus studies explain historical
change because when interpreted as probabilities, they show how text

instance maintains or changes the language system (Halliday, 1991a).

The notion that SFL and CL share a probabilistic view of grammar was
demonstrated by Matthiessen (2006), when he analysed a corpus to
reveal not only the probabilities of occurrence of lexicogrammatical
features but also the probabilities of the features of co-occurring.
Thompson and Hunston (2006) note that the occurrence and frequency
of language items within text play a role that is mediated through
register in the establishment and evolution of the language system —
and hence, the increasing importance of corpus-based studies in SFL

(Thompson and Hunston, 2006).

2.6. Corpus Linguistics: Historical Perspectives

Although the availability of electronic, machine-readable corpora
of 1960s marked an explosion in language research, corpus-based
linguistic analysis of various kinds existed in the fields of biblical and
literary studies, lexicography, dialectic studies, language education

studies, and grammatical studies before that time (Kennedy, 1998). The

post-Bloomfieldian era was a period when some structuralist linguists,
for e.g., Harris and Hill in the 1950s, were under the influence of a
positivist and behaviourist view of science. The American structuralists
considered that the quantitative results from the corpus were sufficient
evidence for linguistic investigation, following which intuitive evidence
was disregarded.
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The American structuralist period was followed by an era of
discontinuity in the late 1950s, when Chomsky “put to flight the

linguistics of the earlier generation” (Leech, 1991). Generative grammar

became influential and very dominant among theoretical linguistics

(Lindquist, 2009). Chomsky’s opinion that corpora are inadequate at

language description, and that intuition is sufficient formed the doctrine
to follow for the succeeding generation of theoretical linguistics

(Chomsky, 1965; Leech, 1991). He claimed that the findings of corpus

linguistics are trivial (Halliday, 1991a; Kennedy, 1998; Lindquist, 2009).

The modern era of corpus linguistics commenced with the works
of Randolph Quirk and Francis and Kucera at the beginning of the

1960s (Leech, 1991; Lindquist, 2009). Randolph Quirk and his

colleagues surveyed English usage and compiled equal proportions of
written and spoken English in 1959. The half-a-million-word spoken
corpus contains fully transcribed recordings of private conversations

and meetings to produce the London Corpus (Kennedy, 1998;

Lindquist, 2009).

In the United States, Nelson Francis and Henry Kucera at the
Brown University compiled and completed, in 1964, the first electronic
collection of American English to be used for linguistic research (Leech,

1987; Leech, 1992a; Lindquist, 2009). The Brown Corpus consists of

one million words of written texts, extracted from various sources, to
represent the American English that was prevalent at that time. The text
also employed an innovative complex computational analysis based on

knowledge from a number of disciplines (Leech, 1992c). These two
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corpora were compiled in the pre-computer era when research in CL
was very burdensome and time-intensive: corpus collection was very
difficult, few transcription facilities were available, annotation, tagging

and classification were done manually by the researchers (Da Silva

2013).

The compilation of the London-Lund corpus in 1975 heralded the
era of electronic corpora. Jan Svartvik of Lund University, Sweden,
upgraded the spoken English aspect of the London corpus from 87

5,000-word texts to a 100 5,000-word texts (Kennedy, 1998). The

corpus is transcribed in a detailed prosodic transcription, and with a
total of about half a million words. This corpus constituted the largest
and most widely used electronic corpus of spoken English available at

the time (Kennedy, 1998; Leech, 1991, 1992c¢).

Advanced computer and word-processing technology brought
increased capability for text data collection, transcription, and corpora
annotation closer to researchers, leading to increased use of larger
corpora that could be distributed among the research community

(Alexa, 1997). The 1980s and 1990s witnessed the appearance of

megacorpora of natural spoken English (Leech, 2000). Leech’s review
of some of the electronic corpora of spoken English collected from
various sources and diverse contexts and countries at the time was in
excess of 43 million words in total. For example, the COBUILD (Bank of
English) Corpus, collected in 1987, contains over 20 million words of
transcribed spoken English; the British National Corpus (BNC),

compiled in the early 1990s, contains more than 10 million words of
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spoken English; Longman Corpus of Spoken American English,
collected in 1997, and orthographically transcribed, contains about 5
million words of spoken language; and Wellington Corpus of Spoken
New Zealand English contains about 1 million words of largely informal
dialogue.

Advances in the technology for computerising texts pose a new
set of challenges. First, there is a requirement for the old methods of
corpus annotation and compilation to be tested and adjusted to the new
technological situation. Second, new analytic methods and software
have been developed in close collaboration with linguists, thus
relocating computational linguistics from computer science to the

domain of linguistics (Adolphs, 2006; Alexa, 1997). Finally, the

application of corpus linguistics has extended to other fields of study,

including health care and educational contexts (Da Silva, 2013; Da

Silva and Dennick, 2010).

2.7. The Corpora

A corpus refers to a collection of specimens of a language as
used in real life, in speech or writing, selected as a sizeable fair sample
of the language as a whole or of some linguistic genre, and hence as a

useful source of evidence for research on the language. (Sampson and

McCarthy, 2004). Nowadays, corpora are collected and stored

electronically in machine-readable forms (Kennedy, 1998) as electronic

corpora.
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2.7.1 Types of Corpora

According to Kennedy (1998), corpora have been compiled for
many different purposes, and these, in turn, influence the design, size,
and the nature of individual corpora. The types of available important

corpora are well-outlined in Lindquist (Kennedy, 1998; 2009):

Spoken corpora: This contains spoken language recorded in different
conversational contexts, for e.g., LLC of Spoken English, BNC of
Spoken English, and London Teenage Speech.

General Corpora: General corpora is compiled to be used for general
purposes. It contains spoken and written language samples and is
meant to represent language use in different aspects of the society, for
e.g., British National Corpus (BNC), American National Corpus (ANC),
International Corpus of English (ICE), and Corpus of Contemporary
American English (COCA). The sources of Corpus of Contemporary
American English (COCA) include American TV, radio, books,
magazines, newspapers, and journals divided into the following five
registers of equal size: (1) spoken — majorly comprising transcribed
conversations from televisions and radios, (2) fictions, (3) popular
magazines, (4) newspapers, (5) academic journals from different fields.
Specialised Corpora: Unlike the general corpora, specialised corpora
is used for researching into certain genres or registers and to study
certain language use domains, such as academic language or language
of sports journalism. However, researchers tend to create specialised
corpora to answer the specific research questions that they are

interested in. Examples include the Michigan Corpus of Academic
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Spoken English (MICASE) and the International Corpus of Learner
English (ICLE).

Historical/Diachronic Corpora: This is used for studying language
change that takes place over a long period of time by comparing older
texts with the modern ones. Examples include the Helsinki corpora and
Lampeter Corpus of Early Modern English Tracts (LCEMET).

Parallel and multilingual Corpora: A corpus can also consist of more
than one language, wherein, usually, one language is a translation of
the other language. The corpora can be used for comparative language
studies and for translational studies.

Others: Other types of corpora include dictionaries, text archives, and
the World Wide Web. All of these sources can be used for linguistic

investigations.

2.8. Computers in Corpus Linguistics

The advent of the computer revolution in linguistic research has
changed the way language data is processed analysed. Hitherto, the
manual analysis of huge bodies of text was associated with being prone

to error, inconsistent, and less exhaustive (Kennedy, 1998). Nowadays,

easy access to computers have made access to machine-readable text
fairly straightforward and a considerably less complex and laborious

process (Alexa, 1997). The immense benefits of computers to linguistic

studies, as enumerated by Kennedy (Kennedy, 1998), are summarised

below:
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Data Storage. Information technology has changed the way corpora
are handled and stored. Instead of sorting hundreds of thousands of

dictionary slips and index cards into “shoe boxes” (Lindquist, 2009),

lexicographers and grammarians can easily use computers to store

large amount of texts (Kennedy, 1998).

Text Retrieval. The pre-computer text retrieval involved sorting through
large amounts of dictionary slips and index cards, containing examples
of sentences and phrases. This time-consuming and exhausting
process has been simplified by information technology. Computers are
now able to retrieve particular words, phrases, or whole chunks of text
in context, quickly and exhaustively.

Data Sorting. Linguistic items can be arranged or categorised in many
ways. This operation, which is very cumbersome, when conducted
manually, has been simplified by the use of computers that are able to
sort linguistic items according to a defined algorithm, taking account of
items they collocate with and their typical grammatical behaviour.
Corpus linguistics is thus associated with the computers that can
perform diverse operations at an incredible speed, total accountability,
accurate replicability, statistical reliability, and the amazing ability to
handle large quantities of data.

The availability of modern software implies that electronic corpora are
easily accessible and can be shared among researchers, thus
drastically reducing the drudgery and the bureaucracy of dealing with
the ever-increasing large amounts of data required to compile

dictionaries and other sources of information. Computers also offer high
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reliability when it comes to basic tasks, such as searching and counting;
and they can show accurately the probability of occurrence of linguistic
items in texts, thus fostering the emergence of mathematical bases for
automatic natural language processing, bringing to linguistic studies, a
high degree of accuracy necessary in all branches of science.
Moreover, computers have enabled language researchers to
work with a large variety of texts, and this has enabled them to seek
generalisations about language and language use. Corpus-based
guantification of language use has led to interesting scientific
generalisations, which has enhanced the links between linguistic
description and various applications. This, in turn, has benefited several
linguistic domains, including machine translation, text-to-speech

synthesis, content analysis, and language teaching.

2.9. Software Tools in Corpus Linguistics

Corpus linguistics is one of the dominant methods in use today

for language analysis (Anthony, 2013). A key feature of corpus

linguistics is that it relies on the computer software for text analysis

(Biber et al., 1998; Hardie, 2012).

The type of research questions that can be answered in corpus
linguistics studies is determined by the combination of corpus and

search software (Anthony, 2013; Hardie, 2012; McEnery and Hardie,

2012). A corpus of language is considered as being virtually useless
without a computer software tool to process it and display results in a

way that is easily understandable (Anthony, 2005). Anthony (2013)
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observed that it is vital to make very clear the distinction between
corpus data and the corpus tools used to analyse data. In his
astronomical example, he said that an object could be observed with
observation tools that range from the human eye and simple binoculars
to advanced reflector telescopes positioned in space; however, as is
obvious, what can be seen and the results of the observation would
depend on the tool selected. Thus, the research questions that can be
asked, and the results of analysis of a corpus depend on the
sophistication level of the software used.

First generation Tools. Historically, the first software tools for corpus

analysis was developed by Roberto Busa (McEnery and Hardie, 2012).

Since then, several corpora analytic tools have been developed. In a
historical review of corpus analysis tools, McEnery and Hardie (2012)

described four generations of corpus analysis tools (Anthony, 2013;

Hardie, 2012; McEnery and Hardie, 2012): The first-generation, which

emerged in the 1960s and 1970s, ran on mainframe computers. They
were limited to analysing English corpora, as they could only process
ASCII codes. Most of the tools were designed for a single function, such
as counting the number of words in a text or producing KWIC
concordance lines. Any other analysis required would require the use of
other programmes. Examples of first generation corpus tools include
Concordance Generator, Discon Drexel Concordance Program, and
CLOC.

Second generation Tools. The second-generation of corpus tools

appeared in the 1980s and 1990s. They ran on IBM-compatible PCs,
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and thus, could run on readily available computers, which enabled
researchers to carry out small-scale studies. They were limited to
processing ASCII and had restricted functionality. However, they could
sort alphabetically the left and right context of the word searched,
produce a word list, and calculate some basic descriptive statistics
about the corpus. Corpus analysis tools in this category include Oxford
Concordance Program, Longman Mini-Concordancer, Kaye
Concordancer, and MicroConcord.

Third-generation Tools. The third-generation tools include most of the
current tools, such as WordSmith Tools, MonoConc Pro, AntConc, and
Xaira. The tools in this category started to emerge in the 1990s, and
they are continuously being developed and improved upon till date.
These tools are multifunctional, include statistical methods, are capable
of dealing with larger corpora, offer multi-language support, and include
user-friendly interfaces suitable for those with limited computer
experience. Their limitations include a lack of capacity to process
corpora in excess of 100 million words, and they require installation on
personal computers. The second limitation has become a great problem
as publishers are increasingly reluctant to have their dataset used for
research purposes, and so, texts can no longer be compiled and
distributed for the purpose of analysis on personal computers.
Fourth-generation Tools. The fourth-generation software tools were
developed in response to the problems encountered by third-generation
tools. Examples of fourth-generation tools are corpus.byu.edu, Wmatrix,

CQPweb, and SketchEngine. Their strengths include the provision of

50



Problem-based Learning | 2016

protection relating to copyright issues, as the underlying text belonging
to the corpora are concealed from the users. These tools decouple
corpus searching from the limits of the memory and processing power
of the users’ computers, can run on all operating systems because they
are web-based, require less computer technical skills to use, and
require no installation. However, these tools have a number of
limitations: They require internet connection for data uploading and for
analysis. They require data cleaning, processing, and reformation. They

are less appropriate for very sensitive data.

2.10. Corpus Analysis

Corpus analysis refers to the investigation of a corpus to answer
definite research questions. A body of texts is called a corpus. Corpus
analysis, as a research methodology, deals with the analysis of
collections of texts as the source of evidence for linguistic description.
An integral part of the analytic procedure is the quantification of the

distribution of linguistic terms (Kennedy, 1998). It focuses on linguistic

performance, rather than on competence, as well as on observation of

language in use (Leech, 1992c). Researchers have always needed

evidence for theories about the nature, elements, structure, and
functions of language; and this is derived directly from texts in the case

of corpus-based research (Kennedy, 1998). To arrive at the evidence,

corpus analysis studies texts — spoken and written — by categorising

words in a text, according to predefined linguistic categories, and it
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analyses both grammatical and semantic relationships between them

(Adolphs, 2006).

The procedure of corpus analysis aligns with the generic model
of scientific methods (falsifiability, objectivity, simplicity, strength, and

completeness) set out in the following five core steps (Leech, 1992b;

Rayson, 2003, 2008): question, design, annotation, retrieval, and

interpretation.
2.10.1 Research Question

This involves developing research questions that a researcher
wants answered. Three main types of research questions that can be
addressed through observing the corpus methodology fall into the three

distinct approaches to corpus analysis (Rayson, 2003, 2008):

Type | Approach. This concerns microscopic text analysis and focuses
on linguistic features, such as words/multi-word units or specific
linguistic structures. This approach is the traditional method commonly

adopted by linguistics (Rayson, 2008).

Type Il Approach. This concerns macroscopic text analysis and
concerns itself with the whole text or texts. It deals with differences and
similarities across different texts, for example, grammatical structures’
variations across texts.

Type lll Approach. Type Il approach was proposed by Rayson in his

PhD thesis (Rayson, 2003). This approach combines type | and type I,

and it is described as a data-driven approach, in the sense that
macroscopic analysis is first conducted, and then the decision is made

on which linguistic feature should be further studied microscopically
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(Rayson, 2003, 2008). With increasing computer software

sophistication, this approach has become more feasible and popular in

CL (Rayson, 2003). According to Rayson (2003), type Il as an iterative

inquiry, is cyclical and spiral in nature until a satisfactory level of
analysis is reached. This cyclical and spiral analysis process consists of
initial question or plan and is followed by an initial analysis. The results
of the analysis are appraised and new aspects to be further explored
are identified. This leads to a new plan or question, and a new cycle is
initiated, with each cycle adding more details to the analysis (Rayson,
2003, 2008).

The first approach is adopted in this project because the aim of
the research is to study the language features of collaborative
knowledge building from the linguistic point of view. This study involves
the identification of the defined elements of collaborative knowledge
building, first quantitatively, and then microscopically, exploring the
context of these elements.

2.10.2 Corpus Design and Compilation

A corpus refers to a systematic collection of naturally occurring
machine-readable texts of both written and spoken language. The term
“systematic” implies that the structure and contents of the corpus are

based on certain extra-linguistic principles (Nesselhauf, 2005). Sinclair

(1996 cited in McEnery et al., 2006) describes corpus as a collection of

pieces of language that are selected and ordered according to specific
linguistic criteria in order to be used as a sample of the language. The

linguistic criteria or principles relate to the intended use of the corpus,
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and they influence how the texts are compiled. Once the research
guestions are formulated, the corpus construction can begin (Reppen,
2012). The texts to be included in the corpus for analysis need to meet

explicit criteria, such as representativeness, size, sampling, balance,

and comparability (McEnery and Hardie, 2012; McEnery et al., 2006;

Mever, 2002; Reppen, 2012).

Representativeness implies that the corpus needs to be
representative of the language being investigated. It is related to the
research question and purpose. For instance if the goal of the research
is to study newspaper editorials, a collection of personal letters would
not be representative of the language of newspaper editorials (Reppen,
2012). There needs to be a match between the language being

investigated and the type of material being collected (Biber 1993 cited

in Reppen, 2012). Representativeness will be ensured by capturing the

correct data and ensuring an appropriate sampling method. This
involves ensuring that the compiled corpus covers several discussions
of clinical cases across different modules with different facilitators.
Another related criterion to representativeness is the corpus size.
Corpus size shapes the research feasibilities, and it is, in turn, itself

influenced by theoretical and practical constraints (Da Silva, 2013). The

fundamental presumption of CL is that samples of a language used for
analysis are large enough to be representative of the language feature

being researched upon. According to Leech (1991 cited in McEnery et

al., 2006), a corpus is considered “to be representative of the language

variety it is supposed to represent if the findings based on its content
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can be generalised to the said language variety.” The
representativeness does not mean generalizability to the larger
population or group other than the one being studied; on the contrary, it
signifies an ability to represent the key elements of the language or the
reality being studied. Consequently, a large enough corpus provides an
assurance that sufficient recurrences of each language feature are
present to enable the extraction of representative patterns (Adolphs,
2006).

The optimal corpus size has been a contentious issue (Kennedy,

1998; Koester, 2012; Lindquist, 2009; McEnery et al., 2006; Meyer,

2002). The unwritten assumption that the “biggest is best” characterised
the early years of CL, when larger and larger corpora were analysed

(Kennedy, 1998).This was attributed to the excitement of the possibility

of compiling data set including millions of words and the ability to meet
the specific needs of the lexicographers who were the early users of
corpus data and needed large data sets to extract sufficient examples
of infrequent words to enable them to produce reliable descriptions of

their use (Evison, 2012). This position has been abandoned by

subsequent applied linguists with different interests. A small corpus is
considered appropriate for high-frequency grammatical patterns or
discourse features, such as pronouns, prepositions, auxiliary, and

modal verbs (Koester, 2012; Meyer, 2002). A large corpora could also

mean that too large an amount of data sets may become
unmanageable if the analyst is interested in searching for high

frequency linguistic items or carrying out a detailed analysis (Evison,
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2012). This may force the analyst to conduct random sampling or to
work with a smaller subsample that will allow for all occurrences of the

items of interest to be examined effectively (Evison, 2012; Koester,

2012).
The small corpora approach, which was successfully used by

Biber (1990 cited in Meyer, 2002 & Evison, 2012), showed that just

1,000 words of data is large enough to provide valid and reliable
information on the distribution of the frequently occurring linguistic
features, such as pronoun and verb forms. Tribble (1977 cited in
Evison, 2012) argued convincingly that, for a very specialised register, a
smaller corpus is adequate for providing insights into the features of the
register. The use of small corpora has been demonstrated in two

studies by Koester and O’Keeffe (cited in Evison, 2012). Koester, in

2006, used a corpus of just under 34,000 words to investigate
workplace discourse; and O’Keeffe, in 2003, based his study of media
discourse on a sample of 55,000 words of phone-in data.

Small corpora are useful when the aim of the study is not to
generalise conclusions across a language but rather to understand a
phenomenon through the study of the language used. This is the case
in a specialised corpus, when CL is applied to other areas of study (Da
Silva, 2013). The smaller more specialised corpora, in this instance,
allow for a much closer link to be established between the corpora and
the contexts in which the texts in the corpora are produced (Koester,
2012). Large corpora describe the general lexico-grammatical patterns,

whereas small specialised corpora offer insights into the patterns of
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language use in particular settings. The compiler is often the analyst of
small specialised corpora, and as such, is familiar with the context of
the corpus. This enables the analyst to balance and complement the
quantitative findings revealed by the corpus analysis with qualitative

findings (Flowerdew 2004 & O'Keeffe 2007 cited in Koester, 2012).

Flowerdew (2002) and Tribble (2002) (cited in Koester, 2012) argued

that smaller, more focused corpora, set up for a particular pedagogic
purpose, are a lot more useful and are more likely to yield insights that
are directly relevant for teaching and learning for specific purposes.

The use of CL in this research adopts a similar focus of making
use of small corpora to understand a phenomenon in a specific setting.
The aim is not to generalise the result beyond the research context. A
mixed methods approach is employed, and the same is done to allow
qualitative insights into the data set in order to enrich qualitative
findings. The anticipation is that the results of the research would be
used to improve upon the performance of the students and the teachers
in the problem-based tutorials.

Sampling is unavoidable because it is impossible to analyse

every utterance or sentence of a given language (McEnery et al., 2006).

It is, therefore, important to ensure that the sample chosen is
representative of the language being investigated. A convenient
sampling method — sampling the available individuals — is used in this
study, based on practical reasons. Like sampling is the issue of balance
in corpus compilation. This implies the range of text categories included

in a corpus. This is important if the corpus is made up of texts belonging
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to different genres. For example, a corpus of political ideology needs to
include texts of political views collected from television, newspapers,
political debates, party manifestos, and so forth. Similarly, a general
corpus needs to include texts of written and spoken language. Balance
of corpus is not relevant in this study because the transcribed problem-
based learning (PBL) corpora contained only transcriptions of PBL
discussions.

The last characteristic of a corpus to be considered is
comparability. This simply means comparing likeness against likeness.
Corpora can only be compared if the constituent texts belong to the
same type of data, for e.g., written vs written and spoken vs spoken.
This will ensure that the differences found between the corpora is due
to the variables being studied and not due to the differences in the type
of the material used within the corpora. For example, differences
between written and spoken corpora may be due to the known
differences in the grammatical and lexical structures that exist between
the two kinds of texts and not due to any variable being investigated.
Comparability could be guaranteed by conducting appropriate sampling,

data collection, and through preparation (Adolphs, 2006; Adolphs and

Knight, 2012).

2.10.3 Corpus Annotation
Corpus annotation is the process of adding interpretative

linguistic information to an electronic corpus (Leech 1997 cited in

McEnery et al., 2006). It is a prerequisite for corpus analysis and

involves the addition of descriptive and or analytical information to the
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text (Rayson, 2008). Through annotation, word characteristics are made

explicit to the software for further analysis. This enables the corpora to
be researched and analysed, and comparison between corpora is made

possible (Adolphs, 2006; Leech 2005 cited Da Silva, 2013).

Corpus annotation offers a number of advantages for corpus

analysis (McEnery et al., 2006): First, it makes information extraction

from the corpus easier, faster, and more reliable. Second, an annotated
corpus could be reused, thus minimising cost and time of annotation for
each analysis. Third, annotation documents linguistic analysis
objectively. Fourth, annotation is multifunctional, meaning that corpus
annotated for a purpose may be used for several other purposes.
Finally, corpus annotation provides a stable base for linguistic analysis,
such that successive studies can be compared and contrasted following
a common basis.

Corpus annotation has been criticised for several reasons,
including production of a cluttered corpora, imposition of linguistic
analysis upon a corpus user, and the tendency of the annotation to
overvalue the corpus. These criticisms have been “dismissed, with

caveats, quite safely” (see McEnery et al., 2006: p. 31 - 32). Annotation

adds different information to the textual material based on the research

questions and purpose (Adolphs, 2006). Any annotation process

commences with grammatical and semantic annotations in CL, and this
involves characterising each word on the basis of its syntactic and

semantic value (Rayson, 2008). Additional forms of annotation may be

added subsequently.
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There are three main methods of corpus annotation, which are

as follows: automatic, semi-automatic, and manual (McEnery et al.,

2006): In automatic annotation, the computer functions independently
as an annotator by following the rules and algorithms predetermined by
the programmer. Once automatic annotation is completed, large
guantities of data can be annotated rapidly and consistently. However, it
is time-consuming and costly. Semi-automatic annotation involves the
human correction of less reliable or less accurate automatic annotation.
This can occur when the human analyst is required to resolve
ambiguous cases when the machine is not certain of the same. Semi-
automatic annotation may produce more reliable results than fully
automatic annotation can. Pure manual annotation occurs when there is
no available tool for automatic annotation, or where the accuracy of the
available tool is not high enough so as to make the time required for
manual correction less than pure manual annotation. Manual annotation
IS expensive, inconsistent, and time-consuming; and it is only suitable
for a small corpora. Corpus annotation could be undertaken at different
levels and may take several forms. A list of common annotation types is
presented below:

Part-Of-Speech (POS) Tagging. POS tagging (or grammatical tagging
or morpho-syntactic annotation) refers to assigning each word or word
combination in the corpus to grammatical categories or POS tags, such

as noun, adjective, adverb, pronoun, and the like (Rayson, 2003, 2008).

It is the commonest, most basic, and the first widely used form of

corpus annotation; and it forms the basis for further forms of analysis,
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such as parsing and semantic annotation (McEnery et al., 2006).

According to McEnery et al. (2006), POS tagging is advanced, and it

can be performed with high precision suitable for most research

guestions. The annotation tool which automatically assigns POS tags to
words is called a tagger. CLAWS (the Constituent Likelihood Automatic
Word-tagging System), developed in Lancaster University, is one of the

most popular and reliable taggers used for English language (Garside

1987). An example of POS tag scheme in Wmatrix 3 is shown in the
Table below.

Semantic Tagging (Semtag). Semantic annotation is also referred to
as word-sense tagging, and it is particularly useful for content analysis

(McEnery et al., 2006). It describes the procedure for adding meaning

or semantic value to words. A fundamental part of this process involves
distinguishing the lexicographic senses of a word by combining an
analysis of the grammatical tags as well as of the context surrounding

the word (Rayson, 2008). Semantic tagging is more difficult than POS

tagging, because it is knowledge-based requiring resources like

dictionaries and thesauri (McEnery et al., 2006). It involves matching

each word with its possible dictionary or thesaurus definition. Corpus
analysis software is supported by extensive databases, containing
collections of many different dictionaries, such that the determination of
the semantic value of a word is made possible. More often than not, the
meaning of a word depends on the context, and it is important to ensure
that the senses of word use are differentiated — a process termed,

disambiguation. The sophistication of modern computer software, when
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it comes to dealing with huge databases and background linguistic
knowledge gained from previous extensive research, allow for this
process to be carried out with minimal human interference. The
capacity of the computer software to determine the semantic value of a
word is made possible by the POS tags of the surrounding words. For
instance, the word “party”, surrounded by democratic, conservative, and
liberal is assigned to a semantic category that is different from the one
under which it is categorised when it is surrounded by words like

birthday, Christmas, fun, and so forth (Rayson, 2003, 2008). An

example of semantic tagging scheme in Wmatrix 3 is shown in the

Table 2.1 below.

Table 2.1: Example of POS tag set used by Wmatrix 3

POS POS Domain
'BCL  before-clause marker (e.g. in order (that), in order (to)
CcC coordinating conjunction (e.g. and, or)
CCB adversative coordinating conjunction (but)
CS subordinating conjunction (e.g. if, because, unless, so)
CSA as (as conjunction)
CSN than (as conjunction)
CST that (as conjunction)
CSWwW whether (as conjunction)
VM Modal auxiliary (can, will, would, etc.)
VMK Modal catenative (ought, used)
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Table 2.2: Example of Semantic tag set used by Wmatrix 3

Semtag Semantic Domain

A5.1 Evaluation: Good/bad
A5.1+ Evaluation: Good
A5.1- Evaluation: Bad

A5.2 Evaluation: True/false
A5.2+ Evaluation: True

A5.2- Evaluation: False

A5.3 Evaluation: Accuracy
A5.3+ Evaluation: Accurate
A5.3- Evaluation: Inaccurate
A5.4 Evaluation: Authenticity
A5.4+ Evaluation: Authentic
A5.4- Evaluation: Unauthentic

Grammatical Parsing. POS tagging is a step that often leads to other

types of annotation, such as parsing (McEnery et al., 2006). Parsing is

a process that concerns text analysis with the aim of understanding its
syntactic structure. It assigns grammatical structures to corpus
sentences, based on combinations of POS tags of its words (Rayson,
2008). Parsing is about the commonest annotation after POS tagging

(McEnery et al., 2006). It is useful for studying clause types, but

because of its much lower precision rate compared to POS tagging,
automatically parsed corpus needs human corrections invariably

(McEnery et al., 2006).
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2.11. Retrieval and analysis

This section deals with the techniques and practices for
quantitative and qualitative analysis of a corpus. It is common to
differentiate these two scientific research methods in context of a

corpus analysis (Lindquist, 2009):

Qualitative analysis involves a close analysis of text items or
grammatical constructions that could lead to category and/or theory
generation. Quantitative methods, on the other hand, count linguistic

items and employ frequencies and percentages in order to describe

language. According to Lindquist (2009), it is important to bear in mind
that the cleavage between quantitative and qualitative is not that sharp
for each methods tend to include the elements of the other. For
example, to calculate frequencies and compute percentages in
quantitative studies, the linguistic items to be computed need to be
carefully defined and categorised, which falls under a qualitative
analysis. Before we count the frequency and compose the percentages
of modal verbs, we need to define what modal verbs are. On the other
hand, quantitative analysis hardly stops at computing frequencies and
statistical analysis. To make the best use of the figures, it is important to
conduct a close observation of the realities behind the figures.
Examples of quantitative investigations are presented followed by that
of qualitative methods.

2.11.1 Quantitative methods

Basic Information. The first step in quantitative corpus analysis is the

computation of basic information about the text or a collection of texts
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(Adolphs, 2006). Such information includes total number of words,

sentence length, word length, number of paragraphs, number of
individual running words or tokens, number of different words or types,
as well as the number of lexical and grammatical items in tagged and

untagged forms (Adolphs, 2006). Descriptive information is very

important in the collection of texts, more so, if the analysis involves a
comparison of texts. The basic calculations could be used to establish a
provisional picture of the corpus, which could then be elaborated upon
and enriched further through quantitative and qualitative analyses

(Adolphs, 2006).

The two basic and most common ways of retrieving and
interpreting data in corpus analysis are frequency list and
concordancing. They can be used exclusively or in combination for data

analysis (Da Silva, 2013).

Frequency List. The most useful way to conduct a preliminary survey
of the corpus is to compute the frequency list of the contents of the
corpus. The frequency list shows the words or other language units that
make up the texts in the corpus, together with their absolute or relative

frequencies of occurrence (Adolphs, 2006; Barnbrook, 1996; Rayson,

2003, 2008). The frequency list can be produced in several different

sequences, as chosen by the researcher (Barnbrook, 1996). The

frequency lists include words list of single items or recurrent sequences,

or keyword list of single words, or key sequences (Adolphs, 2006;

Rayson, 2008).
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Single word list. Single word list is produced by identifying each word
form found in the text or in different texts, counting identical forms and
listing them with their frequencies in a chosen sequence (Barnbrook,

1996). The list can be recovered for all the words in the corpus, or the
recovery may be done for only the most frequent words, based on the

syntactic or semantic tags used in the text annotation (Adolphs, 2006;

Rayson, 2008).

List of recurrence sequences. This is otherwise termed collocations,
and it refers to the list of words that co-occur frequently together in

clusters (Scott 1997 cited in Da Silva, 2013). The collocations can be

either common clusters because they are common expressions in a
language (e.g., | don’t know, you know), or because they are common
clusters found in a particular corpora (e.g., human anatomy,

cardiovascular system in medical corpora) (Da Silva, 2013).

List of keywords and key sequences. This refers to a list of frequency
that describes not only the words in the text but a particular word, group
of words, or sequence, and they are very helpful when the analysis

concerns a particular aspect of the corpus (Da Silva, 2013).

Concordancing. The second aspect of basic statistical description in
corpus analysis is Concordancing. Concordancing is the process of
recovering words and their context from an annotated corpus. A
concordancer is a computer software program that rapidly searches a
collection of texts to produce a list of incidences of a given linguistic
item (e.g., word, phrase, and the like). A concordance, otherwise known

as Key Word in Context (KWIC), refers to a piece of text in which a
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linguistic item is displayed in the centre with its immediate context on

both sides (Rayson, 2008; Yoon, 2011). The computer software

program makes it possible to change the length of the context that is

recovered from the corpus (Rayson, 2008). When read horizontally,

concordance outputs information on how particular linguistic items are
used in context; and when read vertically, information relating to

repeated patterns of the linguistic items are provided (Tognini Bonelli

2010 cited in Yoon, 2011). Rayson (2003) observed that reading a

range of 120 words is adequate in most cases to understand the
contextual meaning of a linguistic item; however, depending on the
research question, occasionally, it might be more rewarding to read
entire paragraphs in which the items appear. Concordance provides
opportunities for contextual analysis of lexical patterns, provides
meaning to words, and facilitates disambiguation and interpretation of

analytic findings (Adolphs, 2006; Evison, 2012; Flowerdew, 1993;

Rayson, 2003, 2008; Yoon, 2011).

2.11.2 Statistical measures in corpus analysis
One of the outstanding advantages of CL over intuition lies in the

provision of reliable quantitative data (McEnery et al., 2006). The use of

this quantification in corpus analysis transcends mere counting

(McEnery and Hardie, 2012). Statistical measures are used to

demonstrate patterns in order to understand relationships within the
data and to compare the different corpora being analysed (Rayson,

2008). Statistical measures in corpus analysis could be of the two
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following types: descriptive (or basic) statistics and inferential statistics

(Levon, 2010; McEnery et al., 2006; Oakes, 1998).

Descriptive statistics gives information about the general shape
or quality of the dataset (Levon, 2010). The commonly used descriptive
statistics in corpus analysis include frequency (raw and normalised),
measures of central tendency (e.g., mean, median), and measures of
dispersion of a dataset (e.g., range, variance and standard deviation)

(Levon, 2010; McEnery et al., 2006).

Inferential statistics, on the other hand, is used to decide whether

or not apparent patterns in a dataset really are patterns (Levon, 2010).

In other words, whether differences observed between two corpora are
genuine differences, or they have come forth by chance due to inherent

variability in the dataset (McEnery et al., 2006). Some of the commonly

employed inferential statistics in corpus analysis include factor analysis,
cluster analysis, Chi square (or Pearson Chi square) test, and log-
likelihood (or log-likelihood Chi square or G-square) test (McEnery et

al., 2006; Oakes, 1998). These statistical techniques offer information

about the relationships of linguistic items (e.g., words, phrases,
structures, and the like) within a corpus. They can also be used to
investigate the relationships between linguistic items within the corpus
and other extra-corporal variables, such as demographic information

(Rayson, 2003).

The focus of the present study is not to compare linguistic

variables, since it is mainly descriptive in orientation. Therefore, mostly,
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descriptive statistics will be employed. The descriptive measures will be
complemented with qualitative analysis.
2.11.3 Qualitative methods

Qualitative research methods “is concerned with structure and

patterns, and how something is” (Rasinger, 2010: p. 52). Qualitative

analysis has been undertaken in this study not following any of the
discourse analysis approaches but following the functional perspective.
The aim is to understand how the linguistic items generated through
concordancing are used in context by a close examination of the
concordance lines. The aim of this approach is to provide a more
comprehensive understanding of the output of quantitative methods.

The KWIC generated by the corpus analysis can be exported into
the qualitative analysis software and analysed based on the

circumstance of occurrence.

2.12. Summary of the chapter

This chapter discusses the meaning of CL, and it highlights its
relationship with systemic functional linguistics theory. It highlights that
CL is compatible with fundamental concepts of systemic functional. A
historical overview of CL, types of corpora, and the relationship of
computer software and CL are also discussed. The chapter then
presents the definition of corpus analysis, highlights the principles and
types of corpus compilation, and finally, it discusses the different types

of corpus analysis.
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CHAPTER 3

FACILITATION OF COLLABORATIVE LEARNING IN PROBLEM-

BASED TUTORIALS: A QUASI-SYSTEMATIC REVIEW OF THE

EXISTING LITERATURE

3.1 Introduction

The aim of the literature review is to elucidate upon the existing
theoretical and empirical research conducted on the facilitation of
collaborative learning in problem-based learning (PBL) tutorials, thus
mapping out the domains of research focus, the analytic techniques
employed, and the theoretical perspectives that inform the research.

A systematic review methodology was used to carry out the
literature review in this study. A systematic review is a type of
secondary study — a study based on the published studies. Itis a
research methodology designed to gather, evaluate, and analyse all
available literature relevant to a research question or a phenomenon

(Dickson et al., 2013; Khalid et al., 2011). A systematic review was

carried out in this study to improve the quality of the review process. By
standardising the review process as compared to the less formal
review, it was anticipated that the review would help in identifying the
knowledge gaps in the existing literature, and eventually, orientate the

current research process.
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The literature review is followed by the identification of the gaps
in the existing literature, a highlighting of the research questions, and a

discussion on the theoretical foundation of the current study.

3.2. General Trend in PBL Research: An Overview

Research on the PBL curriculum has passed through a number

of stages (Svinicki, 2007). The initial focus of the research relates to the

confirmation of concepts by the curriculum originators and early
adopters. Two systematic reviews on the outcome studies (Albanese

and Mitchell, 1993; Vernon and Blake, 1993) were undertaken in this

period. Albanese and Mitchell’s study found mixed results in the review
of the studies comparing PBL with traditional curriculum. Vernon and
Blake came to similar conclusions but gave better ratings to the PBL
curricula. This period of research was followed by a stage of dissension,
during which the education research community was polarised into

supporters and antagonists of the PBL curriculum (Albanese, 2000;

Berkson, 1993; Cobb, 2002; Colliver, 2002; Colliver, 2000; Norman and

Schmidt, 2000). The defenders of PBL advanced several reasons as to

why the PBL curriculum had not shown superior outcomes in
comparison to traditional curricula. These reasons included inferior
assessment techniques and previous students’ learning under
traditional curricula. It was suggested that the PBL curriculum needed to
be treated as a curriculum in its own right and should be assessed

based on its promises (Albanese, 2000). It was advocated that process-

oriented research was needed (Hak and Maquire, 2000; Koschmann
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and MacWhinney, 2001), and that the supporters of the PBL curriculum

needed to keep stick to its philosophy (Dolmans et al., 2001). Since that

time, research has focused on understanding the interactions in the
PBL tutorials. The research presented here is a process-oriented study,
exploring the joint knowledge construction processes of the students

inducted in PBL tutorials.

3.3. Definition of Collaborative Learning

The cognitive effects of PBL are linked to peer interactions taking

place in the small-group learning environment (Van der Linden et al

2000 Dolmans and Schmidt, 2006). According to Van der Linden (2000

cited in Dolmans and Schmidt, 2006), collaborative learning is said to

occur when students share a common goal and responsibilities, are
mutually dependent and need to arrive at agreements through open
interactions. Collaborative learning diverges from the traditional division
of labour because its essential condition is mutual interaction and a

shared understanding of a problem (Dillenbourg, 1999). PBL fits this

definition of collaborative learning based on its core characteristics

(Dolmans and Schmidt, 2006). It involves contributing to discussions

and explanations, externalising point of views, bringing prior
experiences to bear on the discourse, negotiating with the differences in
ideas, effective communication with group members, and knowledge-

sharing among group members (Azer and Azer, 2015).
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3.4. Methods of Literature Review

While carrying out this literature review, | adopted a scoping of
the methodological framework. Scoping is defined as an attempt to map
rapidly the key concepts underpinning a research area, the main

sources, and the various types of evidence available (Mays et al. 2001

cited in Arksey and O'Malley, 2005). This approach to literature review

is considered well-suited for identifying research gaps in the existing

literature (Arksey and O'Malley, 2005). According to Arksey and

O'Malley (2005), the following are the stages of the review process: (1)

identifying the relevant questions, (2) identifying relevant studies, (3)
study selection, (4) charting the data, and (5) collating, summarising,

and reporting the results.

Systematic review
» Specify research question

planning
¢ |dentify relevant studies
4 e Select studies
Systematic review e Chart the data
execution ’ e Collate results
e Summarise results
Systematic review results . Write reports

Figure 3.1: Systematic review process
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Stage 1: Specify research question

How do the medical students collaboratively construct
knowledge, and how do the facilitators guide the process in the PBL
tutorials?

Stage 2: Identifying relevant studies

Studies relevant to the review were identified by searching
electronic databases and edited books on PBL.

The electronic databases searched were PubMed, Embase,
Medline, Psycholnfo, and Web of Science. These databases were
searched from the year of their inception until 26 May 2016. To
complement the electronic search, two edited books (Evensen and

Hmelo, 2000; Hmelo-silver and Eberbach, 2012b) on PBL were

searched and relevant articles were identified and retrieved. Relevant
references from the retrieved articles and edited books on PBL were
also retrieved and reviewed. Searches were limited to search terms
relevant to the research questions, and both quantitative and qualitative
studies were included.

To locate the studies in line with the focus of the review, search
terms were generated and used in combination for the literature review
(as described in Table 3.1). The implication of the search strategy is
that studies conducted in the health-related field should only be the
ones to be identified. The purpose of the review is not to retrieve all the
studies that have ever been conducted on tutorial process in the health
care field, but | believe, what is important is that the procedure for

relevant study identification is to be rigorous enough to identify studies
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that would enable a general mapping out of the research on the PBL
interactive processes. The results of the search are shown in Table 3.1.
Stage 3: Select studies

The criteria used for including studies in the review included the
following: (1) studies that describe students’ collaboration or interaction
in the PBL tutorial, (2) studies that addressed knowledge construction
as a process variable, and (3) studies that addressed the role of the
facilitator in group functioning. Quantitative and qualitative studies that
dealt with issues outside of the review focus were excluded. Such
studies include letters, personal opinions, tutor quality and training
reports, assessments in PBL, review articles, conference abstracts,
curricular comparison, and PBL long-term assessment articles. The
review was also limited to articles published in English.

The retrieved articles were exported into the Endnote version 7.3
software. Duplicates articles were then removed. Abstracts of the
articles were read and irrelevant studies were removed. Copies of the
relevant articles were retrieved and read. Relevant articles from the
references of the retrieved studies were also retrieved and read.
Information was extracted from the articles for the data charting stage of

the review process.
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Table 3.1: Search terms and result output

Search Terms PubMed | Embase Web of Psycholnfo Medline Total

science

PBL AND 255 448 445 28 32 1208

collaboration

PBL AND 1964 1063 1412 1634 1842 7915
facilitation OR
facilitator OR

tutor

PBL AND 365 45 337 54 53 854

interaction

PBL AND 1237 215 1219 204 118 2993

group process

PBL AND 66 13 139 38 40 296
knowledge
AND

construction

PBL AND 508 280 708 659 686 2841

reasoning

PBL AND 33 63 65 66 78 305

elaboration

Total database 16412
articles

Stage 3: Charting the data

An Excel spreadsheet was developed to record the information
extracted from the articles. The extracted information was in line with
the questions raised in the stage 1 of the review process, including: (1)
first author and date, (2) country of publication, (3) source of publication
— journal or book, (4) type of study design, (5) study population, (6)
whole or partial PBL tutorial evaluation, (7) method of data-capturing,
(8) analytic theory, (9) analysis method, (10) type of process variable
studied, and (11) the results of the study (Appendix 1). The categories
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of the extracted information were then prepared and exported into
Statistical Package for Social Sciences (SPSS) version 22 to generate
descriptive reports. Table 3.2 shows the characteristics of the studies

reviewed.

Total database citations (n= 16412)

Duplicates citations removed
(n=15,765)

647 citations

Irrelevant citations after title
{ reading (n=369)

278 citations

Irrelevant citations after

reading abstracts (n=218)

60 citations

Citations from references and
edited books (n=7)

Total citations reviewed (n=67)

Figure 3.2: Process of citation selection

Stage 5: Collating, summarising, and reporting the results

First, the theoretical perspectives underpinning the interactive
learning in PBL is first reviewed. Second, a review and evaluation of the
methods that have been used to research upon the facilitation of
collaborative learning in medical PBL are conducted. Third, the issue of

collaborative knowledge construction is taken up and the theoretical
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perspective and methodological approach that inform this study are

discussed.

Table 3.2: Description of the studies analysed

Category Subcategory Frequency
Geographical Asia 13
origin of Australia 5
publication Africa 1
Europe 29
America (south and North) 18
Transcontinental 1
Type of research Observational 60
Experimental 7
Research design Quantitative 39
Mixed methods 8
Quialitative 20
Data collection Participant observation 12
methods Interviews 14
Recall/stimulated recall 10
Written text 5
Questionnaire 37
Video-recording 13
Audio-recording 7
Written report 7
Methodology of Use of coding scheme 5
verbal data Grounded theory 8
analysis Grounded theory + discourse analysis 2
Conversation analysis 1
Discourse analysis 3
Thematic analysis 1
Corpus linguistics 1
Analysis Statistical 42
technique Software assisted coding (ATLAS.ti/NVivo) 6
Manual coding 17
Automated analysis (e.g. Wmatrix) 1
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3.5. Results of the Literature Review

This section presents the results of the literature review and are
discussed under several themes.
3.5.1 General description

Generally, more than half of the studies were published between
2001 and 2010; about one-fifth were published in the decade before,
while about a quarter were published in the following decade (Figure
3.2). Now, 43% of the studies reviewed were published in Europe, while
about a quarter were published in America, mainly in North America.
Observational studies were the most common types of study, and they
were mostly quantitative in nature. Mixed-methods studies were not
commonly used (8/67). More than half of the studies used questionnaire
for data collection. In nearly 10% of the studies, participant observation,
interviews, stimulated recall, and video-recordings were each used.
Analysis of group conversations in the studies were mostly done with
grounded theory or a designed coding scheme. Only one study had
used the corpus linguistics (CL) methodology. Nearly two-thirds of the
studies had used quantitative statistical software package for data
analysis, about a quarter used manual coding, qualitative software
analysis was used in 6 studies, while only one study had used the CL
software (Wmatrix).
3.5.2 Theoretical Perspectives on cognitive effects of PBL

This section describes the theoretical perspectives used in the

studies for the cognitive effects of PBL.
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Figure 3.3: Distribution of studies by year of publication

Collaborative learning in small groups can be studied from
different theoretical perspectives. For example, Slavin (1996) classified
the theoretical perspectives into the following four categories:
motivational, social cohesion, developmental, and cognitive elaboration

perspectives. Dolmans and Schmidt (2006) combined developmental

and cognitive elaboration of Slavin (1996) to discuss the cognitive
effects of small group learning in the PBL setting. In this review, | have
discussed the empirical evidence for collaborative learning under
information processing and developmental perspectives.
Information Processing Perspective

The information processing perspective is a cognitive approach
to understanding how knowledge develops in the context of human
interactions. It assumes that knowledge develops as a student

processes information from the environment. The process of learning
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and comprehension involves encoding, organising information, forming

connections, and creating mental models (Martin et al., 2016).

Empirical evidence of information processing perspective.
Research that employed information processing perspective to analyse
data on PBL tutorial discussions in health-related educational settings
have shown a consistent positive effect to have been exerted by the
activation of prior knowledge, encoding specificity, and knowledge
elaboration in context of student learning. In this review, pre-
intervention and post-intervention tests were commonly used to assess
the achievement of learning.

In a study to investigate whether or not PBL leads to conceptual

change, De Grave et al. (1996) investigated the conceptual change of a

group of second year (n = 5) medical students. The students were
trained for the study and were experienced in the PBL process. The
students underwent stimulated recall test, following a session of
problem analysis. Analysis of problem analysis session data and
stimulated recall test transcripts demonstrated the thinking of the
students to signify the presence of conceptual change and

metacognitive reasoning in the students’ talk. De Grave et al. (2001)

randomised 48 first-year medical students into two groups to
demonstrate the effect of prior knowledge on subsequent recall. The
experimental group discussed blood pressure regulation and the control
group discussed a problem pertaining to vision. The two groups then
read a text on blood pressure regulation. The subsequent recall test

showed that the experimental group recalled 25% more than the control
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group could from the text read on blood pressure regulation. The De

Grave et al. (1996) presented extracts from the transcripts to

demonstrate the cognitive and meta-cognitive processes of the
students, but the sample size was very small — a group of five medical
students. On the other hand, the mechanism through which group
discussion led to a superior recall for the experimental group in De

Grave et al. (2001) study remains unknown.

Another aspect of information processing perspective that has
commanded the attention of researchers is knowledge integration. This
is because medical experts possess well-integrated biomedical and
clinical knowledge that are transferable for diagnosing and resolving

clinical problems (Charlin et al., 2000; Schmidt, 1993). How medical

students develop this sort of integrated knowledge has been a focus of

research (Diemers et al., 2015). Diemers et al. (2015) conducted a

study to determine knowledge transfer in third-year medical students (n
= 13). After a 10-week course with real patients, the students were
asked to think aloud while diagnosing the two cases encountered and
discussed during the course as well as the two cases that described the
biomedical mechanisms that were taught during the course but were
not seen or discussed by the students while explaining the underlying
pathophysiological mechanisms of the patients’ features. They
determined the diagnostic accuracy and the time taken to think about
the cases. They also conducted a pre- and post-intervention test.
Qualitative analysis of the transcripts of the think-aloud protocols

showed that the students in the course cases used more model
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concepts and less wrong concepts and links compared to transfer
cases. The findings suggested that an integration of the biomedical and
clinical knowledge took place during the 10-week course.

In 2009, Collard et al. (2009a) published a paper that

investigated maturational increase in biomedical reasoning capacity in
comparison with factual knowledge among medical students drawn
from the year-three to year-six PBL curricular. The students were tested
on script concordance questions and through true/false questions along
with knowledge ascertainment tests based on the clinical vignettes and
scenarios they have used in their individual curriculum years. The
results of their performance were compared with the panel results
generated by the tutors. The results showed that the script concordance
(SCT) scores were higher in the years 5 and 6 than in the years 3 and
4. Year 3 also showed higher SCT scores on questions in a new
context. The scores of year 3 and 4 were significantly higher on the
true/false tests than the ones scored by year 4, 5, and 6. For year 3 and
4, there was a positive correlation between scores on the true/false
tests and SCT questions. The ascertainment scores for correct answers
on true/false questions were higher than what was observed for
incorrect questions. The results indicated towards the presence of
biomedical reasoning, which had supposedly increased along the
period of training following the PBL curriculum. This was accompanied

by a decrease in factual knowledge retention. Schmidt and Boshuizen

(1992), in an earlier study, found out that experts used less biomedical

knowledge to explain clinical problems with increasing level of
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expertise. These studies are not without limitations. The study of

Diemers et al. (2015) was based on a small sample size (n = 13)

amounting to 16.3% of the cohort. The study by Collard et al. (2009a)

was of a cross-sectional design and had compared the performance of
students who differed in terms of curriculum years.

Yew et al. (2011) conducted a study in which they investigated

whether or not learning in PBL tutorials is cumulative. The assumption
was that the students would be building concepts networks, involving
concepts from different phases of the PBL cycle. There were 218
biomedical students. A week before, students had a discussion on the
problem — the structure and functions of DNA and RNA — students had
an essay pre-test to assess their prior knowledge. They were required
to write an essay to describe and explain the structure of DNA and
RNA. Each essay was divided into idea units. A score of 2 was awarded
to a completely correct idea unit; 1 was given to a partially correct idea
unit, and 0 was awarded when an idea unit was completely incorrect. A
concept recall procedure test was also carried out. Each concept —
keyword or terminology related to DNA and RNA — was given one point.
The total scores for each student was summed up after each phase of
the PBL. The scores on the essay tests and scores of the concepts
mentioned in the pre-test essay, after the problem analysis phase, the
self-directed phase, and the reporting phase were compared. T-tests
were used to compare pre- and post-test results, and one-way ANOVA
was used to analyse the results at the end of each learning phase. The

data was also analysed through structural equation modelling. The
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results of the data analysis suggested a good fit for the hypothesis that
learning that occurred in the previous phase of the discussion
influenced learning at the subsequent phase of the PBL cycle.

Van Blankenstein et al. (2013) carried out a controlled

experimental study to investigate into the effects of elaboration during a
problem-based discussion on recall for high and low ability students.
The participants were 167 students from health sciences discipline.
They were randomly allocated into superficial question group (control
group) and elaboration question group (experimental group). All the
students had to take an MCQ test to establish their prior knowledge.
The students were divided into low ability group (passed the test after
more than one attempt) and high ability group (passed the test at the
first attempt). Subsequently, students observed a video-recorded PBL
tutorial discussion. A tutor in the video asked the experimental group
elaborated questions, and they were encouraged to answer as
extensively as possible, while the control group students were asked
superficial questions. After the tutorial discussions, the two groups read
a text relating to the case discussed. Immediately after the text was
read, they had to take a recall text. After one week, they returned to
have a delayed recall test. The results of the experiment showed that
elaborative questions had no significant effect on the recalling of idea
units. High ability students outperformed low ability students, but this
was independent of the experiment. The result of the experiment
contradicted the theoretical benefits of elaboration in learning (Kalyuga,

2009; Oliveira and Sadler, 2008; Schmidt, 1983). This result may be
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due to the limitation of the study: First, the sample size was not
calculated before the experiment, and so, it is possible that the sample
was too small to show the effect size. Second, the experiment had low
fidelity in that the PBL discussion lasted only 15 minutes, which is not
the case in reality. Third, there was no room for the self-directed phase
which occurs in normal PBL cycle.
Developmental Perspective

The developmental perspective of collaborative learning
assumes that the interaction with the environment leads to the

attainment of knowledge. Piaget et al. (1985) held that students learning

during interaction with others and peer interactions could lead to
cognitive conflict, which may lead to the mental model elaboration, and
therefore, a growth of the existing knowledge base. According to
sociocultural perspectives, learning is produced during social
processes, and it is a function of task, context, and culture in which it
occurs. Mastery of concepts or task is attained as leaners are
scaffolded through the zone of proximal development (ZPD) by a senior

or a more able peer (Hmelo-Silver and Eberbach, 2012a; Oliveira and

Sadler, 2008). Vygotsky conceived the ZPD as the distance between

the actual level of development, as indicated by independent
performance, and the level of potential development, as determined by
problem-solving, with the assistance of an adult or more capable peers

(Vygotsky, 1930/1978). As the social interaction and cognitive

development may not be mutually exclusive, the empirical evidence for

development perspectives are discussed together.
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There is a great deal of literature on the benefit of students’
interactions on cognitive development in the PBL setting. Moust et al.
(1987) investigated the effect of active participation of first-year
students in problem-based tutorial on their learning. It was anticipated
that the students who elaborated more during the group discussion
would score more on the subsequent tests. The students were
randomly assigned to four groups of about six students each. A problem
was discussed by the groups and the discussions were tape-recorded.
Thereatfter, the students read the problem-relevant text and took a free
recall and cued recall test. The results of the two tests did not show any
significant difference among the students. The conclusion was that
students who spoke less elaborated as much as the students who were
verbally more active. Subsequent studies have shown that silent

students learn better in PBL tutorials (Jin, 2014; Remedios et al., 2008).

The results of the studies focusing on information processing
suggested that group discussion stimulated activation of prior
knowledge, knowledge elaboration, information recall, and conceptual
change.

Visschers-Pleijers et al. (2004) analysed the verbal interactions

of students in three tutorial sessions to determine the presence of
elaboration and co-construction in their conversations using a coding

system developed by Van Boxtel et al. (2000). The group discussions

were videotaped and transcribed verbatim. Elaboration was defined as
a stretch of talk involving one student, and co-construction was defined

as a stretch of talk involving more than one students. Elaboration and

87



Problem-based Learning | 2016

co-construction could occur when students asked questions, reasoned
about, or solved knowledge conflicts. The results showed evidence of
elaboration and co-construction in the tutorial discussions, indicating
that collaborative knowledge construction occurred in the PBL tutorial
investigated. However only 2 or 3 students were verbally involved.

Hmelo-Silver and Barrows (2008) investigated how a group of

five second-year medical students built knowledge under the guidance
of a master facilitator. The tutorial that lasted 5 hours in two sessions
was videotaped and transcribed verbatim. The transcripts were
analysed at coarse-grained and fine-grained levels. The results of the
analysis showed that extracts of the discussions demonstrated how
facilitators asked open-ended questions, and how students built on
each other’s knowledge in the process of joint knowledge construction.
The result of the study provided evidence of collaborative knowledge
construction in the PBL tutorial group. However, the weakness of this
study is that it studied only one PBL group facilitated by an expert
facilitator — Professor Barrows.

Visschers-Pleijers et al. (2006a) videotaped four tutorial group

sessions of year-two medical students to investigate how much time
was spent on each type of interaction, and how the interaction types
were distributed over the reporting phase meeting of the PBL cycle. A
coding system was used to analyse the transcripts of the verbal
interactions. The results showed that learning-oriented discourse
accounted for 80% of the interactions: cumulative reasoning accounted

for 63%, exploratory questioning for 10%, and conflict-handing for 7%.
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Exploratory questioning and cumulative reasoning occurred throughout
the meeting, while conflict-handling occurred after the first 20 minutes.
The conclusion was that even though the students devoted their time to
task-oriented discussions, exploratory questioning and knowledge-
related conflicts were less common in the group studied. In this study,
the nature and rate of participation of the facilitator are unknown. The
study only analysed one session of four groups, consisting of 32—40
(10.7-13.3%) students out of a total of 300 students. It is unclear
whether the results could be generalised to other groups.

Gukas et al. (2010) conducted a study to investigate verbal and

non-verbal indices of learning in a medical student curriculum in the UK.
The study participants were five (38%) out of the 13 tutors and 50 out
(38.5%) of the 130 students. The group discussions were observed by
the tutors. A coding system consisting of exploratory questioning,
cumulative reasoning, and handling of knowledge-related conflicts was
used to rate the interactions. The facilitators also rated the threshold for
the interventions. The results showed that when the interactions
involved exploratory questions and cumulative reasoning, students tend
to score high on learning and the threshold for intervention was high.
When the interactions involved handling of conflicts, the students tend
to score high on learning and the threshold for intervention was low.
The conclusion was that the interactions suggest that learning occurred
during collaborative interactions. The weakness of the study lied in the

small sample size, which limited its generalisability potential and
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precluded the use of sophisticated statistical techniques for data
analysis.

Visschers-Pleijers et al. (2005b) conducted a study to investigate

the students' views on the presence and desirability of types of learning-
oriented interactions in 22 PBL tutorial groups, using a validated coding
system. The results showed that the scores for the occurrences of
learning oriented interactions (i.e., exploratory questioning, cumulative
reasoning, and handling of conflicts) were reasonable; however, the
desirability scores were significantly higher for exploratory questioning
and cumulative reasoning, suggesting that students wanted
improvement in the group interactions. The limitation of the study was
that the data was based on subjective perceptions of the students only
and the opinions of the facilitators were not a part of the data.

Romito and Eckert (2011) investigated the relationship between

dental students' biomedical knowledge acquisition and the students'
level of PBL group interactions. Biomedical knowledge recall and
application about the case were assessed with quizzes. Students and
facilitators completed questionnaire to assess the students' group
interactions. There were 92 (92% of the cohort) year-one students and
99 (97% of the cohort) year-two students. Eleven (68%) year-one, year-
six (35%), and year-two facilitators participated. The results of the
investigation showed that the year-one participants had significantly
higher assessment scores. For both groups of students, the mean score
for a recall test was higher than what was obtained in the tests, testing

knowledge application. There was a correlation between the recall
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score and the interaction role for year-one cohort, but no relationship
was established between recall score and interaction role for the year-
two cohort. There was no correlation between the students’ role and
score in the application test. The findings suggest that the students’
level of group involvement did not significantly affect their assessment
performance.

Visschers-Pleijers et al. (2006b) surveyed the opinions of year-

one (n = 23) and year-two (n = 25) medical students from 6 focus
groups pertaining to the characteristics of an effective discussion during
the reporting phase of PBL. The interviews were audiotaped and
transcribed verbatim. In the results, the students felt that effective
discussions in the PBL tutorials should involve asking for, giving, and
receiving of explanations; integrating and applying knowledge;
discussing differences with respect to the learning content; and guiding
and monitoring content and group process. The learning effects of such
discussions mentioned by the students included retention,
understanding, as well as knowledge integration and application. The
generalisability of the result is, however, limited because of the small
sample size.

Another study was designed by Visschers-Pleijers et al. (2005a)

to develop and validate a questionnaire to assess the quality of
learning-oriented interactions in PBL tutorials. The instrument was rated
by 240 year-two medical students. The questionnaire looked at three
types of learning-oriented interactions: exploratory questioning,

cumulative reasoning, and the handling of learning-related conflicts.
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Analysis of the data by regression statistics showed that exploratory
questions and cumulative reasoning factors together explained 26% of
the variance of the tutorial group's productivity. The data for the study
was based only on the students' ratings, thus leaving out the rating of
the facilitator — a very crucial factor for the effectiveness of tutorial
discussion. However, two studies provided further empirical evidence
for the collaborative conception underpinning the PBL instructional
approach.

In an exploratory study by Da Silva and Dennick (2010), a full

PBL cycle, consisting of three sessions, was analysed with a powerful
language analytic online software — Wmatrix. The participants
comprised seven medical students and one facilitator. Results of the
analysis showed evidence of reasoning, explaining, and questioning in
the students' discussion. A small sample size was a clear limitation
faced by the study.

Imafuku et al. (2014) studied knowledge construction and

interactive experiences of three PBL groups in which students from
nursing, medicine, pharmacy, and occupational health departments
participated. The data that consisted of transcribed videotapes of
tutorial sessions and e-portfolio transcripts were manually analysed,
using functional discourse analysis and grounded theory techniques.
Results of the data analyses showed evidence of elaboration and co-

construction of knowledge in the students’ discourse.
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3.5.3 Use of Cognitive Tool

De Leng and Gijlers (2015) conducted a study to investigate how

a collective drawing of diagrams, using computerised mapping diagram,
affects the discussion and knowledge construction during the reporting
phase in PBL undertaken by four tutorial groups. The tutorial
discussions were videotaped and transcribed, students completed the
perception questionnaire, and the perceptions of the tutors were sought
in two, more interactive, focus group interviews that involved stimulated
recall from video segments. The focus group interviews were
audiotaped and transcribed verbatim. The coding system for social

mode of knowledge construction by Fischer et al. (2002) was used to

analyse the tutorial talk. The results showed that all the tutors
unanimously felt that diagram drawing enhanced knowledge
elaboration, promoted peer interaction, fostered focus and discussion
depth, and helped promote shared understanding. The limitation of the
study was the small number of the tutors involved and the self-report
nature of the data.

Veronese et al. (2013) conducted a randomised pilot study to

investigate the feasibility, acceptability, and effectiveness of concept
maps in a PBL tutorial comprising first-year medical students. The
students were randomised into a concept map group and a no-concept
map group. Subsequently, students were surveyed through
guestionnaire, following which the tutors were interviewed and the
students’ examination scores were recorded. A mixed-method approach

(qualitative and quantitative) was used to analyse the data. Qualitative
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data showed that the use of concept diagram was associated with
knowledge integration, challenging students' knowledge of the material,
and knowledge gap identification. Quantitative analysis showed that
students in the concept map group performed better than the ones in
the no-concept map group. These two studies showed that cognitive
tool, in form of concept maps, fostered medical students’ learning.

Koschmann et al. (1997) in a descriptive study analysed video

transcripts of segments of a PBL group discussion performed by
medical students, using the conversation analysis approach. The
results of the study showed evidence of questioning, idea negotiation,
collaborative knowledge-building, as well as tutor scaffolding in the
tutorial transcript. The generalisability of the result was limited because
the segments of the analysed discourse were about 2 to 5 minutes in
duration and only one group was analysed.

Hurk et al. (2001) conducted a study to investigate the quantity

and quality of learning issues generated by the two groups of first-year
medical students. The learning issues were collected by one of the
students in each group during phase one of the PBL cycle. The learning

issues were then scored according to a coding system (Van den Hurk et

al., 1998 cited in Hurk et al., 2001) by 12 year-two medical students,

who had just completed the cases discussed in the tutorials. The results
showed that 21% of all learning issues for one problem and 32% for the
other problem scored high on all characteristics, while 5% and 2% of all
learning issues scored low on all characteristics. Most of the learning

issues were formulated ambiguously and lengthily. The results of the
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study may be due to the immaturity of year-one students with regard to
the PBL process, and it must also be taken into account that there was
no evidence that the rating of the assessors were validated by the

tutors.

In the study of Yew and Schmidt (2009) to investigate the
presence of constructive, self-regulatory, and collaborative processes in
the PBL, verbatim transcript of talk in one tutorial group was analysed,

using a coding scheme of Van Boxtel et al. (2000). Data analysis

showed that learning activities relating to collaborative process
amounted to 53.3%, self-directed learning amounted to 27.2%, and
knowledge construction amounted to 15.7%. The generalisability of the
result is rather limited because only one PBL group was analysed.
3.5.4 Facilitation of the PBL process

The PBL tutor plays a central role in PBL tutorial discussions

(Schmidt et al., 2011), as they scaffold learning of the students and

model problem-solving, good learning strategies, and thinking, rather

than providing content knowledge (Dolmans and Ginns, 2005; Hmelo-

Silver and Eberbach, 2012a; Lycke, 2002; Remedios et al., 2008). PBL

tutors also scaffold knowledge construction and co-construction (Chng
et al., 2011). The role of the facilitator in the PBL environment has
attracted rigorous research and a large amount of literature is now
available discussing the role of the facilitator on the PBL process
variables. The literature review showed that there is no difference in the
effects exerted by tutor expertise on the PBL tutorial process. Some

studies showed that content experts were superior to non-content
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experts, some showed that non-content experts were superior to
content experts, whereas the effects were mixed in some studies, while
in some other studies, the levels of expertise did not influence the PBL
tutorial process.

Effects of levels of expertise

Eaqgle et al. (1992) studied the influence of the PBL tutors' levels

of expertise on the number of learning issues generated by the students
and on the amount of time devoted to self-study, by analysing students'
reports and tutors' self-rating of levels of expertise. They found that
expert groups generated more learning issues and spent more time on
self-study. However, non-expert tutors with facilitation experience and
the ones who studied for the case before the tutorial achieved results

similar to those attained by expert tutors. Similarly, Schmidt et al. (1993)

found out that students tutored by content experts spent significantly
more time on self-study than students tutored by non-content experts.
They also found that content experts used a combination of subject

matter and process skills to facilitate learning. Couto et al. (2015)

investigated the perceptions of medical students on the influence of
expertise on their PBL tutorial process. The students felt that content
experts were statistically superior to non-content experts in terms of
helping students to construct knowledge, guiding the learning
processes, generating learning issues, and motivating self-study.

On the other hand, Silver and Wilkerson (1991) investigated the

effects on content expertise on the tutorial process in a medical PBL

curriculum. Data analysis was based on audiotaped tutorial interaction
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and tutor self-rating of the expertise level. The results showed that
content experts were more directive and dominated tutorial talk. In a

prospective randomised trial, Peets et al. (2010) investigated the effects

of content expertise and process expertise on the PBL tutorial process,
using a student-rated questionnaire on tutor behaviours. The results
showed that process experts were perceived as being significantly
superior on all items present on the tutor behaviour evaluation

instrument. Kaufman and Holmes (1998) investigated whether or not

expert tutors differ from non-expert tutors in terms of the extent to which
they dispense knowledge in a PBL tutorial, using a self-rated
questionnaire. The results showed that less than 50% of the tutors said
they almost never dispense knowledge. The tendency to present or
explain case knowledge increases with tutor's level of expertise. The
tutors who did not dispense knowledge rated PBL more highly than the
tutors who dispensed knowledge. However, the students did not rate
the two groups of tutors differently.

Other studies did not find any difference in the performance of

the content experts and non-content experts. Regehr et al. (1995)

conducted a participant observation to investigate the effects of
expertise on students' learning, group process, and students'
satisfaction in a medical PBL curriculum. They found no significant
difference in the tutorial process variables or in the levels of students'

satisfaction. Similarly, Davis et al. (1994) did not find any significant

differences in the group process performance of the groups facilitated

by content experts and non-content experts. The study of Gilkison
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(2003) showed that content experts and non-content experts used
similar techniques to raise students' awareness, facilitate group
process, and direct students' learning. While content experts questioned
the students, non-content experts expected the students to question
each other.

Effects of background factors

Other studies have compared the effects of staff and peer facilitation on
the group learning process. Again, the results have been inconclusive.

For example, Schmidt et al. (1994) investigated the effects of peer and

staff facilitation on the medical PBL processes. The results showed that
the students perceived that staff facilitators were more knowledgeable,
made more relevant contributions, and asked more stimulating
questions than the peer tutors. However, year-one students felt that
their social and cognitive experience aligned with that of the peer tutors,
while more senior medical students felt that their social and cognitive
image aligned with that of the staff tutors. A contradictory finding was

noted in the study of Kassab et al. (2005). The students in their study

felt that peers were superior to the faculty when it came to providing
feedback and with regard to understanding their difficulties. They
perceived that tutorial atmosphere, decision-making, and support for the
group were better handled by peer tutors.

Curet and Mennin (2003) investigated the effects of short-term

and long-term facilitators on the group learning process in a medical
PBL curriculum, using student rating of tutor behaviours with a

guestionnaire. The students felt that long-term facilitators were superior
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to short-term facilitators in terms of cognitive, metacognitive, and

motivational behaviours. The study of Groves et al. (2005) examined

the influence of tutor background on PBL tutorial process, using
student-completed questionnaire. The results showed that students
perceived that clinically qualified facilitators used content for facilitation,
and that they were socially more congruent than the university staff.
The non-clinicians (i.e., university staff) emphasised upon assessment

and established a more collaborative atmosphere. Chng et al. (2011)

researched on the effect of tutor behaviours on group processes in a
biomedical PBL curriculum, using a validated questionnaire. Data
analysis showed that social congruence had a stronger effect on
students' learning while cognitive congruence and use of subject matter
expertise did not affect students' learning to the same extent. The
literature on the effects of tutor background on group process seems to
suggest that social congruence is very important. The inconclusiveness
of the studies on the effect of tutor expertise on group process may be
due to the methodological flaws in the studies, including sample size,
subjective ratings of tutors' behaviours, and inconsistent definitions of
expertise (Schmidt and Moust, 1995).

Effects of contextual factors.

To resolve the inconsistency in the research findings on the
relative effects of the expertise level on the group processes, research
effort has been devoted to exploring the contextual factors that may be
playing a compensatory role, modifying the efficiency level of expertise-

group process relationship. Davis et al. (1994) conducted a study in
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which highly focused cases were used to remove the effects of the level
of tutor's expertise on students' learning and satisfaction in the medical
PBL curriculum. They found that there was no difference in the effects

of expertise level on students' learning and satisfaction. The findings in

this study agreed with that of Schmidt (1994), which suggested that
subject matter expertise could compensate for inadequate students'
prior knowledge and unit structure. Similar effects of contextual factors

were found by Gijselaers (1997). On the other hand, Dolmans et al.

(1996) examined the effects of tutors' expertise on the students'
performance in the context of varying curriculum structure and students'
prior knowledge. They did not find tutor's expertise as playing a

compensatory role. Dolmans and Wolfhagen (2005) investigated how

tutor performance, tutorial productivity, and the effectiveness of tutorial
unit interact with each other. They found that tutor performance differs
across different levels of group productivity; group productivity differs
across different levels of tutor performance; and that both group
productivity and tutor performance affect the effectiveness of a PBL
unit. These studies would suggest that tutor behaviour in PBL is
influenced by complex contextual factors. The finding corroborated with

the theoretical model of (Schmidt and Moust, 1995; Schmidt and Moust,

2000), which showed that the tutor's social congruence and level of
expertise interact with cognitive congruence to influence tutorial group
functioning. From this point, the research shifted to connecting the

theoretical foundations of PBL facilitation to its practice.
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Studies connecting practice to theory

A large number of studies are now available on the interactions
going on in the PBL groups with the view to assess how processes in
the PBL groups correspond to the intentions and theoretical
perspectives of the PBL curriculum. Lycke (2002) analysed videotapes
and written reports of three medical PBL tutorial discussions to
understand how the processes align with the theoretical foundations of
PBL. He found that, in general, the systematic nature of the processes
aligns with the ideals of PBL, but that there were significant differences
between the groups. In two groups, the interventions of the tutors were
facilitative, while it was found to be directive in one group. The group
with students who were well-experienced in the PBL processes
performed very well — self-directing, negotiating ideas, explaining, and
co-constructing knowledge. These learning activities were not well
developed in the groups populated by inexperienced students.

Maudsley et al. (2008) carried out a telephonic interview to

explore how tutors conceptualised their students' integrated learning
agenda. The results showed that almost all the tutors identified a
structure-function theme derived from the bio-psycho-social model.
However, only half of the participants could differentiate structure-
function themes from the other three themes. Only 40% of them
managed to articulate on the public health-based theme adequately
without confusion, difficulty, or antagonism. The conclusion was that

PBL tutors tend to feel insecure when put outside of their comfort zone.
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Papinczak et al. (2009) conducted a study to explore the

students' perceptions of the tutors' facilitation techniques in a medical
PBL curriculum. The students felt that tutors and students were
confused about the role of the facilitator, there was variation in the
management of sensitive issues, and that the facilitation style was
inconsistent — some tutors were directive, while some were not
directive. Students reported that they experienced lack of balance in the
scaffolding provided with some tutors taking over the group process to
dispense knowledge, and some allowing the students to go astray.

Al-Drees et al. (2015) of the college of medicine at the King Saud

University, Saudi Arabia, investigated the perceptions of 167 and 108
year-one and year-two medical students respectively, regarding PBL
tutorial sessions, using self-completed questionnaire. The students
reported that PBL tutorial sessions helped them understand basic
science concepts, increased their knowledge of basic science, and
encouraged self-directed and collaborative learning. They felt that their
decision-making skills improved; however, 54.5% of the respondents
said that the students were not well-trained for the PBL curriculum.
They reported that the students perceived that only 25.1% of the tutors
were well-prepared. Their learning resources included the internet
(93.1% of the respondents), lecture notes (76.7% of the respondents),
and books (64.4% of the respondents).

Imafuku (2007) of the University of Sydney, Australia conducted

an ethnographic case study, involving one group of medical students in

their year-three PBL curriculum. Data was collected, using field notes,
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video-recording of the PBL tutorials, and stimulated recall (follow-up)
interviews. Data analysis was done using the functional linguistic

theory, popularised by Halliday (Halliday and Matthiessen, 2004). The

results showed that the students' perceptions of the tutorial process
differed from the real group learning process. The facilitator was
directive and predominantly used initiation-response-evaluation (IRE)
discourse patterns to facilitate the group interactions. Students felt that
the tutor's behaviours in the tutorial session were helpful for their

learning. Similar findings were recorded by Faidley et al. (2000). In their

study, involving 4 PBL tutorial groups, the utility of the learning team
survey (LTS) instrument and a more time-intensive observational
checklist for assessing group processing data were compared. The
results showed that there were contradictions between the subjective
reports of the group processes and more objective observations.

Imafuku et al. (2014) of the Gifu University, Japan, in an

ethnographic case study, explored the learning experiences of year-two
and year-three students of health sciences. Functional discourse
analysis was used to analyse the transcripts of the video recordings,
and grounded theory was used to analyse students' reflective journal on
learning experiences. They found elaboration, co-construction moves
along with knowledge confirmation/clarification requests, and shared-
understanding in the students' verbal interactions. There was also

evidence of identify formation to be found in the reflection of the

students. An earlier study by Imafuku (2012), in which a group of four

year-one health sciences (medicine, nursing, pharmacy) students were
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studied, showed presence of idea negotiation, co-construction, and
elaboration in the tutorial transcripts.

The findings in these studies forward a mixed picture in terms of
the connection between theory and practice. Although the studies have
methodological limitations, such as small sample size and subjective
rating of tutors' behaviours, they suggest that there is a gap between
theory and practice in context of the PBL curriculum.

Behaviours of effective tutors

This represents another area of research with respect to
facilitation and group process. In a cross-sectional survey, conducted
through student self-completed questionnaire, on tutor behaviours,

AlHagwi (2014) reported that 75% felt that the tutor figure was

essential, and only 58% felt that the role of the tutor was clear and well-
defined.

Boelens et al. (2015) studied the perceptions of medical students

in the PBL curriculum to examine which tutor tasks were considered
most important during tutorial sessions. Data analysis with statistical
modelling showed that stimulation of active self-directed learning and
case quality affected group-functioning, while stimulation of
collaborative learning did not affect the same.

De Grave et al. (1999), in a confirmatory study to define the

profile of an effective PBL tutor, found that elaboration, directing
learning processes, integration of knowledge, stimulation of

interactions, and individual accountability were statistically significant.
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Das et al. (2002) conducted a cross-sectional study to

investigate how tutors and students perceive tutors' skills in PBL
tutorials, using student- and tutor-completed questionnaire. They
reported that students rated the tutors as having average to outstanding
skills overall; however, students' and tutors' views on tutors' behaviours
diverged: students expected more support from tutors; but tutors
emphasised upon self-directed learning. There was a suggestion that
the opposing differences may be related to the cultural differences that
prevailed between the tutors and the students.

Dolmans and Ginns (2005) carried out a study in which a tutor

behaviour—rating instrument was designed and validated. The results
showed that an effective tutor is one who supports active, contextual,
and constructive learning; fosters self-directed learning and promotes
collaboration among the students; is aware of his or her own limitation
and is very passionate about the tutor role. The review suggests that
even though the behaviours of the PBL tutors are known in theory, in
reality, this knowledge is not well-shared among the students and the
tutors.
Effects of tutor role on students' learning behaviours

The relationship between the behaviours of the tutors and group-

functioning has also been a focus of research. Van Berkel and Dolmans

(2006) investigated the effects of tutors' competencies on students’
learning, group functioning, and achievements at the reporting phase of
the medical PBL cycle. Data analysis with statistical modelling showed

that stimulation of active and constructive learning, self-directed
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learning, and collaborative learning by tutors enhanced the quality of
the problems and that of group-functioning. The quality of the problems
promoted group functioning, which, in turn, had a positive effect on the

students' achievements.

Reznich and Werner (2004) investigated the facilitator's
encouragement or lack of encouragement of the use of internet on
students' use of online information resources. The results of data
analysis showed that students who used online information resources
rated their facilitators as being more encouraging, while students who
did not use online information resources gave their tutor lower ratings.

Yoshioka et al. (2005) carried out a randomised study to

investigate the effects of an intervention to facilitate case-based
problem finding in a medical PBL curriculum. The intervention group
comprised 89 year-one medical students, and the no intervention group
comprised 95 year-two medical students. The intervention group
received problem-finding lectures, encouragement on problem
generation, and nonverbal reinforcement. The two groups were
compared on the basis of the total number and categories of problems
extracted from the case. The intervention group generated significantly
more problems than the no intervention group. The intervention group
also generated more questions in a greater number of specified
categories.

Chng et al. (2015) carried out a survey-based study to determine

the extent to which tutors' behaviours influenced students' learning in a

biomedical science curriculum. Data analysis showed that tutors'
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behaviours affected recall after a problem analysis phase but not after a
self-directed learning phase and reporting phase. Tutors' behaviours
also affected average students but not stronger and weaker students.
Three of these studies showed positive effects as a result of tutors'
behaviours on group functioning and students' learning behaviours, and
only one showed mixed results. Taken together, tutor behaviours exert
positive effects on group functioning and students' learning behaviours.
Characteristics of productive group interactions

In a study carried out at the University of Maastricht medical

school in the Netherland, Visschers-Pleijers et al. (2006a) audiotaped

and transcribed verbatim four tutorial groups of year-two medical
students at the reporting phase of the PBL cycle. Data was analysed

using an adaptation of the VVan Boxtel et al. (2000) coding system. The

tutorial interactions were characterised as being effective, and they
were marked by explanatory discussions, knowledge integration and
application, different learning content discussion and guiding, and
monitoring of the content and process.

The same group of researchers (Visschers-Pleijers et al., 2006b)

at the Maastricht medical school audiotaped six focus group interviews,
involving 48 year-one and year-two medical students. The audiotapes
were transcribed verbatim and the transcripts were analysed with a
computer software package (ATLAS.ti version 4.1). The four primary
themes that defined effective tutorial interactions were asking for,

giving, and receiving explanations; integrating and applying knowledge;
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discussing different opinions and perspectives with regard to learning
content; and guiding and monitoring the discussion.

Visschers-Pleijers et al. (2005a) carried out a study at the

Maastricht Medical School, in the Netherland to develop and validate a
guestionnaire to identify learning-oriented interactions in the PBL
tutorial. This rating saw participation from 242 medical students.
Regression analysis showed that exploratory questions and cumulative
reasoning factors explained 26% of the variance of the tutorial group's
productivity.
Factors affecting learning in PBL group

Students' interactions are a key element of the PBL tutorials,
promoting critical thinking processes and spurring the students into

deeper learning (Azer and Azer, 2015). Engagement in collaborative

discourse provides opportunities for conflict of knowledge that needs to
be argued upon and negotiated with in order to achieve a deeper
conceptual understanding and an increased capability in terms of

scientific reasoning (Osborne, 2010). Participation in collaborative

verbal interactions promotes learning in the sense that it imposes on the
student, the need to translate their ideas into forms that can be
communicated and comprehended by others. This process imposes
great mental effort on the students, and it may reveal a problem in the
student's knowledge structure that might be in need of correction
(Swain, 2000). However, conflicts could arise in the tutorial group that

could hinder students' learning (Azer and Azer, 2015). The role of the

facilitator includes creating a supportive group atmosphere,
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encouraging students' participation in interactive discourse, and

addressing group problems as and when they arise (Hendry et al.,

2003).

Skinner et al. (2012) reported five cross-site ethnographic case

studies in Australia and Ireland dental schools, using multimodal data
collection techniques and grounded theory to analyse the data. The
participants were first-year undergraduate dental students. They
reported differences in terms of the social cohesion and functionalities
of the groups. In one group, students' functions were almost
individualistic; in another group, students could overcome their
differences and attained functionality. Additionally, one group functioned
more like a cooperative group, eschewing almost all forms of
disagreement; one group was very loud and noisy, and they regarded
the loudness as being responsible for their functionality; while the fifth
group could be considered as an ideal PBL group, with the members
getting along well and operating with functionality. In all four groups,
some students felt a sense of social isolation which resulted in
insufficient participation. One theme that runs through all the groups is
that social cohesion is related to group functioning.

Duek (2000) of the University of California, Los Angeles, USA,
reported an ethnographic study, involving three groups of medical
students in anatomy PBL tutorials. Students' and tutors' interview
transcripts and field notes were analysed, using grounded theory
approach. They found that group participation was uneven and was

subject to dominance, social exclusion, and sometimes, even conflicts.
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There were discussion dominators, hyper-contributors, and withdrawing
students. But the tutors felt that the groups were doing well generally,
only that some students talked more than the others, and they never

saw this as a problem.

A study by Imafuku (2012), in which a group of four year-one
health sciences (medicine, nursing, pharmacy) students were studied
over a year with video-recording of tutorial discussions and post-PBL
discussion interviews on learning experiences, showed that a number of
factors influenced students' participation and learning in PBL tutorials.
These include prior learning experiences and anxiety about peer
perception of communication and ideas; identification as a marker of
professional motivation; students' perceptions on learning in a PBL
tutorial; and social relationship with peers along with positioning within
the group.

Jin (2014), in an ethnographic study of one group of year-one

dental students in PBL curriculum, analysed questionnaires, interview
transcripts, field notes, and transcripts of tutorial spoken discourse,
using a combination of grounded theory and critical discourse analysis.
He found that silence performed specific roles in group communication
and learning. Silence was seen not as a verbal disengagement but as a
productive resource, a collaborative practice, a platform for dealing with
conflicting understanding and a signal of shifting power relations. In an

earlier study, Moust et al. (1986) had observed that contrary to popular

notion, silence may be useful in the PBL tutorial, as it may indicate

covert learning and knowledge elaboration.
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Remedios et al. (2008), in an ethnographic study explored the

reasons for silent participation in a Physiotherapy PBL tutorial
discussion. They found that silent participation might take place due to
several reasons, including learning style, motivation, inadequate
preparation, cultural literacy, concern for face and group dynamics.
They concluded that silence did not preclude learning.

Lee et al. (2009) of the Catholic University in Taiwan analysed

the transcripts of video-stimulated recall and field notes of data
collected in ethnographic studies of health sciences PBL tutorials, using
grounded theory approach. The objective of the study was to explore
when and how a tutor intervenes in the PBL tutorials. There were 366
episodes of tutors' interventions. The themes identified were conflicts
relating to tutorial group process and quality of discussion, including
quality and quantity of the materials discussed.

(Ahmed, 2014) conducted a cross-sectional survey to explore the

perceptions of medical students and their tutors on the frequency and
effect of conflicts in PBL tutorials. The respondents reported
dominancy, personality clash, quiet students, insufficient commitment,
lateness, and absenteeism as the leading problems.

Aarnio et al. (2013) explored types of knowledge conflicts and

methods of dealing with them in medical and dental students PBL
groups, by coding conflict episodes in tutorial interaction video-
recordings. They detected 43 conflict episodes, accounting for 7.6% of
tutorial time. Factual conflict was 58%, and conceptual conflict was

42%. They reported that conceptual conflicts tend to last longer and
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ended up getting elaborated, but elaboration was induced individually

rather than collaboratively. In a later study, Aarnio et al. (2014) explored

how PBL facilitators helped students resolve conflicts. They found that
43 out of 92 tutor interventions were conflict episodes. Tutors
intervened in 24 episodes and were able to resolve 13 conflicts. The
methods they used to resolve the conflicts were explanation, questions,
and confirmation. They reported that tutors often resolve factual
conflicts but rarely resolve conceptual conflicts.

Kindler et al. (2009) interviewed medical PBL tutors to define the

categories of difficult incidents and interventions that skilled tutors used
in response and to determine the effectiveness of the response. They
used thematic method to analyse the interview transcripts. The
incidents were divided into individual student incident and group
dynamics incident. The responses were categorised as feedback in the
tutorial, feedback outside the tutorial, and student or group
interventions. Interventions were effective with individual problems, but
group dynamics problems were difficult to resolve.
3.5.5 Methodological approach in group process studies

In this section, the methodological approaches that have been

used to study PBL process in the reviewed literature are discussed.

Data collection methods

Most of the studies used Questionnaire (e.g. Boelens et al.,

2015; Jin, 2014; Van Berkel and Dolmans, 2006; Veronese et al.,

2013), interviews (e.g. Duek, 2000; Jin, 2014; Remedios et al., 2008;
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Skinner et al., 2012), research participant written test/report (e.g. Eagle

et al., 1992:; Papinczak et al., 2009; Schmidt et al., 1993; Silver and

Wilkerson, 1991), and stimulated/cued recall interviews (Chng et al.,

2011; Lee et al., 2009; Remedios et al., 2008) to indirectly collect

research data. These indirect methods of data capture may be more
practical, quick to carry out, and might provide opportunity to collect

large amounts of data. They equally suffer from the limitation of only
revealing the subjective opinions of the respondent, which may diver

from reality. For example, Imafuku (2007) carried out an ethnographic

case study in Australia to investigate students and tutor participation in
tutorial discussion. She reported that the tutor was very directive in the
tutorial, and that the initiate-response-evaluate discourse pattern
dominated the discussion. However, in post-tutorial interviews, the
students felt that the tutor role conformed to the PBL ideal and felt that
the tutor's behaviour was very helpful for their learning. Another
ethnographic study by Duek (2000) showed similar findings. The study
was conducted to explore how medical students participated in PBL
discussions. The participant observer observed inequality in terms of
group participation with evidence of dominance, social exclusion, and
sometimes, conflicts. However, in the follow-up interviews with the
tutors, they felt that the students were doing well, only that some of
them talked too much which, they did not consider as being a serious
problem.

Other studies employed direct methods for data collection, such

as participant observation (e.g. Davis et al., 1994; Imafuku, 2012;
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Skinner et al., 2012), video recording (Aarnio et al., 2013, 2014; Da

Silva and Dennick, 2010; Koschmann and Evensen, 2000; Koschmann

et al., 1997; Lee et al., 2009), and audio recording (e.g. Diemers et al.,

2015; Duek, 2000; Visschers-Pleijers et al., 2006b; Yew and Schmidt,

2009). Direct data collection methods are excellent for data collection in
context of complex situations and have high reliability and validity.
However, they can be expensive in terms of time and finance. They can
generate a large amount of data that may be time consuming to

analyse. Thus, most studies tend to have a small sample size.

Methodology of verbal data analysis

PBL is an interactive method, and language is the main tool of
carrying out the process of collaborative learning. In PBL curriculum,
students talk to each other for 3 or 4 hours over a PBL cycle (Da Silva

and Dennick, 2010). This could generate large amounts of verbal data

to provide opportunities for understanding the processes going on in the
tutorial. In the move to comprehend the full impact of the PBL
discussions and the extent to which learning is taking place in the group
interactions, research effort has been focused on opening the “black
box” to ascertain the interactions that take place during tutorial

discussions (Da Silva and Dennick, 2010; Yew and Schmidt, 2009).

Several methodological approaches have been used to analyse tutorial
talk.

Coding scheme. De Leng and Gijlers (2015) used a coding scheme to

investigate the impact of collaborative diagramming on the basic
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science knowledge construction of medical students in a PBL

curriculum. The coding scheme was developed by Weinberger and

Fischer (2006) to analyse argumentative knowledge construction in

computer-supported collaborative learning.

In 2004, Visschers-Pleijers et al. (2004) published the result of a

pilot study in which a coding scheme, developed by Van Boxtel et al.

(2000), was employed to analyse collaborative knowledge construction

in the students' verbal interactions in a PBL setting. They concluded
that the coding system was well-suited for analysing verbal interaction
in PBL tutorials. The coding was done manually, which is laborious and
time consuming.

Grounded Theory. Grounded theory is a qualitative research
methodology, and it assumes that people have a patterned experience,
and that they order and make sense of their world. The order is derived

from the shared social and symbolic interactions (Charmaz, 2006;

Hutchinson, 1986). A few studies have used this methodology to study

PBL group conversation either alone or in combination with other

methodologies. Remedios et al. (2008) analysed interview transcripts of

physiotherapy students and used constructive grounded theory to
explore the experience of silent participants in problem-based tutorials.
Duek (2000) used grounded theory methodology to explore equity of
participation in group discourse in medical PBL tutorials. Skinner et al.
(2012) explored the experiences of dental students in PBL tutorials, by

using grounded theory to analyse the interview transcripts.
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Discourse analysis. According to Eggins and Slade (1997), discourse
analysis describes and relates conversation structures to other units,
levels, and structures of language. Discourse analysis (DA), developed
from the work of J.R. Firth, aimed at offering functional interpretations of
discourse structure, as expressions of sociocultural context. In
discourse analysis, discourse is described as a level of language that is
different from grammar, and it is divided into units or moves. Discourse
analysis aims to describe and relate these units to grammatical units

such as clause. Hmelo-Silver and Barrows (2008) analysed the

discourse moves of medical students in PBL tutorials to investigate how
they construct medical knowledge under the guidance of an expert

facilitator. Visschers-Pleijers et al. (2004) analysed discourse moves of

medical students in PBL tutorial discussions, using a coding system.
Critical discourse analysis. In critical discourse analysis, language is
analysed from the position of how social structures influence language

use, and how this use affects social structures (Fairclough, 2003). In

other words, critical discourse analysis focuses on the relationship
between language, ideology, and power, and the link between

discourse and sociocultural change (Fairclough 1992 cited in Eggins

and Slade, 1997; Fairclough, 2003). According to Eggins and Slade

(1997), itis in the conversational interactions that ideologies are
operationalised and transmitted, and the goal of critical discourse
analysis is to denaturalise discourse in order to expose the hidden

ideology (1997).
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Jin (2014), in a study to explore the experience of silent participants in
PBL tutorials, used critical discourse analysis to analyse transcripts of
tutorial discussions and participants' interviews. He concluded that
silence performs specific roles in group communication and learning.
He reported that silence was seen as a signal of shifting power
relations.

Conversation analysis. Conversation analysis refers to the methods
that speakers in conversation relationship use to organise their

conversation in the form of a turn-taking system (Eggins and Slade,

1997). Koschmann et al. (1997) used the conversation analysis method

to examine the emergence of learning issues in medical problem-based
tutorial discussions.

Thematic analysis. Thematic analysis is a method used to identify,
analyse, and report patterns called themes within textual data (Braun

and Clarke, 2006). In a study to investigate the categories of difficult

incidents as well as the interventions that facilitators used to resolve

them, Kindler et al. (2009) used thematic analysis semi-structured

interviews with PBL facilitators in a medical curriculum.
Multi-methodology. Other studies have analysed PBL-related verbal

data, by using more than one methods (Imafuku, 2012; Imafuku et al.,

2014; Jin, 2014).

Corpus linguistics. This is a methodology for analysing machine-

readable texts, which is considered an appropriate basis on which to

study a specific set of research questions (McEnery and Hardie, 2012;

McEnery and Wilson, 2001). Da Silva and Dennick (2010) in an
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exploratory study used CL methodology to analyse transcripts from
three sessions of medical students’ tutorial discussions. Da Silva
(2013), in an educational and transcultural comparative study, used CL
methodology to investigate the development of clinical reasoning
among medical students.

3.5.6 Techniques of data analysis

The most common technique for verbal data analysis is manual
coding. This is error-prone, labour—intensive, and time-consuming, and
thus, the studies that used them tend to have a small sample size (e.g.

Duek, 2000; Gilkison, 2003). Other studies have used software-assisted

coding techniques. For example, Jin (2014) used NVivo to analyse the
experience of silent participants in PPBL tutorials, while Visschers-

Pleijers et al. (2006a) used ATLAS.ti for their data analysis. Kamin et al.

(2001) measured critical thinking in PBL discourse by coding and
analysing conversation transcripts, using QSR NUD*IST software.
These software tools, though useful for their purposes, are not suitable
for linguistic analysis.

Wmatrix 3 is an online-based software. It has the capacity to
automatically tag and process large amounts of text data and output
results that could make allowance for a powerful linguistic analysis of
the transcribed PBL tutorial data. The use of this software has been

limited to a group of researchers in PBL (Da Silva, 2013; Da Silva and

Dennick, 2010).
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3.6. Identifying Gap in the Literature

Azer and Azer (2015) in a systematic review of group

interactions in PBL observed that most studies did not explore concepts
and theories behind group interactions. He suggested that there is a
need for studies that would develop models of group interactions for
studying group interactions and establish a link between theory and

practice. Howley et al. (2013) observed that studies on the language of

collaboration in science are not based on theory of language, but that
they apply theory of science to analyse language interaction. They
defined linguistic analysis as the type of exploration that employs
constructs from the field of linguistics for the purpose of studying
language. Although systemic functional linguistics (SFL) has been
employed in the study of PBL group discussion in the form of discourse
analysis and critical discourse analysis, the potential of the
lexicogrammatical dimension of functional theory has not been fully

explored as of yet. The studies of Da Silva (2013) and Da Silva and

Dennick (2010) examined lexico-grammatical elements in the talk of the

PBL students, but these studies investigated clinical reasoning
development over time and not how the students construct knowledge
together. Therefore, in the study described in this thesis, the medical
students' collaborative knowledge construction in the PBL tutorials will
be investigated following the language-based conceptual framework,
using corpus linguistics methodology and the lexico-grammatical

approach for data analysis.
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3.7. Language and Learning: A theoretical consideration

In this section, a language-based theory of learning is presented.
This is followed by the role of dialogue in collaborative knowledge
construction. An overview of the integration of lexico-grammatical
method and corpus linguistics methodology is outlined.
Language development is genetic and social in origin (Halliday,

1978; Halliday, 1993; Wells, 1994), and it can be used in two modes for

educational development, which are: (1) monologic mode and (2)
dialogic mode. The monologic mode focuses on enculturation, while
dialogic mode concerns co-construction of meaning (Wells, 2007).
The human genetic propensity to enculturation and building of
cumulative cultural resources is shown early in life as children orient
themselves to other humans, engage in dyadic interactions, share
emotions, show interest in the environment, and engage in inter-

subjective sharing (Tomasello, 1999; Tomasello et al., 2005; Wells,

2007). The inter-subjectivity may be primary, referring to the
interactions between the child and the caregiver, or it may be
secondary, wherein the attentions of the child and the caregiver are

directed towards an object (Trevarthen 1979 cited in Wells, 2007). The

object of attention has material and symbolic functions, and through the
use of these signs, enculturation into the sense-making practices of the
community is facilitated.

The construction of linguistic meaning potential, organised in
terms of the interrelation of semantics and lexico-grammar, provides the

foundation for communicating information (Halliday, 1975). Wells (2007)
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considers that both Vygotsky and Halliday emphasised that in learning
language, the child simultaneously encounters and appropriates the
culture’s way of making meaning of human experience, since this is
encoded in the utterances that accompany a joint activity. This is the
culture’s way of making meaning, and it becomes the resource for
intrapersonal and interpersonal thinking.

By thinking, those types of mental activity are being referred to
that are made possible through the mediation of sign, outwardly in
interaction with others, or through the medium of the inner sign. The
signs are used to interpret events, both external and internal, along the
norms of the society, simultaneously as communication is made with
others through the same signs (Wells, 2007). Learning the meanings
that correspond to the words and grammatical structures of a language
also involves learning the concepts that are thereby encoded. Thinking
is shaped by the increasing range of signs that become available to an
individual and through the appropriation of the sign systems of a

community to which an individual belongs (Vygotsky, 1930/1978). The

grammatical functions and the word meanings develop during
interaction with more mature speakers about their shared situations.
The linguistic meanings facilitate reference to particular objects as
tokens of more general classes. The connection of the word to thought
is vital because without thought, the word is dead.

The meanings that mediate individual’s thinking are those that
are appropriated from the sign functions of artefacts that mediate the

wide range of activities in which people engage together (Wells, 2007;
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Wells and Arauz, 2006). According to Vygotsky, signs are transformed

as they become part of an individual’s resources, in the context of the
activity in which they are encountered as well as in relation to the
individual’'s past experiences. The meaning of words or signs do not
remain constant for individual persons, but they develop as they are
encountered in new contexts of activity, and as connections of various

kinds are established with other meanings (Vygotsky, 1934/1986). Word

meanings also differ between individuals because of the specific
situations in which they are encountered and also due to the affective
loading they take on, as a result. Thus, Vygotsky differentiates between
the two attributes of a word: meaning and sense. The former refers to
the dictionary meaning, while the latter refers to the significance a word

holds for the user (Vygotsky 1987 cited in Wells, 2007). Pulhan (cited

by Vygotsky 1987 in Wells, 2007) defines a word’s sense as the

aggregate of all the psychological facts that arise in our consciousness
as a result of the word. A word’s sense changes in different contexts

(Wells, 2007). Vygotsky (1987: p. 249 cited in Wells, 2007) maintained

that:

...... word meaning is not constant; it changes during human
development and with different modes of functioning of thought.
The fact that the internal nature of word meaning changes
implies that the relationship of thought to word changes as well.
The meaning potential of words become the resources for

engaging in thinking together with others in dialogic setting.”
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Wells (2007) observed that a dialogue between people makes
negotiation inevitable, if the verbal interaction is to be sustained. This is
achieved by the participants continually aiming for sufficient inter-
subjectivity to allow for the conversation to proceed. The engagement of
two or more individuals in conversation assumes the privilege of the
speaker to make a speech, and the commitment of the listener to make
sense of the speech. Speaker’s intention may be obvious from the
words spoken, or the intention may be recovered from the immediate
and remote discourse context, from nonverbal cues, or from deliberate

further clarification (Voloshinov, 1973). According to Voloshinov (1973),

besides determining speaker’s intention, the participants also need to
determine the stance of the speaker. This information informs the
position to be taken in response, and this situation is described by

Voloshinov (1973) as “a bridge thrown between myself and another. If

one end of the bridge depends on me, then the other end depends on
my addressee” (1973: p. 86). The words function in a similar manner at
the early period of a child’s language development. When interacting
with a child, the adult provides a bridge that the child is invited to cross
in order to enter into the system of shared meanings that enables a
group of people to function as a society (Wells, 2007). In appropriating
these signs, the child is able to construct “meaning potential” (Halliday,
1975). The context of interaction that accompanies joint actions provide
the infants with the opportunity to encounter and learn the sign system
of the community’s language and, in the process, the child takes over

the community’s ways of being in, and making sense of, everyday
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actions and events, in terms of the culture’s knowledge and values, as
these are represented in the linguistic signs that mediate their
interactions.

According to Hassan (2002), the nature of the interactions

between the child and the caregiver and the different ways of joint
meaning-making inculcate different mental dispositions in the child’s
assumptions, regarding the focus of attention and material; and
linguistic actions considered important in this regard. Additionally,
individual life experiences also result in differences that particular words
and signs have for the children. Through the “ratchet effect”
mechanism, all individuals get conditioned into the knowledge and the

practices of the society in which they grow up in (Tomasello, 1999).

According to Tomasello (1999), the knowledge and the practices of the

society refers to the ways of acting, thinking, valuing, and
communicating thoughts and feelings about experiences. These
features constitute the cultural resources that the children need in order
to master meaningful functioning in their community. Similarly, in an
educational setting, monologic direct instruction enables the students to
take over knowledge and skills from the previous generations of

professionals (Wells, 1998, 1999). However, there is a problem:

monologic direct instruction is limited in the sense that it does not permit
dialogue to clarify misconceptions of the learner, prevent the learner
from offering alternative perspectives on the discourse topic; and
further, it does not allow the learners to question the existing norms and

propose new ideas with the aim of extending and improving the
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received knowledge and practices in order to adapt them to the present
and future use. To achieve this objective, a dialogic mode of discourse
Is needed. Thus, education needs a balance of both monologic and
dialogic interaction between and among the members of successive

generations (Wells, 1999, 2007; Wells and Arauz, 2006).

Although the notion that knowledge is constructed through
dialogue has been known since the time of Socrates, Vygotsky and
Bakhtin provided the rationale for dialogue as the principal ingredient for
knowledge advancement within a society in their cultural historical

activity theory. Bakhtin (1986) asserted that our philosophical, scientific,

and artistic thought is born in the course of interaction and struggle with
others’ thoughts. This situation assumes that knowledge is intrinsically
bound up in knowing together, which is undertaken by individuals in
specific situations with particular ends in view. Thus, books are
considered not as a reservoir of knowledge but as mediators of
establishing joint knowledge acquisition (Wells, 2007). Knowledge
defined as what is known is authoritative and is communicated
monologically, whereas knowledge characterised as a dialogic
construction is more positively achieved through dialogue between
people who engage in collaborative problem-solving, explanation-
generation, or by defining a course of action. Such collaborative
knowing leads to improved group knowledge and enhancement of an
individual’s understanding, because it provides opportunities for
comparison of perspectives and an individuals’ idea reformulation

enhances the group discussion (Wells, 1999). This is in line with
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Vygotsky’s conception that speech does not merely serve to express
developed ideas, but thought is reconstructed as it is transformed into

speech (Vygotsky, 1934/1986). Dialogic interaction has far-reaching

effects: the teachers need to be democratic and less directive; and the
students need to uphold equitable participation and need to be coherent
in their contributions. The dialogic classroom behaviours may also offer
feedback into the wider society in order to improve the democratic

behaviours of the future citizens (Wells, 2007).

3.8. Dialogue and collaborative knowledge construction

Dialogue plays a central mediating role in knowledge
construction, because it is the major means of arriving at a shared
understanding (Wells, 2000). The premise for this idea suggests that
knowledge is invented and reinvented between people, as they bring
personal experiences and information from other sources to use when
solving some particular problem, residing in the mind of experts, waiting

to be transmitted to the learners (John-Steiner and Meehan, 2000; von

Glasersfeld, 1989, 1995; Wells, 2007). Knowledge is, therefore, an

enhanced understanding of the problem situation achieved by the
participants, and it can also be defined as the representation of the
understanding that is produced in the process (Wells, 2000). To
understand how knowledge is built and appropriated during and through
collaborative endeavours, said Wells (2000), attention needs to be paid

to discourse.
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Collaborative knowledge construction has certain distinctive
features (Wells, 2000): First, knowledge is created and recreated in a
setting of a specific activity that involves human participants and
materials as well as intellectual tools employed for the mediation of the
activity. Second, knowledge is created between people. This implies
that knowledge construction is situated in a discourse, wherein each
contribution responds to what preceded it and a further response is
foreseen. This mode of discourse fulfils the principle of responsivity by
which a structure of meaning is built up collaboratively over successive

turns. Bakhtin (1986) asserts that all discourse is dialogic, and that the

meanings of words and expressions are borrowed from the speech of
others. Additionally, each word is linked to a complex chain of

utterances. According to Bereiter (1994), knowledge construction

dialogue is a progressive discourse, because it involves the process by
which the sharing, questioning, and opinion revision leads to a new
understanding that participants reckon as being superior to their own
prior understanding. Such discourse is based on the following factors
concerning the participants: (1) mutual understanding commitment, (2)
the empirical testability commitment, (3) the expansion commitment,

and (4) the openness commitment (Bereiter, 1994). The implication of

the Bereiter’s description is that collaborative knowledge construction
involves not just knowledge-sharing and empirical verification of
propositions, but it is also a commitment to expansion and openness of
propositions, contributed by the participants. By commitment to

expansion and openness, it is meant that classroom participants
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entertain alternative positions and voices. This is in contrast to the
authoritative contractive positions that act to challenge or fend off the
scope of dialogue by preventing alternative views or by questioning
propositions.

This disposition to knowledge is based on the idea that
knowledge can be improved upon. The fusion of progressive discourse
and improvable object provides a partial explanation of how knowledge
is collaboratively constructed in dialogue. There are other two ways by
which speaking can enhance an individual’s understanding, which are:
(1) through producing meanings for others and (2) through producing
what is said (Wells, 2000).

To produce meaning for others, according to Wells (2000),
speakers have to interpret preceding contribution in terms of the
information it introduces, their own stance towards the information,
compare the interpretation with their own current understanding of the
matter being discussed on the basis of their prior experience, and then,
they must formulate a contribution that will add to the common
understanding achieved in the discourse, so far, by extending,
questioning, or qualifying what someone else has said. In uttering what
is said, the speakers interrogate the meaning of what is said, evaluate
its coherence and relevance, and begin to formulate further response.

In contributing to the knowledge construction dialogue, a speaker
simultaneously adds to the structure of meaning collaboratively created
and advances his understanding through the constructive and creative

effort involved in saying and responding to what is said. Listening, as
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well, advances the understanding, because a similar constructive effort
is needed to listen responsively and critically to the contributions of
others. The discourse involves internalisation of the meanings created
during the collaborative discourse and for making contributions to a
discourse in response to the contributions of other discourse
participants.

The means that collaborative knowledge construction is not
limited to speech (Wells, 2000). Knowledge construction could also be
carried out across time and space through a dialogue that uses writing
and other visuospatial modes of representation (Wells, 2000).
Intertextuality is variously defined as the juxtaposition of texts (Bloome

and Egan-Robertson, 2004; Varelas and Pappas, 2006), mixing of

discourses (Varelas and Pappas, 2006), making sense of texts from

other contexts (Pappas et al., 2004; Varelas and Pappas, 2006) and the

explicit and implicit relations that a text or utterance has to prior,

contemporary and potential future texts (Bazerman, 2004), to mention a

few. A text is seen as the product of textualization (Bloome and Egan-

Robertson, 2004). Text is viewed in an expansive way that includes

written, signed, electronic, and pictoral, equations, scientific formulae,

diagrams, and charts (Bloome and Egan-Robertson, 2004; Pappas et

al., 2004). It also includes oral texts, including speakers’ recounting of
previous events or experiences (Wells, 1990). It can also refer to a
string of words, conversation, written genre, as well as the genre of

social activities or events (Bloome and Egan-Robertson, 2004). These

texts have been called “cultural tools” (Wells, 2000; Wertsch, 1991;
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Wertsch and Toma, 1995) or “thinking devices” (Lotman 1988 cited in

Pappas et al., 2004). According to Vygotsky (1930/1978), thinking and

speech are intimately related — one influencing the development of the
other, and these cultural tools play a significant role in this relationship

(Vygotsky, 1930/1978: Wells, 1994, 2000).

The use of thinking tools is consistent with the scientific inquiry
that scientists conduct, for they employ cultural tools in form of written
texts as mediators, as they deal with ideas, thoughts, and reasoning of

others (Goldman and Bisanz 2002 cited in Pappas et al., 2004). As

students engage in knowledge construction dialogue, they make sense
of the discourse by using cultural tools to make sense of their
experiences. This situation offers the participants opportunities to
explore and articulate their sense-making, which is often presented

through intertextual links (Pappas et al., 2003).

Although graduate-entry medical students bring a wealth of prior
experience to the school, and PBL tutorials are well-furnished with
“thinking devices”, how these cultural tools are employed to construct
knowledge and make sense of the PBL task at hand is not fully
understood. Since most classroom interactions take place through
linguistic transactions, the quality of students’ discourse appears to be a
reasonable place to examine how collaborative learning is conducted

and how cultural tools are used for knowledge construction.
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3.9. Applying Lexico-grammatical and Corpus Linguistics

This section discusses how lexico-grammar and CL can be
brought together for textual analysis of tutorial discussions. First, the
lexico-grammar is discussed.

Lexicogrammar is one of the three dimensions of language
analysis under the functional theory of language, the other two being

discourse and genre analyses (Morley, 2000). In functional linguistics,

register of a language is conceived as having the three following layers:
register, tenor, and textual layers. The layer of ideation refers to the
subject matter of the discourse such as technical vocabulary — noun,
noun phrases, nominal groups, and verbs. The layer of tenor relates to
grammatical elements that are used to construct relations of status,
power, social contact, and solidarity among group participants (Martin

and White, 2007). Examples include mood resources, such as

guestions, statements, demands; modal resources, such as modal

verbs and adverbs; and appraisal devices. The layer of mode refers to
the resources in the language for structuring knowledge or text. These
devices include references, lexical cohesion, conjunctions, and ellipsis

(Halliday and Hassan, 1976).

These devices are used to link language elements together to

form a complex whole (Halliday and Matthiessen, 2004).

Halliday described a clause (or phrase, multi-word unit) as a
construing experience — abstract or concrete. This, Halliday described,

as the representation perspective of clause (Halliday and Matthiessen,

2004). The experience or ideas are woven together by using textual

131



Problem-based Learning | 2016

devices (mentioned above) to form a complex body of representation.
Halliday described three ways by which conjunctions could be used to
expand experience/ideas — elaboration, extension, and enhancement.
Elaboration implies that one clause restates the content of the clause to
which it is linked, without adding new information. In extension, the
clause adds new information to the clause to which it is linked. This
could be done through contrast, addition, or through an alternative
connective grammatical device. In enhancement, the new clause
enhances the previous clause by providing such information as reason,
purpose, time, similarity, and the like.

Corpus linguistics is a methodology for analysing machine-
readable texts. It involves a group of methods for studying language.
The text could be spoken or written words, which are transcribed and
converted to an electronically readable format. The machine-readable
text, thus created, can be processed with text analysis software to
produce linguistics forms that can be analysed. Further information on
corpus linguistics is presented in chapter 4. The research questions are

highlighted in the next section.

3.10. Research Questions

The following questions are addressed in this research:

Main Research Question: How do the graduate-entry medical students

in the Derby medical school collaboratively construct knowledge, and
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how do the facilitators guide the process? The sub-questions that arise

from the main question are, as follows:

1. What are the frequencies and functions of the commonly occurring
referring expression indicators in the students’ talk?

2. What are the frequencies and functions of the commonly occurring
shared knowledge indicators in the students’ talk?

3. What are the frequencies and functions of the commonly occurring
knowledge extension indicators in the students’ talk?

4. What are the frequencies and functions of the commonly occurring
knowledge enhancement indicators in the students’ talk?

5. What are the frequencies and functions of the questions’ indicators in
the facilitators’ contributions?

6. What are the frequencies and functions of the commonly occurring
facilitators’ directive expression indicators?

7. What are the frequencies and functions of the commonly occurring
probability expression indicators, evident in the facilitator’s talk?

8. How can the result of the research be used to improve the PBL

process?

3.11. Summary of the chapter

The review has highlighted several challenges regarding
research on the PBL process, including inadequate theorisation, use of
subjective data-capturing techniques, and use of error-prone and

labour-intensive analytic techniques. The literature review indicates that
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there is little research that has been done on collaborative knowledge
construction in PBL in the UK. The present study aims to fill the gap by
using a combination of lexico-grammatical and corpus linguistics
methodology to provide a window into seeing the knowledge
construction interactions in the PBL tutorial discussions. The study

design and methodology are discussed in the next chapter.
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CHAPTER 4

RESEARCH METHODOLOGY

4.1. Introduction

Research methodology, as a systematic way to solve a problem,
refers to the science of studying how research is to be carried out. It
concerns the identification of which method, in terms of accuracy and

efficiency, is most suitable for a research problem (Rajasekar et al.,

2013). This chapter outlines the research-underpinning philosophy in
relation to other worldviews, elaborates the research strategies,
including the methodologies espoused, presents an overview of the
lexicogrammatical analysis, highlights the methodological options in
content as well as the electronic textual analysis and electronic analysis
software. This concludes by discussing the strategies for assessing

research rigor and trustworthiness.

4.2. Philosophical Worldviews

Several methodological and practical decisions are required to
achieve research objectives and to answer research questions. This
section presents the proposed decisions along with their philosophical
and theoretical underpinnings.

The decision to adopt a research design needs to be based on a
careful consideration of the questions the study aims at answering

(Creswell, 2009). Several research strategies are available, including
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qualitative, quantitative, and mixed method strategies. These research
strategies are underpinned by distinctive philosophical worldviews

(Creswell, 2009).

4.2.1 The Nature of Worldview
The philosophical worldview carries several names, including
paradigms, epistemologies, and ontologies, or broadly, research

methodologies (Creswell, 2009). Creswell (2009: p. 6) defined

worldview as “a basic set of beliefs that guide action”. Guba and Lincoln
(1994) defined worldview as a set of basic beliefs about the nature of
the world, and how it can be perceived. According to Guba and Lincoln
(1994), the worldview defines for researchers what is being researched
and what falls within and outside the scope of their legitimate inquiry.
The basic beliefs that define worldviews can be encapsulated by the

responses given by advocates of any given inquiry paradigm to the

three fundamental questions (Creswell, 2003; Guba and Lincoln, 1994).
These questions are interconnected, such that the answer given to any
one question constrains how others may be answered. These questions
are ontological (what is the nature and form of reality?), epistemological
(what is the relationship between the researcher and reality?), and
methodological (how can the researcher set about discovering what can
be known?). Ontology refers to assumptions made about the nature of
reality; epistemology describes how the knowledge may be gained; and
methodology refers to the practical approaches and their rationale

behind the consequent apprehension of reality (Lincoln et al., 2011,
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Rajasekar et al., 2013). The answers given to these three questions

gives rise to four inquiry paradigms, outlined below.

The Positivist Worldview. This is the standard view of natural science

research (Robson, 2011). According to Phillips & Burbules (2000 cited

in Creswell, 2009), positivism believes in acquiring an absolute

knowledge of reality. It holds that there is an objective reality external to
the researcher, and that it is possible for every scientist looking at the

same bit of reality to see the same thing (Robson, 2011). Ontologically,

positivism assumes the existence of an objective reality that is

independent of the researcher’s belief (Creswell, 2009; Lincoln et al.,

2011); that this reality can be known, and that symbols can accurately

describe and explain this objective reality (Cohen and Crabtree, 2006).

Experimentation, theory, and hypothesis testing are used to acquire the
knowledge of reality. This paradigm has been superseded by post-

positivism (Creswell, 2009).

The Post-Positivist Worldview. This paradigm has been variously
labelled — scientific methods, doing science research, empirical science,

and postpositivism (Creswell, 2009). A post-positivist thinker believes in

the independency of the researcher and the researched but accepts
that the hypotheses, theories, background knowledge, and the value of

the researcher can influence what is observed (Reichardt and Rallis,

1994) - “we cannot be positive in our claim to knowledge when

researching human actions and behaviours ” (Creswell, 2009: p. 7).
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Ontologically, post-positivism holds that reality does exist but reckons
that it can only be known imperfectly and probabilistically in part

because of the researcher’s limitations (Reichardt and Rallis, 1994).

Epistemologically, positivists believe (1) in the existence of general
patterns of cause-and-effect that can inform prediction and can
establish control over natural phenomena, and the goal is to discover
these patterns; (2) that accurate data of the world can be obtained
through observations and measurement; and (3) that a research can be
free of objective and subjective biases by following a strict

methodological protocol (Cohen and Crabtree, 2006). Methodologically,

positivist research relies heavily on experimental and manipulative
methods. This generally involves hypothesis generation and testing,
identifying cause-effect relationships, and defining confounders (Cohen

and Crabtree, 2006; Creswell, 2009, 2013; Robson, 2011).

The Social Constructivist Worldview. This is also called the social

construction of reality, naturalistic inquiry or interpretivism (Creswell

2009; Robson, 2011). It is an ontological belief that rejects the

existence of any objective reality (Creswell, 2009, 2013; Lincoln et al.,

2011). It considers that individuals construct subjective meanings of

reality (Creswell, 2009). These meanings are multiple, intangible mental

constructions, and they are socially, culturally, and experientially based
and depend for their form and content on the individual persons or

groups holding the constructions (Creswell, 2009; Guba and Lincoln,
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1994). These constructions are alterable, as are their associated

realities (Guba and Lincoln, 1994).

Epistemologically, the researcher and the researched are
assumed to be interactively linked such that reality is subjectively

created through the interactions of both (Guba and Lincoln, 1994).

Methodologically, the research participants are assumed to help in the
construction of reality through their diverse personal, cultural, and

historical backgrounds (Robson, 2011). The varying constructions are

interpreted through hermeneutical and phenomenological approaches
and are compared and contrasted through a dialectical exchange (Guba

and Lincoln, 1994; Robson, 2011). Similarly, the background of the

researchers shape the research findings and the researchers
acknowledge that their interpretations flow from their personal, cultural,

and historical experiences (Creswell, 2009).

The Advocacy and Participatory Worldview. Some researchers who
felt that interpretivism is not radical enough to cater to the concerns of
the marginalised groups in the population espouse the philosophical
assumptions of advocacy worldview. Advocacy worldview is a research
tradition that grew out of the need for a reform that holds the capacity to
change the life of the individuals or institutions in which they work in
matters relating to empowerment, inequality, oppression, domination,

suppression, and alienation (Creswell, 2009). According to Kemmis and

Wilkinson (1998 cited in Creswell, 2009), the four features of advocacy

worldview are:
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e Advocacy paradigm assumes that participatory action is
dialectical, and it concerns bringing about change in practices.

e |t focuses on assisting individuals to free themselves from
social hindrances found in the media, in language, in work
places, and in power relationships within educational settings.

e |tis emancipatory in that it helps to free people from unjust and
irrational structures that limit self-development and self-
determination.

e |tis collaborative because inquiry is done in conjunction with

others rather than on them.

4.2.2 Paradigmatic Controversy

Paradigm controversy dates to the time of ancient western
philosophy. Socrates and Plato assumed universal truths or approaches
to viewing the world; the Sophists, such as Protagoras and Gorgias,
believed in multiple or relative knowledge of truths; and others believed
that truth lies in the balance between or in the mixture of the two
extremes (e.g., Aristotle principle of balance and moderate scepticism

of Cicero and Sextus Empiricus) (Johnson et al., 2007). This debate

continues even till this date.
The ardent debates between the supporters of quantitative and
gualitative research paradigms led to the emergence of purists on both

sides (Dornyei, 2007; Johnson and Onwuegbuzie, 2004: Lincoln and

Guba, 1985; Lincoln et al., 2011; Robson, 2011). The purists argue that

the two paradigms are mutually exclusive and incompatible (Dornyei,
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2007; Johnson and Onwuegbuzie, 2004). Other researchers (e.g.

Dornyei, 2007; Rossman and Wilson, 1991) believed that research

questions and topics vary in the ways they lend themselves to micro-
level (qualitative) and macro-level (quantitative) analyses. They
maintain that both approaches are compatible and useful if applied in
the appropriate research context. This led to the emergence of the

situationalist approach to research methodology (Dornyei, 2007).

According to Dornyei (2007), there were still some other researchers
who felt that even though some research questions or topics are more
suited to either qualitative or quantitative approaches, questions can be
viewed from another perspective using the other approach, thus
revealing new aspects of the issue. These researchers contend that
some sort of integration of the two research approaches can be
beneficial to provide a convergence in findings, provide richness and

detail, or offer new interpretations (Rossman and Wilson, 1991). This

view has led to the pragmatic position that underlies the mixed method

approach (Dornyei, 2007).

4.2.3 The Pragmatism Worldview

The Pragmatism worldview is a philosophical position advanced
by the pragmatists to underpin the mixed-method research (Hanson et
al., 2005). It owes its origin to the work of pragmatists, such as Dewey,

James, Pierce, Murphy, Rorty, and West (Creswell, 2003; Creswell,

2009; Hanson et al., 2005; Johnson and Onwuegbuzie, 2004; Johnson

et al., 2007). There are several forms of the worldview, but for many
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pragmatists, there is no commitment to a particular philosophical
position. The pragmatists seek a middle ground of the continuum
between the two extremes of post-positivism and interpretivism

worldviews (Creswell, 2009; Hanson et al., 2005). Ontologically,

pragmatism worldview recognises the existence of a natural world and
the emergence of social and psychological world, and it respects the
existence of, and influence of the inner world of human experience in

action (Robson, 2011). Epistemologically, pragmatism worldview rejects

the notion of an absolute truth; considers truth as what works at a point
in time; and under this worldview, the current truth, knowledge, and
meaning is considered tentative and as something that changes over

time (Robson, 2011). Methodologically, the pragmatists use whatever

works to grapple with research topics and questions, using qualitative
and quantitative research methods that can be combined to understand

the research problem (Creswell, 2009; Dornyei, 2007; Hanson et al.,

2005).

4.2.4 Research philosophical stance

| accept the view that certain research topics and questions are
best researched using either qualitative or quantitative methods, but |
have come to learn that flexibility is very important when conducting a
PhD research, because things may not work out as planned. Therefore,
| have followed a pragmatic worldview in this research, situating my
philosophical position in the middle of the continuum between the

opposing extremes of quantitative and qualitative paradigms.
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Several factors influence this decision. First, the research was
modified from the planned quantitative approach owing to the difficulties
to secure enough participants. Second, there were difficulties and lack
of funding to secure the service of a computer expert to upload a
customised dictionary to facilitate a quantitative analysis of all the
research questions. Third, the time limit for the programme and lack of
funding rendered impractical the procurement of sophisticated software

and training to use the software for thematic analysis.

4.3. Research Strategies

The worldviews detailed above are aligned with quantitative,

qualitative, and mixed-method research methods (Creswell, 2003;

Creswell, 2009; Dornyei, 2007).

4.3.1 Quantitative strategies
Quantitative research strategies are associated with the post-
positivist worldview. These strategies include quasi-experiments,

correlation studies, and various types of surveys (Creswell, 2009).

According to Dornyei (2007), quantitative strategies are highly reputed,
rapid to conduct, systematic, rigorous, focused, tightly controlled, and
enjoy precise measurements of data that can be generalised. On the
other hand, it is simplistic, averages out outliers, requires a large
sample size, is reductionist in nature, and fails to capture the views of

the research participants.
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4.3.2 Qualitative strategies
Qualitative research strategies are related to the interpretivism
worldview. The strategies include ethnography, grounded theory, case

studies, phenomenology, and narrative research (Creswell, 2003;

Creswell, 2009, 2013). Qualitative strategies use a wide range of data
(recorded interviews, texts, and images), are conducted in a natural
setting; uncover insiders’ meanings, use small sample size, and adopt

an interpretive analysis (Dornyei, 2007). According to Dornyei (2007),

qualitative research strategies are exploratory in nature, make sense of
complexity, broaden the interpretation of human experience, create a
deep understanding, and offer flexibility when things go wrong, while
providing rich materials for the research report. The alleged
weaknesses of qualitative strategies include lack of methodological
rigour, interference due to the researcher’s bias, loss of generalisability
because of a small sample size; the fact that it is time- and labour-
intensive, and that it could yield too complex or too narrow theoretical
models.
4.3.3 Mixed-method strategies

Mixed-method research strategies involve a combination of
qualitative and quantitative methods. Several labels have been applied

to the combination, including multi-strategy design (Robson, 2011),

methodological triangulation, multi-methodological research, and mixed-

methods research (Creswell, 2003). The combination of the two

research methods rests on several considerations, including increased

strengths, while minimising weaknesses; a better understanding of
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complex issues through convergence of the two research methods;
improved validity; and generalizability of the research findings to wide

audiences (Dornyei, 2007; Johnson and Onwuegbuzie, 2004). The

drawbacks of the mixed-methods research is that the researchers need
to learn multiple research approaches, risk loss of methodological
rigour; and this can be overwhelming for a single researcher and can be

more expensive and time-consuming, (Dornyei, 2007; Johnson and

Onwuegbuzie, 2004).

Types of mixed-methods strategies. There are several variations of

the mixed-methods research (Hanson et al., 2005; Johnson and

Onwuegbuzie, 2004; Johnson et al., 2007; Rossman and Wilson, 1991);

but all of them can be classified into two general categories.
Timing classification. This classification is based on the time of the
research process, when one research approach is added to the other.

Three variants have been defined in this regard, which are (Creswell

2009):

Sequential. One research method is used to elaborate on the result of
the other research method. Either qualitative or quantitative approaches
might be the first method or the second method.

Concurrent. There is a simultaneous collection of qualitative and
guantitative data. The results of the data analysis are integrated in the
overall results interpretation.

Transformative. In context of transformative mixed-methods, the
researcher uses a theoretical lens in a study that combines quantitative

and qualitative approaches. The theoretical lens provides a framework
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that guides methods for data collection, analysis, and interpretation of

results.

Purpose classification. This classification is based on the purposes
and the rationale for mixed-methods designs, as described by Greene
et al. (1989):

Triangulation. This purpose seeks convergence, corroboration,
correspondence of results from different methods to increase the
validity of constructs, and an inquiry into the results.
Complementarity. The purpose is to elaborate, enhance, illustrate, and
clarify the results of one method with the results from the other method,
thus increasing the interpretability, meaningfulness, and validity of
constructs and inquiry results.

Developmental. Here, the purpose of mixing is to use the results from
one method to help develop or inform the other method.

Initiation. The purpose of initiation mixed-methods design is to
determine paradox and contradiction, new perspectives of frameworks,
the recasting of questions or results from one method with questions or
results from the other method for the purpose of increasing the breadth
and depth of the inquiry.

Expansion. The purpose of expansion in a mixed-methods design is to
extend the breadth and the range of inquiry, by using different methods
for different inquiry components. This is aimed at increasing the scope
of inquiry, by selecting the methods that are most appropriate for

multiple inquiry components.
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4.3. 4 Research Strategy Stance

A complementary mixed-methods approach is adopted in this
study. This provides opportunities to quantify variables, which are then
categorised along with concrete examples. This is in line with the
philosophical worldview adopted for this research and the view that this

provides more comprehensive results.

4.4 Research Design

Research design is the logical structure of inquiry. It concerns
how research questions align with the evidence provided as an answer
to the questions. The research design, in this study, is influenced by the
context of the research. Problem-based learning (PBL) is a
heterogeneous instructional approach due to its design and
implementation, and no two PBL curricula are the same. Moreover,
educational research is besieged with many confounding variables that

are difficult to control (Albanese, 2000). The purpose of the study is not

to seek explanation or to investigate into the development of variables,
but to describe how knowledge is constructed by the students and is
scaffolded by the facilitator. Therefore, experimental and longitudinal
design is considered inappropriate for this study. A case study of the
cross-sectional variety is deemed appropriate because of the context-

bound nature of the research.
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4.4.1 Types of Case Study

The basic types of case study designs were described by Yin
(2009). The general characteristics of these designs serve as a
background for determining the specific case design for this study.
Single case holistic. There is a single case, with a single unit of
analysis. For example, research is carried out on educational curriculum
in an institution, and data is collected from only one group of actors, for
e.g., from students only.
Single case embedded. This refers to a situation, where there is a
single case but multiple embedded units of analysis. For example, a
curriculum is investigated and data is collected from more than one
participant, for e.g., students and teachers.
Multi-case holistic. There are multiple cases, but each case has a
single unit of analysis. For example, curriculum research carried out in
two institutions but collected from one group of actors, for e.g.,
students.
Multi-case embedded. There are multiple cases, and each case has
multiple embedded units of analysis. For example, research is carried in
more than one institution, and data is collected from more than one
group of actors, for e.g., students, teachers, and administrators. This

study is a single case embedded design.

4.5. Data Analysis Approach

The approach to data analysis in this study arose from the

consideration of the weaknesses encountered by the previous research
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works on PBL facilitation. For example, previous comparative outcome
studies have disadvantaged the PBL instructional approach, because
the assessment tools designed for traditional curriculum were used

(Albanese, 2000). Furthermore, previous process research works on

tutorial discourse are considered as being under-theorised (Azer and

Azer, 2015; Howley et al., 2013), and they have used unsystematic

analytic laborious techniques that are prone to error and researcher
bias, and they are less feasible for application to a large students’

interaction data set (Cockburn and Dale, 1997; Koschmann et al.,

2000). Therefore, Howley et al. (2013) suggested an integration of

learning and linguistic theories to develop a robust framework for
understanding collaborative knowledge building; and Da Silva and

Dennick (2010) advocated a computer-based text processing approach

for the analysis of students’ talk in the PBL sessions. The next section
highlights a linguistic theoretical approach to the analysis of PBL tutorial

conversations.

4.6. Lexicogrammatical Analysis: An overview
The basic grammatical analytic unit is the clause (Fontaine,

2013). Lexicogrammatical analysis involves an analysis of the clause

moods, the lexical units of the clauses (Eqgins, 2005; Halliday and

Matthiessen, 2004; Thompson, 2004), and the lexical cohesives,

binding the clauses together to form a text (Eggins and Slade, 1997;

Halliday and Hassan, 1976). At the lexicogrammatical level of analysis

within systemic functional linguistics, a clause is analysed at the three
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register axes of field, tenor, and mode (Eggins, 2005; Fontaine, 2013).

A manual analysis of large data when done this way is very time-

consuming, expensive, error-prone, and difficult (Barnbrook, 1996;

McEnery and Hardie, 2012: McEnery and Wilson, 2001: McEnery et al.,

2006). Recent advances in computer-based text processing could
assist researchers to perform large amount of data analysis as well as
provide a solid theoretical foundation for data interpretation (McEnery

and Gabrielatos, 2006). This point takes me to the next issue: text

analysis. Two electronic text analysis methodologies — corpus
linguistics and electronic content analysis — offer a possible solution (Da

Silva, 2013; Da Silva and Dennick, 2010). Text analysis is the subject of

the next section.

4.7. Text Analysis: A definition

Text analysis refers to the method of communication researchers
that employ to describe and interpret the characteristics of a recorded

or a visual message (Frey et al., 1990). According to Frey et al. (1990),

its purpose is to describe the content, structure, and functions of the
messages contained in texts. Text analysis consists of a class of
techniques for the social scientific study of communication (Popping,

2000). Lindkvist (1981: 26 cited in Popping, 2000) distinguishes

between three definitions of 'text’, which are:
1. Every semiotic structure of meaning (language, music, architect,

picture, event, audio-visual language, and social actions);
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2. Every linguistic means of expression (music is excluded from the
text concept);
3. Written language (audio-visual language e.g., transcripts of
broadcasting are excluded).
Text, in this study, refers to verbal linguistic means of expression,
including the audio-visual expression.
There are four major approaches to text analysis —
rhetorical criticism, content analysis, interactional analysis, and

performance studies (Frey et al., 1990). This study concerns content

analysis. Content analysis functions to identify, enumerate, and analyse
occurrences of specific messages and message features contained in

texts (Erey et al., 1990). A brief description of content analysis is

presented in the next section.

4.8. Content Analysis

Languages are systems for signifying content (Teubert and

Cermakova, 2007). Each utterance has a content, but the content is not

the utterance, says Teubert and Cermakova (2007). “The utterance is a

sequence of signs which represent the content or stand in place of

content” (Teubert and Cermakova, 2007: p. 2). What is analysed in

content analysis is the content that the language signifies.
Some researchers use content analysis and text analysis

interchangeably, for e.g., Popping (2000). Content analysis (CA) can be

defined as “the process of making inferences from symbolic medium

such as text” (Weber, 1984: p. 126). It is a research method for
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constructing replicable and valid inferences from data to their context

(Krippendorff, 1989). The conception of content analysis transcends

what is said and to whom it is said in order to encompass other

communicative circumstances and contexts, such as social and cultural

conditions that explain what is said (Krippendorff, 1989). Meanings

reside in the context of the language use (Frey et al., 1990; Halliday,

1978). The rules of the inferential process is influenced by the

theoretical and substantive focus of the researcher (Krippendorff, 1989;

Weber, 1990).

Content analysis seeks to analyse data within a specific
context, based on the meaning a group or culture attributes to them

(Krippendorff, 1989). According to Krippendorff (1989),

communications, messages, and symbols differ from observable events
or things, because they convey meanings other than themselves, reveal
some properties of their producers, and have cognitive consequences
for all concerned. Unlike other social research techniques that focus on
describing the manifest behaviours and characteristics, the concern of
content analysis transcends observable physical vehicles of
communication. and it relies on their symbolic qualities to trace the
antecedents, correlates, or consequences of communication to render

analysable the unobservable context of data (Krippendorff, 1989).

Content analysis has wide-ranging usefulness, including
generation of culture indicators, the possibility to audit communication
against set objectives, the identification of intentions and other

characteristics of communicator, the reflection of cultural patterns of
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groups, institutions, or societies, and the capacity to reveal the focus of

individual, group, institutional, or societal intentions (Weber, 1990). The

central issue in content analysis is the classification of many text words
into fewer content categories; and elements of text classified in the
same category are presumed to have similar meanings, based on the
precise meaning of words or based on words sharing similar

connotations (Weber, 1990).

Historically, content analysis has its intellectual roots in the
ancient analysis of symbols and texts, and empirical inquiries into the
meaning of communication date back to the theological studies of the
1600s, when the printing of nonreligious material was found to be a

threat to the established authority (Krippendorff, 2013). The first

documented case of a quantitative analysis of printed material, which
involved the counting of religious symbols in songs, occurred in

Sweden, in the 18th century (Krippendorff, 2013). Analysis of

newspaper content, which started at the beginning of the 20th century,
is considered to have evolved through the following five methodological
stages:

1. Frequency analysis until the 1950s;

2. Emotion type analysis in the middle of the 1950s;

3. Intensity analysis in the 1950s and 1960s;

4. Contingency analysis starting from 1960s;

5. Computer analysis starting from the end of the 1960s.
Researchers in many fields, such as library science, political science,

psychology, sociology, for a few to name, have applied content analysis
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to their work, and in the process, content analysis has been adapted to
meet the unique needs of their research questions and strategies, with
the result that a cluster of techniques and approaches for text analysis,
grouped under the broad term of textual analysis, has emerged (Frey et

al., 1990; Mergenthaler, 1996; White and Marsh, 2006). The next

section discusses text as the material for content analysis.

4.9. Methodological options in content analysis

The methodological considerations in content analysis fall into

two main axes — intent and technology (Kondracki et al., 2002).
The intent axis involves determining whether an inductive or a
deductive approach to the research questions is more appropriate (Elo

and Kyngas, 2008; Shepherd and Achterberg 1992 cited in Kondracki et

al., 2002). The inductive content analysis approach is used when there

is inadequate prior knowledge about the phenomenon being researched
upon, whereas deductive analytical approach is used when the analytic
structure is operationalised on the basis of previous knowledge

(Creswell, 2013; Thomas, 2006; Trochim and Donnelly, 2008). Inductive

analysis moves from specifics to broader generalisations and theories,
whereas deductive approach aims at theory- or model—testing, and it

moves from more general to the specific (Thomas, 2006; Trochim and

Donnelly, 2008). The process of inductive content analysis involves

open coding and categorisation by key words, themes, and so on.

(Kondracki et al., 2002). Following the deductive content analysis
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approach, the researcher tests existing categories, concepts, models,

or hypothesis (Elo and Kyngéas, 2008).

The other issue in the intent axis relates to whether a study will
examine manifest (visible at the surface level) or latent (deeper
meaning implied in the text) content of the text or a combination of both

(Shepherd and Achterberg 1992 cited in Kondracki et al., 2002).

Manifest content is determined by using coding and key word searches,
and it can be recorded in frequencies, for e.g., word counts while latent
content is richer and more complex, requiring the development of
constructs and the drawing of conclusions to add broader meaning to

the text (Shepherd and Achterberg 1992 cited in Kondracki et al., 2002;

Mergenthaler, 1996; White and Marsh, 2006).

Researchers in qualitative tradition focus on latent content and
analyse data inductively, while researchers in quantitative tradition
concern themselves with manifest content and tend to analyse data

deductively (Kondracki et al., 2002). There have been debates

regarding the compatibility of qualitative and quantitative approaches

(Greene and Curucelli, 1994; Howe, 1988; Mergenthaler, 1996), but this

has been resolved largely by taking a pragmatic approach that
considers that the two methods are compatible and a more plausible
answer to a research question can be provided by mixing the two

analytic approaches (Greene and Curucelli, 1994; Johnson and

Onwuegbuzie, 2004; Mergenthaler, 1996; Morse, 1991). Inductive and

deductive analysis and qualitative and quantitative approaches are not
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mutually exclusive, and it is often useful to apply both (Kondracki et al.,

2002).

The second axis relates to the technology employed for data
analysis — manual method, or computerised method, or both. The
manual approach to content analysis is tedious, time-consuming,

expensive, inconsistent, and error-prone (Adolphs, 2006; Krippendorft,

2013; Popping, 2000; Weber, 1990). The computerised approach to

analysis is considered capable of off-setting the limitations of manual

analysis (Smith et al., 1996 cited in Kondracki et al., 2002; White and

Marsh, 2006). The concept of computer-assisted content analysis is

derived from research on artificial intelligence (Al) (Machamara, 2005).

The next section discusses artificial intelligence, followed by computer-

assisted content analysis.

4.10. Artificial Intelligence (Al)

Al refers to the theory and development of computer systems
capable of performing tasks that normally requires human intelligence.
For a computer system to be artificially intelligent, it must be able to
think and act like humans as well as think and act rationally (Kok et al.,

2009; Russell and Norvig, 2010).

The dream of a machine that could perform human
functions date back to the ancient times. Many artificial intelligences or
automata appear in Greek mythology to perform the work that the Gods

find burdensome (McCorduck et al., 1977). For example, around 850

BC, Homer tells us that Hephaestus, the God of fire and divine smith,
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who, because he was crippled, fashioned out attendants and endowed
them with intelligence, speech, and strength, and then he learned how
to do things from the immortal Gods, so that they could help him walk

and assist him in his forge (McCorduck et al., 1977). McCorduck et al.

(1977) cited several examples of Al systems: Ramon Lull, a 13th
century Spanish mystic, went to the Muslims, where he was introduced
to Arabic thinking machine, called a zairja. He himself came back to
fabricate his own thinking machine called, Ars Magna. The machine is
supposed to bring reason to dawn on all subjects to arrive at truths
without the trouble of human thinking. In 1843, Ada Lovelace published

a description of Babbage’s analytical Engine (Morrison and Morrison,

1961 cited in McCorduck et al., 1977). In 1915, Leonardo Torres

constructed two chess machines that played the chess endgame

(Randell, 1973 cited in McCorduck et al., 1977). Other milestones in Al

include the description of language for logic reasoning by George Boole
in 1847; description of the Turing-machine by Alan M. Turing in 1936;
the creation of artificial neurons in 1943 by Warren McCulloch and
Walter Pitts; the determination of the theory of decision in 1944 by
Neumann and Morgenstern; the creation of first neural computer in
1951 by Marvin Minsky and Dean Edmonds; the term Al was defined by
John McCarthy in 1956; and in 1965, Herbert Simon said machines
would be capable of doing any work that a man can do (Benko and
Lanyi, 2009). Al systems are now taken to signify the creation of
intelligent agents to help us do our work faster and easier (Russell and

Norvig, 2010).
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Artificial Intelligence was born out of a common effort by
computer scientists, psychologists, logicians, and others, whose
common objective is to teach computers to think and behave like
human beings (Leech, 1987). The skills that such computer system
possess include visual perception, knowledge representation, speech
recognition, decision-making, motion and manipulation, and natural

language-processing (Russell and Norvig, 2010). The convergence of

computer science, linguistics, and the interdisciplinary field of
computational linguistics for the purpose of teaching computers how to
process natural languages led to the emergence of electronic text

analysis (Adolphs, 2006).

4.11. Electronic Text Analysis

Electronic text analysis or computer-assisted content analysis

(Alexandra, 2013) refers to the use of computer for the analysis of

machine-readable text data, thus making replicable and valid inferences

from the text to their context (Adolphs, 2006; Popping, 2000).

Computer-aided content analysis unifies the traditional content analysis
performed by humans with expending research from computer science
on computational linguistics, natural language processing, and machine

learning (Adolphs, 2006; Monroe and Schrodt, 2008).

Given the tedious, error—prone, and time consuming nature of
manual coding and analysis, researchers realised the suitability of

systematic analysis of texts by computers (Monroe and Schrodt, 2008).

Harvard ‘s General Inquirer emerged as the first widely used computer
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software program for automated content analysis (Stone et al. 1966

cited in Monroe and Schrodt, 2008). Since that time, there has been a

rapid growth in the computer-based content analysis due to various
factors, including advances in information technology, text analysis
software development, improved computer accessibility, availability of
cost-effective devices for making text machine-readable, proliferation of
volumes of electronic and digital texts, developments in other fields, and
the growing interest in using electronic resources to complement more
traditional approaches to the analysis of language and literature

(Adolphs, 2006; Krippendorff, 2013; Oostdijk, 1991; Weber, 1984).

Computer-assisted text analysis has found applications in
diverse disciplines of social sciences and humanities (Krippendorff,

2013; Popping, 2000). Electronic text analysis applications to language

research is described under the term electronic content analysis

(Adolphs, 2006), the term which refers to “all forms of research on

language in which computers are used” by Popping (2000)p. 169. The

traditions and methodologies of computer-aided language research are
described under various terminologies that include corpus linguistics,
natural language processing, humanities-computing, textual data—

mining, to name a few (Adolphs, 2006). These areas of electronic

content analysis have different orientations, based on their research
goals. Two electronic text analysis methodologies — corpus analysis

and electronic content analysis — are described in this study.
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4.12. Electronic content analysis

The development of electronic content analysis software
programs, emerged from the research carried out into natural language
processing, textual data mining, artificial intelligence, and linguistics

(Adolphs, 2006; Leech, 1987). The approaches to electronic text

analysis vary in their mechanisms based on the task at hand.
Computer-based content analysis normally proceed from simple

word count to modelling operations (Alexandra, 2013): the more simple

computer-based content analysis operation consists of word count that
relates to a particular outcome of interest and the construction of
dictionaries that estimate the desired categories. Modelling approaches
— language modelling and statistical modelling — do not rely so heavily
on word count and the dictionary construction of categories (Monroe

and Schrodt, 2008). Language modelling concerns the syntax and

attempts to identify parts of speech in a given document, and it enables
researchers to see the who, what, when, where, and how of a message.
Statistical modelling, also referred to as machine learning, on the other
hand, is based on a “bag-of-words” approach, and it concerns the
likelihood of co-occurrence of words and phrases. It has two variants —

supervised and unsupervised (Alexandra, 2013; Gentleman et al.,

2008).

Supervised machine learning involves a procedure, whereby a
human coder trains the machine to infer meaning from a certain pattern
of words or categories by manually coding a subset of documents that

is then applied to the rest of the corpus (Alexandra, 2013; Kotsiantis,
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2007; Sebastiani, 2002). This was the approach used by Sebastiani

(2002) for text categorisation, and Shami and Verhelst (2007) for
classification of emotions in speech. Unsupervised machine-learning is
similar to supervised machine-learning, but without involving human
coding of documents. “The machine learns from statistical co-
occurrence of words, grouping documents that belong together”

(Alexandra, 2013: p. 371). This approach was used by Coates et al.

(2011) for text detection and identification of characters in scene
images, and by Niebles et al. (2008) for human action categorisation
using spatio-temporal words. These approaches can be applied to a
large corpora, without the need for prior coding; however, the downside
is that less information is obtained from documents as information
regarding who, what, when, where, and how could not be obtained

(Alexandra, 2013).

4.13. Electronic content analysis software

Many types of software for electronic content analysis are
available that support text analysis tasks within a variety of disciplinary

contexts in significantly different ways (Alexa and Zuell, 2000; Alexa

and Zull, 1999).

The software programmes facilitate data analysis by providing
strategies for managing texts and their coding, examining word
frequency and usage in context, creating and maintaining categories
and categorisation schemes, assigning categories or codes to word

strings, words, phrases, sentences, and the like ., note keeping, coding
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exporting, and providing team support for text analysis project (Alexa

and Zull, 1999).

There are comparative similarities, and differences between
corpus analysis and electronic content analysis software. Similar to
corpus analysis software, electronic content analysis program is
capable of automatic text coding, based on previously defined
categorisation methods, derived from measures of statistical
association and co-occurrence of words in large bodies of texts (Sowa,

2000 cited in Da Silva, 2013; Smith and Humphreys, 2006).

Additionally, the software is able to group codes into themes identified
from statistical measures of frequent associations in the text, and from
previously defined hierarchical network of codes (Smith and

Humphreys, 2006). Although both software programs code words, the

tags associated with the words and the methods of extracting meaning
from texts differ. The difference lies in the techniques employed for text
exploration and the information sources used to code the words as well

as to identify higher-order categories (Alexa, 1997): For instance, in

corpus analysis categories are predefined, but in electronic content
analysis, the contents and themes are derived and named based on the
co-occurrence in the texts. Electronic content analysis focuses on the
semantic network of words, whereas corpus analysis applies
grammatical and semantic dictionaries to match the words in the POS

and semantic categories (Da Silva, 2013).

Following a review of the literature, Alexa and Zull (1999)

categorised text analysis software packages, based on their ability to
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support different types of research (e.g., qualitative, quantitative, or
both) and a combination of functionality (e.g., database managers,
archiving programmes, text searching, text retrievers, taggers, code-
and-retrieve programmes).

Examples of qualitative software packages include AQUAD,
ATLAS.ti, HyperRESEARCH, NUD*IST, QED; WinMAXpro, DICTION,
DIMAP-MCCA, KEDS, TEXTPACK, TextSmart, and Wordstat, which
are categorised as quantitative ones; and Code-A-Text and TATOE
support qualitative and quantitative analysis. The software packages
provide a combination of functionality by providing a combination of
operations for text analysis. The basic operations that the text analysis
software packages support can be grouped into four operations to
achieve the following: (1) text import and management; (2) text and
coding exploration; (3) export operation; and (4) creation of dictionaries,
categorisation schemes, and coding. The differences in the available
text analysis software programs relate to whether or not they support
these operations, and how they support certain operations (Alexa and

Zuell, 2000; Alexa and Zull, 1999).

4.13.1 Strengths of Electronic Text Analysis Software
Some of the advantages of corpus software programs have been

well-discussed (Adolphs, 2006; Alexa, 1997; Alexa and Zuell, 2000;

Alexa and Zull, 1999; Kondracki et al., 2002), and they include the

following, as summarised by Da Silva (2013):
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Bias reduction. Corpus analysis software provides opportunities for
systematic and automatic tagging and coding, based on explicitly
defined rules, thus enhancing analytical reliability and replicability.
Feasibility of large corpus analysis. Increasing sophistication of
corpus analysis programs makes possible the analysis of the ever-
increasing sizes of the corpora. The analysis of the latest 450 million-
word version of Birmingham Bank of English Corpus would have been
impossible without corpus analysis software.

Pattern identification. Corpus analysis facilitates identification of
patterns in texts. Semantic and syntactic patterns are often too
intimately entrenched in the text for unaided human detection; however,
text analysis software can easily identify these patterns. The software
enables identification of repetitive words as markers of political ideology

by Rayson (2008).

Easy manipulation and analytical flexibility. Corpus analysis
programs provide enormous opportunities for easy manipulation of text
details and provide flexibilities for data analysis. With the software, it is
possible to choose between type |, I, and Il analytic approaches. It is
also very possible to move to and fro between frequency listings and
concordancing. It is possible to view KWIC lists from descriptive
statistics and vice versa.

Foster research collaboration. Corpus analysis software makes
online storage, sharing, and exporting of data in different formats
possible. This provides opportunities for researchers and research

departments to share the same data, verify previous findings, and
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explore aspects of data, not yet investigated by previous researchers

(Alexa, 1997).

4.13.2 Weaknesses of electronic text Analysis software
Corpus analysis software programs are not without their own

limitations. As noted by Rayson (2003), language and communication

are dynamic and three-dimensional with other elements, such as
speech, pace, tone, and other nonverbal elements, adding to the
complexity, richness, and vitality of communication. These other
elements are beyond the reach of simple techniques of analysing
textual material. Inspite of being well-suited for analysing explicit
content and investigating explicit meaning in texts, the corpus analysis
software does not seem to be the only method to analyse latent
variables, because the software is not sophisticated enough to capture

all the richness of human communication (Alexa and Zull, 1999). For

this reason, Kondracki et al. (2002) cautioned that the methods need to

be used within the limits of their potentialities while recognising their
limitations.

Collaborative knowledge-building, in problem-based learning
tutorials, creates opportunities for verbalisation, information sharing,
and for the building of a collaborative knowledge of the case (Hmelo-

Silver, 2003a, 2003b; Hmelo-Silver and Barrows, 2008), and this

requires the use of methodologies such as corpus linguistics and
electronic content analysis. This study uses Wmatrix3 for corpus

analysis, and the QDA Miner as an electronic text analysis software.
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4.14. Research rigor and trustworthiness

Research design represents a logical set of statements and a
given design can be judged by a set of tests. This section presents the

strategies for establishing the quality of the research.

4.14.1 Construct validity
“Validity is the degree to which an instrument measures what it is

supposed to measure” (Polit and Beck, 2012: p. 336). A study is

conducted with specific exemplars of outcomes, settings, and people
that represent broad constructs. Construct validity involves deductions
from study particulars to the higher-order constructs that they are
intended to represent. Construct validity is very important because
constructs link the operations used in the study to a relevant
conceptualisation and to mechanisms for translating the resulting

evidence to practice (Polit and Beck, 2012). Several strategies are

available to enhance construct validity of a research (Polit and Beck,

2012; Yin, 2009). The first step in fostering construct validity involves

careful definition of the research topic in terms of specific concepts, and
then, they are related to the objectives of the study. Second, the
operational measures that match the concepts need to be identified.

Shadish and colleagues (2002 cited in Polit and Beck, 2012) extended

construct validity to cover persons, settings, and study outcomes.
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4.14.2 Reliability
Reliability is the consistency with which an instrument measures

a target attribute (Polit and Beck, 2012). It aims to minimise errors and

biases in a study (Yin, 2009). Reliability could be assessed using test-

rest and inter-rater measures.

Test-retest reliability test measures the stability or
reproducibility of the measure: the same assessment instrument is
rated by the same individual at two different times and Cohen’s kappa,
weighted kappa, or correlation coefficients are calculated. A kappa
coefficient of O indicates agreement due to chance; negative value
indicates that it is worse than chance; and a value of 1 indicates perfect

agreement (Bowling, 2009; Viera and Garrett, 2005).

Inter-rater (or interobserver) test reliability refers to the
extent to which the results obtained by two or more raters agree on the
same phenomenon rated. The results are then used to calculate an
index of agreement between the raters. Cohen’s kappa value of 0.60 is
considered as being minimally acceptable, and that of 0.75 and above

is considered as being very good (Polit and Beck, 2012).

4.15. Summary of the chapter

This chapter has highlighted the philosophical perspectives and
has presented the rationale for the philosophical views and methods
adopted in this study. An overview of content analysis and corpus

linguistics methodology are discussed.
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CHAPTER 5

RESEARCH DESIGN

5.1. Introduction

This chapter describes the steps employed for the conduction of
the study. The study is situated within the pragmatic paradigm. This
provides the epistemological foundation upon which all parts of the
study are based. The research procedure is informed by the research
guestions, which also authenticate the methodological choices made,
the analysis carried out, and the result interpretation and discussions.
The chapter concerns the design of the study, participant recruitment
and sampling, inclusion and exclusion criteria, and it also highlights
ethical issues, data collection, processing, and analysis. This chapter
concludes with ay highlighting of the criteria for assessing research

rigor and trustworthiness of the study.

5.2. Study Design

The research strategy used for the present study is an

embedded case-study design, as described by Yin (2009:p. 46. An

embedded case study is a situation where a single case (such as, an
organization, institution, or the like) consists of the units of analysis (Yin,
2009). Case study involves exploring a programme, event, activity,

process, or one or more individuals in depth (Creswell, 2009). The

result of the research is generalisable to the context of the study as well
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as the theory underpinning the research (Yin, 2009). Several factors

influence this decision.

First, the research focus aligns with the description of the case
study as an empirical inquiry that investigates a contemporary
phenomenon within its real-life context, especially when the context

intimately influences the phenomenon (Yin, 2009). In this study, the aim

is to observe knowledge construction in the PBL tutorial in its real-life
context, with the researcher not exerting any control over the classroom
events.

Second, the context-bound nature of the problem-based learning
(PBL) curriculum influenced the choice of case study as the nest-suited
research approach for this study. Since its introduction in the 1960s,

(Schmidt, 2012), the orthodox format of PBL has mutated to

heterogeneous variants (Barrows, 1986; Karen et al., 1998), such that

no two PBL curricular are now the same across groups and across
implementations. The study is less-suited for comparative design,
because of the many confounding factors that would be very difficult to

control as well as because of the limited sample size (Albanese, 2000).

A mixed-methods approach of the type Il procedure to corpus analysis,

described by (Rayson, 2003, 2008), was used. This involves a

combination of macro-analysis and a further micro-analytic exploration
of utterances in order to grasp a thorough understanding of the data in
its context. This aligns with the definition of mixed methods, as defined

by Tashakkori and Creswell (2007), and has characteristics that are

compatible with “a truly mixed approach methodology”, described by
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Tashakkori and Teddlie (2003 cited in Mertens, 2010: p. 294). This

approach involves multiple approaches in all stages of the study, and
iterative and complementary analyses from different perspectives and

viewpoints (Tashakkori & Teddlie, 2003 cited in Mertens, 2010). Data

search and retrieval make extensive and frequent use of concordancing
for validating the classifications generated automatically by the software
as well as to establish an in-depth contextual understanding of the

frequencies and co-occurrences.

5.3. Study Site and Setting

The selection of the site of the study was based on the objectives
of the study, which involves an exploration of the collaborative
knowledge construction of graduate-entry medical students, and how

the PBL facilitators guide the process.

Educational context of the Study. Following the recommendation of

the General Medical Council (GMC, 1993) for the incorporation of the

theories of adult and problem-focused education into medical
education, medical schools in the UK began the adoption of the PBL

curriculum in the mid-1990s (Maudsley, 1999). The British medical

schools that adopt the PBL curricula were located in Manchester,

Liverpool, and Glasgow Universities (Maudsley, 1999). Since that time,

several other medical schools, including the University of Nottingham,

have adopted the PBL curriculum.
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Medical Education Programmes at University of Nottingham. The
University of Nottingham has three pathways for the conduction of
undergraduate medical education — a 5-year BMBS medicine (A100)
programme, a 4-year BMBS graduate entry medicine (A101)
programme, and a 6-year BMBS medicine (A108) programme. The
graduate entry pathway is a four-year programme, consisting of an
initial one and a half years of predominantly 4-5 hours per week of PBL
sessions in integrated basic medical sciences, along with lectures,
clinical skills training, and some sessions of shadowing in community-
based sites (Figure 5.1). The following two and a half years are spent in
clinical placements, along with their colleagues from the 5-year

programme.

Table 5.1: GEM year-one students’ weekly timetable

- Lecture PBL

- Lecture PBL Workshop  GP visit Lecture
- Lecture

- Lecture FP/PS FPIPS FP/PS PBL
- FP/PS FP/PS FP/PS
- Lecture Clinical Lecture Clinical
- Lecture Lecture Lecture Clinical
- FP/PS  Clinical FP/PS Workshop

(Student guide 2017. Online:www.nottingham.ac.uk/medicine/teaching)
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Graduate Entry Medical Programme in Derby. The graduate entry
programme is held at the Graduate Entry Medical School (GEMS),
situated in Derby. The programme is based on the pedagogic principles

pertaining to adult learning, as specified by the GMC (GMC, 1993), but

it adopts a hybrid PBL approach with the inclusion of lectures, clinical
skills, and basic/clinical sciences workshops to provide students with
diverse learning opportunities, outside of the PBL sessions (Table 5.1).
The school was opened in 2003, and it admits ninety students annually
from different professional backgrounds. A passing score in the
GAMSAT examination and a structured interview is required for
admission. It is a highly competitive admission process, and only about
7.5% of the applicants get admitted annually (GAMSAT, 2011 cited in
Da Silva, 2013). A principal eligibility criterion for admission is the
willingness to participate in a PBL curriculum.

The four-year medical degree programme in the GEM school uses PBL
as the vehicle for learning through the initial years. The first eighteen
months is dominated by PBL sessions, and this is followed by five
semesters of clinical rotations through the hospitals and GP practices in
the region. The PBL sessions are organised around eleven main
curricular themes, which include a combination of lectures, clinical skills
practice, basic and clinical workshops, professional development
sessions, and clinical case discussions, even though theme length may
vary, depending on the theme specification. The medical school defines
the curriculum outcomes, but the students are responsible for defining

the learning outcomes for the PBL sessions.
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Implementation and Timeline of the PBL Process. Every week, the
students spend about 4.5 hours in the PBL tutorials, discussing a
clinical case that is selected, based on the themes of the curriculum.
The 4.5 hours are divided into three sessions.

Session 1. At the beginning of session one, a computer audio
presentation of the case vignette is done. The students clarify the terms
and concepts that are unknown or the ones that they do not
understand. After this, the students give possible explanations or
hypotheses for the case disorder, based on their existing knowledge.
This is done by brainstorming. They use whiteboard to organise their

learning by listing what they

~
eCase presentation
Session 1/ *Learning issues identification
e Individual and group study relating to learning issues
SDL
eFurther case exploration
Session 2 eHistory, examination & investigation
eManagement plans & treatment options
Session 3| *Reflection on the case
Y,

Figure 5.1: Problem-based learning process

know and what they do not know. They provide as many different

hypotheses/explanations as possible, using their prior knowledge,
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practical experience, or their ideas. They then discuss the possible
explanations, and they try to establish the connections between them
and identify what knowledge is lacking. They then interview the patient,
who is usually one of the students or a tutor, who acts as the patient.
The students try as much as possible to get the missing knowledge
from the patient through an elicitation of clinical symptoms and signs.
The remaining knowledge that is lacking is crystallised into learning
issues. Thereafter, the students divide the learning issues amongst
themselves and proceed to the self-directed learning (SDL) period.
They search the literature and other sources of information to gain
knowledge and to attain an understanding of the topics formulated as
the learning issues. They study theoretical concepts and explanatory
model, which are then applied to the problem. Each student reads all
the learning topics generally but tries to be an expert on the assigned
topic through an in-depth research into the same.

Session 2. In the second session of the PBL cycle, the students
converge again with the results they have obtained by researching upon
the learning issues. The students take turns to present their results.
Based on the results of the self-study, the students can reduce the
number of hypotheses to one or two disorders. They discuss the
explanatory models (disease mechanisms) that were found for the
problem. This stage involves a lot of discussions, and during the same,
the students can challenge each other. They can also raise further

guestions that relate to the presentation of their peers or sources of
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information. The learning resources and information obtained are
normally shared with peers during this session.

Session 3. In session 3, the students explore the investigations that are
relevant to the case. They formulate the treatment options for the
disorder and summarise what they have learned. This session also
involves a reflection on the PBL process for the case: what was done

well, what was inadequate, and the quality of the facilitation.

5.4. Recruitment of Research Participants

Having identified the participants, the next step was to gain
access to the site and the participants. As the researchers do not work
in the graduate-entry medical school in Derby, participants were
approached through the head of the tutors in the school. This lack of
familiarity with the research participants was considered beneficial, as it
reduced the threat posed to the validity of the data collected (Morse,
1994). The supervisor of the project initially discussed the research with
the head of the tutors and written information regarding the study was
given. The head of the tutors informed the students and the facilitators
and arranged a mutually convenient time for the researchers to meet

the students and the facilitators.

5.4.1 Recruitment of the student participants
The research team (supervisor and two PhD students) was introduced
to the class of first-year medical students after a lecture by the head of

the facilitators. A presentation was given by a member of the research
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team about the project after which participant information sheet and
consent forms were distributed. The students and the facilitators were
given the opportunity to ask questions about the project. A member of
the research team later visited each tutorial group to further elaborate
on the project and answer further questions that the participants may
have. The consent forms were also collected from the participants.
All the students and the facilitators of the 2012/2013 and 2008/2009
cohorts of University of Nottingham Graduate Medical Entry (GEM)
School were individually invited to take part in the study. Recruitment of
the participants was done twice, as the data that constituted the corpus
was collected on two occasions; 2009 and 2013.
Of the 12 year-one problem-based learning (PBL) tutorial groups
approached for participation for data collection in 2013, and 4 groups (3
students and 1 facilitator) declined participation via consent form. Two
further students, one from each group, changed their minds and
declined participation on the day of data collection. Thus, 6 groups
participated in the study. The data was considered insufficient. As it was
judged impractical to restart the process of data collection again
because of time limitation, the corpus design was modified in view of
this logistical problem. Therefore, the data collected was supplemented
with samples taken from the video and audio recordings made in the
same school in 2009 academic year.

In the 2009 data collection, all the twelve year-one tutorial
groups’ students were individually approached for participation. Five

groups declined participation in the study via the consent form. Seven
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PBL groups participated in the study. From the two periods, data was
collected from 13 groups. | do not think the time difference in the data
collection affected the quality of the data. The project was undertaken in
the same medical school operating using the same curriculum and
under the same academic supervisor. The same data collection
procedure was observed during the two data collection periods and
transcription was done by the same outside professional transcriber.
The participants in the 2009 data collection have had four months’
experience with PBL curriculum, while the participants in 2013 data

collection were 3 months into their PBL curriculum experience.

PBL tutorial recordings 2009 PBL tutorial recordings 2013

Approached

| Approached for
participation

for participation

5 groups 4 groups declined
declined by by consent form
BOTEET o 8 groups agreed to
participate initially ZLlE
declined on the

recording day

7 groups agreed to 6 groups agreed to

participate participate

Figure 5.2: Participant recruitment process
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5.4.2 Recruitment of PBL facilitators

Recruitment of the facilitators were done simultaneously with that of the
medical students. The head of the facilitators facilitated the meeting
between the research team and the facilitators. The facilitators were
also given the information sheet about the study and were visited in the
tutorial groups with the students when any question they had were

answered.

5.4.3 Sample selection and sample size

The aim of this study was to gain insight into the process by which
graduate entry medical students collaboratively construct knowledge of
the case scenario presented to them during PBL tutorial. Therefore, a
non-probabilistic purposeful sampling or concept/theory sampling was

used (Creswell, 2012). According to Creswell (2012), theory or concept

sampling involves sampling individuals or sites, because they would
help the researcher understand a concept or a theory better. This aligns
with the idea that sampling approach must reflect the nature and goal of

the study (Creswell and Clark, 2011; Teddlie and Tashakkori, 2009).

5.4.4 Inclusion criteria

This refers to the attribute of the participant and the tutorial group for
inclusion in the study. The medical students included in the study were
first year PBL graduate entry medical students who expressed
willingness to participate in the study by signing and returning a consent

form. The facilitators included in the study were first-year PBL
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facilitators who expressed willingness to take part in the study by
completing and returning a consent form. The PBL groups included in
the study were those in which all the medical students and the facilitator

consented to participation in the research.

5.4.5 Exclusion criteria

Facilitators and medical students who were unwilling to participate in
the study were excluded. Substitute facilitators were excluded from the
study. PBL groups in which a member of the tutorial group (a facilitator

or a student) opted out of the study were excluded from the study.

5.5 Procedure for Data Capture

This is a three-part process, consisting of data collection,
computerisation, and annotation (Meyer, 2002). Several methodological
considerations were addressed in the recording process.

The central concern in collecting any kind of speech is the recording of
a natural speech. This requires dealing with “reactive (Hawthorne)

effect” (Bowling, 2009: p. 174) or “observer’s paradox” (Meyer, 2002: p.

57). This is a situation where the research participants change their
natural behaviour because they are being observed.

Although it is impossible to completely make individuals forget that
their speech is being monitored and recorded, this effect can be
minimised (Meyer, 2002). We followed the recommendations of Meyer
(2002) to preserve the naturalness of the PBL discourse during the

recordings: the recording of the sessions was done in the natural PBL
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discussion environment, devoid of the presence of the researcher. The
researcher was only in charge of setting up the recording equipment at
the beginning of the session and its collection at the end of the session.
The equipment collection visit provided the researcher with
opportunities to talk to the group members and understand if any
problem had been encountered during the recording. The added
advantage of this approach to data recording is that the approach aligns
with the principle of respect for the learning environment and culture of
the group studied, and it upholds the ethics of respect for voluntary
participation in research. By giving the group members the control of
recording, the intrusion of the researcher into the PBL learning session
is eliminated. This recording method is also in line with the problem
based learning culture of student autonomy in which students are
expected to take control of group activities with minimal interference
from the tutor/facilitator. Additionally, the recording method supports the
ethics of voluntary participation in that it gives the students the
opportunities to decide on which aspect of the discussion they would
like to record and which aspect they would not like to include in the
reordering.

A test recording of a session was conducted where the students
familiarised themselves with the equipment and its operational mode.
The test recording session provided dual benefits: It habituates the
research participants to the process of being recorded, and thus, further
help to enhance the naturalness of the participants’ verbal behaviour. It

also provided the opportunities to correct problems relating to
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equipment use and detect malfunction that needed correction. It was at
this session that the groups agreed to record the case-based
discussions and leave out other social personal and non-academic
discussions. The test recordings were not included in the data for
analysis.

The quality of recordings for transcription is very important for collecting
natural speech data especially of the multi-party dialogue type. This
inevitably requires a consideration of the tape recorder to use.
Recording quality was guaranteed by using a high-quality digital
recorder, an Olympus DS-2500 professional dictation machine with 4G
memory, and a Sony full HD camcorder. Digital recordings are
considered superior to analogue recording for several reasons. The
recording quality did not degrade quickly. Digital recorders could record
up to four hours of continuous speech, without the need to turn over the
cassette which may interfere with the naturalness of the discourse.
Besides, digital recordings can easily be uploaded unto a computer,
processed and transferred to the transcriber with a password protection
without loss of recording quality. Digital recording also enabled us to
use software to improve the quality of the sound files and eliminate
background noise.

The quality of the recording was also ensured by correctly placing the
recording devices in the correct positions in the tutorial rooms. The
simultaneous use of audio and video recording devices placed at two
different locations in the rooms enhanced the capture of the

participants’ speech and enabled the researcher to allocate utterances
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to the participants accurately and correct the transcripts. Video
recording was used alongside audio recording because the videos were
used to allocate talk to each participant.

Due to the drop outs, only the PBL sessions (full cycle) of the 10
consenting groups were video and audio recorded to generate a total of
30 sessions of recording giving a combined total of approximately 40-45

hours of recordings.

5.6 Recording File Format

The files were stored in MPG and MP3 formats. They combine file
compression, recording quality, and flexible file-handling. The file
compression provides opportunities for file uploading and transfer

(Thorsten et al., 2012). File conversion software (iSkysoft video

converter) was also installed on the computer to facilitate file conversion

from one format into other.

5.7 Transcription of Audio Recordings

Transcription is derived from the Latin word trans-scriber, and it refers
to the transformation of an audio or video recording into the format

suitable for analysis (Taylor and Gibbs, 2010; Thorsten et al., 2012).

This is accomplished by transcribing the recordings into texts called
transcripts. The decision regarding the details of the transcription and
the format of the transcript is influenced by the research question and

the method of analysis. Thorsten et al. (2012) and Taylor and Gibbs
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(2010) describe three transcription conventions: complex transcription,
simple transcription and colloquial transcription.
Complex transcription. This involves adherence to complex
transcription rules that involve the inclusion of prosodic elements (e.g.,
intonation, primary and secondary emphasis, voice volume, speed, and
pitch of speech), phonetic elements (e.g., in research on dialect) or non-
verbal elements (e.g., gestures and deictic expressions). Analysis
requiring complex transcription tend to focus on deeper semantic
content of a conversation.
Example:

S1: =<<dim> or whether they’ll get divorced 1‘after all.>

S2: "hm,

()

S1: <<pp> this is still-> ((breathes out for 2.1 sec)) <<p>tisa 1"

they area  good example for this

Simple convention. In simple transcription convention, para-verbal and
non-verbal elements of conversation are omitted. The dialect and
colloquial language elements are corrected to standard language. Only
the more relevant parts of the speech are transcribed as spoken exactly
(verbatim) and information is reviewed into clearer or shorter sentences.
The focus of this transcription convention is on readability and it is
easier and quicker to produce than complex transcription. It is useful
when the focus of the analysis involves grammatical and surface

semantic content of a conversation.
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Example:
S1: ... or whether they’ll get divorced after all.
S2: Hm ......
S1: This is still ...... It is a transition.

Colloquial transcription. This refers to the transcription convention in
which colloquial expressions, semi-words and sounds are included in
the transcription.

Example:

‘I would’ne leave the kids wi’ som’d’y when they were young. |
wanted to go oot wi’ my friends but | wis waryied aboot what
meeght happen while | wis oot. My Granmither offered to look after

them but | felt it wis too much for her as her health was nae good”.

Complex and colloquial transcriptions are not suitable for corpus
analysis. These transcription conventions would make automatic
software annotation extremely difficult, and thus, produce unnecessary
errors. Simple transcription convention was used for the transcription in
this project because it is devoid of the above-mentioned problems
relating to complex and colloquial transcription conventions. It is also
less expensive, faster to carry out, and is adequate to answer my

research questions.
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5.8 Transcript Editing Rules

To ensure that the transcripts are consistent, the simple transcription

convention guidelines (Thorsten et al., 2012) were followed during

transcript editing and cleaning. The guidelines include:

Transcribe literally without summarising and phonetic
transcription and dialectic and colloquial language are reviewed
into standard language.

Sentence discontinuation, pauses, abrupt stops are indicated by
ellipses. An ellipsis was also used to mark the point of re-entry
into an abandoned statement after a moment of interruption.
Punctuations like full stop, semicolon, colon, commas, question
mark, and hyphen are kept as in Standard English. Vocal
interjections and capitalisations were kept as in Standard
English. Emotional and non-verbal utterances were not included
and overlapping between speeches were not indicated. Unclear
words were not guessed. Inaudible or incomprehensible
utterances were marked with inaudible in square brackets;
however, the duration of the disturbances that caused the
inaudibility was not included.

Each speaker’s turn starts on a new line. Each participant is
marked with a gender initial letter, followed by the number given
to the participant (e.g. M1 for male number 1 and F2 for female
number 2, etc.).

Contractions, symbols, abbreviations were kept exactly the way
they were said because the software is capable of their tagging
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and analysis. Numbers, decimals and other numerals were also

kept exactly the way they were spoken.

5.9 Transcript Cleaning

The transcript cleaning stage of data preparation involves the removal
of irrelevant materials from the transcripts so that an appropriate
transcript quality could be attained in readiness for data analysis (Taylor

and Gibbs, 2010). The procedure was carried out manually by the

researcher with the assistance of the video files.

The process starts with a careful review of each transcript against the
video recording. The simple transcription convention rules were used as
guide during this process. It involves correction of mistakes and errors
and deletion of irrelevant material in the transcripts in line with the
convention rules. PBL discourse is a multi-party dialogue, involving 7—
10 students and a facilitator, and thus, vocalised pauses that allow a
speaker to pause and plan what next to say, chorus responses, and
sub-group utterances are common. There is no universally agreed
spelling for vocalised pauses (e.g., uh, uhm, erm, hem, etc) but to
maintain consistency, these expressions were corrected to the spellings
supported by the software dictionary. Chorus responses were marked
with chorus enclosed in square bracket. Moments of sub-group talk
were treated as normal contribution. However, side talks (discussion
about football etc.) not related to case discussion were considered

irrelevant and edited out. However, jokes and humours were included in
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the transcription because they were considered relevant to the social

dimension of collaboration.

5.10 Formation of Study Corpus

Of the 7 groups that participated in the 2009 data collection,

transcription of one tutorial group discussions was incomplete because

of poor recording. Thus, transcription of six tutorial groups was

complete, and the transcript texts from these 6 groups were included in

the study corpus. Of the remaining 6 groups that participated in 2013

2009 Data collection

1
7 PBL groups participated in

the study

Transcription

incomplete in 1

PBL group

6 groups had full transcripts

2013 Data collection

|

6 PBL groups participated in

the study

Recording

incomplete in 2 PBL

groups

4 groups had full transcripts

Transcripts of 10 groups available for inclusion

2 group transcripts

exclude by saturation

Transcripts from 8 PBL groups included in the corpus

Figure 5.3: The process of study corpus formation
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data collection, recordings were incomplete in two groups. In the first
group, the facilitator was unwell and the recording suspended by
substitute facilitator. In the second group, the recording was
fragmentary due to multiple recording machine mechanical failures.
Thus, only four groups have full recordings of all the three sessions and
the transcript texts from these 4 groups were available for inclusion in

the study corpus (Figure 5.3).

5.11 Study Corpus Description

Of the 10 tutorial groups with full transcripts for inclusion in the corpus,
transcripts from eight tutorial groups were included and analysed. The
determination of the number of groups analysed was based on

saturation (Charmaz, 2006; Schreier, 2012). Data analysis was

discontinued when no new emerging themes were found. Therefore, the
study corpus consists of transcripts texts from 8 PBL tutorial groups
(Figure 5.3).

The words that make up the corpus were contributed by the eight
tutors and 63 medical students. The corpus was derived from the texts
of the transcripts that were generated from audio recordings of 24
tutorial sessions. The recordings represent full PBL cycle of eight year-
one medical students’ PBL tutorial groups. The study corpus consists of
2,37,820 words divided into two subcorpora — students’ subcorpus and
facilitators’ subcorpus. The students’ subcorpus contains 210, 077

words (88.33%) while facilitators’ subcorpus contains 27,743 (11.67%)
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words. Table 5.2 describes the statistics of the sub-corpora making up
the study corpus.

The size of the corpus for this study is 237, 820 words. The corpus size
is considered adequate based on the results of previous studies. The
use of small corpora has been demonstrated in two studies by Koester

and O’Keeffe (cited in Evison, 2012). Koester (2006 cited in Evison,

2012) investigated workplace discourse using a corpus of just under

34,000 words. Similarly, O’Keeffe (2003 cited in Evison, 2012) based

his study of media discourse on a sample of 55,000 words of phone-in

data. Furthermore, Jennings (2013) in an ethnographic study of the

practice and facilitation of problem-based learning studied only two

tutorial groups.

5.12 Text Preparation for Analysis

Each group transcript was separated into students’ transcript and
facilitator’s transcript. The text of the facilitator for each group was given
a number (e.g. T1 for group 1 facilitator) and the facilitator’s transcript
was saved in word format and as plain text. Similar procedure was
followed for the creatio