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HOLOMORPHIC AUTOMORPHIC FORMS AND COHOMOLOGY

ROELOF BRUGGEMAN, YOUNGJU CHOIE, AND NIKOLAOS DIAMANTIS

Abstract. We investigate the correspondence between holomorphic automor-
phic forms on the upper half-plane with complex weight and parabolic cocycles.
For integral weights at least 2 this correspondence is givenby the Eichler inte-
gral. We use Knopp’s generalization of this integral to realweights, and apply
it to complex weights that are not an integer at least 2. We show that for these
weights the generalized Eichler integral gives an injection into the first coho-
mology group with values in a module of holomorphic functions, and charac-
terize the image. We impose no condition on the growth of the automorphic
forms at the cusps. Our result concerns arbitrary cofinite discrete groups with
cusps, and covers exponentially growing automorphic forms, like those studied
by Borcherds, and like those in the theory of mock automorphic forms.

For real weights that are not an integer at least 2 we similarly characterize
the space of cusp forms and the space of entire automorphic forms. We give a
relation between the cohomology classes attached to holomorphic automorphic
forms of real weight and the existence of harmonic lifts.

A tool in establishing these results is the relation to cohomology groups with
values in modules of “analytic boundary germs”, which are represented by har-
monic functions on subsets of the upper half-plane. It turnsout that for integral
weights at least 2 the map from general holomorphic automorphic forms to coho-
mology with values in analytic boundary germs is injective.So cohomology with
these coefficients can distinguish all holomorphic automorphic forms,unlike the
classical Eichler theory.
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Introduction

Classically, the interpretation of holomorphic modular forms of integral weight
on the complex upper half-planeH in terms of group cohomology has provided a
tool that has had many important applications to the geometry of modular forms,
the study of their periods, the arithmetic of special valuesof their L-functions, for
instance in [112, 66, 86, 73].

A similar interpretation for Maass forms had to wait until the introduction of
periods of Maass forms given by Lewis and Zagier [82, 84]. Theanalogue of Eich-
ler cohomology and the Eichler-Shimura isomorphism for Maass forms of weight
zero was established in [15].

We recall that Eichler [43] attached a cocycleψ to meromorphic automorphic
formsF of weightk ∈ 2Z≥1 by

(1) ψF,γ(t) =
∫ z0

γ−1z0

F(z) (z− t)k−2 dt .

This cocycle has values in the space of polynomial functionsof degree at most
k− 2, with the action of weight 2− k. The action of a Fuchsian groupΓ is induced
by the action|2−k on functionsf : H→ C, and is given by

( f |2−kγ)(z) := (cz+ d)k−2 f (γz).

The class of the cocycle does not depend on the base pointz0 in H. To get indepen-
dence of the integrals on the path of integrationF is supposed to have zero residue
at all its singularities. This is the case for cusp formsF. In that case we can put the
base pointz0 at a cusp, and arrive at so-called parabolic cocycles.



AUTOMORPHIC FORMS AND COHOMOLOGY 3

For cusp forms for the modular groupΓ(1) = SL2(Z) one takesz0 at∞. Then
the cocycle is determined by its value onS =

(
0
1
−1

0

)
. One callsψF,S a period

polynomialof F, whose coefficients are values of theL-function of F at integral
points in the critical strip.

Knopp [66] generalized this approach to automorphic forms with arbitrary real
weight. Then a multiplier system is needed in the transformation behavior of holo-
morphic automorphic forms. The factor (z− t)k−2 becomes ambiguous if one re-
places the positive even weightk by a real weightr. Knopp solves this problem by
replacingt by t̄ for pointst ∈ H, and restoring holomorphy by complex conjugation
of the whole integral. The values of the resulting cocycle are holomorphic func-
tions on the upper half-plane. Knopp [66] shows that for cuspforms F they have
at most polynomial growth ast approaches the boundary. In this way he obtains
an antilinear map between the space of cusp forms and the firstcohomology group
with values in a module of holomorphic functions with polynomial growth. He
showed, [66], that for many real weights, this map is a bijection, and conjectured
this for all r ∈ R. Together with Mawi [71] he proved it for the remaining real
weights.

For positive even weights this seems to contradict the classical results of Eichler
[43] and Shimura [112], which imply that the parabolic cohomology with values in
the polynomials of degree at mostk−2 is isomorphic to the direct sum of the space
of cusp forms of weightk and its complex conjugate. The apparent contradiction
is explained by the fact that Knopp uses a larger module for the cohomology. Half
of the cohomology classes for the classical situation do notsurvive the extension
of the module.

In the modular case the period function of a modular cusp formof positive even
weight satisfies functional equations (Shimura-Eichler relations). Zagier noticed
that a functional equation with a similar structure occurs in Lewis’s discussion in
[82] of holomorphic functions attached to even Maass cusp forms. Together [84]
they showed that there is a cohomological interpretation. In [15] this relation is
extended to arbitrary cofinite discrete groups of motions inthe upper half-plane
and Maass forms of weight zero with spectral parameters in the vertical strip 0<
Res< 1. It gives an isomorphism between spaces of Maass cusp formsof weight
0 and a number of parabolic cohomology groups, and for the spaces of all invariant
eigenfunctions to larger cohomology groups.

In this paper we study relations between the space of automorphic forms without
growth condition at the cusps and various parabolic cohomology groups. We use
the approach of [15] in the context of holomorphic automorphic forms for cofinite
discrete groups of motions in the upper half-plane that havecusps. Like in [15] we
do not need to impose growth conditions at the cusps, and speak of unrestricted
holomorphic automorphic forms. We take the module of holomorphic functions in
which the cocycles take their values as small as possible. That means the classi-
cal space of polynomials of degree at mostk − 2 for weightsk ∈ Z≥2. Also for
other weights we use a smaller module than Knopp [66]. To avoid the complex
conjugation we use modules of holomorphic functions on the lower half-planeH−.
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The flexibility gained by considering functions on the lowerhalf plane was recog-
nized by the last two authors [28] in the context of Eichler cohomology associated
to non-critical values ofL-functions. It turns out that, for the main results, work-
ing with arbitrary weights inC r Z≥2 takes no more effort than working with real
weights; so that is the generality that we choose where possible. We shall show
that the definition in (1), suitably interpreted, gives a bijection between the spaces
of unrestricted holomorphic automorphic forms and severalisomorphic parabolic
cohomology groups.

There are several motivations and potential applications for this. Knopp’s ap-
proach could “see” only cusp forms, we work with smaller modules of analytic
vectors in a highest weight subspace of a principal series representation, and obtain
a cohomological description of all automorphic forms. In particular, this covers the
case of automorphic forms with exponential growth at the cusps. This case is im-
portant especially because of its prominent role in Borcherds’s theory [7] and in
the theory of mock modular forms.

In the same way that representation theory has provided an important unified set-
ting for holomorphic and Maass forms, our construction reflects a common frame-
work for the cohomology of holomorphic and Maass forms.

There are a lot of important relations between the theory of cohomology of
modular forms and various problems in number theory. For instance, Zagier [120]
gives a new elementary proof of the Eichler-Selberg trace formula using the explicit
description of the action of Hecke operators on the space of cohomology groups.
In the same paper Zagier connects cocycles with double zeta values, in which many
interesting further results are developed recently ([59],[125]). Another application
is the possibility of an interpretation of the higher Kronecker limit formula in terms
of cohomology group [117].

Finally, we note that one of striking applications of Eichler cohomology con-
cerns algebraicity results for critical values ofL-functions of classical (integral
weight) cusp forms, eg, Manin’s periods theorem [86], or [85]. The results ob-
tained were later extended, at least conjecturally, to other values and to values of
derivatives in a manner eventually formalized in the conjectures of Deligne, Beilin-
son, Bloch-Kato and others. See [74].

In the case of values of derivatives, the main pathway to suchresults did not
involve directly Eichler cohomology. However, forf of weight 2, in [51], (resp.
[39]), L′f (1) (resp.L(n)

f (1)) is expressed in terms of a “period” integral similar to an
Eichler cocycle, whenL f (1) = 0. Despite the similarity, this “period” integral does
not seem at first to have a direct cohomological interpretation. Nevertheless, in§9.4
we are able to show that,L′f (1) can be expressed as a derivative with respect to a the
parameter of a family of parabolic cocyclesr 7→ ψ∞fr ,· associated to a familyr 7→ fr
of automorphic forms. With [39], similar expressions can beproved for higher
derivatives. We hope that better insight into the cohomology whose foundations we
establish here should yield information about the algebraic structure of derivatives
of L-functions along the lines of the algebraicity results for critical values derived
with the help of classical Eichler cohomology.
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We now proceed with a discussion of the results of this paper.We avoid many
technicalities, and state the main theorems giving only rough descriptions of the
cohomology groups and coefficient modules involved. In the next sections we
define precisely all objects occurring in the statements.

Let Γ be a cofinite discrete subgroup of SL2(R) with cusps. We take acomplex
weight r ∈ C and an associated multiplier systemv : Γ → C∗. We denote by
Ar(Γ, v) the space of all holomorphic functionsF : H→ C such that

F(γz) = v(γ) (cz+ d)r F(z) for all γ =
(∗
c
∗
d

)
∈ Γ, z ∈ H .

For a fixedz0 ∈ H and anF ∈ Ar(Γ, v) consider the mapψz0
F : γ 7→ ψ

z0
F,γ on Γ,

whereψz0
F,γ is the function oft ∈ H− given byt

(2) ψ
z0
F,γ(t) :=

∫ z0

γ−1z0

(z− t)r−2 F(z) dz.

We take the branch of (z− t)r−2 with −π2 < arg(z− t) < 3π
2 .

Our first main theorem is:

Theorem A. Let Γ be a cofinite discrete subgroup ofSL2(R) with cusps. Let r∈
C r Z≥2, and letv be an associated multiplier system.

i) The assignmentψz0
F : γ 7→ ψ

z0
F,γ is a cocycle, and F7→ ψ

z0
F induces an

injective linear map

(3) rωr : Ar (Γ, v)→ H1(Γ;Dω
v,2−r ) .

HereDω
v,2−r denotes a space of holomorphic functions on the lower half-

planeH− that are holomorphically continuable to a neighbourhood ofH−∪
R, together with an action depending onv.

ii) The imagerωr Ar (Γ, v) is equal to the mixed parabolic cohomology group

H1
pb

(
Γ;Dω

v,2−r ,D
ω0,exc
v,2−r

)
, which consists of elements of H1(Γ;Dω

v,2−r ) repre-
sented by cocycles whose values on parabolic elements ofΓ satisfy certain
additional conditions at the cusps.

This result is comparable to Theorem C in Bruggeman, Lewis, Zagier [15] where
a linear injection of Maass forms of weight 0 into a cohomology group is estab-
lished.

The proof of Theorem A will require many steps, and will be summarized in
Subsection 10.5.

We characterize the images underrωr of the spacesSr(Γ, v) of cusps forms and
Mr(Γ, v) of entire automorphic forms:

Theorem B. LetΓ be a cofinite discrete subgroup ofSL2(R) with cusps. Let r∈ R
and letv be aunitarymultiplier system onΓ for the weight r.

i) If r ∈ R r Z≥2

rωr Sr (Γ, v) = H1
pb(Γ;Dω

v,2−r ,D
ω0,∞,exc
v,2−r ) ,
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whereDω0,∞,exc
v,2−r is a subspace ofDω0,exc

v,2−r defined by a smoothness condi-
tion.

ii) If r ∈ R r Z≥1

rωr Mr(Γ, v) = H1
pb(Γ;Dω

v,2−r ,D
ω0,smp,exc
v,2−r ) ,

with theΓ-moduleDω0,smp,exc
v,2−r ⊃ Dω0,∞,exc

v,2−r also contained inDω0,exc
v,2−r .

Here we give only a result for real weights. It seems that for non-real weights
the cusp forms do not form a very special subspace of the spaceof all automorphic
forms. There is, as far as we know, no nice bound for the Fourier coefficients and
it seems hard to defineL-functions in a sensible way.

In Theorems A and B automorphic forms of weightr are related to cohomology
with values in a module with the “dual weight” 2− r.

The characterization in Theorems A and B of the images of spaces of automor-
phic forms is one of several possibilities given in Theorem E, which we state in
Subsection 1.7, after someΓ-modules containingDω

v,2−r have been defined. There
we see that the maprωr in Theorem A is far from surjective. In Section 14 we
discuss a space ofquantum automorphic forms, for which there is, ifr < Z≥1, a
surjection to the spaceH1(Γ;Dω

v,2−r ).

In §2.3 we will compare Part i) of Theorem B to the main theorem of Knopp
and Mawi [71], which gives an isomorphismSr(Γ, v) → H1(Γ;D−∞

v,2−r ) for some
largerΓ-moduleD−∞

v,2−r ⊃ Dω
v,2−r . The combination of the theorem of Knopp and

Mawi with Theorem A shows that there are many automorphic formsF ∈ Ar (Γ, v)
for which rωr F is sent to zero by the natural mapH1(Γ;Dω

v,2−r ) → H1(Γ;D−∞
v,2−r ).

This means that the cocycleγ 7→ ψ
z0
F,γ becomes a coboundary when viewed over

the moduleD−∞
v,2−r , i.e., that there isΦ ∈ D−∞

v,2−r such thatψz0
F,γ = Φ|v,2−r (γ − 1) for

all γ ∈ Γ.
The following result relates the vanishing of the cohomology class ofγ 7→ ψ

z0
F,γ

over a still larger moduleD−ω
v,2−r ⊃ D

−∞
v,2−r to the existence of harmonic lifts, a

concept that we will discuss in Subsections 1.8 and 5.2.

Theorem C. LetΓ be a cofinite discrete subgroup ofSL2(R) with cusps. Let r∈ C
and let v be a multiplier system for the weight r. The following statements are
equivalent for F∈ Ar (Γ, v):

a) The image ofrωr F under the natural map H1(Γ;Dω
v,2−r ) → H1(Γ;D−ω

v,2−r )
vanishes.

b) The automorphic form F has a harmonic lift inHarm2−r̄ (Γ, v̄); ie, F is in
the image of the antilinear mapHarm2−r̄ (Γ, v̄) → Ar (Γ, v) given by H 7→
2iy2−r ∂z̄H.

We prove this theorem in Subsection 5.2. Combining the theorem of Knopp
and Mawi [71] with Theorem C we obtain the existence of harmonic lifts in many
cases. See Theorem 5.3 and Corollary 5.2.
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Boundary germs.An essential aspect of the approach in [15] is the use of “analytic
boundary germs”. These germs formΓ-modules isomorphic to the modules in [15]

corresponding toDω
v,2−r andDω0,exc

v,2−r in our case. In [15] the boundary germs are
indispensable for the proof of the surjectivity of the map from Maass forms of
weight zero to cohomology. The same holds for this paper.

In Sections 6–8 we study the spaces of boundary germs that arerelevant for our

present purpose. In particular we define spacesEωv,r andEω0,exc
v,r that are for weights

in C r Z≥2 isomorphic toDω
v,2−r andDω0,exc

v,2−r , respectively. In Theorem 10.18 we
obtain, for all complex weightsr, an injective map

(4) qωr : Ar (Γ, v)→ H1(Γ;Eωv,r)
and study the image.

For weightsr ∈ C r Z≥2 we use Theorem 10.18 in the proof of Theorem A.
Theorem 10.18 is also valid for weights inZ≥2. For these weights it leads to the
following result:

Theorem D. Let r ∈ Z≥2, let Γ be a cofinite discrete subgroup ofSL2(R) with
cusps, and letv be a multiplier system onΓ with weight r.

i) Put cr =
i

2 (r−1)! , let ρr denote the natural morphismEωv,r → Dω
v,2−r , and let

Dpol
v,2−r denote the submodule ofDω

v,2−r consisting of polynomial functions
of degree at most r− 2. The following diagram commutes:

(5)

H1(Dω
v,r) // H1(Eωv,r)

ρr // H1(Dpol
v,2−r )

// 0

H1
pb(Dω

v,r ,Dω0,exc
v,r ) //

?�

OO

H1
pb(Eωv,r ,Eω

0,exc
v,r )

ρr //
?�

OO

H1
pb(D

pol
v,2−r )
?�

OO

A2−r (v)
cr ∂

r−1
τ //

�rω2−r

OO

A0
r (v)

�qωr

OO

� � // Ar(v)

rωr

__

, L

qωr

ee

(To save space the groupΓ is suppressed in the notation.)
ii) The top row and the middle row are exact.
iii) The maps H1(Γ;Dω

v,r ) → H1(Γ;Eωv,r) in the top row and the map and

H1
pb(Γ;Dω

v,r ,Dω0,exc
v,r ) → H1

pb(Γ;Dω
v,r ,Dω0,exc

v,r ) in the middle row are injec-
tive, unless r= 2 andv is the trivial multiplier system. In that exceptional
case both maps have a kernel isomorphic to the trivialΓ-moduleC.

Remarks.(a) Forr ∈ Z≥1 theΓ-moduleDω
v,r can be considered as a submodule of

Eωv,r . The spaceA0
r (Γ, v) is the space of unrestricted holomorphic automorphic form

for which the Fourier terms of order zero at all cusps vanish.

(b) We note that automorphic forms both of weightr and of the dual weight 2− r
occur in the diagram. The theorem shows that boundary germ cohomology in some
sense interpolates between the cohomology classes attached to automorphic forms
of weight 2− r and of weightr, with r ∈ Z≥2.
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(c) The second line in diagram (5) has no closing→ 0. In §11.5 we will discuss
how this surjectivity can be derived by classical methods, provided that we assume
that the multiplier systemv is unitary.

Comparison with[15]. This paper has much in common with the notes [15]. Both
give isomorphisms between spaces of functions with automorphic transformation
behavior and mixed parabolic cohomology groups. The main difference is in the
modules in which the cohomology groups have their values. TheΓ-modules in [15]
are spherical principal series representations. The linear map in [15] analogous to
our maprωr sends Maass forms of weight zero to cohomology classes inH1(Γ;Vω

s ),
whereVω

s is the space of analytic vectors in the principal series representation of
PSL2(R) with spectral parameters. The assumption 0< Res < 1 ensures that the
representationVω

s is irreducible. Holomorphic automorphic forms of weightr ∈ C
correspond to a spectral parameterr

2, for which the corresponding space of analytic
vectors is reducible. Hence here we work with the highest weight subspace. It is
irreducible precisely ifr < Z≥2, which explains that in this paper weights inZ≥2

require a special treatment.
Another complication arises as soon as the weight is not an integer. This means

that we deal with highest weight subspace of principal series representations of
the universal covering group of SL2(R). In the main text of these notes we have
avoided use of the covering group. We discuss it in the Appendix.

Although the main approach of this paper relies heavily on methods from [15],
and also on ideas in [84], it was far from trivial to handle thecomplications not
present in [15].

Overview of the paper.In Sections 1–4 we discuss results that can be formulated
with the modulesD∗

v,2−r . Here the proof of Theorem B is reduced to that of The-
orem A. Sections 5–7 give results for harmonic functions andboundary germs. In
section 5 one finds the proof of Theorem C. We use the boundary germs in Sec-
tions 8–11 to determine the image of automorphic forms in cohomology, and prove
Theorems A and D. Sections 12 and 13 give the proof of Theorem E(which itself
is stated on page 18). The maprωr in Theorem A is not surjective. In Section 14
we discuss how quantum automorphic forms are mapped, under some conditions,
ontoH1(Γ;Dω

v,2−r ).
At the end of most sections we mention directly related literature. In Section 15

we give a broader discussion of literature related to the relation between automor-
phic forms and cohomology. In the Appendix we give a short discussion of the
universal covering group and its principal series representations.
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Part I. Cohomology with values in holomorphic functions

1. Definitions and notations

We work with theupper half-planeH =
{
z ∈ C : Im z > 0} and thelower

half-planeH− defined by Imz < 0. For z ∈ H ∪ H− we will often use without
further explanationy = Im z, x = Rez. Both half-planes are disjoint open sets in
the complex projective lineP1

C
= C∪{∞}, with the real projective lineP1

R
= R∪{∞}

as their common boundary.

1.1. Operators on functions on the upper and lower half-plane.Let r ∈ C. For
functions f on the upper or lower half-plane

(1.1) f |rg (z) := (cz+ d)−r f
(az+ b
cz+ d

)
for g =

(
a
c

b
d

)
∈ SL2(R) ,

where we compute (cz+ d)−r according to theargument conventionto take

(1.2) arg(cz+ d) ∈ (−π, π] if z ∈ H , arg(cz+ d) ∈ [−π, π) if z∈ H− .
These operators|rg do not define a representation of SL2(R). (One may relate it
to a representation of the universal covering group of SL2(R). See the Appendix,
§A.1.1.) There are however two useful identities. Set

(1.3) G0 :=
{(a

c
b
d

)
∈ SL2(R) : −π < arg(ci + d) < π

}
.

Then, for allg ∈ G0 andp =
(
y
0

x
y−1

)
with x ∈ R andy > 0:

( f |rg−1)|rg = ( f |rg)|rg−1 = f ,(1.4)

f |rgpg−1 =
(
( f |rg)|r p

)|rg−1 .(1.5)

To interchange functions on the upper and the lower half-plane we use the anti-
linear involutionι given by

(1.6)
(
ι f

)
(z) := f (z̄) .

It maps holomorphic functions to holomorphic functions, and satisfies

(1.7) ι
(
f |rg

)
= (ι f )|r̄g

(
g ∈ SL2(R)

)
.
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1.2. Discrete group. Everywhere in this paper we denote byΓ a cofinite discrete
subgroup of SL2(R) with cusps, containing

(−1
0

0
−1

)
. Cofinitemeans that the quo-

tientΓ\H has finite volume with respect to the hyperbolic measuredx dy
y2 . The pres-

ence of cusps implies that the quotient is not compact. The standard example is the
modular groupΓ(1) = SL2(Z).

Multiplier system.A multiplier systemonΓ for the weightr ∈ C is a mapv : Γ →
C∗ such that the function onΓ × H given by

(1.8) jv,r
((a

c
b
d

)
, z

)
= v

(
a
c

b
d

)
(cz+ d)r

satisfies the following conditions:

(1.9)

jv,r(γδ, z) = jv,r(γ, δz) jv,r (δ, z) for γ, δ ∈ Γ ,

jv,r
((−a
−c
−b
−d

)
, z

)
= jv,r

((a
c

b
d

)
, z

)
for

(
a
c

b
d

)
∈ Γ .

We call a multiplier systemunitary if
∣∣∣v(γ)

∣∣∣ = 1 for all γ ∈ Γ.
Action of the discrete group.Let v be a multiplier system onΓ for the weightr. For
functions onH andp ≡ r mod 2 we put forγ =

(
a
c

b
d

)
∈ Γ:

(1.10) f |v,pγ (z) := v(γ)−1 (cz+ d)−p f (γz) = jv,p(γ, z)−1 f (γz) ,

and for functions onH− andp ≡ −r mod 2

(1.11) f |v,pγ (z) := v(γ)−1 (cz+ d)−p f (γz) .

The operator|v,p defines a holomorphy-preserving action ofΓ on the spaces of
functions onH and onH−, ie., ( f |v,pγ)|v,pδ = f |v,pγδ for all γ, δ ∈ Γ. Furthermore,
f |v,p

(−1
0

0
−1

)
= f , hence we have an action ofΓ̄ := Γ/{1,−1} ⊂ PSL2(R). Finally,

(1.12) ι
(
f |v,rγ

)
= (ι f )|v̄,r̄γ for γ ∈ Γ .

1.3. Automorphic forms. We consider automorphic forms without any growth
condition.

Definition 1.1. A unrestricted holomorphic automorphic formon Γ with weight
r ∈ C and multiplier systemv on Γ for the weightr is a holomorphic function
F : H→ C such that

(1.13) F |v,rγ = F for all γ ∈ Γ .
We useAr(Γ, v) to denote the space of all such unrestricted holomorphic automor-
phic forms. We often abbreviateunrestricted holomorphic automorphic formto
holomorphic automorphic formor to automorphic form.

Cusps. A cusp ofΓ is a pointa ∈ P1
R
= R ∪ {∞} such that thestabilizerΓa :={

γ ∈ Γ : γ a = a
}

is infinite and has no other fixed points inP1
C
. This group is of

the formΓa =
{±πn

a : n ∈ Z} for an elementπa ∈ Γ that is conjugate toT =
(

1
0

1
1

)

in SL2(R). The elementsπn
a have trace 2, and are, forn , 0, calledparabolic. The
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elementsπa andπ−1
a areprimitive parabolicsince they are not of the formγn with

γ ∈ Γ andn ≥ 2.
For each cuspa there are (non-unique)σa ∈ G0 such thatπa = σaTσ−1

a . We
arrange the choice such that for allγ ∈ Γ we haveσγa = ±γσaTn for somen ∈ Z.

The set of cusps of a given discrete groupΓ is a finite union ofΓ-orbits. Each of
these orbits is an infinite subset ofP1

R
.

Fourier expansion.EachF ∈ Ar (Γ, v) has at each cuspa of Γ aFourier expansion

(1.14) F |rσa (z) =
∑

n≡αa mod 1

an(a, F) e2πinz ,

with αa such thatv(πa) = e2πiαa . The Fourier coefficientsan(a, F) depend (by a
non-zero factor) on the choice ofσa in SL2(R). In general,σa < Γ, so we have to
use the operator|rσa, and not the action|v,r of Γ.

If the multiplier system is not unitary, it may happen that
∣∣∣v(πa)

∣∣∣ , 1 for some
cuspsa. Thenαa ∈ C r R, and the Fourier term ordersn in (1.14) are not real.

Definition 1.2. We define the following subspaces ofAr (Γ, v):

i) The space ofcusp formsis

Sr (Γ, v) :=
{
F ∈ Ar (Γ; v) : ∀a cusp∀n≡αa(1) Ren ≤ 0⇒ an(a, F) = 0

}
.

ii) The space ofentire automorphic formsis

Mr(Γ, v) :=
{
F ∈ Ar(Γ, v) : ∀a cusp∀n≡αa(1) Ren < 0⇒ an(a, F) = 0

}
.

If v(πa) , 1 the name “entire” is not very appropriate, since then the Fourier
expansion ata in (1.14) needs non-integral powers ofq = e2πiz.

This implies thatF ∈ Sr(Γ, v) hasexponential decay at all cusps:

(1.15)
∀a cusp ofΓ ∀X > 0∃ε>0 ∀x∈[−X,X]

F
(
σa(x+ iy)

)
= O(e−εy) asy→ ∞ .

If v is not unitary we need to restrictx to compact sets. Similarly, functionsF ∈
Mr(Γ, v) have at mostpolynomial growthat the cusps:

(1.16)
∀a cusp ofΓ ∀X > 0∃a>0 ∀x∈[−X,X]

F
(
σa(x+ iy)

)
= O(ya) asy→ ∞ .

1.4. Cohomology and mixed parabolic cohomology.We recall the basic defini-
tions of group cohomology. LetV be a rightC[Γ]-module. Then the first cohomol-
ogy groupH1(Γ; V) is

(1.17) H1(Γ; V) = Z1(Γ; V) mod B1(Γ; V) ,

whereZ1(Γ; V) is the space of 1-cocyclesandB1(Γ; V) ⊂ Z1(Γ; V) the space of 1-
coboundaries. A 1-cocycle is a mapψ : Γ→ V : γ 7→ ψγ such thatψγδ = ψγ|δ+ψδ
for all γ, δ ∈ Γ and a 1-coboundary is a mapψ : Γ → V of the formψγ = a|γ − a
for somea ∈ V not depending onγ.
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Definition 1.3. Let V ⊂ W be rightΓ-modules. Themixed parabolic cohomology
group H1

pb(Γ; V,W) ⊂ H1(Γ; V) is the quotientZ1
pb(Γ; V,W)/B1(Γ; V), where

(1.18) Z1
pb(Γ; V,W) =

{
ψ ∈ Z1(Γ; V) : ψπ ∈W|(π − 1) for all parabolicπ ∈ Γ} .

The spaceH1
pb(Γ; V) := H1

pb(Γ; V,V) is the usualparabolic cohomology group.
We call cocycles inZ1

pb(Γ; V,W) mixed parabolic cocycles, andparabolic cocy-
clesif V =W.

In (1.18) it suffices to check the conditionψπ ∈ W|(π − 1) for π = πa with a in a
(finite) set of representatives of theΓ-orbits of cusps.

1.5. Modules. The coefficient modules that we will use for cohomology are based
on the following spaces:

Definition 1.4. Let r ∈ C. For functionsϕ define the functionprj2−rϕ by

(1.19) (prj2−rϕ)(t) := (i − t)2−r ϕ(t) ,

where (i − t)2−r denotes the branch with arg(i − t) ∈ (−π2,
3π
2

)
.

i) D−ω2−r :=
{
ϕ : H− → C : ϕ is holomorphic

}
.

ii) D−∞2−r :=
{
ϕ ∈ D−ω2−r : ∃B>0 ϕ(t) = O

(|Im t|−B) + O
(|t|B) onH−

}
, the space

of functions with at mostpolynomial growth.
iii) D∞2−r =

{
ϕ ∈ D−ω2−r : prj2−rϕ ∈ C∞(H− ∪ P1

R)
}

iv) Dω
2−r = prj−1

2−r lim−→
O(U) whereU runs over the open neighbourhoods of

H− ∪ P1
R

in P1
C
, andO denotes the sheaf of holomorphic functions onP1

C
.

v) For r ∈ Z≥2 we putDpol
2−r :=

{
ϕ ∈ Dω

2−r : ϕ is given by a polynomial

function onC of degree at mostr − 2
}
.

Discussion. (a) The largest of these space,D−ω2−r , consists of all holomorphic
functions on the lower half-plane. The subspaceD−∞2−r is determined by behavior of

ϕ(t) ast approaches the boundaryP1
R

of H−. The real-analytic functionQ(t) = |Im t|
|t−i|2

onP1
C
r {i} satisfies 0< Q(t) ≤ 1 on the lower half-plane and zero on its boundary.

A more uniform definition of polynomial growth requires thatfunctions f satisfy
f (t) ≪ Q(t)−B for someB > 0. In Part ii) we use Knopp’s formulation in [66],
transformed to the lower half-plane. Both are equivalent. To see this, we use in
one direction that (fort ∈ H−)

|Im t|−B + |t|B
Q(t)−B

≤ 1+ |t|2B

|t − i|2B
≤ 1+ 1 .

In the other direction we carry out separate estimates for the following three cases
(1) |t| ≤ 1, with Q(t)−B ≤ |Im t|−2B; (2) |t| ≥ 1, |Im t| ≥ 1

2 with Q(t)−B ≪ |t|2B + 1;

(3) |t| ≥ 1, |Im t| ≤ 1
2, with Q(t)−B ≤ |t|2B

|Im t|B + |Im t|−B ≤ |t|4B + |Im t|−2B + |Im t|−B.

(b) With t ∈ H−, the factor (i − t)2−r in (1.19) is O(1) if Rer ≥ 2 and O(|t|2−Rer) if
Rer ≤ 2, and its inverse (i − t)r−2 satisfies similar estimates. So the functionϕ on
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H− has at most polynomial growth if and onlyprj2−rϕ has polynomial growth. So
we could formulate the definition ofD−∞

v,2−r with prj2−rϕ instead ofϕ.

(c) The polynomial growth in Part ii) concerns the behavior of ϕ(t) ast approaches
the boundaryP1

R
of H− at any point. The polynomial growth at the cusps in (1.16)

concerns the approach ofF(z) aszapproaches cusps in the boundaryP1
R

of H.
(d) For some holomorphicϕ on H− it may happen thatprj2−rϕ extends fromH−

to yield a function that is smooth onH− ∪ P1
R
. Thenprj2−rϕ satisfies nearξ ∈ R a

Taylor approximation of any orderN

prj2−rϕ(t) =
N−1∑

n=0

an (t − ξ)n +O
(
(t − ξ)N)

ast approachesξ throughH−∪R. Near∞we have a Taylor approximation in−1/t.
This defines the space in Part iii) as a subspace ofD−ω2−r .

These Taylor expansions imply thatprj2−rϕ has at most polynomial growth at
the boundary. SoD∞2−r is in fact a subspace ofD−∞2−r .
(e) Instead of Taylor expansions of any order, we may requirethatprj2−rϕ is near
eachξ ∈ P1

R
given by a convergent power series expansion. Then it extends as a

holomorphic function to a neighbourhood ofH− ∪P1
R

in P1
C
. That defines the space

Dω
2−r in Part iv).
The formulation with an inductive limit implies that we consider two extensions

to be equal if they have the same restriction toH−.

(f) If r ∈ Z≥2, andϕ is a polynomial function of degree at mostr − 2 the function
prj2−rϕ(t) extends holomorphically toP1

C
r {i}.

(g) We have defined a decreasing sequence of spaces of holomorphic functions on
the lower half-plane:D−ω2−r ⊃ D−∞2−r ⊃ D∞2−r ⊃ Dω

2−r ⊃ D
pol
2−r (the last one only if

r ∈ Z≥2).
One can show that the spacesD∗2−r arise as highest weight subspaces occurring

in principal series representations of the universal covering group of SL2(R). Then
Dω

2−r corresponds to a space ofanalytic vectors, D∞2−r to a space ofC∞-vectors,
D−∞2−r to a space ofdistribution vectors, andD−ω2−r to a space ofhyperfunction vec-
tors. This motivates the choice of the superscriptsω,∞, −∞ and−ω. See§A.2 in
the Appendix.

(h) The vector spacesDω
2−r andD∞2−r depend onr, the spacesD−∞2−r andD−ω2−r do

not.

Projective model. We have characterized the spacesD∗2−r in iii) and iv) in Defi-
nition 1.4 by properties ofprj2−rϕ, not ofϕ itself, and could also equally well use
prj2−rϕ in i) and ii).

We call prj2−rD∗2−r the projective modelof D∗2−r . Advantages of the projective
model are the simpler definitions and the fact that none of thespacesprj2−rD∗2−r
depends onr. Moreover, the projective model focuses our attention to the behavior
of the functions near the boundaryP1

R
of the lower half-plane.
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A big advantage of the spacesD∗2−r themselves is the simple form of the oper-
ators|2−rg with g ∈ SL2(R). We will mostly work with these spaces, and use the
projective model only where it makes concepts or proofs easier.

The formula in (1.1) for the operators|rg is the usual formula when one works
with holomorphic automorphic forms. Of course these operators can be formulated
in the projective model, as is done in Proposition 1.5 below.At first sight that de-
scription looks rather complicated. However, even this formula has its advantage,
as will become clear in the proof of Proposition 1.6.

Proposition 1.5. Let r ∈ C. Under the linear mapprj2−r the operators|2−rg with
g =

(
a
c

b
d

)
∈ SL2(R) correspond to operators|prj

2−rg given on h in the projective
model by

(1.20) h|prj

2−rg(t) = (a− ic)r−2
( t − i

t − g−1i

)2−r
h(gt) ,

for t ∈ H− and the choicearg(a− ic) ∈ [−π, π).

Proof. We want to determine the operator|2−rg for g =
(

a
c

b
d

)
∈ SL2(R) such that

the following diagram commutes:

prj2−rD−ω2−r

|prj
2−rg // prj2−rD−ω2−r

D−ω2−r

|2−rg //

prj2−r

OO

D−ω2−r

prj2−r

OO

For ϕ ∈ D−ω2−r put h = prj2−rϕ. Soϕ(t) = (i − t)r−2 h(t). Thenh|prj

2−rg (t) should be
given by

(
prj2−r (ϕ|2−rg)

)
(t) = (i − t)2−r (ct + d)r−2 (i − gt)r−2 h(gt)

So we need to check that

(i − t)2−r (ct + d)r−2 (i − gt)r−2 = (a− ic)r−2
( t − i

t − g−1i

)2−r
.

For g near to the identity in SL2(R) and t near−i this can be done by a direct
computation. The equality extends by analyticity of both sides to (t, g) ∈ H− ×G0.
(See (1.3) forG0.)

All factors are real-analytic in (t, g) on H− × SL2(R), except (ct + d)r−2 and
(a− ic)r−2. So we have to check that the arguments of these two factors tend to the
same limit asg =

(
a
c

b
d

)
→

(−p
0

q
−p−1

)
∈ SL2(R) r G0, with p > 0 andq ∈ R. We

have indeed arg(ct + d) → −π, and arg(a− ic)→ −π. �

Proposition 1.6. Each of the spacesDpol
2−r ,D

ω
2−r ,D∞2−r ,D−∞2−r andD−ω2−r is invariant

under the operators|2−rg with g ∈ SL2(R).

Proof. We work with the projective model. The factor
( t−i

t−g−1i

)2−r and its inverse

are holomorphic onP1
C
r p, werep is a path inH from i to g−1i in H. Multiplication

by this factor preserves the projective models of each of thelast four spaces. The
invariance ofDpol

2−r is easily checked without use of the projective model. �
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Definition 1.7. Let Γ be a cofinite subgroup of SL2(R) and letv be a multiplier
system for the weightr ∈ C. For each choice of∗ ∈ {−ω,−∞,∞, ω, pol

}
, we define

D∗
v,2−r as the spaceD∗2−r with the action|v,2−r of Γ, defined in (1.11).

Remark.The finite-dimensional moduleDpol
v,2−r is the coefficient module used by

Eichler [43]. Knopp [66] used an infinite-dimensional module isomorphic (under
ι in (1.6)) toD−∞

v,2−r for the cocycles attached to cusp forms of real weight. In our
approachDω

v,2−r will be the basicΓ-module.

1.6. Semi-analytic vectors. For a precise description of the image of the map
rωr from automorphic forms to cohomology with values inDω

v,2−r , we need more
complicated modules, in spaces where we relax the conditions in Part iv) of Defi-
nition 1.4 in a finite number of points ofP1

R
.

Definition 1.8. Semi-analytic vectors.

i) Let ξ1, . . . , ξn ∈ P1
R
.

(1.21) Dω
2−r [ξ1, . . . , ξn] := prj−1

2−r lim
−→
O(U) ,

whereU runs over the open sets inP1
C

that containH− andP1
R
r{ξ1, . . . , ξn}.

ii) Dω∗
2−r := lim

−→
Dω

2−r [ξ1, . . . , ξn], where{ξ1, . . . , ξn} runs over the finite subsets

of P1
R
.

iii) Dω0

2−r := lim
−→
Dω

2−r [a1, . . . , an], where{a1, . . . , an} runs over the finite sets of

cusps ofΓ.
iv) For ϕ ∈ Dω∗

2−r we define the set ofboundary singularitiesBdSingϕ as the
minimal set{ξ1, . . . , ξn} such thatϕ ∈ Dω

2−r [ξ1, . . . , ξn].

Conditions on the singularities. The elements of the spaces in Definition 1.8
can be viewed as real-analytic functions onR r E for some finite setE, without
conditions on the nature of the singularities at the exceptional points inE. We will
define subspaces by putting restrictions on the singularities that we allow.

If ϕ ∈ Dω
2−r thenh = prj2−rϕ is holomorphic at each pointξ ∈ P1

R
, hence its

power series atξ representsh on a neighbourhood ofξ in P1
C
:

(1.22) h(t) =
∑

n≥0

an (t − ξ)n (ξ ∈ R) , h(t) =
∑

n≥0

an t−n (ξ = ∞) .

If ϕ is in the larger spaceD∞2−r , then there need not be a power series that converges
to the functionh = prj2−rϕ, but only anasymptotic series

(1.23) h(t) ∼
∑

n≥0

an (t − ξ)n (ξ ∈ R) , h(t) ∼
∑

n≥0

an t−n (ξ = ∞) ,

valid ast approachesξ throughH− ∪ P1
R
. By this formula we mean that for any

orderN ≥ 1 we have

h(t) =
N−1∑

n=0

an (t − ξ)n +O
(
(t − ξ)N)
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ast → ξ throughH− ∪ P1
R
, and analogously forξ = ∞.

Smooth semi-analytic vectors.The first condition on the singularities that we define
is rather strict:

Definition 1.9. Dω,∞
2−r [ξ1, . . . , ξn] := Dω

2−r [ξ1, . . . , ξn] ∩ D∞2−r . We call it a space of
smooth semi-analytic vectors.

Semi-analytic vectors with simple singularities.We may also allow the asymptotic
expansions in (1.23) to run overn ≥ −1. This gives the following space of semi-
analytic vectors withsimple singularities:

Definition 1.10. We define spaces ofsemi-analytic vectors with simple singulari-
tiesby

(1.24)

Dω,smp
2−r [ξ1, . . . ξn] :=

{
ϕ ∈ Dω

2−r [ξ1, . . . , ξn] :

t 7→ (t − ξ j) (prj2−rϕ)(t) is in C∞(H− ∪ R) if ξ j ∈ R ,

t 7→ t−1 (prj2−rϕ)(t) is in C∞(H− ∪ P1
R r {0}) if ξ j = ∞

}
.

Example.Elements ofDω,smp
2−r [· · · ] turn up naturally. Often we will be interested in

equations like the following one:

h(t + 1)− h(t) = ϕ(t) ,

whereϕ is given. In the caseϕ ∈ Dpol
2−r with r ∈ Z≥2, we cannot find a solution

h in Dω
2−r if ϕ is a (nonzero) polynomial with degree equal tor − 2. If there is

a solutionh of the equation given by a polynomial, then degh = r − 1, andh
cannot be inDpol

2−r . Further note that such a solutionh is even not inDω
2−r , since

(prj2−rh)(t) = (i − t)2−r h(t) is not holomorphic at∞. However,t 7→ t−1 (prj2−rh)(t)
is holomorphic at∞, henceh ∈ Dω,smp

2−r [∞].

Semi-analytic vectors supported on an excised neighbourhood. Much more free-
dom leaves the last condition that we define. It does not work with asymptotic
expansions, but with the nature of the domain to which the function can be holo-
morphically extended.

Definition 1.11. A set Ω ⊂ P1
C

is an excised neighbourhoodof H− ∪ P1
R
, if it

contains a set of the form
U r

⋃

ξ∈E
Wξ ,

whereU is a standard neighbourhood ofH− ∪ P1
R

in P1
C
, whereE is a finite subset

of P1
R
, called theexcised set, and whereWξ has the form

Wξ =
{
hξz∈ H : |Rez| ≤ a and Imz> ε

}
,

with hξ ∈ SL2(R) such thathξ∞ = ξ, anda, ε > 0 .
Instead of “excised neighbourhood ofH−∪P1

R
with excised setE” we shall often

write E-excised neighbourhood.
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ξ1 ξ2Ω

Ω

Ωr r❄

Wξ1

W∞

✻

not inΩ

✔✗ ✔✗✖ ✕

Figure 1. An {∞, ξ1, ξ2}-excised neighbourhood.

A typical excised neighbourhoodΩ of H− ∪ P1
R

with excised setE = {∞, ξ1, ξ2}
looks as indicated in Figure 1.

Definition 1.12. For ξ1, . . . , ξn ∈ P1
R

we define spaces ofexcised semi-analytic
vector

(1.25) Dω,exc
2−r [ξ1, . . . , ξn] := prj−1

2−r lim
−→
O(Ω) ,

whereΩ runs over the{ξ1, . . . , ξn}-excised neighbourhoods.

Definition 1.13. For cond∈ {∞, smp, exc} we define

(1.26)
Dω∗,cond

2−r = lim
−→
Dω,cond

2−r [ξ1, . . . , ξn] ,

Dω0,cond
2−r = lim

−→
Dω,cond

2−r [a1, . . . , an] ,

where{ξ1, . . . ξn} runs over the finite subsets ofP1
R
, and{a1, . . . an} over the finite

sets of cusps ofΓ.

Notation.The conditions∞, and ‘smp’ can be combined with ‘exc’. For instance,
byDω∗,∞,exc

2−r we meanDω∗,∞
2−r ∩D

ω∗,exc
2−r .

Proposition 1.14. i) Dω
2−r [ξ1, . . . , ξn]|2−rg = Dω

2−r [g
−1ξ1, . . . , g

−1ξn] for each
g ∈ SL2(R). Hence

a) The spaceDω∗

2−r is invariant under the operators|2−rgwithg ∈ SL2(R).

b) The spaceDω0

2−r is invariant under the operators|2−rγ for γ ∈ Γ.
ii) The same holds for the corresponding spaces with condition∞, smpor exc

at the singularities.
iii) BdSing (ϕ|2−rg) = g−1 BdSingϕ for ϕ ∈ Dω∗

2−r andg ∈ SL2(R).

Proof. Most is clear. For Part ii) we check that the conditions are stable under the
operators|2−rg. �

Notation. We denote for each of these spacesDω∗

2−r , D
ω0

2−r , D
ω∗,cond
2−r , Dω0,cond

2−r , by
D∗
v,2−r that space provided with the action|v,2−r of Γ.
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1.7. Isomorphic cohomology groups.Theorems A and B give one characteriza-
tion of the images ofAr(Γ, v), Sr(Γ, v) andMr(Γ, v) under the maprωr in Theorem A
to the analytic cohomology groupH1(Γ;Dω

v,2−r ). At this point we have available all
Γ-modules to give several more characterizations of these images, thus extending
Theorems A and B.

Theorem E. LetΓ be a cofinite discrete subgroup ofSL2(R) with cusps, and letv
be a multiplier system for the weight r∈ C.

i) Suppose that r< Z≥2.

a) The imagerωr Ar(Γ, v) = H1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ) is equal to

H1
pb(Γ;Dω

v,2−r ,D
ω∗,exc
v,2−r ) ,

and canonically isomorphic to

H1
pb(Γ;Dω0,exc

v,2−r ) .

b) The codimension of H1pb(Γ;Dω
v,2−r ,D

ω0,exc
v,2−r ) in H1(Γ;Dω

v,2−r ) is infinite.

c) The natural map H1pb(Γ;Dω0,exc
v,2−r )→ H1

pb(Γ;Dω∗,exc
v,2−r ) is injective, and its

image has infinite codimension in H1
pb(Γ;Dω∗,exc

v,2−r ).
ii) Suppose that r∈ R r Z≥2.

The imagerωr Sr (Γ, v) = H1
pb(Γ;Dω

v,2−r ,D
ω0,∞,exc
v,2−r ) is equal to

H1
pb(Γ;Dω

v,2−r ,D
ω0,∞
v,2−r ) , H1

pb(Γ;Dω
v,2−r ,D

ω∗,∞
v,2−r ) ,

and canonically isomorphic to

H1
pb(Γ;Dω0,∞

v,2−r ) , H1
pb(Γ;Dω∗,∞

v,2−r ).

iii) Suppose that r∈ R r Z≥1.

a) The imagerωr Mrn(Γ, v) = H1
pb(Γ;Dω

v,2−r ,D
ω0,smp,exc
v,2−r ) is equal to

H1
pb(Γ;Dω

v,2−r ,D
ω0,smp
v,2−r ) , H1

pb(Γ;Dω
v,2−r ,D

ω∗,smp
v,2−r )

and canonically isomorphic to H1pb(Γ;D
ω0,smp
v,2−r ).

b) The space H1pb(Γ;Dω
v,2−r ,D

ω0,smp,exc
v,2−r ) is canonically isomorphic to the

space H1
pb(Γ;D

ω∗,smp
v,2−r ) if v(γ) , e−rℓ(γ)/2 for all primitive hyperbolic

elementsγ ∈ Γ, whereℓ(γ) is the hyperbolic length of the closed
geodesic associated toγ

Remarks.(a) In the statement of the theorem we speak of equality of mixed par-
abolic cohomology groups, all contained inH1(Γ,Dω

v,2−r), and of canonical iso-
morphisms, given by natural maps in cohomology corresponding to inclusions of
Γ-modules.

(b) Some of the isomorphisms underlying this theorem are valid for a wider class
of weights. See the results in Sections 12 and 13.
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(c) Proposition 13.5 gives some additional information concerningH1
pb(Γ;D

ω∗,smp
v,2−r )

if v(γ) = e−rℓ(γ)/2 for some primitive hyperbolicγ ∈ Γ.
(d) We will obtain Theorem E in many steps. We recapitulate the proof in Subsec-
tion 13.3

1.8. Harmonic lifts of holomorphic automorphic forms. The spaces of holo-
morphic automorphic forms are contained in larger spaces ofharmonic automor-
phic forms.

Definition 1.15. Let r ∈ C.
i) If U ⊂ H is open and the functionF on U is twice continuously differ-

entiable, then we callF an r-harmonic function onU if ∆r F = 0 for the
differential operator

(1.27) ∆r = −4y2 ∂2

∂z∂z̄
+ 2iry

∂

∂z̄
.

ii) An r-harmonic automorphic formwith the multiplier systemv is a function
F : H→ C that satisfies

a) F |v,rγ = F for all γ ∈ Γ.
b) F is r-harmonic.

We denote the linear space of such forms by Harmr (Γ, v).

Definition 1.16. Let r ∈ C. We call the following mapξr theshadow operator:

(1.28) (ξr F)(z) = 2i yr̄ ∂

∂z̄
F(z) .

A useful property of the shadow operator, which allows us to detectr-harmonic-
ity, is the following equivalence:

(1.29) F ∈ C2(U) is r-harmonic⇔ ξrF is holomorphic.

This is based on the relation∂
∂z̄ (ξrF) = − iyr̄−2

2 ∆r F.
The shadow operator induces an antilinear map

ξr : Harmr (Γ, v)→ A2−r̄ (Γ, v̄)

becauseξr sends elements in the kernel of∆r to holomorphic functions, and

(1.30) ξr
(
F |rg) = (ξr F)|2−r̄g for eachg ∈ SL2(R) .

We have an exact sequence ofR-linear maps

(1.31) 0→ Ar (Γ, v)→ Harmr(Γ, v)
ξr→ A2−r̄ (Γ, v̄) .

Definition 1.17. Let F ∈ A2−r̄ (Γ, v̄). We callH aharmonic liftof F if

H ∈ Harmr (Γ, v) and ξrH = F .

In §A.1.4 in the Appendix we discussr-harmonic automorphic forms on the
universal covering group.
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Remark 1.18. The action|v,r of Γ in the functions onH gives rise to various spaces
of invariants, for instance:

C∞v,r(Γ\H) =
{
f ∈ C∞(H) : f |v.rγ = f for all γ ∈ Γ

}
;

ker
(
∆r − λ : C∞v,r(Γ\H) −→ C∞v,r(Γ\H)

)
with λ ∈ C ,

real-analytic automorphic forms ;

Harmr (Γ, v) = ker
(
∆r : C∞v,r(Γ\H) −→ C∞v,r(Γ\H)

)
,

harmonic automorphic forms ;

Ar (Γ, v) = Harmr(Γ, v) ∩ O(H) ,

holomorphic automorphic forms.

For each of these spaces growth conditions at the cusp give rise to subspaces.

Real-analytic. A function on an open setU ⊂ R is real-analytic if on an open
neighbourhood of eachx0 ∈ U it is given by a convergent power series of the
form

∑
n≥0 cn (x − x0)n. This gives a holomorphic extension of the function to a

neighbourhood ofU in C.
A function on an open setU ⊂ C) is real-analytic if an open neighbourhood

of each pointz0 = x0 + iy0 ∈ U it is given by an absolutely convergent power
series

∑
n,m≥0 cn,m(x− x0)n (y − y0)m, or equivalently by a convergent power series∑

n,m≥0 dn,m
(
z− z0

)n (
z− z0

)m. The latter representations give a holomorphic exten-
sion of the function to some neighbourhood inC2 of the image of the domain of
the function under the mapz 7→ (z, z̄).

OnP1
C

one proceeds similarly, using power series in 1/zand 1/z̄on a neighbour-
hood of∞.

2. Modules and cocycles

In Section 1 we fixed the notations and defined most of the modules occurring in
the main theorems in the Introduction. Now we turn to the map from automorphic
forms to cohomology induced by (2). We also discuss the relation with the theorem
of Knopp and Mawi [71].

2.1. The map from automorphic forms to cohomology.

Definition 2.1. Let F be any holomorphic function onH.

(2.1) ωr(F; t, z) :=
(
z− t

)r−2 F(z) dz

for z ∈ H andt ∈ H−; we take−π2 < arg(z− t) < 3π
2 .

This definesωr (F; t, z) as a holomorphic 1-form in the variablez. The presence
of the second variable enables us to view it as a differential form with values in the
functions onH−.

Lemma 2.2. i) The differential formωr (F; ·, z) has values inDω
2−r .

ii) If r ∈ Z≥2 it has values in the subspaceDpol
2−r .
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Proof. In the projective model the differential form looks as follows:

(2.2) ω
prj
r (F; t, z) :=

(
prj2−rωr(F; ·, z)) (t) =

(z− t
i − t

)r−2
F(z) dz,

where for t ∈ H− and z ∈ H we have argz−t
i−t ∈ (−π, π). The factor

(
z−t
i−t

)r−2
is

holomorphic fort ∈ P1
C
r p, wherep is a path inH from i to z, which implies

Part i). Part ii) is clear from (2.1). �

Lemma 2.3. Let F be holomorphic onH.

i) ωr (F; ·, gz)|2−rg = ωr
(
F |rg; ·, z) for eachg ∈ SL2(R).

ii) ωr (F; ·, γz)|v,2−rγ = ωr
(
F |v,rγ; ·, z) for eachγ ∈ Γ.

iii)
∫ γz2

γz1
ωr(F; ·, z)|v,2−rγ =

∫ z2

z1
ωr

(
F |v,rγ; ·, z) for γ ∈ Γ and z1, z2 ∈ H. The

integral is independent of the choice of the path.

Proof. i) The relation amounts forg =
(

a
c

b
d

)
∈ SL2(R) to

(ct + d)r−2
( z− t
(ct + d) (cz+ d)

)r−2
F(gz)

dz

(cz+ d)2
= (z− t)r−2 (cz+ d)−r F(z) dz.

With the argument conventions in (1.2) for arg(cz+ d) with z ∈ H and
z ∈ H− this equality turns out to hold fort = −i andz = i. It extends
holomorphically fort ∈ H− andz ∈ H.

ii) With g = γ ∈ Γ we multiply the relation in Part i) byv(γ)−1.
iii) We note that∫ γz2

γz1

ωr(F; ·, z)|v,2−rγ (t) =
∫ z2

z1

ωr(F; ·; γz)|v,2−rγ (t) =
∫ z2

z1

ωr
(
F |v,rγ; t, z) .

The differential form is holomorphic, hence closed, and the integral does
not depend on the path of integration, only on the end-points.

�

Proposition 2.4. Let F ∈ Ar (Γ, v).

i) The mapψz0
F : γ 7→ ψ

z0
F,γ defined in(2) in the introduction is an element of

Z1(Γ;Dω
v,2−r ).

ii) The linear maprωr : Ar (Γ, v) → H1(Γ;Dω
v,2−r ) associating to F the coho-

mology class ofψz0
F is well defined.

iii) If r ∈ Z≥2 thenrωr Ar(Γ, v) ⊂ H1(Γ;Dpol
v,2−r ).

Proof. i) Since we integrate over a compact set inH the valuesψz0
F,γ are in

Dω
2−r . For the cocycle relation we compute forγ, δ ∈ Γ:

ψ
z0
F,γδ−ψ

z0
F,δ =

(∫ z0

δ−1γ−1z0

−
∫ z0

δ−1z0

)
ωr (F; ·, z) =

∫ δ−1z0

δ−1γ−1z0

ωr(F; ·z)

Part iii) in Lemma 2.3
=

∫ z0

γ−1z0

ω
(
F |v,rδ−1; ·, z)|v,2−rδ = ψ

z0
F,γ |v,2−rδ .
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ii) To see that the cohomology class ofψz0
F does not depend on the choice of

the base pointz0 we check that with two base pointsz0 andz1 the difference
is a coboundary:

ψ
z0
F,γ − ψ

z1
F,γ =

(∫ z0

γ−1z0

−
∫ z1

γ−1z1

)
ωr(F; ·, z)

=
(∫ γ−1z1

γ−1z0

−
∫ z1

z0

)
ωr(F; ·, z) Part iii) in Lemma 2.3

= b|v,2−rγ − b ,

with b =
∫ z1

z0
ωr (F; ·; z) in Dω

v,2−r . Hencerωr is well defined.
iii) See Part ii) of Lemma 2.2. �

2.2. Cusp forms. A cusp formF ∈ Sr (Γ, v) decays exponentially at each cuspa
of Γ, and we can define for the cuspa

(2.3) ψaF : γ 7→ ψaF,γ(t) :=
∫ a

γ−1a

ωr(F; t, z) .

We useσa such thata = σa∞ andπa = σaTσ−1
a as in§1.3. If |v(πa)| , 1, then

F
(
σa(x + iy)

)
may be unbounded as a function ofx ∈ R. Then it is important to

approach the cuspsa andγ−1a along a geodesic half-line.

Remarks. (a) If |v(πa)| , 1 some care is needed in the choice of the path of
integration in its approach ofa. Now F(σaz) may have exponential growth in
x = Rez, although for a givenx it has exponential decay as Im (z) = y ↑ ∞. The
integral converges uniformly if we restrictx to a suitable compact set, for instance
by requiring that the path approachesa along a geodesic half-line.
(b) Proposition 2.4 extends easily to the situation witha as the base point, and
we see thatψaF is a cocycle, and that a change in the choice of the cuspa adds

a coboundary. The following lemma prepares the identification ofDω0,∞,exc
v,2−r as a

Γ-module in whichψaF takes its values.

Lemma 2.5. Let a = g∞ with g ∈ SL2(R). Suppose that F is a holomorphic
function onH and that there is a> 0such that F(gz) = O(e−ay) asIm (z) = y→ ∞
for each value of x= Rez. For z0 ∈ H and t∈ H− we define h by

(2.4) h(t) =
∫ a

z0

ωr(F; t, z) ,

Then h extends holomorphically acrossP1
R
r{a} and defines an element of the space

Dω,∞,exc
2−r [a].

Proof. By Part i) of Lemma 2.3 it suffices to consider the casea = 0 andg =
(

0
1
−1

0

)
.

Inspection of (2.2) shows that

(prj2−rh)(t) =
∫ 0

z0

(z− t
i − t

)r−2
F(z) dz
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extends holomorphically toC r p, wherep is path fromz0 to 0. Since we can take
this path as a geodesic half-line, we have a holomorphic extension to a{0}-excised
neighbourhood. Henceh ∈ Dω,exc

2−r [0].
To show thath ∈ D∞2−r we need to show thath(t) has Taylor expansions of any

order at 0 valid on a region{t ∈ C : Im t ≤ 0, |t| < ε} for someε > 0.
We can assume that the path of integration approaches 0 vertically, and hence

h(t) = −i
∫ ε

0
(iy − t)r−2 F(iy) dy + a contribution inDω

v,2−r .

The contribution inDω
v,2−r is automatically inD∞

v,2−r , so we consider only the inte-
gral. Fory ∈ (0, ε], |t| ≤ ε and Imt ≤ 0 we have

(iy − t)r−2 = eπir /2 yr−2 (
1+ it/y

)r−2
,

with Reit/y ≥ 0. Taylor expansion of the factor (1+ it/y)r−2 is not completely
standard, sinceit/y is unbounded for the values oft andy under consideration. We
use the version of Taylor’s formula in Lang [79,§6, Chap. XIII]. It shows that the
error term in the Taylor expansion of orderN − 1 of (1+ q)a is

ON

(∫ 1

0
(1− x)N−1 (1+ xq)a−N qN dx

)
= ON(qN) ,

if N > Rea. (The subscriptN indicates that the implicit constant may depend
on N.) For sufficiently largeN this leads to

(
1+ it/y

)r−2
=

N−1∑

n=0

(
r − 2

n

)
in tn y−n +ON

(
tNy−N)

and hence
∫ ε

0
(iy − t)r−2 F(iy) dy = eπir /2

N−1∑

n=0

(
r − 2

n

)
intn

∫ ε

0
yr−2−n F(iy) dy

+ON

(∫ ε

0
yr−2−N tN F(iy) dy

)
.

The exponential decay ofF implies that all integrals converge, and we obtain a
Taylor expansion of the integral of any order that is valid for t ∈ H−∪R near 0. �

Parabolic cohomology and mixed parabolic cohomology.For z0 ∈ H the cocycle
ψ

z0
F for a cusp formF takes values inDω

v,2−r . The next result shows thatψaF is a
parabolic cocycle in a larger module, and relates both cocycles.

Proposition 2.6. Let r ∈ C.

i) For each cuspa of Γ and each F∈ Sr (Γ, v) the cocycleψaF defined in(2.3)

is a parabolic cocycle in H1pb(Γ;Dω0,∞,exc
v,2−r ).

ii) Associating to F∈ Sr(Γ, v) the cohomology class[ψaF ] defines a linear map

(2.5) r∞r : Sr(Γ, v) −→ H1
pb(Γ;Dω0,∞,exc

v,2−r ) .

iii) rωr Sr(Γ, v) ⊂ H1
pb(Γ;Dω

v,2−r ,D
ω0,∞,exc
v,2−r ).



24 ROELOF BRUGGEMAN, YOUNGJU CHOIE, AND NIKOLAOS DIAMANTIS

iv) The following diagram is commutative:

(2.6)

Sr (Γ, v)
rωr //

r∞r ''PP
PP

PP
PP

PP
PP

P
H1

pb(Γ;Dω
v,2−r ,D

ω0,∞,exc
v,2−r ) �

� //

��

H1(Γ;Dω
v,2−r )

H1
pb(Γ;Dω0,∞,exc

v,2−r )

The vertical arrow denotes the natural map associated to theinclusion

Dω
v,2−r ⊂ D

ω0,∞,exc
v,2−r .

Remark.For r ∈ Z≥2, the linear mapsrωr andr∞r take values in the much smaller
Γ-moduleDpol

v,2−r .

Proof. We split the integral in (2.3) as−
∫ γ−1a

z1
+

∫ a
z1

for any z1 ∈ H, and find

with Lemma 2.5 thatψaF ∈ D
ω∗,∞,exc
v,2−r ∩ Dω

v,2−r [a, γ
−1a] ⊂ Dω0,∞,exc

v,2−r . So ψaF ∈
Z1(Γ;Dω0,∞,exc

v,2−r ).
Like in the proof of Proposition 2.4, replacing the cuspa by another cusp means

adding a coboundary inB1(Γ;Dω0,∞,exc
v,2−r ). We haveψaF,πa = 0, and hence for a cusp

η there isp ∈ Dω0,∞,exc
v,2−r such that

ψaF,πη = ψ
η

F,πη
+ p|v,2−r (πη − 1) ∈ 0+Dω0,∞,exc

v,2−r |v,2−r (πη − 1) .

SoψaF is a parabolic cocycle, andF 7→ [ψaF ] defines a linear mapr∞r as in Part ii).
For F ∈ Sr (Γ, v) andz0 ∈ H we have for each cuspa of Γ

ψ
z0
F,πa
= ψaF,πa + h|v,2−r (πa − 1) ,

with h =
∫ a
z0
ωr(F; ·, z). With Lemma 2.5 we haveψz0

F,πa
∈ Dω0,∞,exc

v,2−r |v,2−r (πa − 1).
This gives Parts iii) and iv). �

2.3. The theorem of Knopp and Mawi. Suppose that∞ is a cusp ofΓ, and that
Γ∞ is generated byT =

(
1
0

1
1

)
. (This can be arranged by conjugation in SL2(R).)

The involutionι in (1.6) gives a parabolic cocycleιψ∞F of the form

(2.7) (ιψ∞F,γ)(w) =
∫ ∞

γ−1∞
(z− w̄)r−2 F(z) dz =

∫ ∞

γ−1∞

(
z̄− w)r̄−2 F(z) dz̄.

This describes Knopp’s cocycle [66, (3.8)]. In that paper the weightr is real and
the multiplier systemv unitary, so ¯v = v−1. (Actually, in [66] the multiplier system
for F is calledv̄, and the weight is calledr + 2.)

The values ofιψ∞F are in the spaceιDω0,∞
2−r which is contained in the space

(2.8) P := ιD−∞2−r =
{
ϕ ∈ O(H) : ∃A∈R ϕ(z) = O

(
y−A) +O

(|z|A)
}

(polynomial growth), which is invariant under the action|v̄,r̄ of Γ. (The notationP
is taken from [66].)
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Knopp [66] conjectured that the mapF 7→ [ιψ∞F ] gives a bijectionSr(Γ, v) →
H1

pb(Γ,P), and proved this forr ∈ R r (0, 2). He also gives a proof, by B.A. Taylor,
thatH1

pb(Γ;P) = H1(Γ;P). In [71] Knopp and Mawi prove the isomorphism for all
weightsr ∈ R and unitary multiplier systemsv. Transforming their result to the
lower half-plane we obtain the following theorem:

Theorem 2.7. (Knopp, Mawi) Let v be a unitary multiplier system onΓ for the
weight r∈ R. Then

(2.9) Sr (Γ, v) � H1(Γ;D−∞v,2−r ) � H1
pb(Γ;D−∞v,2−r ) .

In combination with the, not yet proven, Theorems A and B we obtain the fol-
lowing commuting diagram, valid for weightsr ∈ R r Z≥2 and unitary multiplier
systems:

(2.10)

Ar(Γ, v)
� � rωr // H1(Γ;Dω

v,2−r )

��
Sr (Γ, v)

� //?�

OO

H1(Γ;D−∞
v,2−r )

This implies that there is a complementary subspaceX giving a direct sum de-
compositionAr (Γ, v) = Sr(Γ, v) ⊕ X, such that forF ∈ X the cocycleψz0

F becomes a
coboundary inZ1(Γ;D−∞

v,2−r ). Then there isH ∈ D−∞
v,2−r such thatH|v,2−rγ−H = ψz0

F,γ
for all γ ∈ Γ, in other words

∫ z0

γ−1z0

(z− t)r−2 F(z) dz = (H|v,2−rγ)(t) − H(t) .

Remark 2.8. The operatorι can also be applied to the linear maprωr . Thus we
have twoR-linear maps from automorphic forms to cohomology:

(2.11)
rωr : Ar(Γ, v)→ H1(Γ;Dω

v,2−r ) ,

ιrωr : Ar(Γ, v)→ H1(Γ; ιDω
v,2−r ) .

The second map is antilinear.
These two maps become interesting in the caser ∈ Z≥2 with a real-valued multi-

plier systemv. ThenDω
v,2−r andιDω

v,2−r have a nonzero intersection, namelyDpol
v,2−r .

2.4. Modular group and powers of the Dedekind eta-function. The modular
groupΓ(1) = SL2(Z) is generated byT =

(
1
0

1
1

)
andS =

(
0
1
−1

0

)
. In the quotient

Γ(1) = SL2(Z) the relations arēS2 = 1 and (̄ST̄)3 = 1. There is a one-parameter
family of multiplier systems parametrized byr ∈ C mod 12Z, determined by

(2.12) vr(T) = eπir /6 , vr(S) = e−πir /2 .

It can be used for weightsp ≡ r mod 2. The complex powerη2r of the Dedekind
eta-function can be chosen in the following way:

(2.13) η2r (z) := e2r logη(z) , logη(z) =
πi
12
−

∑

n≥1

σ−1(n) e2πinz .
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It definesη2r ∈ Ar
(
Γ(1), vr

)
. The Fourier expansion at the cusp∞ has the form

(2.14) η2r (z) =
∑

k≥0

pk(r) e2πi(12k+r)z/12 ,

where thepk(r) are polynomials inr of degreek with rational coefficients. These
polynomials have integral values at eachr ∈ 1

2Z. For Rer > 0 we haveη2r ∈
Sr

(
Γ(1), vr

)
, and the parabolic cocycleψ∞

η2r given by

(2.15) ψ∞
η2r ,γ

(t) =
∫ ∞

γ−1∞
(z− t)r−2 η2r(z) dz.

Convergence is ensured by the exponential decay ofη2r (z) asy ↑ ∞, and by the
corresponding decay at other cusps by the invariance ofη2r under|vr ,rγ.

SinceT∞ = ∞ we haveψ∞
η2r ,T
= 0. The cocycleψ∞

η2r is determined by its value
on the other generator

(2.16) ψ∞
η2r ,S(t) =

∫ ∞

0
(z− t)r−2 η2r (z) dz.

We haveψ∞
η2r ,S
∈ Dω,exc

vr ,2−r [0,∞] ⊂ Dω0,exc
vr ,2−r . This function is called theperiod func-

tion of η2r . The relations between̄S andT̄ imply

(2.17) ψ∞
η2r ,S|vr ,2−rS = −ψ∞η2r ,S , ψ∞

η2r ,S|vr ,2−r
(
1+ S T+ S TS T) = 0 ,

which is equivalent to

(2.18) ψ∞
η2r ,S|vr ,2−rS = −ψ∞η2r ,S , ψ∞

η2r ,S = ψ∞
η2r ,S|vr ,2−r

(
T + TS T

)
.

Let us put

(2.19) I (r, s) :=
∫ ∞

0
ysη2r (iy)

dy
y
.

The decay properties ofη2r imply that this function is holomorphic in (r, s) for
Rer > 0 ands∈ C.

The reasoning in the proof of Lemma 2.5 gives that for a givenε > 0 andt ∈ H−
with |t| < ε we have

i
∫ ε

0
(iy − t)r−2η2r (iy) dy = eπir /2

N−1∑

n=0

(
r − 2

n

)
intn

∫ ε

0
yr−2−nη2r (iy) dy +On(tN)

for all sufficiently largeN. The integral over (ε,∞) can be computed by direct
insertion of the Taylor series for (iy − t)r−2. SincetN = O(εN), this leads to the
following equality for the period function:

(2.20) ψ∞
η2r ,S(t) = eπir /2

∑

n≥0

in
(
r − 2

n

)
I (r, r − 1− n) tn ,

for Rer > 0, s∈ C andt ∈ H− near 0.
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For a real weightr > 0 one has the estimatepk(r) = O(kr/2) from the fact that
η2r is a cusp form. For Res> 1+ r/12 the integralI (r, s) can be expressed in terms
of theL-series

(2.21)
L(η2r , s) =

∑

k≥0

pk(r)
(r/12+ k)s ,

I (r, s) = (2π)−sΓ(s) L(η2r , s) .

Usually one defines the analytic continuation ofL-functions by the expressing it in
the period integral (2.20).

If Re r ≤ 0, ψz0

η2r is defined only with a base pointz0 ∈ H. For instance, the case

r = 0 gives the constant function 1= η0 ∈ A0
(
Γ(1), 1

)
, with the trivial multiplier

systemv0 = 1, for which

(2.22) ψ
z0

η0,γ
(t) =

1

γ−1z0 − t
− 1

z0 − t
.

It can be checked by a direct computation thatψ
z0
1,γ − ψ

z1
1,γ = b|1,2(γ − 1), with

b(t) = 1
z0−t −

1
z1−t .

We use this to find a substitute for the cocycleψ∞
η0. The rational functionb∞(t) =

1
z0−t is an element ofDω,exc

1,2 [∞]. Subtracting the coboundaryγ 7→ b∞|2(γ− 1) from

ψ
z0

η0 gives the parabolic cocyclẽψ ∈ Z1(Γ(1);Dω0,exc
1,2

)
given onγ =

(
a
c

b
d

)
∈ Γ(1) by

(2.23) ψ̃γ(t) =
−c

ct + d
.

This cocycleψ̃ is parabolic, sincẽψT = 0. It gives the period functioñψS =
−1
t

in Dω0,exc
1,2 . It is in the subspace of rational functions, hence one callsit a rational

period function. In §5.2 we will return to this example.

2.5. Related work. Much of the work on the relation between automorphic forms
and cohomology is done for integral weights at least 2. The association of cocycles
to automorphic forms is stated clearly in 1957 by Eichler, [43, §2]. Eichler gives
the integral in (2), and notes [43, (17),§2] that for cusp forms the cocycles have the
property that we now call parabolic.

The idea can be found earlier in the literature. As pointed out in [41], Poincaré
mentions already in 1905 [100,§3] the repeated antiderivative of automorphic
forms and polynomials measuring the non-invariance. Also Cohn [32] mentions
this relation in the main theorem, for modular forms of weight 4.

Shimura [112] studies the relation between cusp forms and cohomology groups
with the aim of obtaining a lattice in the space of cusp form such that the quotient
is an abelian variety. He discusses real and integral structures in the cohomology
groups.

Since then the relation between automorphic forms and cohomology has been
studied in numerous papers, of which we here mention Manin [86].
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The use of the space of rational functions for cocycles associated to modular
forms originates in Knopp [67]. Kohnen and Zagier [73] used it for period func-
tions on the modular group. In [73] the concept of mixed parabolic cohomology
seems to be arising. See also [119].

3. The image of automorphic forms in cohomology

The main goal of this section is to show that

(3.1) rωr Ar(Γ; v) ⊂ H1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ) .

This will contribute to the proof of Theorem A (which will be completed in Sub-
section 10.5). In Subsection 3.6 we will describe, under assumptions onr andv,
and based on the truth of Theorem A, the imagesrωr Sr(Γ, v) andrωr Mr(Γ, v). This
gives Theorem B.

We start in Subsection 3.1 with a simple lemma, with which we immediately
can prove some of the isomorphism in Theorem E on page 18.

3.1. Mixed parabolic cohomology groups. To show thatψ ∈ Z1(Γ;Dω
v,2−r ) is a

parabolic cocycle inZ1
pb(Γ;Dω

v,2−r ,W) for someΓ-moduleW ⊂ Dω∗

v,2−r we have to
find for each cuspa of Γ an elementha ∈W such that

(3.2) ψπa = ha|v,2−r (πa − 1) .

The following result gives the position of the singularities of the solutions.

Lemma 3.1. If h ∈ Dω∗

2−r satisfiesλ−1 h|2−rπ − h ∈ Dω
2−r for a parabolic element

π ∈ SL2(R) andλ ∈ C∗, thenBdSing h ⊂ {a}, wherea is the unique fixed point ofπ.

Proof. Each parabolic elementπ ∈ SL2(R) is conjugate in SL2(R) to T =
(

1
0

1
1

)
or

to T−1. With (1.5) we can transform the hypothesis in both cases toλ−1 h|2−rT−h ∈
Dω

2−r . If h has singularities inR put them in increasing order:ξ1 < ξ2 < · · · . Then
ξ1 − 1 = T−1ξ1 ∈ BdSing

(
h|2−rT

)
, and cannot be canceled by a singularity ofh.

So a singularity can occur only at∞, and only ata in the original situation. �

Proposition 3.2. Let r ∈ C. Then

H1
pb(Γ;Dω

v,2−r ,D
ω0

v,2−r ) = H1
pb(Γ;Dω

v,2−r ,D
ω∗

v,2−r ) ,

H1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ) = H1

pb(Γ;Dω
v,2−r ,D

ω∗,exc
v,2−r ) ,

H1
pb(Γ;Dω

v,2−r ,D
ω0,smp
v,2−r ) = H1

pb(Γ;Dω
v,2−r ,D

ω∗,smp
v,2−r ) ,

H1
pb(Γ;Dω

v,2−r ,D
ω0,∞
v,2−r ) = H1

pb(Γ;Dω
v,2−r ,D

ω∗,∞
v,2−r ) .

Proof. If ψ ∈ Z1
pb(Γ;Dω

v,2−r ,Dω∗
v,2−r ) then we have for each cuspa an elementh ∈

Dω∗

v,2−r such thath|v,r (πa − 1) = ψπa . This is the situation considered in Lemma 3.1,

soh ∈ Dω
v,2−r [a]. Henceψ ∈ Z1

pb(Γ;Dω
v,2−r ,D

ω0

v,2−r ). The same argument is valid for
the other cases. �
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3.2. The parabolic equation for an Eichler integral.

Definition 3.3. We call a functionF on a subset ofC that is invariant under hor-
izontal translations,λ-periodic if it satisfiesF(t + 1) = λ F(t) for all t in its
domain.

Example. For an automorphic formF ∈ Ar (Γ, v) and a cuspa, the relationF |v,rπa =
v(πa) F implies that the translated functionF |rσa is v(πa)-periodic.

Parabolic difference equation.We take an arbitrary holomorphicλ-periodic func-
tion E onH. It has an absolutely convergent Fourier expansion

(3.3) E(z) =
∑

n≡α mod 1

an e2πinz

onH with λ = e2πiα, α ∈ C. In the next subsections we aim to find functionsh such
that

(3.4) λ−1 h(t + 1)− h(t) =
∫ z0

z0−1
(z− t)r−2 E(z) dz

at least fort ∈ H− ∪ R, and to get information concerning its behavior near∞.

3.3. Asymptotic behavior at infinity. It will be useful to understand the behavior
of prj2−rh at∞ for solutionsh of (3.4). For functionsf onRwe understand in these
notes f (t) ∼ ∑

n≥k cn t−n to meanf (t) =
∑N−1

n=k cn t−n + O(t−N) as t → ±∞ for all
N ≥ k. So f (t) ∼ 0 meansf (t) = O(t−N) for all N ∈ Z≥0.

For elementsf ∈ D∞2−r we know that there are coefficientsbn such that

(prj2−r f )(t) ∼
∑

n≥0

bn t−n

ast approaches∞ throughH−∪R. So we have surely this behavior ast approaches
∞ throughR.

Lemma 3.4. Let r ∈ C andλ ∈ C∗, and suppose that f∈ Dω
2−r [∞] is λ-periodic.

We consider asymptotic expansions of(prj2−r f )(t) = (i − t)2−r f (t) of the type

(3.5) (prj2−r f )(t) ∼
∑

n≥k

bn t−n for some k∈ Z .

i) If f satisfies(3.5)for t ↑ ∞ as well as for t↓ −∞ (with the same coefficients
bn), then

a) f is a constant function ifλ = 1 and r ∈ Z. In this case r≥ k+ 2.
b) f = 0 in all other cases.

ii) Letε ∈ {1,−1}. Suppose that f satisfies(3.5)asεt ↑ ∞. Then
a) if λ = 1 and r ∈ Z≥k+2, then f is a constant function;
b) else if|λ| = 1, then f= 0;
c) else f(t) ∼ 0 asεt ↑ ∞.
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Proof. Consider f ∈ Dω
2−r [∞] that is λ-periodic and has an expansion (3.5) as

t ↑ ∞, or t ↓ −∞, or both. If the expansion is non-zero it has the formbn t−n +

bn+1 t−n−1 + · · · wherebn , 0. Insertion in

(prj2−r f )(t + 1) = λ
(1− (i − 1)/t

1− i/t

)2−r
(prj2−r f )(t)

gives
λbn = bn , λ

(
bn+1 − (r − 2)bn) = bn+1 − n bn .

This is impossible withbn , 0 if λ , 1. If λ = 1 it is possible ifn = r − 2 ≥ k, and
has solutions corresponding to a constant functionf (t) = c, and

(prj2−r f )(t) = (i − t)2−r c .

This shows that non-zero expansions occur only in the Case a)in Part i).
In this case we setf0(t) = f (t)− c. We setf0 = f otherwise. Thenf0 ∈ Dω

2−r [∞]
is λ-periodic with expansion (prj2−r f0)(t) ∼ 0. In other words, (prj2−r f0)(t) =
O(t−N) for any orderN ∈ Z≥0, and then the same holds forf0(t). To show that
f = 0 in Case b) of i), we notice that, as aλ-periodic function, f0 has a Fourier
expansion and the estimatef (t) = O(t−N) holds for each Fourier term, which is of
the formcn e2πint with e2πin = λ. For expansion in both directions,|t| → ∞, this
implies that all Fourier terms vanish, and hencef = 0. This finishes the proof of
Part i).

For a one-sided expansion, sayt → ∞, there might be Fourier terms that satisfy
e2πint ∼ 0 ast ↑ ∞, namely if Imn < 0. This possibility and the same possibility
as t ↓ −∞ are excluded by the assumption|λ| = 1 in Part ii)b). Without this
assumption,f (t) ∼ 0. �

3.4. Construction of solutions. We break up the Fourier expansion (3.3) in three
parts, according to Ren > 0, Ren < 0 and Ren = 0.

Cuspidal case.

Lemma 3.5. Suppose that the Fourier expansion(3.3)has the form

E(z) =
∑

n≡α mod 1, Ren>0

an e2πinz ,

with α ∈ C, λ = e2πiα.

i) If r ∈ C r Z≥2, then there is a unique h∈ Dω,∞,exc
2−r [∞] satisfying(3.4).

ii) If r ∈ Z≥2 then(3.4)has solutions inDpol
2−r .

a) If λ = e2πiα
, 1, then there is a unique solution.

b) If λ = 1, then the solutions of(3.4) in Dpol
2−r are unique up to addition

of a constant.

Proof. Lemma 2.5 states that

(3.6) h0(t) :=
∫ ∞

z0

(z− t)r−2 E(z) dz

definesh0 ∈ Dω,∞,exc
2−r [∞]. If we take a vertical path of integration, thenh0 is a

holomorphic function onC r (z0 + i[0,∞)).
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Let us considert ∈ C with Im t <
Im z0. The integral over the closed path
sketched in Figure 2 on the right equals
zero for alla > 0, and due to the expo-
nential decay ofE the limit asa → ∞
of the integrals over the sides depend-
ing ona > 0 exist. Hence we get
∫ ∞

z0−1
(z− t)r−2 E(z) dz

=

∫ z0

z0−1
(z− t)r−2 E(z) dz+ h0(t) .

q q

q qz0 + iaz0 − 1+ ia

z0 − 1 z0

Figure 2
Like in Part iii) of Lemma 2.3 this gives

λ−1 h0(t + 1) = λ−1
∫ ∞

z0

(z− t − 1)r−2 E(z) dz =
∫ ∞

z0−1
(z− t)r−2 E(z) dz

= h0(t) +
∫ z0

z0−1
(z− t)r−2 E(z) dz.

This relation extends holomorphically to allt ∈ C outside the region determined
by Rez0 − 1 ≤ Ret ≤ Rez0 and Imt ≥ Im z0. So h0 is a solution of (3.4) in
Dω,∞,exc

2−r [∞].
Let h be another solution inDω,∞,exc

2−r [∞]. Then p = h − h0 is a λ-periodic
function inD∞2−r , and henceprj2−r p has an expansion as in Lemma 3.4, withk ≥ 0.
If r ∈ C r Z≥2 then Part i) a) and Part ii) of Lemma 3.4 implies thatp = 0 so that
we have proved Part i) of this lemma.

To prove Part ii) letr ∈ Z≥2. It is clear from the integral thath0 ∈ Dpol
2−r if

r ∈ Z≥2. If λ = 1 it reduces to the case b) in Part i) of Lemma 3.4. Sop is a non-
zero constant. This handles Part ii)b) of the present lemma.If λ , 1, it reduces to
the case a) in Part ii) of Lemma 3.4 so thatp = 0. This gives Part a) in Part ii) of
the present lemma. �

Exponentially increasing part.

Lemma 3.6. Suppose that the Fourier expansion(3.3)has the form

(3.7) E(z) =
∑

n≡α mod 1, Ren<0

an e2πinz ,

with α ∈ C, λ = e2πiα.

i) Equation(3.4) has solutions h∈ Dω,exc
2−r [∞], among which occurs a solu-

tion for whichprj2−rh(t) has an asymptotic expansion as t↑ ∞ of the form∑
n≥0 cnt−n.

ii) Let |λ| = 1 and E , 0. For none of these solutions h do we have an
asymptotic expansion of the formprj2−rh(t) ∼ ∑

n≥k qk t−n valid for t ↑ ∞
and for t↓ −∞ with the same coefficients.



32 ROELOF BRUGGEMAN, YOUNGJU CHOIE, AND NIKOLAOS DIAMANTIS

Proof. We cannot use the integral in (3.6), sinceE has exponential growth onH.

R

rz0

❄

Figure 3

The convergence ofE(z) in H implies
good growth for its Fourier coefficients.
This growth then implies thatE(z) can
be defined onC with exponential decay
as Imz ↓ −∞. So we use a path of inte-
gration as in Figure 3.

In this way we obtain a holomorphic functionhri on the region Ret > Rez0

given by

(3.8) hri(t) =
∫

z0−i[0,∞)
(z− t)r−2 E(z) dz,

and satisfying (3.4) for these values oft.

R

rz0

✬✩

❄
Figure 4

Deforming the integral as in Figure 4
we get the holomorphic continuation of
hri to a larger region. In this way we get
the continuation to the regionCr

(
z0 +

i[0,∞)
)
. By analytic continuation, the

extension satisfies (3.4) on the region
Cr

(
z0+[−1, 0]+i[0,∞)

)
. We normalize

the factor (z−t)r−2 by requiring thatπ2 ≤
arg(z− t) ≤ 3π

2 if Re t > Rez0 andz is
on the path of integration.

We have

(3.9) (prj2−rhri)(t) =
∫

z0

(z− t
i − t

)r−2
E(z) dz,

over a path of integration starting atz0 going down to∞, adapted tot, and normal-
ized by arg

(z−t
i−t

)→ 0 ast ↑ ∞. We consider the asymptotic behavior of (prj2−rhri )(t)
ast ↑ ∞ throughR. The exponential decay ofE as Imz ↓ −∞ implies that for a
fixed larget in R the contribution of the integral over Imz < −1

2t can be estimated
by O(e−εt) ast → ∞, with ε > 0 depending onE, α in (3.7), andz0. We insert the
Taylor expansion of orderN of

(z−t
i−t

)r−2 in 1
t into the remaining part of the integral,

and find an expansion starting atk = 0, but only ast ↑ ∞. In this way we obtain
the second statement in Part i).

Actually, if we apply the same reasoning to the integral in (3.9) for t ↓ −∞
we get the same expansion, with the same coefficients. However, that is not an
expansion ofhri , but of another solutionhle, which we can define in the following
way.
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An equally sensible choice is the
path of integration sketched in Fig-
ure 5. Now the path has to be chosen
so thatt is to the left of it, and below
it if Re t > Rez0. This defines an-
other solutionhle ∈ Dω,exc

2−r [∞] of (3.4).
The normalization of the correspond-
ing integrand forprj2−rhle is also by
arg

(z−t
i−t

)→ 0 ast ↑ ∞.
As indicated above,hle(t) has an as-

ymptotic expansion ast ↓ −∞, with the
same coefficients as in the expansion of
hri(t) ast ↑ ∞.

R

rz0

✗✔

❄

Figure 5

st
✗✔

❄

✗✔

✻

Figure 6

Both hri and hle are solutions of (3.4)
for E as in (3.7). We have fort ∈ R

(
prj2−r (hri (t) − hle)

)
(t)

=

∫

D

(z− t
i − t

)r−2
E(z) dz,

over a path of integration indicated in
Figure 6.
This integral is holomorphic inr ∈ C.
For Rer > 1 it can be computed by
deforming the path of integration to
the vertical half-line downward fromt.
This leads to the following result:

(3.10)
(
prj2−r (hri − hle)

)
(t) =

(2π)2−r eπir /2

Γ(2− r)
(i − t)r−2

∑

n≡α mod 1,Re (n)<0

an

(−n)r−1
e2πint .

This difference gives aλ-periodic functionH = hri − hle. Moreover, the difference
is holomorphic inr ∈ C. So the equality is valid for allr ∈ C.

Now let |λ| = 1. Suppose thath ∈ Dω,exc
2−r is a solution of (3.4) with a two-

sided asymptotic expansion. We haveh = hri + pr = hle + pℓ with λ-periodic
pr , pℓ ∈ Dω,exc

2−r [∞].
Suppose that the differencepr = h− hri has an asymptotic expansion ast ↑ ∞.

Part ii) of Lemma 3.4 shows thatpr is constant (and zero in most cases). Similarly
pℓ = h− hle is constant. Sohri − hle is constant. However, in (3.10) we see that this
implieshri − hle = 0 by the assumption Ren < 0 in (3.7). Then allan vanish and
E = 0. �

Remaining Fourier term.We are left with the multiples ofe2πinz with Ren = 0. So
n = i Im α ≡ α mod 1.

Lemma 3.7. Suppose that E(z) = e−2πzn with Ren = 0, n , 0. Then Equation(3.4)
has solutions inDω,exc

2−r [∞].
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Proof. We can still find a direction in whichE(z) decays exponentially.

In the case Imn < 0 we choose a path
as indicated in Figure 7. We can pro-
ceed as in the proof of Lemma 3.6. R

rz0

✔✛

Figure 7

R

rz0

✗ ✲

Figure 8

For Imn > 0 we use the path in Fig-
ure 8. Again,we can proceed as in the
proof of Lemma 3.6. �

Lemma 3.8. Let r ∈ C, λ = 1 and E(z) = 1.

i) Equation(3.4)has the following solution inDω,exc
2−r [∞]:

(3.11) h(t) =


(1− r)−1 (z0 − t)r−1 if r , 1 ,

− log(z0 − t) if r = 1 ,

where we choose in both cases−π2 < arg(z0 − t) < 3π
2 .

ii) For r , 1 this is the unique solution inDω,exc
2−r [∞] for whichprj2−rh has an

asymptotic expansion valid for t↑ ∞ and for t↓ −∞.
iii) If r = 1 there are no solutions inDω,exc

2−r [∞] that have a two-sided asymp-
totic expansion at∞ in the projective model.

Proof. Part i) can be checked by a computation of the integral in (3.4). For r ,
1 it is seen that (prj2−rh)(t) has a two-sided asymptotic expansion of the form
(prj2−rh)(t) ∼ ∑

n≥−1 cnt−n. For r = 1 this solution clearly has no such expansion.
Any other solution is of the formh + p with a 1-periodic functionp. If it has

a two-sided asymptotic expansion it is zero, by Part i) of Lemma 3.4. This gives
Part ii) of the present lemma. For Part iii) one can check thatno 1-periodic function
can produce logarithmic behavior at∞. �

Example. Only for a constant functionE we have given an explicit formula for a
solutionh. It is possible to express solutions for the other cases in terms of sums
of incomplete gamma-functions.

For the powers of the Dedekind eta-function we get for Rer > 0 a solution of
the form

(3.12)
h(t) = −ieπir /2 (2π)1−r

∑

k≥0

pk(r)
(
r/12+ k)1−r

· e2πi(12k+r)t/12 Γ
(
r − 1, 2πi(r/12+ k)(t − z0)

)
,

with the incomplete gamma-function

(3.13) Γ(a, u) =
∫ ∞

u
va−1 e−v dv = e−u

∫ ∞

x=0
(u+ x)a−1 e−x dx.
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The incomplete gamma-function is well defined onC r (−∞, 0]. That suffices
for (3.12) if Rer > 0 andt ∈ H−.

If Re r ≤ 0, the same formulas can be used for the terms in the Fourier expansion
with Re r

12 + k > 0. For the remaining terms withk + r
12 , 0 the choices in this

subsection lead also to the same expression with incompletegamma-functions, but
now interpreted with a choice of a suitable branch of the multivalued extension.
Fork+ r

12 = 0 we can use the formula forr , 1 in Lemma 3.8.

3.5. Image of automorphic forms in the analytic cohomology.Now we can
take a step towards the proof of Theorem A:

Theorem 3.9. For all r ∈ C and all multiplier systems for the weight r:

(3.14) rωr Ar(Γ, v) ⊂ H1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ) .

Proof. As explained in§3.2 we have to solve, for each cuspa of Γ, Equation (3.2)

with an element ofDω0,exc
v,2−r . Lemma 3.1 shows that such solutions always satisfy

BdSing h ⊂ {a}, hence if we have a solution inDω∗,exc
v,2−r it is inDω0,exc

v,2−r .
By conjugation, the task is equivalent to solving (3.4) withE replaced byF |rσa.

The Fourier series ofE, which is the Fourier expansion ofF at the cuspa, is split
up as a sum of two or three terms. The existence of solutions isobtained in the
Lemmas 3.5–3.8. �

3.6. Proof of Theorem B. Assuming that Theorem A has been proved, we now
prove Theorem B. We use the results concerning asymptotic expansions in§3.4.
There we have seen that we need|λ| = 1 to get satisfactory results. Hence we
impose the assumptions of real weight and unitary multiplier system, which are
the same assumptions as in the Theorem of Knopp and Mawi. See Theorem 2.7.

Proof of Theorem B on the basis of Theorem A.In Proposition 2.6 we saw that the

spacerωr Sr (Γ, v) is contained inH1
pb(Γ;Dω

v,2−r ,D
ω0,∞,exc
v,2−r ) for all r ∈ C. Part i) of the

Lemmas 3.5 and 3.8 show thatrωr Mr(Γ, v) is contained inH1
pb(Γ;Dω

v,2−r ,D
ω0,smp,exc
v,2−r )

for r ∈ C r {1}, since forh as in (3.11) the functionprj2−rh(t) has an asymptotic
expansion at∞ starting att1 (“k = −1”).

Let r ∈ R r Z≥2. Under Theorem A any class inH1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ) is of the

form rωr F for someF ∈ Ar(Γ, v). We want to show thatF satisfies the following:

Part i) Part ii)

r < Z≥2 r < Z≥1

wish: F ∈ Sr (Γ, v) F ∈ Mr(Γ, v)

We consider a cuspa of Γ, and putE = F |rσa. The assumptions onF imply that
there isha inDω,∞,exc

2−r [∞], respectivelyDω,smp,exc
2−r [∞] such that

ha|2−r
(
1− v(πa)−1 T

)
(t) =

∫ z0

z0−1
(z− t)r−2 E(z) dz.
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we writeE = Ec+E0+Ee by taking the Fourier terms withn > 0, n = 0 andn < 0,
respectively. Note that|v(πa)| = 1, hence the Fourier term orders are real.

We takehc provided by Lemma 3.5,h0 by Lemma 3.8, andhe by Lemma 3.6.
Thenha|2−rσa = hc + h0 + he + p, with a v(πa)-periodic elementp in Dω,exc

2−r [∞].
Table 1 gives information on the asymptotic behavior, wherewe use the definitions
of Dω,∞,exc

2−r andDω,exc
2−r , and Lemmas 3.5, 3.6, and 3.8. (Thecn in the table depend

on the function.)

Part i) Part ii)

r < Z≥2 r < Z≥1

ha|σa ∈ Dω,∞,exc
2−r [∞] ha|σa ∈ Dω,smp,exc

2−r [∞]

2-sided:
(
prj2−rha|σa

)
(t) ∼ ∑

n≥0 cn t−n (
prj2−rha|σa

)
(t) ∼ ∑

n≥−1 cn t−n

2-sided: (prj2−rhc)(t) ∼
∑

n≥0 cn t−n

ast ↑ ∞ : (prj2−rhe)(t) ∼
∑

n≥0 cn t−n

v(πa) , 1 h0 = 0

v(πa) = 1 (prj2−rh0)(t) ∼ ∑
n≥−1 cnt−n if r , 1

no asymptotic expansion ifr = 1

Table 1.

Let r ∈ R r Z≥1. Note that thev(πa)-periodic functionp has an asymptotic
expansion ast ↑ ∞, and is O(t). Part ii) of Lemma 3.4 implies that eitherp = 0 or
p is a non-zero constant andr ∈ Z≥1. Since the latter case is impossible, we deduce
that p = 0.

We conclude thathe = ha|2−rσa − hc − h0 has a two-sided expansion. Part ii) of
Lemma 3.6 shows thathe = 0, and henceEe = 0. SoF |2−rσa = Ec, and henceF
behaves like an element ofSr(Γ, v) at the cuspa. Sincea was chosen arbitrarily,
this finishes the proof of both parts under the assumptionr , 1.

For Part i) we have still to considerr = 1. If we work modulo functions with
an asymptotic expansion in powers oft−1 ast ↑ ∞, thev(πa)-periodic functionp
has to compensate for the possible logarithmic behavior ofh0 given in Lemma 3.8.
The logarithmic term is growing ast ↑ ∞ and the periodic function is bounded
(since|v(πa)| = 1), so this is impossible, andh0 = 0.

Now we proceed as above, with asymptotic expansions starting att0. Forhe this
rules out the constant function, and we arrive again athe=0, and henceF |2−rσa =

Ec. �

Remark 3.10. Since we have used the unitarity of the multiplier systemv only
for |v(πa)| = 1, Theorem B is still true under the assumption that|v(π)| = 1 for all
parabolicπ ∈ Γ, without such an assumption concerning hyperbolic elements.
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3.7. Related work. Pribitkin [103, Theorem 1] uses integrals along paths like
those in§3.4.

Proposition 3.2 is analogous to [15, Proposition 10.3]. Here we use the explicit
integrals in§3.4, since we want to handle complex weights.

4. One-sided averages

In §3.2 we considered the parabolic equation with an Eichler integral as the
given function. We now take the right hand side to be more general, and use the
one-sided averagesgiven by

(4.1)

(
Av+T,λg

)
(t) :=

∑

n≥0

λ−n g(t + n) ,

(
Av−T,λg

)
(t) := −

∑

n≤−1

λ−n g(t + n) ,

whereλ ∈ C∗, and where the subscriptT refers toT : t 7→ t + 1.

4.1. One-sided averages with absolute convergence.If one of the series in (4.1)
converges absolutely thenh = Av±T,λg provides a solution of the equation

(4.2) h(t) − λ−1 h(t + 1) = g(t) .

Proposition 4.1. Letλ ∈ C∗, and suppose thatg represents an element ofDω
2−r .

a) the one-sided averageAv±T,λg converges absolutely if one of the following
the conditions is satisfied:

(4.3)
λ |λ| > 1 |λ| = 1 andRer < 1 |λ| < 1

Av+T,λϕ convergent convergent undecided
Av−T,λϕ undecided convergent convergent

b) The average defines a holomorphic functionAv±T,λg on a region

(4.4) D±ε :=
{
z ∈ C : y < ε or ± x > ε−1

}
,

for someε ∈ (0, 1).
c) Av±T,λg satisfy(4.2).
d) Av±T,λg represent an element ofDω

2−r [∞].

Remark 4.2. We can interpret the phraseg represents an element ofDω
2−r in two

ways, and we will have reasons to use both interpretations.
a) g is a holomorphic function on an{∞}-excised neighbourhood, andprj2−rg

is holomorphic on a neighbourhood of∞ in P1
C
;

b) g ∈ C2(C) has a holomorphic restriction to an{∞}-excised neighbourhood,
andprj2−rg is holomorphic on a neighbourhood of∞ in P1

C
.

Under the first interpretation, Av±T,λg is a holomorphic function onD±ε , whereε
depends on the domain ofg. In the second interpretation, we haveg ∈ C2(C) such
thatprj2−rg is holomorphic on a neighbourhood ofH− ∪ P1

R
in P1

C
, and Av±T,λg is in

C2(C) and holomorphic onD±ε .
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Proof of proposition 4.1.Representatives of the projective modelprj2−rDω
2−r are

holomorphic onP1
C
r K for some compact setK ⊂ H, which is contained in a

set of the form [−ε−1, ε−1] × [iε, iε−1] for some smallε ∈ (0, 1). To get a represen-
tative in the spaceDω

2−r itself, we have to multiply by (i − t)r−2. So we work with
functionsg that are holomorphic on

C r
(
[−ε−1, ε−1] × i[ε,∞)

)
.

For t in a compact regionV anywhere inC, there is a tail of the series withz+ n
in the region whereg is holomorphic. Moreover,g(t) = O

(|t|Rer−2) as|t| → ∞. So
the tail converges absolutely onV, and represents a holomorphic function on the
interior of V. If g ∈ C2(H), then the remaining terms give aC2 contribution, and
g ∈ C2(C). If we takeV ⊂ D±ε the whole series may be taken as the tail, and we get
the holomorphy of the one-sided average onD±ε .

Note that the form of the setD±ε implies that Av±T,λg represents an element of
Dω

2−r [∞], but not necessarily ofDω,exc
2−r [∞]. �

Remark.The relation (4.2) between Av±T,λg andg implies this relation for the ele-
ments inDω

2−r [∞] andDω
2−r that they represent.

Proposition 4.3. Let r ∈ Z≤0 and λ = e2πiα with α ∈ R. Suppose thatg is a
representative of an element ofDω

2−r of the type b) in Remark 4.2.

a) Then

(4.5) AvT,λg := Av+T,λg − Av−T,λg

defines aλ-periodic element of C2(C).
b) There isε ∈ (0, 1) such that the functionAvT,λg is holomorphic on two

regions, with Fourier expansions of the following form:

(4.6) AvT,λg (z) =



∑
m≡α(1), m>0 aup

m e2πimz on
{
z ∈ H : y > ε−1} ,

∑
m≡α(1), m<0 adown

m e2πimz on
{
z ∈ C : y < ε

}
.

Proof. The function (prj2−rg)(z) = (i − z)2−r g(z) represents an element of the pro-
jective model ofDω

2−r . Sincer ∈ Z≤0 the functiong itself is holomorphic on a
neighbourhood of∞ in P1

C
, and has a zero of order at least 2− r at∞. Since|λ| = 1,

both series Av+T,λg and Av−T,λg converge absolutely onC, by Proposition 4.1.
These functions are now holomorphic on a set of the form

C r
(
(−∞, ε−1] × i[ε, ε−1]

)
, respectivelyC r

(
(−ε−1,∞] × i[ε, ε−1]

)
.

So (AvT,λg)(z) =
∑

n≡α(1) λ
−ng(z + n) defines aλ-periodic function onC that is

holomorphic on the two regions in the proposition. On both regions the Fourier
coefficients are given by integral∫

Im z=v
e−2πimzg(z) dz,

representing the coefficientsaup
m if v > ε−1, and the coefficientsadown

m if v < ε. The
coefficients can differ on both regions. The integral is invariant under changes in v



AUTOMORPHIC FORMS AND COHOMOLOGY 39

in the corresponding interval. Sinceg(z) = O
(|z|Rer−2) as |z| → ∞ throughC, the

integral satisfiesam = o
(
e2πmv) for fixed v. Soaup

m = 0 for m≤ 0, andadown
m = 0 for

m≥ 0. �

In §11 we will use the following result:

Lemma 4.4. Let r ∈ Z≤0. Suppose thatg is a representative of an element ofDω
2−r ,

of the type a) in Remark 4.2. Suppose that h represents an element ofDω,exc
2−r [∞]

such that h− h|2−rT andg represent the same element ofDω
2−r .

Then there are1-periodic p+, p− ∈ O(C) such that for all sufficiently smallε > 0

(4.7)
h(z) = (Av+T,1g)(z) + p+(z) if Im (z) < ε or Re (z) > ε−1 ,

h(z) = (Av−T,1g)(z) + p+(z) if Im (z) < ε or Re (z) < −ε−1 .

Proof. Proposition 4.1 shows that we are in the domain of absolute convergence of
Av±T,1g, and that these averages are holomorphic on a setD±ε with someε ∈ (0, 1).
Now the weight is an integer, and the factor (i − z)r−2 is non-zero and holomorphic
onP1

C
r {i,∞}. The functionz 7→ g(z+n) is holomorphic outside the smaller region

[−ε−1 − n, ε−1 − n] × i[ε, ε−1] .

Hence the averages Av±T,1g are holomorphic on

C r
(
(−∞, ε−1] × i[ε, ε−1]

)
, respectivelyC r

(
[−ε−1,∞) × i[ε, ε−1]

)
.

The functionh is holomorphic on an{∞}-excised neighbourhood. So after adap-
tation ofε > 0 on a region

C r
[−ε−1, ε−1] × i

[
ε,∞)

.

On 0 < Im (z) = y < ε the functionsh, Av+T,1g and Av−T,1g satisfy the same
relation, hence there are 1-periodicp+ andp− on this region that satisfy (4.7). The
relations betweenh and the averages extend by holomorphy to the half-planey < ε

in C, and the 1-periodic functionsp+ andp− extend holomorphically toy < ε.
The relationp+ = h− Av+T,1g extendsp+ to a region

{
z∈ C : Im (z) < ε

} ∪ {
z ∈ C : Re (x) > ε−1} .

Then by 1-periodicityp+ has a 1-periodic holomorphic extension toC.
The case ofp− and Av−T,1g goes similarly. �

4.2. Analytic continuation of one-sided averages.To obtain the one-sided av-
erages with|λ| = 1 on representatives ofDω

2−r for more values ofr, we use that
the space of the projective modelprj2−rDω

2−r does not depend onr. The represen-
tatives in the projective model are holomorphic functionsh on a neighbourhoodΩ
of H− ∪ P1

R
in P1

C
. For a fixedh the functiongr := prj−1

2−rh represents an element of
Dω

2−r for eachr ∈ C, ie.

(4.8) gr (t) = (i − t)r−2 h(t) (t ∈ Ω) .

In this subsection we work with the interpretation a) in Remark 4.2.
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Lemma 4.5. Let |λ| = 1, and letgr be as defined in(4.8). Let ε ∈ (0, 1) be such
that Av±T,λ gr is holomorphic on the set D±ε in (4.4) for Rer < 1.

a) The function(r, z) 7→ (
Av±T,λgr

)
(z) extends as a holomorphic function on

(C r Z≥1) × D±ε .
b) If h(∞) = 0 then(r, z) 7→ (

Av±T,λ gr
)
(z) can be extended holomorphically to

the slightly larger region(C r Z≥2) × D±ε .

Proof. We use theHurwitz-Lerch zeta-function

(4.9) H(s, a, z) =
∑

n≥0

e2πian (z+ n)−s ,

which converges absolutely and is holomorphic in (s, z) for Im a ≤ 0, z ∈ C r Z≤0

and Res > 1. Kanemitsu, Katsurada and Yoshimoto [61, Theorem 1*] givethe
holomorphy of (s, z) 7→ H(s, a, z) on (C r {1}) × {z ∈ C : Rez > 0} with a first
order singularity ats= 1 if a ∈ Z, and no singularity insat all otherwise. With

H(s, a, z) =
m−1∑

n=0

e2πian (z+ n)−s + H(s, a, z+m)

for eachm ∈ Z≥1, we obtain holomorphy inz ∈ Cr (−∞, 0]. (Lagarias and Li [77]
study the continuation in three variables. Here we need onlythe continuation in
(s, z).)

The functionh in (4.8) is holomorphic on a neighbourhood ofP1
R

in P1
C
, and

hence has a convergent power series expansion on a neighbourhood of∞:

(4.10) h(z) =
∞∑

k=0

ãk z−k .

This implies that we have forz ∈ D±ε

(4.11) gr (z) =
N−1∑

k=0

ak(r) (z− i)r−2−k + gr,N(z) ,

with gr,N(z) = O(zr−2−N) asz→ ∞ throughD±ε , uniformly for r in compact sets
in C. Theak(r) are polynomials inr. We take arg(z− i) ∈ (−3π

2 ,
π
2

)
. The one-sided

averages ofgr,N converge absolutely, and provide holomorphic functions in(r, z)
on Rer < N + 1 andz ∈ D±ε . For the remaining finitely many terms we have a sum
of

ak(r) λ
−n (z+ n− i)r−2−k

= ak(r) e−2πinα


(z− i + n)r−2−k for n ≥ 0 and Rez> ε−1 ,

e−πi(r−2−k) (i − z+ |n|)r−2−k for n ≤ −1 and Rez< −ε−1 ,
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whereα ∈ C has been chosen so thatλ = e2πiα. In this way we obtain:

(4.12)

(
Av+T,λgr

)
(z) =

N−1∑

k=0

ak(r) H(k + 2− r,−α, z− i) +
(
Av+T,λgr,N

)
(z) ,

(
Av−T,λgr

)
(z) =

N−1∑

k=0

ak(r) λeπi(k−r) H(k + 2− r, α, 1+ i − z)

+
(
Av−T,λgr,N

)
(z) .

The function (r, z) 7→ H(k + 2 − r,−α, z− i) is meromorphic on the regionr ∈ C,
z∈ i+Cr(−∞, 0], with a singularity atr = k+1. The function (r, z) 7→ (Av+T,λgr,N)(z)
is holomorphic on the region Rer < 1+N, z ∈ D+ε . So (r, z) 7→ (Av+T,λgr )(z) extends
meromorphically to the region Rer < 1+N, z ∈ D+ε , and its singularities can occur
only atr = a with a ∈ {1, . . . ,N}. The case of Av−T,λgr goes similarly. �

Proposition 4.6. Let r ∈ C, λ ∈ C∗, and letg represent an element ofDω
2−r .

i) There are well-defined one-sided averagesAv±T,λg holomorphic on D±ε , as
in (4.4), for someε ∈ (0, 1) depending ong, under the following conditions

(4.13)

|λ| > 1 |λ| = 1 |λ| < 1
(prj2−rg)(∞) = 0 (prj2−rg)(∞) , 0

Av+T,λg r ∈ C r ∈ C r Z≥2 r ∈ C r Z≥1

Av−T,λg r ∈ Z≥2 r ∈ C r Z≥1 r ∈ C

ii) These one-sided averages satisfyAv±T,λg|2−r (1− λ−1 T) = g.
iii) If g = gr = prj−1

2−rh as in (4.8), and |λ|±1 ≥ 1, then r 7→ Av±T,λgr is a
meromorphic function onC.

Proof. Each representativeg of an element ofDω
2−r is of the formgr = prj2−rh

for some holomorphic function on a neighbourhood ofH− ∪ P1
R

in P1
C
. If |λ| , 1,

Proposition 4.1 gives the convergence of one of the averagesand the relation in
Part ii). The convergence is sufficiently quick to have holomorphy inr.

Let |λ| = 1. Proposition 4.1 gives convergence of both averages for Rer < 1,
and Lemma 4.5 provides the meromorphic continuation toC, with singularities
only in the points indicated in Part i). The relation in Part ii) stays valid by analytic
continuation. �

Remark 4.7. If |λ| = 1, λ , 1, the proof of Lemma 4.5 can be adapted to give
holomorphy of Av±T,λ gr in r ∈ C. We can strengthen the statements in Cases i)
and iii) of Proposition 4.6 as well.

Asymptotic behavior.To get the asymptotic behavior of Av±T,λgr (t) as±Ret → ∞,
we use the following result:

Proposition 4.8. (Katsurada, [63])Let s, a ∈ C, Im a ≤ 0. There are bk(λ, s) ∈ C
such that for each K∈ Z≥0 we have as|z| → ∞ on any regionδ − π ≤ argz≤ π − δ
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with δ > 0

(4.14) H
(
s, a,

1
2
+ z

)
=

ε(λ)
1− s

z1−s +

K−1∑

k=0

bk(λ, s) z−k−s +O
(|z|−Res−K)

,

with λ = e2πia, ε(λ) = 1 if λ = 1 andε(λ) = 0 otherwise. The coefficients bk satisfy

(4.15) λ−1 bk(λ
−1, s) = (−1)k+1 bk(λ, s) .

The first three coefficients are as follows:

(4.16)

λ = 1 λ , 1

b0(λ, s) 0 1
1−λ

b1(λ, s) − s
48 − s

4
1+λ

(1−λ)2

b2(λ, s) 0 s(s+1)(1+6λ+λ2)
48(1−λ3)

Proof. This is a direct consequence of [63, Theorem 1], applied withα = 1
2.

We haveH(s, a, z) = Φ(a, z, s) with Katsurada’sΦ. This gives (4.14) with

bk(λ, s) =
(−1)k+1

(k+ 1)!
Bk+1

(1
2, λ

)
(s)k ,

where theBk are generalized Bernoulli polynomials, given by
∑

k≥0

Bk(x, y)
zk

k!
=

zexz

yez − 1
.

Relation (4.15) follows from

zez/2

yez − 1
=

z

yez/2 − e−z/2
= y−1 −z

y−1e−z/2 − ez/2
. �

Proposition 4.9. Let r ∈ C, and letg be a representative of an element ofDω
2−r .

i) Let |λ| = 1 and suppose that r∈ C is such thatAv+T,λ g andAv−T,λ g exist.
a) There are coefficients ck depending onλ, r and on the coefficients of

the expansion ofprj2−rg at∞, such that for each M∈ Z≥0 we have:

(4.17) (Av±T,λ g)(t) = (it)r−2
M−1∑

k=−1

ck t−k +O
(|t|r−2−M)

as |t| → ∞ with ±Ret ≥ 0, Im t ≤ 0.
b) If g(t) = (it)r−2 (

a0 + a1 t−1 + · · · ) near∞, then

(4.18)

λ = 1 λ , 1

c−1
a0

r−1 0

c0
a1

r−2
λ a0
λ−1

c1
a2

r−3 +
(r−2)a0

48
λa1
λ−1 +

(r−2)λ (λ+1)a0

4(λ−1)2
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ii) Let |λ| , 1. If ± is such that|λ|±1 > 1, then there are coefficients ck such
that for each M∈ Z≥0

(4.19) (Av±T,λ g)(t) = (it)r−2
M−1∑

k=0

ck t−k +O
(|t|r−2−M)

as |t| → ∞ with ±Ret ≥ 0, Im t ≤ 0.

Remark.It is remarkable that if both one-sided averages exist, thenthe coefficients
in both expansions are the same, although Av+

T,λ g and Av−T,λ g have in general no
reason to be equal.

Proof. It suffices to consider large values ofM. We takeM > Rer + 1. If g(t) =
O
(|t|r−3−M)

we have (Av±T,λ g)(t) = O
(|t|r−2−M)

, which only influences the error term.
So the explicit terms in the asymptotic expansion are determined by the part

(it)r−2
M∑

j=0

a j t− j

of the expansion ofg at∞. We consider for 0≤ j ≤ M functionsg j representing
elements ofDω

2−r for whichg j(t) = (it)r−2 t− j +O
(|t|r−3−M)

ast → ∞.
In Part i) we have|λ| = 1. In (4.11) we tookt − i as the variable. Nowt − 1

2 is
more convenient. We putλ = e2πiα, and have, modulo terms that can be absorbed
into the error term:

(Av+T,λ g j)(1/2+ t) ≡ −eπir /2 H(2+ j − r,−α, 1/2+ t) ,

(Av−T,λ g j)(1/2+ t) ≡ e−πir /2 (−1) j λH(2+ j − r, α, 1/2− t) .

With Proposition 4.8 this gives

(Av+T,λ g j)(1/2+ t) ≡ (it)r−2
( ε(λ)
r − j − 1

t1− j +

M− j∑

k=0

bk(λ
−1, 2+ j − r) t−k− j

)
,

(Av−T,λ g j)(1/2+ t) ≡ e−πir /2(−1) jλ
( ε(λ)
r − 1− j

(−t)r−1− j

+

M− j∑

k=0

bk(λ, 2+ j − r) (−t)−k− j+r−2
)

= (it)r−2
( ε(λ)
r − 1− j

t1− j −
M− j∑

k=0

(−1)k λbk(λ, 2+ j − r) t−k− j
)
.

(In the last step we have used thatλ = 1 if ε(λ) , 0.)
For g with expansion (it)r−2 ∑

j≥0 a j t− j near∞ this leads to an expansion as
in (4.17), with coefficientsc±

ℓ
of the form

c±−1 =
ε(λ)
r − 1

a0 ,
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and forℓ ≥ 0

c+ℓ =
ε(λ)

r − ℓ − 2
aℓ+1 +

ℓ∑

j=0

bℓ− j(λ
−1, 2+ j − r) a j ,

c−ℓ =
ε(λ)

r − ℓ − 2
aℓ+1 −

ℓ∑

j=0

(−1)ℓ− j λbℓ− j (λ, 2+ j − r) a j .

Relation (4.15) shows thatc+
ℓ
= c−

ℓ
.

In part ii) the factorλ−n takes care of the convergence of the one-sided average.
The asymptotic behavior follows directly from the behaviorof g(t) near∞. �

Lemma 4.10. Let |λ| = 1.

i) Let r ∈ R r Z≥1. The following statements concerningϕ ∈ Dω
2−r are equiv-

alent:
a) There is a representativeg of ϕ for whichAv+T,λg andAv−T,λg represent

the same element ofDω
2−r [∞].

b) There is a function h representing an element ofDω,smp
2−r [∞] such that

h|2−r (1− λ−1 T) representsϕ.
If these statements hold, thenAv+T,λg, Av−T,λg and h represent the same ele-
ment ofDω,smp

2−r [∞].
ii) Let r ∈ R r Z≥2. The following statements concerningϕ ∈ Dω

2−r are equiv-
alent:

a) There is a representativeg of ϕ such thatprj2−rg(∞) = 0, and for
whichAv+T,λg andAv−T,λg represent the same element ofDω

2−r [∞].
b) There is a function h representing an element ofDω,∞

2−r [∞] such that
h|2−r (1− λ−1 T) representsϕ.

If these statements hold, thenAv+T,λg, Av−T,λg and h represent the same ele-
ment ofDω,∞

2−r [∞].

Proof. Letg be a representative ofϕ as in one of the statements a). Then Av+
T,λg(z) =

Av−T,λg(z) for y < ε for someε ∈ (0, 1). Let us call this functionf . It is holomor-
phic on a neighbourhood ofH− ∪ R in C, and Proposition 4.9 shows (prj2−r f )(z)
has an asymptotic expansion asz→ ∞ throughH− ∪R required in Definition 1.10
for representatives of elements ofDω,smp

2−r [∞]. This gives b) in Part i). If we have
the additional condition (prj2−rg)(∞) = 0, the asymptotic expansion starts atk = 0
instead ofk = −1, and we conclude thatf represents an element ofDω,∞

2−r [∞]. This
concludes the proof of a)⇒b) in both parts.

Let h as b) be given. With any representativeg of ϕ, we have also Av+T,λg and
Av−T,λg inDω

2−r [∞] satisfying the same relation. Soh−Av±T,λg is aλ-periodic function
on a neighbourhood ofR, with a one-sided asymptotic expansion of the type (4.17)
as±Rez→∞. Hence thisλ-periodic function is zero by Lemma 3.4, and the three
functionsh, Av+T,λg and Av−T,λg are the same on a neighbourhood ofH−∪R in C, and
represent the same element ofDω

2−r [∞]. That gives a) in Part i). For Part ii) we note
that the fact thath represents an element ofDω,∞

2−r [∞] implies (prj2−rg)(∞) = 0. �
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4.3. Parabolic cohomology groups.With the one-sided averages we can prove
some of the isomorphisms in Theorem E on page 18.

Proposition 4.11. Let r ∈ R, and letv be a unitary multiplier system.

i) If r < Z≥2 then

H1
pb(Γ;Dω

v,2−r ,D
ω0,∞,exc
v,2−r ) = H1

pb(Γ;Dω
v,2−r ,D

ω0,∞
v,2−r ) .

ii) The codimension of H1pb(Γ;Dω
v,r ,D

ω0,smp,exc
v,r ) in H1

pb(Γ;Dω
v,r ,D

ω0,smp
v,r ) is finite

if r = 1, and zero if r< Z≥1.

Proof. Let ψ ∈ Z1(Γ;Dω
v,2−r ,D

ω0,∞
v,2−r ). For cuspsa in a (finite) set of representatives

of theΓ-orbits of cusps we considerha ∈ Dω0,∞
v,2−r such thatha|v,2−r (1− πa) = ψπa ∈

Dω
v,2−r . After conjugation, we are in the situation of Part ii)b) of Lemma 4.10 with

λ = v(πa). Since the conditions onr andλ in that lemma are satisfied, we have
h = Av+T,λψπa = Av−T,λψπa nearH− ∪ R. Since Av±T,λψπa is holomorphic onD+ε ∪ D−ε
for someε > 0, with D±ε as in (4.4), the functionh is holomorphic on a{∞}-excised

neighbourhood, henceh ∈ Dω,∞,exc
2−r [∞], andha ∈ Dω,∞,exc

2−r [a] ⊂ Dω0,∞,exc
2−r .

The other case goes similarly, except ifr = 1 andv(πa) = 1. If prj1(ψπa)(∞) = 0
then Proposition 4.9 implies that the starting term of the asymptotic expansion
(4.17) satisfiesk ≥ 0, andha is inDω,∞

v,1 [a], and the same reasoning applies. Since
the number of cuspidal orbits is finite, this imposes conditions on the cocycles
determining a subspace of finite codimension. �

Proposition 4.12. If r ∈ C r Z≥1, then

(4.20) H1
pb(Γ;Dω

v,2−r ,D
ω∗

v,2−r ) = H1(Γ;Dω
v,2−r ) .

If r = 1, then the space H1pb(Γ;Dω
v,1,D

ω∗

v,1) has finite codimension in the space

H1(Γ;Dω
v,1).

Remark.So for all r < Z≥2 the spaceH1
pb(Γ;Dω

v,2−r ,D
ω∗

v,2−r ) has finite codimension

in H1(Γ;Dω
v,2−r ).

We prepare the proof of Proposition 4.12 by a lemma.

Lemma 4.13. Let r ∈ C andλ ∈ C∗. Then

(4.21)
Dω

2−r ⊂ D
ω
2−r [∞]|2−r (1− λ−1T) if r < Z≥1 ,

dim
(
Dω

1
/ (
Dω

1 ∩
(Dω

1 [∞]|1(1− λ−1T)
))) ≤ 1 if r = 1 .

In the case r= 1 an elementϕ ∈ Dω
1 is in Dω

1 [∞]|1(1 − λ−1T) if λ , 1 or if
prj1ϕ(∞) = 0.

Proof. Proposition 4.6 shows that ifr < Z≥1 or if λ , 1, we can use at least one
of the one-sided averages to show thatDω

2−r is contained inDω
2−r [∞]|2−r (1− λ−1T).

If r = 1 andλ = 1 we have to restrict ourselves to a subspace ofDω
1 [∞] of

codimension 1. �
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Proof of Proposition 4.12.The inclusion⊂ follows from the definition of parabolic
cohomology. To prove the other inclusion we consider a cocycle ψ ∈ Z1(Γ;Dω

v,2−r )
and need to show that for a representativea of eachΓ-orbit of cusps there ish ∈
Dω∗

v,2−r such thath|v,2−r (1 − πa) = ψπa . By conjugation this can be brought to∞,
into the situation considered in Lemma 4.13. Since there areonly finitely many
cuspidal orbits, we get forr = 1 a subspace of finite codimension. �

4.4. Related work. Knopp uses one-sided averages in [66, Part IV], attributing
the method to B.A. Taylor (non-published). In [15] the one-sided averages are an
important tool, defined in Section 4, and used in Sections 9 and 12.

Part II. Harmonic functions

5. Harmonic functions and cohomology

5.1. The sheaf of harmonic functions. By associating to open setsU ⊂ H the
vector spaceHr(U) of r-harmonic functions onU (as defined in Definition 1.15)
we form thesheafHr of r-harmonic functionsonH.

The shadow operatorξr in (1.28) determines a morphism of sheavesHr → OH,
whereOH denotes the sheaf of holomorphic functions onH, and leads to an exact
sequence

(5.1) 0→ OH →Hr
ξr→ OH → 0 .

The mapsξr : Hr(U) → O(U) are antilinear for the structure of vector spaces
overC. The surjectivity ofξr follows from classical properties of the operator∂z̄.
(It suffices to solve locally∂z̄h = ϕ for given holomorphicϕ. See, eg., Hörmander
[57, Theorem 1.2.2].)

Actions. Let r ∈ C. For eachg ∈ SL2(R) the operator|rg gives bijective linear
mapsHr(U)→ Hr(g−1U) andOH(U)→ OH(g−1U). For sectionsF ofHr

(5.2) ∆r
(
F |rg

)
= (∆r F)|rg , ξr

(
F |rg

)
=

(
ξrF

)|2−r̄g .

If v is a multiplier system forΓ for the weightr, then we have also the actions|v,r
of Γ onHr and|v̄,2−r̄ onO. With these actionsHr andO areΓ-equivariant sheaves.

5.2. Harmonic lifts of automorphic forms. In this subsection we will prove The-
orem C.

Example. The image inH1(Γ(1);Dω0,exc
1,2

)
of rω0 1 ∈ H1(Γ(1);Dω

1,2

)
can be repre-

sented by the cocyclẽψ in (2.23), given byψ̃γ(t) = −c
ct+d . The cocycleιψ̃ in the func-

tions onH, obtained with the involutionι in (1.6) can be written asγ 7→ h|1,2(1−γ),
with the 2-harmonic functionh(z) = i

2y .
The holomorphic Eisenstein series of weight 2

(5.3) E2(z) = 1− 24
∑

n≥1

σ1(n) e2πinz
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is not a modular form. Adding a multiple ofh we getE∗2 =
6i
π

h + E2, which is a
harmonic modular form in Harm2

(
Γ(1), 1

)
. The functionE∗2 is a 2-harmonic lift of

the constant function3
π
. See Definition 1.17. Furthermore, we have

ιψ̃γ =
π

6i
E2|1,2(γ − 1) .

SinceE2 has polynomial growth near the boundaryP1
R

of H, we conclude that with
b = πi

6 ιE2 ∈ D−∞1,2 we obtainb|1,2(γ − 1) = ψ̃γ. So the classrω0 1 becomes trivial
under the natural map toH1(Γ(1);D−∞1,2

)
.

Alternative description of cocycles.Generalizing this example, we first use the
differential formωr(F; ·, ·) in (2.1) to describe the cocycleψz0

F in (2) in an alterna-
tive way. We recall the involutionι in (1.6).

Lemma 5.1. Let r ∈ C and F ∈ Ar(Γ, v). We put for t∈ H−:

(5.4) QF(t) :=
∫ t̄

z0

ωr(F; t, z) .

i) The function QF onH− satisfies

(5.5) QF |v,2−r(γ − 1) = ψ
z0
F,γ for eachγ ∈ Γ.

ii) The corresponding functionιQF onH is (2− r̄)-harmonic, and

(5.6) ξ2−r̄ ιQF(z) = 2r−1 eπi(r−1)/2 F(z) .

Proof. For Part i) we use Part iii) of Lemma 2.3. Forγ =
(

a
c

b
d

)
∈ Γ

QF |v,2−rγ (t) = v(γ)−1 (ct + d)r−2 QF(γt)

=

∫ γt̄

z0

ωr(F; ·, z)|v,2−rγ (t) =
∫ t̄

γ−1z0

ωr (F; t, z) .

For Part ii) we note that the functionιQF onH satisfies

ιQF(z) =
∫ z

τ=z0

(τ − z̄)r−2 F(τ) dτ ,

ξ2−r̄ ιQF(z) = 2i y2−r ∂

∂z
ιQF(z) = 2i y2−r (z− z̄)r−2 F(z)

= 2r−1 eπi(r−1)/2 F(z) .

Since the image ofιQF under the shadow operator is holomorphic, the function
ιQF is inH2−r̄ (H). �

Proof of Theorem C.The theorem states the equivalence of two statements con-
cerning an automorphic formF ∈ Ar(Γ, v). Statement a) means that the cocycleψ

z0
F

is a coboundary inB1(Γ;D−ω
v,2−r ). This is equivalent to

a’) ∃Φ ∈ O(H−) ∀γ ∈ Γ : Φ|v,2−r (γ − 1) = ψ
z0
F,γ.

Statement b) amounts to the existence of a (2− r̄)-harmonic lift ofF, and is equiv-
alent to

b’) ∃H ∈ Harm2−r̄ (Γ, v̄) : ξrH = F.
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We relate these two statements by a chain of intermediate equivalent statements
s1)–s6).

s1) ∃Φ ∈ O(H−) ∀γ ∈ Γ : Φ|v,2−r (γ − 1) = QF |v,2−r (γ − 1).

Relation (5.5) implies the equivalence of a’) and s1).
We rewrite s1) as follows:
s2) ∃Φ ∈ O(H−) ∀γ ∈ Γ : (Φ − QF)|v,2−rγ = Φ − QF.

Functions onH− andH are related by the involutionι in (1.6), which preserves
holomorphy. So s2) is equivalent to the following statement:

s3) ∃M ∈ O(H) ∀γ ∈ Γ : (M − ιQF)|v̄,2−r̄γ = M − ιQF.

The holomorphy ofM is equivalent to the vanishing ofξ2−r̄ M. Hence s3) is
equivalent to the following statement:

s4) There is a functionM onH such that∀γ ∈ Γ : (M− ιQF)|v̄,2−r̄γ = M− ιQF

andξ2−r̄ M = 0.

Now we relate functionsH andM onH by H = M − ιQF. With (5.6) this shows
that s4) is equivalent to the following statement:

s5) There is a functionH onH such that∀γ ∈ Γ : H|v̄2−r̄γ = H andξ2−r̄ H =
−2r−1eπi(r−1)/2F.

The statement thatξrH is holomorphic is equivalent to the statement thatH is
(2− r̄)-harmonic. Hence we get the equivalent statement:

s6) ∃H ∈ Harm2−r̄ (Γ, v̄) : ξ2−r̄H = −2r−1eπi(r−1)/2F.
Up to replacingH by a non-zero multiple, statement s6) is equivalent to state-

ment b’). �

Remark. The r-harmonic functionQF in (5.4) describes the cocycleψz0
F by the

relation (5.5). Theorem C relates the existence of a holomorphic function also
describingψz0

F to the existence of ar-harmonic lift. One may call such holomorphic
functionsautomorphic integrals. In the work of Knopp [66] and others there is the
additional requirement that automorphic integrals are invariant underT.

Consequences. Kra’s result [75, Theorem 5] is equivalent to the statement that
H1(Γ;D−ω1,2−r ) = {0} for even weightsr. So we have the following direct conse-
quence of Theorem C.

Corollary 5.2. Let r ∈ 2Z and letv be the trivial multiplier system. Then each
automorphic form in Ar(Γ, 1) has a harmonic lift inHarm2−r (Γ, 1).

A bit more work is needed for the following consequence of Theorem C.

Theorem 5.3. Let v be a unitary multiplier system for the weight r∈ R. If each
cusp form in Sr (Γ, v) has a(2−r)-harmonic lift, then each unrestricted holomorphic
automorphic form in Ar(Γ, v) has a(2− r)-harmonic lift.

Proof. Comparing our results with the Theorem of Knopp and Mawi [71], refor-
mulated as Theorem 2.7 above, we noted that the diagram (2.10) shows that for real
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r and unitaryv we can decomposeAr(Γ, v) = Sr (Γ, v) ⊕ X, whereX is the kernel of
the composition

Ar (Γ, v)
rωr→ H1(Γ;Dω

v,2−r )→ H1(Γ;D−∞v,2−r ) .

So all elements of this spaceX have (2− r̄)-harmonic lifts, which are (2− r)-
harmonic lifts, since here the weight is real. So if one can lift cusps forms, one can
lift all elements ofAr (Γ, v). �

5.3. Related work. Knopp [66,§V.2] discussed the question how far the module
has to be extended before a cocycle attached to an automorphic forms becomes a
coboundary.

The relation between harmonic automorphic forms, automorphic integrals and
cocycles for the shadow is mentioned by Fay on p. 145 of [46].

Bruinier and Funke [17] explicitly considered the shadow operator and the ques-
tion whether harmonic lifts exist. Existence of harmonic lifts is often shown with
help of real-analytic Poincaré series with exponential growth, introduced by Niebur
[93]. For instance, Bringmann and Ono [3] (cusp forms forΓ0(N) weight 1

2), Bru-
inier, Ono and Rhoades [18] (integral weights at least 2), Jeon, Kang and Kim
[60] (weight 3

2, exponential growth), Duke, Imamo ḡlu, and Tóth [42] (weight 2).
The approach in [16] (modular forms of complex weight with atmost exponential
growth) is similar; it uses no Poincaré series but similar meromorphic families.
Bruinier and Funke [17, Corollary 3.8] use Hodge theory for the the existence of
r-harmonic lifts, and Bringmann, Kane and Zwegers [5,§3, §5] explain how to
employ holomorphic projection for this purpose.

The harmonic lifts are related to “mock automorphic forms”.For a given unre-
stricted holomorphic automorphic formF ∈ Ar(Γ, v) it is relatively easy to write
down a harmonic functionC such thatξ2−r̄ C = F. The functionιQF in (5.4) is an
example. Any holomorphic functionM such thatM+C is a harmonic automorphic
form may be called a mock automorphic form. The functionE2 in (5.3) is a well
known example. In the last ten years a vast literature on mockautomorphic forms
has arisen. For an overview we mention [47, 123].

It should be stressed that our Theorem C concerns the existence of harmonic
lifts and of automorphic integrals. An enjoyable aspect of the theory is the large
number of mock modular forms with a explicit, number-theoretically nice descrip-
tion, often with weights1

2 and 3
2, related to functions on the Jacobi group. See, for

instance, [29, 30, 31]). This leads to explicit harmonic lifts, and via Theorem C to
the explicit description of cocycles as coboundaries.

6. Boundary germs

To complete the proof of Theorem A we have to show that each cohomology

class inH1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ) is of the formrωr F for some unrestricted holomor-

phic automorphic form. To do this, we use the spaces of “analytic boundary
germs”, in Definition 6.3. This allows us to define, forr ∈ C r Z≥2, Γ-modules

isomorphic toDω
v,2−r andDω0,exc

v,2−r , consisting of germs of functions. These germs
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are sections of a sheaf on the common boundaryP1
R

of H− andH. Using these
isomorphic modules we will be able, in Section 10, to complete the proof of The-
orem A.

6.1. Three sheaves on the real projective line.

6.1.1. The sheaf of real-analytic functions onP1
R
. Recall thatO denotes the sheaf

of holomorphic functions onP1
C
.

Definition 6.1. For each open setI ⊂ P1
R

we define the sheafVω
2−r by

(6.1) Vω
2−r (I ) := lim

−→
O(U) ,

whereU runs over the open neighbourhoods ofI in P1
C
. The operator|prj

2−rg in (1.20)
gives a linear bijectionVω

2−r (I )→ Vω
2−r (g

−1I ) for eachg ∈ SL2(R).

The sections inVω
2−r (I ) for I open inP1

R
are holomorphic on some neighbour-

hood of I in P1
C
, and hence have a real-analytic restriction toI . Conversely, any

real-analytic function onI is locally given by a convergent power series, and hence
extends as a holomorphic function to some neighbourhood ofI . So we can view
Vω

2−r for eachr as the sheaf of real-analytic functions onP1
R
, provided with the

operators|prj

2−rg with g ∈ SL2(R).
The space of global sectionsVω

2−r (P
1
R
) contains a copy ofDω

2−r . Indeed, the map
(prj2−rϕ)(t) = (i − t)2−r ϕ(t) induces the injection

prj2−r : Dω
2−r → Vω

2−r (P
1
R)

that intertwines the operators|2−rg and |prj

2−rg for g ∈ SL2(R). It further induces a
morphism ofΓ-modulesprj2−r : Dω

v,2−r → Vω
v,2−r (P

1
R
) and an injective map from

Dω
2−r [ξ1, . . . , ξn] intoVω

2−r

(
P1
R
r {ξ1, . . . , ξn}

)
.

6.1.2. The sheaf of harmonic boundary germs.We recall thatHr denotes the sheaf
of r-harmonic functions onH.

Definition 6.2. For openI ⊂ P1
R

(6.2) Br (I ) := lim
−→
Hr(U ∩ H) ,

whereU runs over the open neighbourhoods ofI in P1
C
. The induced sheafBr on

P1
R

is called the sheaf ofr-harmonic boundary germs.
The operator|rgwith g ∈ SL2(R) induces linear bijectionsBr (I )→ Br(g−1I ) for

openI ⊂ P1
R
.

We identifyHr (H) with its image inBr (P1
R
).
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6.1.3. The sheaf of analytic boundary germs.We now turn to the boundary germs
that are most useful for the purpose of this paper.

Definition 6.3. Let r ∈ C.

i) Consider the real-analytic functionfr onH r {i} given by

(6.3) fr(z) :=
2i

z− i

( z̄− i
z̄− z

)r−1
.

ii) For openU ⊂ P1
C

we define

(6.4) Hb
r (U) :=

{
F ∈ Hr(U ∩ H) : F/ fr has a real-analytic continuation toU

}
.

iii) For open setsI ⊂ P1
R

we define

(6.5) Wω
r (I ) := lim

−→
Hb

r (U) ,

whereU runs over the open neighbourhoods ofI in P1
C
. This defines a

subsheafWω
r of Br , called the sheaf ofanalytic boundary germs.

Remark 6.4. The function fr is analogous to the functionz 7→ ( 4y
|z+i|2

)s (or to

w 7→ (1 − |w|2)s in the disk model) in [13], Definition 5.2 and the examples after
Equation (5.9).

The function fr can be written ascq(z)1−r z+i
z−i (z+ i)2−r , whereq(z) = y

|z+i|2 is a

real-valued real-analytic function onP1
C
r {−i} with P1

R
as its zero set, andc is some

factor inC∗.
The motivation for our choice offr is that it is the right choice to make Proposi-

tion 6.6 below work.

Lemma 6.5. Let r ∈ C. For eachg ∈ SL2(R) the operator|rg induces a linear
bijectionWω

r (I )→Wω
r (g−1I ).

Proof. Let g =
(

a
c

b
d

)
∈ SL2(R). We have

(6.6) (cz+ d)−r fr (gz)
fr (z)

= (a− ic)r−2 z− i

z− g−1i

( z̄− i

z̄− g−1i

)r−1
.

To see this up to a factor depending on the choice of the arguments is just a com-
putation. Both sides of the equality are real-analytic inz ∈ H r {i, g−1i} and ing
in the dense open setG0 ⊂ SL2(R), defined in (1.3). The equality holds forg = I,
hence forg ∈ G0. Elements in SL2(R) rG0 are approached withc ↓ 0, anda and
d tending to negative values. The argument conventions§1.1 and Proposition 1.5
are such that both (cz+ d)−r and (a− ic)r−2 are continuous under this approach.

Suppose thatF ∈ Hb
r (U) represents a section inWω

r (I ), with I = U ∩ P1
R

and
A = F/ fr real-analytic onU ⊂ P1

R
. Then we have

F |rg(z) = fr(z) (cz+ d)−r fr(gz)
fr (z)

A(gz) ,

which is of the formfr times a real-analytic function nearg−1I . �
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Examples.(a) Consider ther-harmonic function

(6.7) F(z) = y1−r

onH. Since

A(z) =
F(z)
fr (z)

=
z− i
2i

( z̄− i
−2i

)1−r

extends as a real-analytic function toU = Cr {i}, the functionF is inHb
r (C r {i}).

It is not inHb
r

(
P1
C
r {i}

)
, sinceA is not given by a convergent power series in 1/z

and 1/z̄ on a neighbourhood of∞ in P1
C
. So the functionF represents an element

ofWω
r (R).

(b) Forr ∈ C r Z≥2 andµ ∈ Z≥0

(6.8) Mr,µ(z) := fr (z)
(z− i
z+ i

)µ+1
2F1

(
1+ µ, 1− r; 2− r;

4y

|z+ i|2
)
.

At this moment we only state that Mr,µ is r-harmonic onH r {i}, and postpone

giving arguments for this statement till§7. The functionz 7→ 4y
|z+i|2 = 1 −

∣∣∣∣z−i
z+i

∣∣∣∣
2

is

real-analytic onP1
C
r {−i}, with value 0 onP1

R
. Since the hypergeometric function is

holomorphic on the unit disk inC, this implies that
(

z−i
z+i

)−µ−1
Mr,µ(z) is real-analytic

onP1
C
r {i,−i}, and hence Mr,µ is inHb

r

(
P1
C
r {i,−i}

)
, and represents an element of

Wω
r (P1

R
).

(c) Let Rer > 0. Thenη(z)2r = e2r logη(z) is a cusp form of weightr for the modular
groupΓ(1). The function

(6.9) Φ(z) =
∫ i∞

0
η2r (τ)

2i
z− τ

( z̄− τ
z̄− z

)r−1
dτ ,

defines anr-harmonic function onH r i(0,∞), if we take the path of integration
along the geodesic from 0 to∞. (To check the harmonicity one may applyξr ; this
gives a holomorphic function.) Deforming the path of integration leads to other
domains. Such a change in the function does not change ther-harmonic boundary
germ inWω

r (R) it represents.

6.2. Relation between the sheaves of harmonic boundary and analytic bound-
ary germs. The sheafWω

r is related to the simpler sheafVω
2−r by the important

restriction morphismthat we will define now.

Proposition 6.6. Let r ∈ C. There is a unique morphism of sheavesρ
prj
r : Wω

r →
Vω

2−r with the following property: If f∈ Wω
r (I ) for an open set I⊂ P1

R
is repre-

sented by F∈ Hb
r (U), andρprj

r f ∈ Vω
2−r (I ) is represented byϕ ∈ O(U0) for some

open neighbourhood U0 of I in P1
C
, then the real-analytic function F/ fr on U is

related toϕ by (
F/ fr

)
(t) = ϕ(t) for t ∈ I .

This is called therestriction morphismand is compatible with the actions of
SL2(R):

(6.10) ρ
prj
r ( f |rg) = (ρprj

r f )|prj

2−rg for f ∈ Wω
r (I ) andg ∈ SL2(R) .
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Proof. Let F ∈ Hb
r (U) for some neighbourhoodU of I in P1

C
. ThenA := F/ fr

on U ∩ H extends as a real-analytic function toU. If we replaceF by another
representativeF1 ∈ Hb

r (U1) of the same element ofWω
r (I ), thenF1 andF have

the same restriction toU2 ∩ H for a connected neighbourhoodU2 ⊂ U ∩ U1 of
I in P1

C
. SinceU2 is connected, the functionsA and A1 extend uniquely toU2,

and hence toI ⊂ U2. We thus obtain a well-defined function onI which has
further a holomorphic extension to some neighbourhoodU0 of I in P1

C
since it

is real-analytic onI . Hence it represents an element ofVω
2−r (I ) that is uniquely

determined by the elementf ∈ Wω
r (I ) represented byF.

This definesρprj
r :Wω

r (I )→ Vω
2−r (I ). We have compatibility with the restriction

maps associated toI1 ⊂ I , and hence obtain a morphism of sheaves.
Let g =

(
a
c

b
d

)
∈ SL2(R). From relation (6.6) we see that the mapWω

r (I ) →
Wω

r (g−1I ) determined byF 7→ F |rg sendsF/ fr to the real-analytic function
(F |rg

fr

)
(z) =

(cz+ d)−r F(gz)
fr (z)

= (cz+ d)−r fr(gz)
fr (z)

(
F/ fr)(gz)

= (a− ic)r−2 z− i

z− g−1i

( z̄− i

z̄− g−1i

)1−r
(F/ fr )(gz) .

Forz= t ∈ I , this equals ((F/ fr )|prj

2−rg)(t) by (1.20). Thus, we obtain (6.10). �

Illustration. Let I be an interval inP1
R
, and letU be an open neighbourhood of

I in P1
C
. For representativesF of f ∈ Wω

r (I ) a representativeϕ of the image
ρ

prj
r f ∈ Vω

2−r is obtained by a sequence of extensions and restrictions. See Figure 9.

F
ext→ F/ fr

res→ (F/ fr )|I = ϕ|I
ext→ ϕ

✧✦
★✥

❄❄✧✦
★✥

✧✦
★✥

❄❄

✻✻
✻
❄

�
�

❅
❅

❅
❅

�
�

r-harmonic real-analytic real-analytic holomorphic on
onU ∩ H onU on I some neighbourhood

Figure 9. ρprj
r as a sequence of extensions and restrictions.

Examples.(a) The restriction ofF(z) = y1−r in (6.7) is

(ρprj
r F)(t) =

t − i
2i

( t − i
−2i

)1−r
= −

( t − i
−2i

)2−r
.

(b) For Mr,µ in (6.8) we use that4y
|z+i|2 = 0 onP1

R
and that2F1(·, ·; ·; 0) = 1 to obtain

(6.11) (ρprj
r Mr,µ)(t) =

( t − i
t + i

)µ+1
.
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6.3. Kernel function for the map from automorphic forms to boundary germ
cohomology.

Proposition 6.7. For r ∈ C let Kr be the function on(H × H) r (diagonal) given
by:

(6.12) Kr(z; τ) :=
2i

z− τ
( z̄− τ
z̄− z

)r−1
.

For each z∈ H the function Kr(z; ·) is holomorphic onHr{z}, and for eachτ ∈ H
the function Kr(·; τ) is r-harmonic onHr {τ} and represent an element ofWω

r (P1
R
)

with restriction

(6.13)
(
ρ

prj
r Kr (·; τ)

)
(t) =

(τ − t
i − t

)r−2
.

For eachg ∈ SL2(R) it satisfies

(6.14) Kr (·; ·) |rg ⊗ |2−rg = Kr .

Remark.In (6.14) we useKr (·; ·)|rg ⊗ |2−rg(z, τ) = (cz+ d)−r (cτ + d)r−2 Kr(gz; gτ)
for g =

(
a
c

b
d

)
.

Proof. The shadow operator, defined in (1.28), gives

(6.15) (ξr Kr(·; τ)
)
(z) = (r̄ − 1)

(z− τ̄
2i

)r̄−2
.

The result is holomorphic inz, hencez 7→ Kr(z; τ) is r-harmonic.
The quotient

(6.16) Kr (z; τ)/ fr (z) =
i − z
τ − z

(τ − z̄
i − z̄

)r−1
.

extends real-analytically inz acrossP1
R
, to Uτ = P

1
C
r ({τ} ∪ p), wherep is a path

in H− from −i to τ̄. SoKr (·; τ) ∈ Hb
r (Uτ) represents an analytic boundary germ on

P1
R
. OnP1

R
the values ofzandz̄coincide, and we find the restriction in (6.13).

For the equivariance in (6.14) we check by a computation similar to the compu-
tation in the proof of Lemma 6.5 that

(cz+ d)−r (cτ + d)r−2 Kr (gz; gτ) = Kr(z; τ) . �

Remark.The restrictionρprj
r Kr (·; τ) in (6.13) gives a function inprj2−rDω

2−r . Since
it is convenient to work withDω

2−r itself, we introduce the following operator:

Definition 6.8. We set

(6.17) ρr := prj−1
2−r ρ

prj
r

So (ρr f )(t) = (i − t)r−2 (ρprj
r f )(t), and we find

(6.18)
(
ρrKr (·; τ)

)
(t) = (τ − t)r−2 .

This shows that the kernelKr (·; ·) is analogous to the kernel function (z, t) 7→
(z− t)r−2 in the Eichler integral. For fixedτ ∈ H the representative

z 7→ Kr(z; τ)
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of an element ofWω
r (P1

R
) is sent by the restriction map to the representative

t 7→ (z− t)r−2

of an element ofDω
2−r .

Definition 6.9. Let F ∈ Ar (Γ, v). We put forz0 ∈ H andγ ∈ Γ:

(6.19) cz0
F,γ(z) :=

∫ z0

γ−1z0

Kr(z; τ) F(τ) dτ .

Proposition 6.10. Let r ∈ C, z0 ∈ H, and F∈ Ar (Γ, v).

i) The mapγ 7→ cz0
F,γ defines a cocycle cz0

F ∈ Z1(Γ;Wω
r (P1

R
)
)
.

ii) The cohomology classqωr F :=
[
cz0

F

]
in H1(Γ;Wω

v,r(P
1
R
)
)

does not depend
on the base point z0 ∈ H.

iii) With the natural map H1(Γ;Dω
v,2−r ) → H1(Γ;Vω

2−r (P
1
R
)
)

corresponding to
prj2−r : Dω

v,2−r → V
ω
v,2−r , the following diagram commutes:

(6.20)

Ar(Γ, v)
rωr //

qωr
++❲❲❲❲

❲❲❲❲
❲❲❲❲

❲❲❲❲
❲❲❲❲

❲❲❲❲
H1(Γ;Dω

v,2−r )
prj2−r // H1(Γ;Vω

v,2−r (P
1
R
)
)

H1(Γ;Wω
v,r(P

1
R
)
)

ρ
prj
r

OO

Proof. Proposition 6.7 shows that the differential formKr(z; τ) F(τ) dτ has prop-
erties analogous to those ofωr(F; t, τ) in §2.1. The proof of Parts i) and ii) goes
along the same lines as the proof of Proposition 2.4. For Partiii) use (6.13). �

Thus, we see that the maprωr to cohomology in Theorem A is connected to
the mapqωr to boundary germ cohomology by the restriction mapρprjr. However,
in Theorem A the basic module isDω

v,2−r and not the larger moduleVω
2−r (P

1
R
). We

need to study the boundary germs more closely, in order to identify insideWω
v,r (P

1
R
)

a smaller module that can play the role ofDω
v,2−r .

6.4. Local study of the sheaf of analytic boundary germs.

6.4.1. Positive integral weights.At many places in this section positive integral
weights require separate treatment. A reader wishing to avoid these complications
may want to concentrate on the general case of weights inC r Z≥1.

The next definition will turn out to be relevant for weights inZ≥1 only.

Definition 6.11. ForU open inP1
C

let

(6.21)
Hh

r (U) :=
{
F ∈ O(U ∩ H) ∩Hb

r (U) :

F has a holomorphic extension toU
}
.

Lemma 6.12. Let r ∈ Z≥1. For open sets U⊂ P1
R

such that U∩P1
R
, ∅ and−i < U

the restriction to U∩H of F ∈ O(U) is inHh
r (U) if one of the following conditions

is satisfied:

a) U ⊂ C,
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b) ∞ ∈ U and F has at∞ a zero of order at least r.

Proof. F is holomorphic onU ∩ H, hencer-harmonic onU ∩ H. Forz∈ U ∩ H:

F(z)/ fr (z) =
1
2i

F(z) (z− i) (z̄− i)1−r (z̄− z)r−1(6.22)

=
1
2i

(
zr F(z)

)
(1− i/z) (1− i/z̄)1−r (1/2− 1/z̄)r−1 .(6.23)

Equality (6.22) shows thatF/ fr is real-analytic onUr{∞,−i} = Ur{∞}. If ∞ ∈ U
then (6.23) shows that it is also real-analytic on some neighbourhood of∞. �

6.4.2. Local structure.We return to the sheavesVω
2−r andWω

r , in Definitions 6.1
and 6.5.

The sections ofVω
r−2 are holomorphic on neighbourhoods of open setsI ⊂ P1

R
,

and are locally atx ∈ R given by a power series expansion inz− x converging
on some open disk with centerx. At ∞ we have a power series inz−1. The real-
analytic functionsA = F/ fr corresponding to representatives of sections ofWω

r
are also given by a power series nearx ∈ I , now in two variables,z− x andz̄− x,
which also converges on a disk aroundx. At ∞ we have a power series expansion
in 1/z and 1/z̄.

With the operators|rg for g ∈ SL2(R) we can construct isomorphisms between
the stalks ofWω

r . So for a local study it suffices to work with a disk around 0. A
problem is that the pointsi and−i play a special role in the functionfr . Hence it is
better not to use arbitrary elements of SL2(R) to transport points ofP1

R
to 0, but to

usek(ϑ) =
(

cosϑ
− sinϑ

sinϑ
cosϑ

)
∈ SO(2).

We denote disks around 0 by

(6.24) Dp =
{
z∈ C : |z| < p

}
,

where we takep ∈ (0, 1) to have±i < Dp. All points of P1
R

are uniquely of the
form k(ϑ) 0 = tanϑ with ϑ ∈ R modπZ. All k Dp ⊂ P1

C
with k ∈ SO(2) do not

contain±i; in general they are Euclidean disks inC. The setsk Dp are invariant
under complex conjugation.

Proposition 6.13. Suppose that the set U⊂ P1
C

is of the form U = kDp with
k ∈ SO(2), 0 < p < 1.

i) Restriction. Let r ∈ C. If F ∈ Hb
r (U) then the restrictionρprj

r F extends as
a holomorphic function on U.

ii) a) If r ∈ C r Z≥1 thenHh
r (U) = {0}.

b) If r = 1, thenHb
1(U) = Hh

1(U).
c) If r ∈ Z≥1, thenHh

r (U) ⊂ Hb
r (U).

iii) a) If r ∈ C r Z≥2, then the restriction mapρprj
r : Hb

r (U) → O(U) is
bijective.

b) If r ∈ Z≥2 then the following sequence is exact:

0→ Hh
r (U)→ Hb

r (U)
ρ

prj
r→ prj2−rD

pol
2−r → 0 ,
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where the last space has to be interpreted as the space of functions on
U that extend toP1

C
r {i} as elements of the projective model ofDpol

2−r .
iv) Shadow operator. If F ∈ Hb

r (U), then the holomorphic functionξrF ∈
O(U ∩ H), defined in(1.28), extends holomorphically to U and satisfies

(6.25) (ξr F)(z) = (r̄ − 1)
(z+ i

2i

)r̄−2
ρ

prj
r F(z̄) (z ∈ U ∩ H) .

Remarks.(a) Part i) shows that for small disksU the restriction of an element of
Hb

r (U) is represented by a function defined on the whole diskU, not just on some
unspecified neighbourhood ofU ∩ P1

R
.

(b) The shadow operator and the restriction morphism were defined in different
ways. Part iv) shows that they are related.

Proof. We start with proving the statements forU = Dp, and will at the end derive
the general case.

Part i), r ∈ CrZ≥1. First we consider the case whenr ∈ CrZ≥1. We’ll show that
for any F ∈ Hb

r (Dp) ⊂ Hr(Dp ∩ H) (a representative of)ρprj
r F is holomorphically

continuable toDp.

We note that we haveF(z) = y1−r B(z) where

B(z) =
2i

z− i

( z̄− i
−2i

)r−1 F(z)
fr (z)

.

SinceF ∈ Hb
r (Dp), B is real-analytic onDp and there are coefficientsbn,m such

that

(6.26) B(z) =
∑

n,m≥0

bn,mznz̄m

converges absolutely on a diskDp1 where 0< p1 ≤ p. We define

b(z) := 2iyr∂z̄
(
y1−r B(z)

)
= 2i yBz̄(z) + (r − 1)B(z) on Dp .

The condition ofr-harmonicity onF is equivalent to the antiholomorphicity ofb.
On Dp1 we have, by (6.26), the expansion

(6.27)

b(z) =
∑

m≥0

(r − 1−m) b0,m z̄m

+
∑

m≥0, n≥1

(
(m+ 1)bn−1,m+1 + (r − 1−m) bn,m

)
znz̄m .

The antiholomorphy implies that for eachn ≥ 1 the coefficient of znz̄m has to
vanish. Ifr < Z≥1 this gives the relation

(6.28) bn,m =
(1− r)m

m!
bn+m,0

(with the Pochhammer symbol (a)m =
∏m−1

j=0 (a+ j)), and

(6.29) b(z) = −
∑

m≥0

(1− r)m+1

m!
bm,0 z̄m (z ∈ Dp1) .
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This is the power series of an antiholomorphic function onDp, hence it converges
absolutely onDp.

Now, if φ is a representative ofρprj
r F, then, fort ∈ (−p, p),

ϕ(t) = −
( t − i
−2i

)2−r
B(t) = −

( t − i
−2i

)2−r ∑

n,m≥0

(1− r)m

m!
bn+m,0 tn+m

= −
( t − i
−2i

)2−r ∑

ℓ≥0

(2− r)ℓ
ℓ!

bℓ,0tℓ .(6.30)

Here we use the well-known formula
∑ℓ

m=0
(1−r)m

m! =
(2−r)ℓ
ℓ! . A comparison of the

absolutely convergent series (6.29) and (6.30) shows that (6.30) also converges
absolutely onDp. This implies that the restriction gives a mapHb

r (Dp)→ O(Dp).

Part i), r ∈ Z≥1. Secondly we show that in the caser ∈ Z≥1 the same conclusion
holds. In this case (6.28) is valid form ≤ r − 1. Form ≥ r we get successively
bn,m = 0. Since the corresponding Pochhammer symbols vanish, expansion (6.29)
stays valid. We get the same estimate forbn+m,0 and arrive at

(6.31) ϕ(t) = −(
t − i
−2i

)2−r



∑r−2
ℓ=0(1− r)ℓ (ℓ!)−1 bℓ,0 tℓ if r ≥ 2 ,

∑∞
n=0 bn,0 (n!)−1 tn if r = 1 ,

on Dp. This completes the proof of Part i) forU = Dp.

Part ii) a) and c). Let F ∈ O(U), and suppose that its restriction toU ∩ H is in
Hr(U), then

F(z)/ fr (z) =
z− i
2i

( z̄− i
−2i

)
F(z) yr−1 .

If r ∈ C r Z≥1, then the presence of the factory1−r shows that this can be real-
analytic near 0 only ifF = 0. This implies Part a). Ifr ∈ Z≥2, all factors are
real-analytic. This implies Part c).

Part ii) b). If r = 1, all bn,m with m ≥ 1 vanish. HenceB(z) andF(z) = y1−1 B(z)
are holomorphic. This gives Part ii)b).

Part iii) a), surjectivity. In the case whenr ∈ C r Z≥2, takeϕ ∈ O(Dp), which is
represented by an absolutely convergent power series

(6.32) ϕ(t) =
∑

ℓ≥0

aℓ tℓ .

Henceaℓ = O(c−ℓ) for all c ∈ (0, p). We put

(6.33) bn,m =
(1− r)m (n+m)!

m! (2 − r)n+m
an+m ,

and defineB by (6.26) with these coefficientsbn,m. The factor (1−r)m (n+m)!
m! (2−r)n+m

has
polynomial growth inm andn. We arrive at absolute convergence of the power
series (6.26) on|z| < c for all c < p. HenceB is real-analytic onDp. The structure
of thebn,m shows thatb(z) = 2i yBz̄+(r−1)B is antiholomorphic, henceF := y1−r B

on Dp ∩ H is inHb
r (Dp) andρprj

r F(t) = −
(

t−i
−2i

)r−2
ϕ(t). This shows the surjectivity

if r < Z≥2.
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Part iii) b), surjectivity. In the case ofr ∈ Z≥2, Equation (6.31) shows that the
restriction map has the projective model ofDpol

2−r as its image, since we can freely
choose thebℓ,0 with ℓ ≤ r − 2. This gives the surjectivity in the exact sequence in
Part iii)b).

Part iii) a),b) injectivity. We suppose thatρprj
r F = 0 for F ∈ Hb

r (Dp). Thenϕ = 0,
which by (6.30) impliesF = 0 if r ∈ C r Z≥2. Thus we have the injectivity in
Part iii)a), which completes the proof of iii)a).

For r ∈ Z≥2 we havebℓ,0 = 0 for ℓ ≤ r − 2. So

B(z) =
∑

ℓ≥r−1

bℓ,0 zℓ
r−1∑

m=0

(1− r)m

m!
(z̄/z)m =

∑

ℓ≥r−1

bℓ,0zℓ+1+1−r (2iy)r−1 .

So the kernel consists of the functionsF on Dp ∩ H with expansion

(2i)r−1
∑

ℓ≥0

bℓ+r−1,0 zℓ ,

which are just the restrictions toU ∩ H of the holomorphic functions onDp. This
completes also the proof of Part iii)b).

Part iv). We find by a direct computation forz ∈ U ∩ H

(ξrF)(z) =
4

z̄+ i

(z+ i
2i

)r̄−1
(1− r̄

2i
z̄+ i
z+ i

A(z) + yAz̄(z)
)
,

whereA(z) = F(z)/ fr (z), analytically continued. This shows thatξrF extends as a
real-analytic function toU. We know that it is holomorphic onU ∩H, hence onU.
It is determined by its values forx ∈ U ∩ R:

(ξrF)(x) = −2i
( x+ i

2i

)r̄−2
(1− r̄

2i
A(x) + 0

)

= (r̄ − 1)
( x+ i

2i

)r̄−2
A(x) .

OnU ∩ R we haveA = ρprj
r F, hence

(ξrF)(x) = (r̄ − 1)
( x+ i

2i

)r̄−2
(ρprj

r F)(x) ,

which extends to an equality of holomorphic functions onU, which is (6.25).

Shifted disks. To prove the proposition forkDp with generalk = k(ϑ) (ϑ ∈(−π2,
π
2

]
) we note that the bijective operator|prj

2−rk : O(Dp) → O(k−1Dp) preserves
holomorphy. This together with the bijective operator|rk : Hb

r (Dp)→ Hb
r (k−1Dp),

and Relation (6.10) imply Parts i), ii) and iii).
To prove (iv) for generalkDp, we first apply (iv) toF |rk ∈ Hb

r (Dp) to get, for
z∈ Dp ∩ C:

(6.34) (ξr (F |rk))(z) = (r̄ − 1)
(z+ i

2i

)r̄−2
ρ

prj
r (F |rk)(z̄).
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Upon an application of (1.30) and (6.10), this becomes, withk =
(

a
c
−c

a

)
:

(6.35)

(ξrF)(kz) = (cz+ a)2−r̄ (r̄ − 1)
(z+ i

2i

)r̄−2
ρ

prj
r (F |rk)(z̄)

= (cz+ a)2−r̄ (r̄ − 1)
(z+ i

2i

)r̄−2
(ρprj

r F)|prj

2−rk (z)

= (cz+ a)2−r̄ (r̄ − 1)
(z+ i

2i

)r̄−2
(a+ ic)r̄−2

·
( z̄− i

z̄− k−1i

)2−r
(ρprj

r F)(kz̄)

= (r̄ − 1)
(kz+ i

2i

)r̄−2
(ρprj

r F)(kz̄) .

We used thatk−1i = i, and that (a+ic) (z+i) = (cz+a)(kz+i). Since the conjugate of
a holomorphic function onH− is holomorphic onH, this proves the statement.�

Proposition 6.13 gives a rather precise description of the local relation between
the sheavesVω

2−r andWω
r . The next theorem ties this together to a global state-

ment, which will turn out to be crucial in Sections 8 and 10.

Theorem 6.14. i) If r ∈ CrZ≥2 the morphism of sheavesρprj
r :Wω

r →Vω
2−r

is an isomorphism.
ii) For r ∈ Z≥1 we define the subsheafhWω

r ofWω
r by

(6.36) hWω
r (I ) := lim

−→
Hh

r (U) ,

where U runs over the open neighbourhoods inP1
C

of open sets I inP1
R
.

a) If r = 1, hWω
1 =W

ω
1 .

b) If r ∈ Z≥2, the following sequence is exact:

(6.37) 0→ hWω
r →Wω

r
ρr→Dpol

2−r → 0 .

The spaceDpol
2−r is interpreted as a constant sheaf onP1

R
.

Proof. Proposition 6.13 gives the corresponding statements on sets U near all
points ofP1

R
, giving all statements in the theorem on the level of stalks. �

6.5. Related work. In [15] the analytic boundary germs form the essential tool
to prove the surjectivity of the map from Maass forms of weight zero to coho-
mology considered there. This gave the motivation to study these boundary germs
for themselves, in the paper [13]. In the introduction of [13] (“Further remarks”,
p. 111) it is indicated that the boundary germs have been studied in the much wider
context of general symmetric spaces.

One finds the isomorphism analogous to the isomorphism in Part i) of Theo-
rem 6.14 in [13,§5.2]. There the isomorphism is approached in two ways: by
power series expansions and by integrals. In the proof of Proposition 6.13 we have
used only power series.
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7. Polar harmonic functions

The subject of this section may seem slightly outside the line of thought of the
previous sections. It has its interest on itself, and it provides more examples ofr-
harmonic function that do or do not represent analytic boundary germs. The main
reason to discuss it is in the caser ∈ Z≥2. Though Theorem 6.14 leads directly to
spaces of analytic boundary germs isomorphic to the spacesDω

2−r for r ∈ C r Z≥2,
the situation is less clear forr ∈ Z≥2. With polar harmonic functions we will arrive
in §8.1 at a satisfactory definition for allr ∈ C.

7.1. Polar expansion. The mapz 7→ w(z) := z−i
z+i with inversew 7→ z(w) := i 1+w

1−w
gives a bijection between the upper half-planeH and the unit disk inC. We write a
continuous functionF onH in the formF(z) =

(
2i
z+i

)r
P
(
w(z)

)
. This has the advan-

tage that the transformationF 7→ F |r
(

cosϑ
− sinϑ

sinϑ
cosϑ

)
with −π2 < ϑ <

π
2 corresponds to

sendingP to the functionw 7→ eirϑ P
(
e2iϑw

)
.

We put

(7.1)

F(µ; z) :=
( 2i
z+ i

)r 1
π

∫ π/2

−π/2
e−2iµϑP(e2iϑw) dϑ

=
1
π

∫ π/2

−π/2
e−i(2µ+r)ϑ

(
F |r

(
cosϑ
− sinϑ

sinϑ
cosϑ

))
(z) dϑ (µ ∈ Z) .

In the first expression we see a coefficient of the Fourier expansion of the function
ϑ 7→ P(e2iϑw). Thus we have a convergent representation

(7.2) F(z) =
∑

µ∈Z
F(µ; z) ,

the polar expansion. If we do not work on the whole ofH, but on an annulus
c1 <

∣∣∣∣z−i
z+i

∣∣∣∣ < c2, we can proceed similarly.
We use this in particular forr-harmonic functionsF. From the second expres-

sion in (7.1) we see thatF(µ; ·) is r-harmonic, since the operators|rg with g ∈
SL2(R) preserver-harmonicity and we can exchange the order of differentiation
and integration. The termsF(µ; ·) can be written in the formF(µ, z) =

(
2i/(z+ i)

)r

(
w/w̄

)µ pµ
(|w|2), for some functionpµ on [0,∞). With some computations one can

obtain an ordinary differential equation thepµ, which turns out to be related to the
hypergeometric differential equation, with a two-dimensional solution space.This
leads to the followingr-harmonic functions, all depending holomorphically onr in
a large subset ofC.

Pr,µ(z) =
( 2i
z+ i

)r
wµ =

( 2i
z+ i

)r (z− i
z+ i

)µ
, µ ∈ Z ,(7.3)

Mr,µ(z) =


fr(z)

(
z−i
z+i

)µ+1
2F1

(
1+ µ, 1− r; 2− r; 4y

|z+i|2
)

if µ ≥ 0 ,

fr(z) z−i
z+i

(
z̄+i
z̄−i

)−µ
2F1

(
1− µ − r, 1; 2− r; 4y

|z+i|2
)

if µ ≤ 0 ,
(7.4)

Hr,µ(z) = fr (z)
z− i
z+ i

( z̄+ i
z̄− i

)−µ
2F1

(
1− µ − r, 1; 1− µ;

∣∣∣∣
z− i
z+ i

∣∣∣∣
2)
, µ ≤ −1.(7.5)
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The function Pr,µ is holomorphic, hencer-harmonic. Checking ther-harmonicity
of Mr,µ and Hr,µ requires work, for which there are several approaches:

a) Carry out the computation for the differential equation forpµ, transform it
to a hypergeometric differential equation, and check that the hypergeomet-
ric functions in (7.4) and (7.5) are solutions.

b) Check by a direct computation (for instance with formula manipulation
software like Mathematica) that the shadow operator sends the functions
to the holomorphic functions indicated in Table 2, thus establishing r-
harmonicity.

c) Transform the problem to the universal covering group of SL2(R), and use
the remarks in§A.1.5 in the Appendix.

f = Pr,µ Mr,µ Hr,µ

f ∈ Hr (H) (µ ≥ 0) Hr (H r {i})

Hr (H r {i}) (µ < 0) Hr(H) (µ ≤ −1)

ξr f 0 (r̄ − 1)
(

2i
z+i

)2−r̄( z−i
z+i

)−µ−1
−µ

(
2i
z+i

)2−r̄( z−i
z+i

)−µ−1

f reprs. elt. if r ∈ Z≥1 if r ∈ C r Z≥2 or if

ofWω
r (P1

R
) r ∈ Z≥2 and 1− r ≤ µ ≤ −1

ρ
prj
r f 0 (r ∈ Z≥1)

(
t−i
t+i

)µ+1

Table 2. Properties of polarr-harmonic functions.

Most of these facts follow directly from the formulas, and the properties of the
hypergeometric function. We note the following:

• The factor 4y
|z+i|2 is real-analytic onP1

C
r {−i} with zero setP1

R
. It has values

between 0 and 1 onH, reaching the value 1 only atz= i. Since the hyper-
geometric functions are holomorphic onC r [1,∞), the definition shows
that Mr,µ ∈ Hb

r
(
P1
C
r {i,−i}). To investigate the behavior of Mr,µ at i we

note that its shadow has a singularity atz = i if µ ≥ 1, so Mr,µ cannot be
real-analytic ati for µ ≥ 0.
• The functions Pr,µ and Mr,µ are linearly independent forr ∈ C r Z≥1.
• The Kummer relation [45,§2.9, (33)] implies

(7.6) Hr,µ =
µ

1− r
Mr,µ +

|µ|!
(1− r)|µ|

Pr,µ (µ ≤ −1) .

From the singularity of Pr,µ at i and the fact that Hr,µ ∈ Hr(H) we see that
Mr,µ has a singularity ati for µ ≤ −1 as well.
• If r0 ∈ Z≥2 the meromorphic functionr 7→ Mr,µ has in general a first

order singularity atr = r0 with a non-zero multiple of Pr0,µ as the residue.
However, if 1− r0 ≤ µ ≤ −1 it turns out to be holomorphic atr = r0. So
under these conditions Mr0,µ is well defined.
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Proposition 7.1.Hr(H) ∩ Wω
r (P1

R
) = {0} for r ∈ C r Z≥1.

Proof. Let F ∈ Hr(H) ∩ Wω
r (P1

R
). With (6.6) and the second line of (7.1) we have

F(µ; z) =
∫ π/2

−π/2
A(ϑ, z) dϑ ,

with a functionA that is real-analytic in (ϑ, z) with ϑ in a neighbourhood of [−π2 ,
π
2]

in C, andz in a neighbourhood ofP1
R

in P1
C
. So all termsF(µ; z) in the polar expan-

sion ofF also represent elements ofWω
r (P1

R
). Consulting Table 2 we conclude for

r ∈ C r Z≥1 thatF(µ; ·) is a multiple of Mr,µ.
On the other hand, as mentioned above, sinceF is r-harmonic inH, so isF(µ; z)

for eachµ. Again from table 2 we see thatF(µ, ·) should be a multiple of Pr,µ for
µ ≥ 0 and a multiple of Hr,µ if µ ≤ −1.

Hence all terms in the polar expansion ofF vanish, andF = 0. �

7.2. Polar expansion of the kernel function. The kernel functionKr (z; τ) = 2i
z−τ(

z̄−τ
z̄−z

)r−1
in §6.3 gives, for a fixedτ ∈ H, rise to two polar expansions inz, on the

disk
∣∣∣∣z−i
z+i

∣∣∣∣ <
∣∣∣∣ τ−i
τ+i

∣∣∣∣ and on the annulus 1>
∣∣∣∣z−i
z+i

∣∣∣∣ >
∣∣∣∣ τ−i
τ+i

∣∣∣∣.

Proposition 7.2. i) Consider z, τ satisfying
∣∣∣z−i
z+i

∣∣∣ >
∣∣∣ τ−i
τ+i

∣∣∣.
a) If r ∈ C r Z≥2, then

(7.7) Kr (z; τ) =
∑

µ≤−1

(2− r)−µ−1

(−µ − 1)!
P2−r,−µ−1(τ) Mr,µ(z) .

b) If r ∈ Z≥2, then

(7.8) Kr (z; τ) =
−1∑

µ=1−r

(−1)−µ−1
(

r − 2
−µ − 1

)
P2−r,−µ−1(τ) Mr,µ(z) + pr (z; τ) ,

with

(7.9) pr (z; τ) :=
2i

z− τ
(τ − i
z− i

)r−1
.

ii) Consider z, τ satisfying
∣∣∣z−i
z+i

∣∣∣ <
∣∣∣ τ−i
τ+i

∣∣∣. For all r ∈ C:

(7.10) Kr(z; τ) = −
∑

µ≤−1

(1− r)−µ
(−µ)!

P2−r,−µ−1(τ) Hr,µ(z) −
∑

µ≥0

P2−r,−µ−1(τ) Pr,µ(z) .

iii) For r ∈ Z≥2:

(7.11)

y1−r =

1∑

µ=1−r

(1− r)−µ
(−µ)!

Hr,µ(z) +
( 2i
z+ i

)r−1

= −
−1∑

µ=1−r

(2− r)−µ−1

(−µ − 1)!
Mr,µ(z) +

( 2i
z− i

)r−1
.
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Proof. We use the coordinatesw = z−i
z+i andξ = τ−i

τ+i , and put

X+ :=
{
(z, τ) ∈ H2 : |ξ| < |w| < 1

}
,X− :=

{
(z, τ) ∈ H2 : |w| < |ξ| < 1

}
.

General expansion. The functionKr (·; ·) has polar expansions on both regions,
that have the following form onX±:

Kr (z; τ) =
∑

µ∈Z
A±µ (r, τ) F±µ (r, z) .

We consider this first forr ∈ C r Z≥2. The fact thatKr(·; τ) on X+ represents an
element ofWω

r (P1
R
) implies that we can takeF+µ = Mr,µ and where the fact that

Kr(·; τ) has no singularity onX− implies that we can takeF−µ = Hr,µ for µ ≤ −1 and
F−µ = Pr,µ for µ ≥ 0.

The invariance relation

(7.12) Kr (·; ·)|rg ⊗ |2−rg = Kr for eachg ∈ SL2(R)

in (6.14), applied withg = k(ϑ) for smallϑ implies thatA±µ (r, τ) transforms under
|rk(ϑ) by e−i(r+2µ)ϑ, hence it has the formA±µ (r, τ) = d±µ (r) P2−r,−µ−2(τ), for some
quantityd±µ (r).

For a givenz ∈ H the functionKr(z; ·) has only a singularity in the upper half-
plane atτ = z. Since P2−r,−µ−1(τ) has a singularity atτ = i if −µ − 1 ≤ 0, we have
d+µ (r) = 0 for µ ≥ 0. Thus, we have the following:

(7.13)

on X+: Kr(z; τ) =
∑

µ≤−1

d+µ (r) P2−r,−µ−1(τ) Mr,µ(z) ,

on X−: Kr(z; τ) =
∑

µ≤−1

d−µ (r) P2−r,−µ−1(τ) Hr,µ(z)

+
∑

µ≥0

d−µ (r) P2−r,−µ−1(τ) Pr,µ(z) .

To both sides of both equations we apply the shadow operatorξr . With (6.15),
Table 2, and the fact that Pr,µ is holomorphic, we get

(r̄ − 1)
(z− τ̄

2i

)r̄−2

=
∑

µ≤−1

P2−r,−µ−1(τ)
( 2i
z+ i

)2−r̄ (z− i
z+ i

)−µ−1
·

d+µ (r) (r̄ − 1) onX+ ,

d−µ (r) (−µ) on X− .

We consider this for (z, τ) ∈ X+ with ξ near 0, and for (z, τ) ∈ X− with w near 0.
Then we can rewrite the left hand side of the equation so that the main factor is

(r̄ − 1) (1− wξ̄)r̄−2 = (r̄ − 1)
∑

a≥0

(2− r̄)a

a!
wa ξ̄a

= (r̄ − 1)
∑

µ≤−1

(2− r̄)−µ−1

(−µ − 1)!

( τ̄ + i
τ̄ − i

)−µ−1 (z− i
z+ i

)−µ−1
.
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So forµ ≤ −1 we have

(7.14) d+µ (r) =
(2− r)−µ−1

(−µ − 1)!
, d−µ (r) = −

(1− r)−µ
(−µ)!

.

Part i)a) is now clear.

Part i)b). The integrals in (7.1) withF(z) = Kr (z; τ) show that each term
A±µ (r, τ) F±µ (r, z) in the polar expansion is holomorphic inr. So we can handle
the caser0 ∈ Z≥2 by a limit argument. For 1− r0 ≤ µ ≤ −1 with r0 ∈ Z≥2, the
function Mr,µ has a holomorphic extension tor = r0 (remarks to Table 2). This
gives the sum in (7.8). With (7.6) the terms withµ ≤ −r0 can be written as

(1− r) (1− r)−µ−1

µ (−µ − 1)!
P2−r,−µ−1(τ) Hr,µ(z) + P2−r,−µ−1(τ) Pr,µ(z) .

The first of these terms has limit 0 asr → r0. The second term leads to a series
with pr (z; τ) as its sum.

Part ii). On X− we have

Kr (z; τ) = −
∑

µ≤0

(1− r)−µ
(−µ)!

P2−r,−µ−1(τ) Hr,µ(z) +
∑

µ≥0

d−µ (r) P2−r,−µ−1(τ) Pr,µ(z) ,

with still unknownd−µ (r) for µ ≥ 0. In the coordinatesw andξ this becomes:

(7.15)

(1− w)r (1− ξ)2−r (1− w̄ξ)r−1

(w − ξ) (1− |w|2)r−1

= −
∑

µ≤−1

(1− r)−µ
(−µ)!

(1− ξ)2−r ξ−µ−1 Hr,µ(z)

+
∑

µ≥0

d−µ (r) (1− ξ)2−r ξ−µ−1 (1− w)r wµ .

We divide by (1− ξ)2−r . The remaining quantity on the left has the following
expansion:

(1− w)r

(1− |w|2)r−1

∑

a,b≥0

(−1)waξ−a−1
(
r − 1

b

)
(−1)bw̄bξb .

Let n ≥ 1. The coefficient ofξ−n in this expansion is

−
∑

b≥0

wb+n−1
(
r − 1

b

)
(−w̄)b = −wn−1 (1− |w|2)r−1 .

Henced−1
µ (r) = −1 for µ ≥ 0. By holomorphic extension fromr ∈ C r Z≥2 to

r ∈ C, this gives Part ii).

Part iii). Let r ∈ Z≥2. The equality (7.15) divided by (1− ξ)2−r becomes

(1− w)r (1− w̄ξ)r−1

(w − ξ) (1− |w|2)r−1
= −

−1∑

µ=1−r

(1− r)−µ
(−µ)!

ξ−µ−1 Hr,µ(z) − (1− w)rξ−1 (1− w/ξ)−1 .
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Now we letξ tend to 1. We obtain:

−(1− w)r−1 (1− w̄)r−1 (1− |w|2)1−r = −
−1∑

µ=1−r

(1− r)−µ
(−µ)!

Hr,µ(z) − (1− w)r−1 .

In terms of the coordinatez this is

−y1−r = −
−1∑

µ=1−r

(1− r)−µ
(−µ)!

Hr,µ(z) −
( 2i
z+ i

)r−1
,

which gives the first expression fory1−r in Part iii). We use (7.6) to obtain the
second expression. �

7.3. Related work. The polar expansion generalizes the power series expansion
in w = z−i

z+i for holomorphic functions on the upper half-plane. When dealing with
r-harmonic functions a straightforward generalization leads to the functions in Ta-
ble 2. Proposition 7.2 is analogous to [13, Proposition 3.3].

Part III. Cohomology with values in analytic boundary germs

We turn to the proof of the surjectivity in Theorem A and the proof of Theo-
rem D, by relating cohomology with values inDω

v,2−r to cohomology in modules

Eωv,r ⊂ Wω
v,r(P

1
R
). Section 8 gives the definition of these modules.

We use a description of cohomology that turned out to be useful in the analogous
result for Maass forms, in [15]. This description of cohomology is based on a
tesselation of the upper half-plane. See Section 9.

Theorem 10.18 describes the relation between holomorphic automorphic form
and boundary germ cohomology. This theorem immediately implies the surjectiv-
ity in Theorem A. For the weights inZ≥2 work has to be done, in Section 11, to
prove Theorem D.

8. Highest weight spaces of analytic boundary germs

This section serves to define the modulesEωv,r to take the place of the modules
Dω
v,2−r .

8.1. Definition of highest weight space.The casesr ∈ Z≥2, andr ∈ C r Z≥2 are
dealt with separately.

8.1.1. Weight inC r Z≥2. Part i) of Theorem 6.14 points the way how to treat this
case. It states thatρprj

r :Wω
r (P1

R
)→ Vω

r (P1
R
) is bijective. Forϕ ∈ Dω

2−r

(8.1) ρ−1
r ϕ = (ρprj

r )−1prj2−rϕ ∈ Wω
r (P1

R) ,

where we use that (ρr f )(t) = (i−t)r−2 (ρprj
r f )(t). See (6.17). Forϕ ∈ Dω

2−r [ξ1, . . . , ξn]
we can proceed similarly to getρ−1

r ϕ ∈ Wω
r [ξ1, . . . , ξn].
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Definition 8.1. For r ∈ C r Z≥2 we define

(8.2) Eωr := ρ−1
r Dω

2−r , Eω,exc
r [ξ1, . . . , ξn] := ρ−1

r Dω,exc
2−r [ξ1, . . . , ξn]

for each finite set{ξ1, . . . , ξn} ⊂ P1
R
.

Weight1. The caser = 1 is special. The restriction morphism is given by
(ρprj

1 F)(t) = 1
2i (t − i) F(t), and hence (ρ1F)(t) = i

2 F(t). This gives the following
equalities:

(8.3) Eω1 = D
ω
1 , Eω,exc

1 [ξ1, . . . , ξn] = Dω,exc
1 [ξ1, . . . , ξn] .

Characterization with series.The projective modelprj2−rDω
2−r consists of the holo-

morphic functions on some neighbourhood ofH− ∪ P1
R

in C. So it consists of the
functions

t 7→
∑

µ≤0

cµ
( t − i
t + i

)µ

with coefficients that satisfycµ = O
(
e−a|µ|) as|µ| → ∞, for somea > 0 depending

on the domain of the function. Table 2 in§7.1 gives
( t−i

t+i

)µ
= ρ

prj
r Mr,µ−1. Hence we

have forr ∈ C r Z≥2

(8.4) Eωr =
{ ∑

µ∈Z≤−1

cµ Mr,µ : cµ = O
(
e−a|µ|) for somea > 0

}
.

Highest weight spaces.We callDω
2−r andEωr highest weight spaces. The use of this

terminology is explained in§A.2.1 in the Appendix.

8.1.2. Case r ∈ Z≥2. We note that representatives of elements ofDω
r are holo-

morphic functions on a neighbourhood ofH− ∪ P1
R

in P1
C

that have at∞ a zero
of order at leastr, since (1.19) shows that the elements ofDω

r are of the form
t 7→ (i − t)−r · (holo. at∞). These functions represent also elements ofWω

r (P1
R
).

Definition 8.2. For r ∈ Z≥2 we define:

(8.5)

Eωr := Dω
r +

−1∑

µ=1−r

C Mr,µ ,

Eω,exc
r [ξ1, . . . , ξn] := Dω,exc

r [ξ1, . . . , ξn] +
−1∑

µ=1−r

C Mr,µ ,

for finite sets{ξ1, . . . , ξn} ⊂ P1
R
.

Remark. This definesEωr as a subspace ofWω
r (P1

R
), andEω,exc

r [ξ1, . . . , ξn] as a

subspace ofWω
r

(
P1
R
r {ξ1, . . . , ξn}

)
.

Comparison with weight1. If we apply the formulas in (8.5) withr = 1, the sum
overµ is empty, and we get back (8.3).
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Characterization with series.The elements of the projective modelprj2−rDω
r are

the functions of the formh(t) =
∑
µ≤0 dµ

(
t−i
t+i

)µ
with dµ = O

(
e−a|µ|) for somea > 0.

In view of (1.19) and (7.3)f = prj−1
r h has an expansion of the form

(z− i)−r
∑

µ≤0

dµ
( t − i
t + i

)µ
=

∑

µ≤−r

cµ Pr,µ(z) ,

with thecµ satisfying the same estimate. This leads to

(8.6) Eωr =
{∑

µ≤−r

cµ Pr,µ(z) +
−1∑

µ=1−r

cµ Mr,µ : cµ = O
(
e−a|µ|) for somea > 0

}
,

which is similar to (8.4).

In the following result we use the subsheafhWω
r , defined in (6.36). Its sections

are represented by holomorphic functions, contained in thekernel of the restriction
morphismρr .

Proposition 8.3. Let r ∈ Z≥2.

i) Dω
r is a subspace ofhWω

r (P1
R
) invariant under the operators|rg with g ∈

SL2(R), andDω,exc
r [ξ1, . . . , ξn]|rg = Dω,exc

r [g−1ξ1 . . . , g
−1ξn] for all g ∈

SL2(R).
ii) Eωr is a subspace ofWω

r (P1
R
) invariant under the operators|rg with g ∈

SL2(R), and Eω,exc
r [ξ1, . . . , ξn]|rg = Eω,exc

r [g−1ξ1. . . . , g
−1ξn] for all g ∈

SL2(R).
iii) The following sequences are exact:

(8.7)
0→ Dω

r → Eωr
ρr→ Dpol

2−r → 0 ,

0→ Dω,exc
r [ξ1, . . . , ξn] → Eω,exc

r [ξ1, . . . , ξn]
ρr→ Dpol

2−r → 0 .

Proof. For Part i) we use the definitions in§1.6, applied withr instead of 2− r. In
particular, elements ofDω

r are represented by holomorphic functions with at∞ a
zero of order at leastr. In that way we see that all elements ofDω

r are sections in
hWω

r , and similarly forDω,exc
r [ξ1, . . . , ξn].

For Part ii) there remains to show that Mr,µ|rg ∈ Eωr . Relation (7.8) in Proposi-
tion 7.2 expressesKr(·; τ) as a linear combination of theMr,µ in Eωr and an explicit

kernel pr (·; τ). SinceP2−r,−µ−1(τ) is essentially equal to
(
τ−i
τ+i

)−µ−1
, we can invert

the relation, and express each Mr,µ with 1 − r ≤ µ ≤ −1 as a linear combination
of Kr (·; τi) − pr (·; τi) for r − 1 elementsτi ∈ H. The invariance relation (7.12)
implies thatKr(·; τi)|rg is a multiple ofKr (·; g−1τi), which is inEωr by an applica-
tion of (7.8). The contribution ofpr (·; τi) is in Dω

r , which is invariant under the
operators|rg.

The exactness of the sequences in Part iii) follows directlyfrom the fact that

ρr vanishes onDω
r and the relations

(
ρrMr,µ

)
(t) = (i − t)r−2

(
t−i
t+i

)µ+1
, with (6.11)

and (8.1). �
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8.2. General properties of highest weight spaces of analytic boundary germs.
In the previous subsection we have chosen spacesEω,exc

r [ξ1, . . . , ξn] of boundary
germs for all finite subsets{ξ1, . . . , ξn} of P1

R
, and the spaceEωr , which we call

alsoEω,exc
r []. The following proposition lists properties that these system have in

common for allr ∈ C. In Section 10 we shall work on the basis of these properties.

Proposition 8.4. The systems of spaces in Definitions 8.1 and 8.2 have the follow-
ing properties:

i) Eω,exc
r [ξ1, . . . , ξn] ⊂ Wω

r
(
P1
R
r{ξ1, . . . , ξn}

)
consists of boundary germs rep-

resented by functions inHb
r (U) where U is open inP1

C
so that U∪ H− is a

{ξ1, . . . , ξn}-excised neighbourhood.
ii) a) If {ξ1, . . . , ξn} ⊂ {η1, . . . , ηm}, then

Eω,exc
r [ξ1, . . . , ξn] ⊂ Eω,exc

r [η1, . . . , ηm] .

b) If {ξ1, . . . , ξn} ∩ {η1, . . . , ηm} = ∅, then

Eω,exc
r [ξ1, . . . , ξn] ∩ Eω,exc

r [η1, . . . , ηm] = Eωr .
With the inclusion relation ii)a) we define

(8.8) Eω∗,exc
r := lim

−→
Eω,exc

r [ξ1, . . . , ξn] ,

where{ξ1, . . . , ξn} runs over the finite subsets ofP1
R
.

iii) Eω,exc
r [ξ1, . . . , ξn]|rg = Eω,exc

r [g−1ξ1, . . . , g
−1ξn] for eachg ∈ SL2(R).

iv) The function z7→
∫ z2

z1
Kr(z; τ) f (τ) dτ represents an element ofEωr for all

z1, z2 ∈ H and each holomorphic function f onH.
v) If F ∈ Hr(H) represents an element ofEωr , then F= 0.
vi) If F ∈ Hb

r (U) represents an element ofEω,exc
r [ξ1, . . . , ξn] then its shadow

ξrF ∈ O(U ∩ H) extends holomorphically toH.
vii) Let λ ∈ C∗. Suppose that f∈ Eω,exc

r [∞] has a representative F that satis-
fies:

a) F ∈ Hr (U ∩ H) for some neighbourhood U ofP1
R

in P1
C
,

b) the function z7→ λ−1 F(z+ 1)− F(z) onH ∩ U ∩ T−1U represents an
element ofEωr ,

then f = p + g with an elementg ∈ Eωr and aλ-periodic element p∈
Eω,exc

r [∞].

Remarks.(a) In Property a) it is not always possible to choose the representative so
that the setU containsH−. Moreover, the property does not state that all functions
inHb

r (U) with U as indicated represent elements ofEω,exc
r [ξ1, . . . , ξn].

(b) Condition a) in Part vii) is strong. In general representatives of an element of
Eω,exc

r [∞] arer-harmonic only on an{∞}-excised neighbourhood.

Proof. We consider the various parts of the theorem, often separately for the gen-
eral caser ∈ C r Z≥2 and the special caser ∈ Z≥2.

a. Part i). Let r ∈ C r Z≥2. An elementF ∈ Eω,exc
r [ξ1, . . . , ξn] is determined by

h = ρprj
r F in the projective model ofDω,exc

2−r [ξ1, . . . , ξn]. So h is holomorphic on a
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{ξ1, . . . , ξn}-excised neighbourhoodU0. Each pointξ ∈ P1
R
r {ξ1, . . . , ξn} is of the

form kξ · 0 with k ∈ SO(2). We choosep(ξ) ∈ (0, 1) such thatkξ Dp(ξ) ⊂ U0.
Then Part iii)a) of Proposition 6.13 implies thatρprj

r Hb
r (kξ Dp(ξ)) = O(kξ Dp(ξ)). So

F ∈ Hb
r (U), with

U :=
⋃

ξ∈P1
R
r{ξ1,··· ,ξn}

kξ Dp(ξ) .

However, not for all choices of thepξ the setU ∪H− is an excised neighbourhood.

We return to the choice of thepξ ∈ (0, 1). By conjugation by an element of
SO(2) we arrange that allξ j are inR.

We recall that near each of the points
ξ j a{ξ1, . . . , ξn}-excised neighbourhood
looks like a full neighbourhood ofξ j

minus the sector between two geodesic
half-lines with end-pointξ j .

ξ j ξ j′

U0 U0 U0

U0

Figure 10

ξ j ξ j′
✍✌✎☞✚✙
✛✘
✚✙
✛✘
✍✌✎☞✧✦
★✥

Figure 11

Sinceξ j ∈ R those geodesic half-lines
are parts of euclidean circles with their
center onR, or vertical euclidean lines.
This implies that there is a smallε > 0
such that for allξ ∈ Rwith 0 < |ξ−ξ j | <
ε the open euclidean disk aroundξ with
radius|ξ − ξ j | is contained inU0. If ε is

sufficiently small these euclidean disks are of the formkξ′ Dp(ξ′), with in general
ξ′ , ξ.

In this way we can choose for allξ sufficiently near toξ j the valuepξ ∈ (0, 1)
in such a way thatξ j is in the closure ofkξ Dp(ξ). We see thatU is nearξ j a full
neighbourhood ofξ j minus the sectors between two geodesics half-lines atξ j in the
upper and the lower half-plane. SoH− ∪ U is an excised neighbourhood provided
we take thepξ appropriately.

b. Part i) for r ∈ Z≥2. Elements ofDω,exc
r [ξ1, . . . , ξn] are already represented by

functions of the desired form. The functions Mr,µ are inHb
r
(
P1
C
r {i,−i}).

c. Part ii). Immediate from the corresponding property ofDω,exc
p , with p ∈ {r, 2−r}.

d. Part iii). Immediate from Part i) of Proposition 1.14 and (6.10) ifr < Z≥2, and
from Proposition 8.3, Part ii), ifr ∈ Z≥2.

e. Part iv) for r < Z≥2. Integration overτ in a compact set inH preserves the
property thatKr (·; τ) represents an element ofWω

r (P1
R
), and commutes with taking

the restriction. Applyingρr gives the integral
∫ z2

z1
(z− τ)r−2 F(τ) dτ, which has a

value inDω
2−r .

f. Part iv) for r ∈ Z≥2. Equation (7.8) in Proposition 7.2 expressesKr (·; τ) as a
linear combination of the Mr,µ in Eωr and an explicit kernelpr (·; τ). In the integral of
the terms with Mr,µ only the coefficient depends onτ. Hence the result is a multiple
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of Mr,µ. The kernelpr (·; τ) is inDω
r by the description in Part i) of Proposition 7.2,

and it stays there under integration with respect toτ.

g. Part v) for r < Z≥1. See Proposition 7.1.

h. Part v) for r = 1. Let F ∈ H1(H) represent an element ofEω1 (P1
R
). Soρ1F(z) =

z−i
2i F(z) is holomorphic on a neighbourhoodU of H− ∩ P1

R
in P1

C
. ThenF itself

is holomorphic onH ∩ U r {i}, henceF is holomorphic onH since it is already
real-analytic. Thus,F ∈ O(P1

C
) with a zero at∞, henceF = 0.

i. Part v) for r ∈ Z≥2. For r ∈ Z≥2, we considerF = F0 +
∑−1
µ=1−r cµ Mr,µ ∈ Hr (H)

with F0 representing an element ofDω
r andcµ ∈ C. Since the Mr,µ arer-harmonic

onH r {i} the functionF0 is holomorphic onP1
C
r {i} with at∞ a zero of order at

leastr.
To investigate the singularity ofF0 at i we use Kummer relation (7.6), which

relates Mr,µ, Hr,µ and Pr,µ. Since Hr,µ is r-harmonic onH, the singularity ati of∑−1
µ=1−r cµMr,µ is the same as that of

(8.9)

F1(z) =
−1∑

µ=1−r

(−µ − 1)!
(2− r)−µ−1

cµ Pr,µ

=

−1∑

µ=1−r

(−µ − 1)!
(2− r)−µ−1

cµ
( 2i
z+ i

)r (z− i
z+ i

)µ
.

This leads to a holomorphic functionF0+ F1 onP1
C
r {−i}, with atz= −i a pole of

order at mostr − 1. At∞ the functionF0 has a zero of order at leastr. The same
holds forF1 by the factor (z+ i)−r in (8.9). So the number of zeros is larger than
the number of poles, and we conclude thatF0 + F1 = 0. However,F1 = −F0 has
to be inDω

r , in particular, it has to be holomorphic atz = −i. Inspection of (8.9)
shows that successivelyc1−r , c2−r , . . . have to vanish. SoF = 0.

j. Part vi). The representativeF is defined onU ∩ H, where the open setU ⊂ P1
R

containsP1
R
r {ξ1, . . . , ξn}. Part iv) of Proposition 6.13 implies that there is an open

setU1 ⊂ U, still containingP1
R
r {ξ1, . . . , ξn} (obtained as the union of setsk Dp)

such that onU1 the shadowξrF(z) is a holomorphic multiple ofa(z) = (ρprj
r F)(z̄).

So the domain ofa is some neighbourhoodU2 of P1
R
r {ξ1, . . . , ξn} in P1

C
. Since

ρrF ∈ Dω∗
v,2−r the functionsρr F andρprj

r F are holomorphic onH−. Hence the domain

of the holomorphic functiona containsH− = H.

k. Part vii). See§8.5. �

8.3. Splitting of harmonic boundary germs, Green’s form. We discuss now a
splitting of the space of global sections ofr-harmonic boundary germs. We shall
use this to prove Part vii) in Proposition 8.4 in the case thatr ∈ C r Z≥1. To obtain
the splitting we use the Green’s form for harmonic functionsand the resolvent
kernel.
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Theorem 8.5. If r ∈ C r Z≥1 then

(8.10) Br(P
1
R) = Hr(H) ⊕ Wω

r (P1
R) .

Since we have already Proposition 7.1, we need only to show that Br (P1
R
) =

Hr(H) +Wω
r (P1

R
).

Resolvent kernel.We put

(8.11) Qr (z1, z2) = Mr,0

(z2 − Rez1

Im z1

)
,

with the r-harmonic function Mr,0 ∈ Hr
(
H r {i}) in (7.4). SoQr (z1, z2) is defined

onH × H r (diagonal). It is called thefree space resolvent kernel. It is a special
case of the resolvent kernel that inverts the differential operator∆r − λ on suitable
functions. See, eg., [78,§3, Chap. XIV].

The following properties can be checked by a computation, but are more easily
seen on the universal covering group, as we explain in§A.1.6.

∆r Qr(z1, ·) = 0 ,(8.12)

4y2∂z∂z̄Qr(·, z2) + 2iry ∂z̄Qr(·, z2) + r Qr(·, z2) = 0 ,(8.13)

for

(
a
c

b
d

)
∈ SL2(R) : (cz1 + d)r (cz2 + d)−r Qr(g z1, g z2) = Qr (z1, z2) .(8.14)

Ther-harmonic functionz2 7→ Qr (z1, z2) represents an element ofWω
r (P1

R
).

Green’s form.For f1, f2 ∈ C∞(U), with U ⊂ H, we define theGreen’s form

(8.15)
[
f1, f2

]
r =

(
∂z f1 +

r
z− z̄

f1
)
f2 dz+ f1(∂z̄ f2) dz̄.

This is a 1-form onU, which satisfies

(8.16)
[
f1|rg, f2|−rg

]
r = [ f1, f2]r ◦ g ong−1U for g ∈ SL2(R) .

If f1 is r-harmonic onU and if f2 satisfies the differential equation in (8.13) onU,
then [f1, f2]r is a closed differential form onU. (These results can be checked by
some computations.)

Cauchy-like integral formula.

Proposition 8.6. Let r ∈ C r Z≥1. Let U be an open set inH, and let C be a
positively oriented simple closed curve in U such that the region V enclosed by C
is contained in U. Then for each F∈ Hr(U):

∫

C

[
F,Qr (·, z′)

]
r =


2πi(1− r)F(z′) if z′ ∈ V ,

0 if z′ ∈ H r (C ∪ V) .

Proof. In this result the kernelQr and the Green’s form are combined to give for
r-harmonic functionsF ∈ Hr(H) the closed differential form

[
F,Qr (·, z′)

]
r(z)

onH × H r (diagonal). It satisfies forg =
(

a
c

b
d

)
∈ SL2(R)

(8.17) (cz′ + d)−r [F,Qr (·, gz′)
]
r (gz) =

[
F |rg,Qr (·, z′)

]
r(z) .
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Hence it suffices to establish the relation forz′ = i. The proof proceeds along the
same lines as the proof of [13, Theorem 3.1].

We have

(8.18)

Qr (z, i) =
2iy
i − z̄

(z+ i
2i

)r−1
2F1

(
1, 1− r; 2− r;

4y

|z+ i|2
)

= 2(r − 1) log|z− i| +O(1) asz→ i ,

∂z̄Qr (z, i) =
r − 1
z̄+ i

+O(log|z− i|) asz→ i .

The integral of the term withdz in
[
F,Qr(·, i)] over a circle aroundi with radiusε

is O(ε logε) = o(1) asε ↓ 0. The other term gives
∫ 2π

ϕ=0

(
F(i) +O(ε)

) ( r − 1
ε e−iϕ

+O(logε)
)
(−iε e−iϕ) dϕ = 2πi(1− r) F(i) + o(1) . �

We first illustrate a possible use of Proposition 8.6 in an example, and will after
that complete the proof of Theorem 8.5.

Let r ∈ C r Z≥1.In the situation
sketched in Figure 12, the integral

1
2πi(1− r)

∫

C

[
F,Qr (·, z′)

]

represents a function ofz′ on the re-
gions inside and outside the simple
positively oriented closed pathC. Ac-
cording to Proposition 8.6 the resulting
function insideC is equal toF, and out-
sideC we get the zero function.

✬

✫

✩

✪
UC

❄✣✢
✤✜

Figure 12

✬

✫

✩

✪
U

✍✌✎☞♣♣♣ ♣♣♣♣♣ ♣♣♣♣♣ ♣♣♣♣♣ ♣♣♣ C✲ ❅
❅

❅
❅❅��

Figure 13

The situation is different if we letC
run around a hole inU. Now the inte-
gral defines anr-harmonic functionFi

on the region insideC (including the
hole), and a functionFo outsideC.

Since the differential form is closed,
we can deform the path of integration
insideU, thus obtaining extensions of
Fi andFo to overlapping regions inside
U. On the intersection of the domains
Proposition 8.6 impliesFi − Fo = F.

Completion of the proof of Theorem 8.5.Let F represent an element ofBr (P1
R
). So

F ∈ Hr(U) for any openU ⊂ H that contains a region of the form 1− ε <
∣∣∣∣z−i
z+i

∣∣∣∣ < 1.

The disk
∣∣∣∣z−i
z+i

∣∣∣∣ ≤ 1− ε will play the role of the hole in Figure 13.
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For a positively oriented simple closed curveC in U we have twor-harmonic
functions:

(8.19)
Fi(z

′) =
1

2πi(1− r)

∫

C

[
F,Qr (·, z′)

]
r for z′ ∈ H insideC ,

Fo(z′) =
1

2πi(1− r)

∫

C

[
F,Qr (·, z′)

]
r for z′ ∈ H outsideC .

By moving the path closer and closer to the boundaryP1
R

of H we obtain thatFi ∈
Hr(H). FurtherFo is r-harmonic on a regionU′ ⊂ U that contains the intersection
with H of a neighbourhood ofP1

R
in P1

C
. The functionQr (z, ·) represents an element

ofWω
r (P1

R
) for eachz ∈ H. This property is preserved under integration. HenceFo

represents an element ofWω
r (P1

R
).

If z′ is in the intersection of the domains ofFi andFo, then we apply the integral
representation with different paths, and getF(z′) = Fi(z′) − Fo(z′) by Proposi-
tion 8.6. This gives the desired decomposition.

Together with Proposition 7.1, this implies the theorem. �

8.4. Periodic harmonic functions and boundary germs. In Definition 3.3 we
introduced the concept ofλ-periodic functions, forλ ∈ C∗. We use this termi-
nology also for boundary germs satisfyingf |pT = λ f , with T =

(
1
0

1
1

)
. (The

transformation does not depend on the weightp.

Lemma 8.7. Put

(8.20) Fr,n(z) := e2πinzy1−r
1F1

(
1− r; 2− r; 4πny

)
(r ∈ C r Z≥2, n ∈ C) .

(For r = 1 we haveF1,n(z) = e2πinz.)

i) For r ∈ Z≥2 theλ-periodic elementsϕ ∈ Dpol
2−r form the one-dimensional

subspace of constant functions ifλ = 1, and are zero otherwise.
ii) If F ∈ Hb

r (U) represents aλ-periodic element ofEω,exc
r [∞] then it has an

r-harmonic extension as an element ofHr(H), and is given by a Fourier
expansion

(8.21) F(z) =



∑
n≡α(1) cn Fr,n(z) if r ∈ C r Z≥2 ,∑
n≡α(1) cn e2πinz + a0 y

1−r if r ∈ Z≥2 ,

where the coefficients cn satisfy cn = O
(
e−b |Ren|) as |Ren| → ∞, and where

a0 ∈ C is equal to zero unlessλ = 1.
iii) Let r ∈ C r Z≥1. If F ∈ Hr(H) represents aλ-periodic element ofWω

r (R),
then F∈ Eω,exc

r [∞]. (Hence the statements in Part ii) apply toF.)

Proof. SinceDpol
2−r consists of polynomials of degree at mostr − 2, Part i) is imme-

diately clear.
For Parts ii) and iii) we consider first a neighbourhoodU of R in C and F ∈

Hb
r (U) that represents an element ofWω

r (R). SinceF is λ-periodic the setU
contains a strip−ε < Im z< ε for someε > 0.
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Theλ-periodic,r-harmonic functionF onU∩H is given by a Fourier expansion

F(z) =
∑

n≡α(1)

e2πinx fn(y)

that is absolutely convergent onH. Since the operator∆r defining r-harmonicity
commutes with translationz 7→ z+ u with u ∈ R, all Fourier terms have the form
e2πinx fn(y) and are alsor-harmonic. Hence they are in a two-dimensional solution
space.

We use that the conditionF ∈ Hb
r (U) is inherited by the Fourier terms. The

multiples ofFr,n are inHb
r (U) for some neighbourhoodU of R in C. If r ∈ CrZ≥1,

a linearly independent element of the solution space is the holomorphic function
z 7→ e2πinz, which does not represent an analytic boundary germ. Thus weget for
r < Z≥1 a Fourier expansion of the form indicated in (8.21).

For r ∈ Z≥1 we consider the functionsF(z) = e2πinzg(y) for which ξr F is holo-
morphic. In all cases we can takeg(y) constant, and obtain the multiples ofe2πinz.

If g is not constant, the condition thatF ∈ Hb
r (U) leads tog(y) = y1−r a(y) with

a real-analytic functiona on a neighbourhood ofy = 0 inR. We find that we should
have

r − 1
2i

a(y) + ya′(y) = c e4πny

with somec ∈ C. If r = 1 this is possible only withc = 0, and thena′(y) = 0. So
we do not get more than indicated in (8.21).

For r ∈ Z≥2 we take the restriction:

ρ
prj
r
(
e2πinz y1−r a(y)

)
(t) = −(−2i)r−2 (t − i)2−r e2πint a(0) .

This should be aλ-periodic element ofDpol
2−r , which can be non-zero only ifλ = 1,

and then is a constant function. This leads to the terma0 y
1−r in (8.21).

For Part ii) we suppose thatF represents an element ofEω,exc
r [∞]. This is an

assumption in Part ii). Part i) in Proposition 8.4 implies that U ∩ H contains a
region of the form

{
z∈ H : |Rez| > ε−1} ∪ {

z∈ H : Im z< ε
}

for someε > 0. The relationF(z+ 1) = λ F(z) allows us to find a real-analytic
continuation ofF to all of H. So under the assumptions of Part ii) we haveU = C.
In Part iii) it is given thatU containsH. So now we know only thatU contains all
z∈ C with Im z> −ε for someε > 0.

In both parts we have the expansion (8.21) for allz ∈ H. This leads to informa-
tion concerning the coefficients.

For r ∈ C r Z≥1, we quote from [115,§4.1.1] the asymptotic behavior of the
confluent hypergeometric series:

1F1
(
1− r; 2− r; t

) ∼

(1− r) t−1 et as Ret → ∞ ,

Γ(2− r) (−t)r−1 as Ret → −∞ .

The absolute convergence of the Fourier expansion ofF implies the estimate of the
coefficientscn.
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This gives, forr ∈ C r Z≥1 the growth of the coefficients, and finishes the
proof of Part ii) for r ∈ C r Z≥1 Moreover, dividing byy1−r we get a Fourier
expansion converging on all ofC, and representing a real-analytic function onC.
That implies thatF(z)/ fr (z) is real-analytic onC, henceF ∈ Hb

r (C), which shows
thatF represents an element ofEω,exc

r [∞], by Part i) of Proposition 8.4. This gives
Part iii).

We are left with Part ii) forr ∈ Z≥1. For r = 1 we have (ρprj

1 F)(z) = z−i
2i F(z) in

Dω,exc
1 [∞]. HenceF has a holomorphic extension toC. This extension is still given

by a convergent Fourier expansion, which should be the expansion
∑

n cn F1,n(z) =∑
n cn e2πinz. This convergence onC implies the estimate of the coefficients.
Finally, if r ∈ Z≥2, then the term

∑
n cn e2πinz is holomorphic, and hence is in

Dω,exc
r [∞]. Again, we get convergence on all ofC. This ends the proof of Part ii).

�

8.5. Completion of the proof of Proposition 8.4.

Proof of Part vii) for r ∈ C r Z≥1. The functionF ∈ Hr(U∩H) represents anr-har-
monic boundary germf ∈ Br(P1

R
). According to Theorem 8.5 we have a unique

decompositionf = P + g, with P ∈ Hr(H) identified with the boundary germ
it represents, andg ∈ Wω

r (P1
R
) with representativeG = F − P in Hr(U ∩ H).

SinceG represent an element ofWω
r (P1

R
) it is an element ofHb

r (U1) for some
neighbourhoodU1 ⊂ U of P1

R
in P1

C
.

Now
f |r (λ−1T − 1) = P|r (λ−1T − 1)+ g|r (λ−1T − 1) .

The left hand side is inEωr ⊂ Wω
r (P1

R
) by condition b) in the assumption. So the

direct sum in (8.10) shows thatλ−1 P|rT = P.
SinceP = F −G represents an element ofEω,exc

r [∞] +Wω
r (P1

R
) ⊂ Wω

r (R) we
can apply Part iii) of Lemma 8.7 toP and conclude thatP ∈ Eω,exc

r [∞]. Then
G = F − P represents an element

g ∈ Eω,exc
r [∞] ∩Wω

r (P1
R) = (ρr )

−1
(
Dω,exc

2−r [∞] ∩ prj−1
2−rVω

2−r (P
1
R)

)

= ρ−1
r Dω

2−r = Eωr . �

The proof forr ∈ Z≥1 requires some preparation.

Lemma 8.8. Let r ∈ Z≥1. Suppose that F representing an element ofDω,exc
r [∞]

satisfies the conditions in Part vii) in Proposition 8.4. Then there is aλ-periodic
function P∈ O(C) such that G= F − P is holomorphic on a neighbourhood of
H− ∪ P1

R
in P1

C
, and satisfies G(∞) = 0.

Proof. Condition a) in Part vii) of Proposition 8.4 tells us thatF is r-harmonic on
H r K for some compact setK ⊂ H. Since we have the additional information
that F represents an element ofDω,exc

r [∞] it is holomorphic on a neighbourhood
of H− ∪ R in C. HenceF ∈ O(C r K).

We define a holomorphic functionP onC by

(8.22) P(z) =
1

2πi

∫

|τ|=c
F(τ)

dτ
τ − z

,
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wherec is chosen larger than|z|, and in such a way thatK is enclosed by the path of
integration. The functionz 7→ λ−1 F(z+1)−F(z) is holomorphic onCr

(
K ∪ T−1K

)
.

It represents an element ofEωr by Assumption b), hence it represents an element of
Dω

r , and is holomorphic onP1
C
r

(
K ∪ T−1K

)
, with at∞ a zero of order at leastr.

Sincer ≥ 1, Cauchy’s theorem implies that

1
2πi

∫

|τ|=c

(
λ−1 F(τ + 1)− F(τ)

) dτ
τ − z

= 0 ,

for all sufficiently largec. This implies thatλ−1P(z+ 1) = P(z) for all z ∈ C.
TakeG = F − P. With (8.22) we find for all sufficiently largec and|z| < c < c1

1
2πi

∫

|τ|=c
G(τ)

dτ
τ − z

= P(z) − 1
2πi

∫

|τ1|=c1

1
2πi

∫

|τ|=c

dτ
(τ1 − τ) (τ − z)

F(τ1) dτ1

= P(z) − P(z) = 0 .

Insertion of the Laurent expansionG(τ) =
∑

k∈Z bk τ
k of G at∞ into the integral

shows thatbk = 0 for k ≥ 0. So the functionG is holomorphic on a neighbourhood
of∞ with a zero at∞. �

Proof of Part vii) for r= 1. We haveEω1 = Dω
1 andEω,exc

1 [∞] = Dω,exc
1 [∞]; see

(8.3). We apply Lemma 8.8, and use that a first order zero at∞ suffices to conclude
thatG represents an element ofDω

1 . �

Proof of Part vii) for r ∈ Z≥2. We haveH ∈ Hr (H r K) with a compact setK ⊂ H,
for which we can arrange thati ∈ K.

We write F = F0 + m, with F0 representing an element ofDω,exc
r [∞] andm =∑−1

µ=1−r cµ Mr,µ ∈ Eωr , with the cµ in C. Then F0 is r-harmonic onH r K, and
is holomorphic on an{∞}-excised neighbourhood. It also satisfies Condition b)
in Part vii) of Proposition 8.4, so we can apply Lemma 8.8. This givesF0 =

G + P, with a λ-periodic holomorphic functionP on C, andG holomorphic on a
neighbourhood ofH− ∪ P1

R
in P1

C
with a zero at∞. ForG to represent an element

ofDω
r we would need a zero at∞ of order at leastr.

The functionG shares withF0 the property thatz 7→ λ−1 G(z+ 1)−G(z) repre-
sents an element ofEωr , even an element ofDω

r by holomorphy. Insertion of this
property in the power series ofG at∞ shows that the zero ofG at∞ has order at
leastr − 1.

If λ = 1, we cannot reach orderr. In this case we writeG = G0 + c0 Rr , where

Rr(z) =
( 2i
z− i

)r−1
,

and wherec0 is chosen such thatG0 has a zero at∞ of order at leastr. SoG0

represents an element ofDω
r .

Part iii) of Proposition 7.2 shows thatRr(z) = y1−r +m1, with m1 ∈ Eωr . Working
modulo elements ofEωr we have

F = F0 +m ≡ G+ P = G0 + c0 Rr + P ≡ c0 y
1−r + c0 m1 + P ≡ c0 y

1−r + P .

The functionc0 y
1−r + P represents aλ-periodic element ofEω,exc

r [∞]. �
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8.6. Related work. In [15] the analytic cohomology groups have values in the
spaceVω

s (P1
R
) which is isomorphic to the spaceWω

s (P1
R
) by the results in [13,

§5.2]. In the present context we work with the subspaceDω
v,2−r of prj−1

2−rVω
v,2−r (P

1
R
),

and we have to do more work to determine a submodule of analytic boundary germs
related toDω

v,2−r .
For weightsr ∈ C r Z≥1 we have the isomorphism in Part i) of Theorem 6.14,

which points the way to the definition ofEωv,r . The power series approach in that
theorem is more complicated than that in [13, Proposition 5.6]. For weightsr ∈ Z≥1

we definedEωv,r so that it satisfies the properties in Proposition 8.4.
Property vii) in Proposition 8.4 is similar to [15, Lemma 9.23]. It will be es-

sential for the proof of Theorem 10.4 in§10. The proof of this property in the
caser ∈ C r Z≥1 follows the proof in [15]. It uses the boundary germ splitting in
Theorem 8.5 which is similar to [13, Proposition 5.3]. The resolvent kernelQr in
(8.11), the Green’s form in (8.15) and the Cauchy-like result Proposition 8.6 have
their examples in (3.8), (3.13), Theorem 3.1 in [13], respectively.

To prove property vii) in Proposition 8.4 for positive integral weights we had
to find other methods, which were inspired by the use of hyperfunctions and the
Poisson transformation (§2.2 and§3.3 in [13]). In these notes we avoid the explicit
use of hyperfunctions and the Poisson transformation.

9. Tesselation and cohomology

Up till now we worked with the standard description of group cohomology, re-
called in§1.4. For the boundary germ cohomology we turn to the description of
cohomology that turned out to be useful in [15]. We use the concepts and notations
of those notes, and do not repeat a complete discussion. We invite the reader to
have a quick look at [15,§6.1–3], where the approach is explained for cocompact
discrete groups, and then to consult [15,§11] for the case of groups with cusps.

9.1. Tesselations of the upper half-plane.The tesselations that we use are called
“of type Fd” in [15]. They are based on the choice of a suitable fundamental
domain forΓ\H.

Tesselation for the modular group.With the standard choice of the fundamental
domainF for Γ(1)\H, a part of the tesselation looks as in Figure 14. The tes-
selationT is obtained by taking allΓ(1)-translates of the fundamental domain
F divided in a cuspidal triangleV∞ and a compact partFY. The set of faces is
XT2 =

{
γ−1V∞, γ−1FY : γ ∈ Γ(1)

}
. In the boundary∂2F of the fundamental

domain there are oriented edgese∞ from a pointP∞ = 1
2 + iY (with someY > 1) to

the cusp∞, and compact edgese1 from eπi/3 to P∞ ande2 from i to eπi/3. There is
also the horizontal edgef∞ from P∞ to T−1P∞. These four edges generate a setXT1
of oriented edges freely overΓ(1) = {±1}\Γ(1). If e ∈ XT1 then the same edge with
the opposite orientation is written as−e. We follow the convention used in [15] to
include inXT1 only one of the two oriented edges corresponding to a given unori-
ented edge. The pointsi, eπi/3, P∞ of H together with the cusp∞ generate over
Γ(1) the setXT0 of vertices, but not freely overΓ(1), sincei andeπi/3 are fixed by
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tt t

t t

i

f∞

e2S e2

e1T−1e1

e∞T−1e∞

P∞

V∞

FY

0

✻✻

✛

✻✻

❳❳③✘✘✾

Figure 14. Sketch of a tesselation for the modular group, based
on the standard fundamental domain.

subgroups ofΓ(1) of orders 2 and 3 respectively. The subgroup ofΓ(1) fixing P∞
consists only of 1, and the groupΓ(1)∞ fixing ∞ is infinite.

We define the subsetsXT ,Yi consisting of all elements that are compact inH. So

XT ,Y0 is generated byi, eπi/3, andP∞; XT ,Y1 by e1, e2 and f∞; andXT ,Y2 by FY.

General groups.In general, the fundamental domainF is chosen in such a way that
its closure inH ∪ P1

R
contains only one cusp ofΓ from eachΓ-orbit of cusps. The

fundamental domain is the union of a compact partFY and a number of cuspidal
trianglesVa, for the cuspsa in the closure ofF. EachVa has verticesa, Pa and
π−1
a Pa, and a boundary consisting of edgesea ∈ XT1 from Pa to a, π−1

a ea, and

fa ∈ XT ,Y1 from Pa to π−1
a Pa. So each of these cuspidal triangles looks the same as

the triangleV∞ for the modular group.

9.2. Resolutions based on a tesselation.The tesselationT gives rise toΓ-mod-
ulesFTi := C[XTi ] ⊃ FT ,Yi := C[XT ,Yi ], which are considered asright modules, by
(x)|γ = (γ−1x). There are the obvious boundary operators∂i : C[XTi ] → C[XTi−1]

that satisfy∂iC[XT ,Yi ] ⊂ C[XT ,Yi−1 ].
For the modular group:

∂2(V∞) = (e∞)|(1− T) − ( f∞) , ∂2(FY) = (e1)|(1− T) + (e2)|(1− S) + ( f∞) .

This leads to complexes
(
FT·

) ⊃ (
FT ,Y·

)
of Γ-modules. It turns out ([15,§11.2])

that for rightΓ-modulesV that are vector spaces overC the cohomology of the
resulting complex homC[Γ](FT ,Y. ,V) is canonically isomorphic to the group coho-
mologyH·(Γ; V). In working with this description of cohomology it is oftenuseful
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to identify aC[Γ]-homomorphismFTi = C[XTi ] → V with the corresponding map
c : XTi → V, which satisfiesc(γ−1x) = c(x)|γ for all γ ∈ Γ, x ∈ XTi .

We use the complex
(
FT.

)
to describe the mixed parabolic cohomology. The

mixed parabolic cochains are defined by

(9.1)
Ci(FT. ; V,W) =

{
c : XTi →W : c(x) ∈ V if x ∈ XT ,Yi ,

c(γ−1x) = c(x)|γ for all γ ∈ Γ
}
.

A derivation can be defined bydic(x) = (−1)i+1 c(∂i+1x) for x ∈ XTi . We often
write d instead ofdi .

The spaceZi(FT. ; V,W) of mixed parabolic cocycles is defined as the kernel of
di : Ci(FT. ; V,W)→ Ci+1(FT. ; V,W) and the subspace of mixed parabolic cobound-
ariesBi(FT. ; V,W) asdi−1Ci−1(FT. ; V,W) if i ≥ 1 and as the zero subspace ifi = 0.
Then the cohomology groups of the complex,

(9.2) Zi(FT. ; V,W)
/

Bi(FT. ; V,W) ,

are fori = 1 isomorphic to the mixed parabolic cohomology groupsH1
pb(Γ; V,W) in

Definition 1.3. In [15,§11.3] the mixed parabolic cohomology groupsHi
pb(Γ; V,W)

are defined as the spaces in (9.2) for alli.
In particular fori = 1 we have the following commutative diagram forC[Γ]-

modulesV ⊂W:

Z1(Γ; V)/B1(Γ; V) Z1(FT ,Y· ; V)/B1(FT ,Y· ; V)
�oo

Z1(Γ; V,W)/B1(Γ; V)
?�

OO

Z1(FT· ; V,W)/B1(FT· ; V,W)
?�

OO

�oo

The isomorphic spaces in the top row give two isomorphic descriptions ofH1(Γ; V),
and the two spaces in the bottom row ofH1

pb(Γ; V,W).
The conditions on the tesselations are such that the action of Γ̄ = {±1}\Γ on

XT1 and XT2 is free on finitely many elements. So fori ≥ 1 the cochainsc ∈
Ci(FT. ; V,W) are determined by their values on aC[Γ]-basis ofC[XTi ]. For the
modular group,c ∈ C1(FT. ; V,W) is completely determined byc(e1), c(e2) and
c( f∞) in V, andc(e∞) ∈ W, andb ∈ C2(FT. ; V,W) is determined byc(FY) ∈ V
andc(V∞) ∈ W. For i = 0 there are in general no bases overC[Γ̄]. The fact that
each cusp is fixed by an infinite subgroup ofΓ(1) makes the difference between
parabolic cohomology and standard group cohomology. Points of XT ,Y0 may be
fixed by non-trivial finite subgroups of̄Γ. As long as we work withΓ-modules that
are vector spaces overC this is not important. ForΓ(1) it suffices if we can divide
by 2 and 3 in the modules that we use.

For a cocyclec ∈ Z1(FT. ; V,W) the valuec(p) on a cyclep ∈ Z[XT1 ] corre-
sponding to a path fromP1 to P2 (both in XT0 ) does not depend on the choice of
the path along edges inXT1 , only on the end-pointsP1 andP2. So we can write
c(p) = c(P1,P2), and viewc as a function onXT0 × XT0 . In generalc(p) ∈ W. It
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satisfies

(9.3)
c(P1,P3) = c(P1,P2) + c(P2,P3) for P j ∈ XT0 ,

c(γ−1P1, γ
−1P2) = c(P1,P2)|γ for γ ∈ Γ , P j ∈ XT0 .

If both P1 andP2 are inXT ,Y0 , then the path can be chosen inZ[XT ,Y0 ], and hence
c(p) ∈ V.

Now choose a base pointP0 ∈ XT ,Y0 . Thenψγ = c(γ−1P0,P0) is in V for each
γ ∈ Γ. It turns out to define a group cocycleψ ∈ Z1(Γ; V). It is even a mixed
parabolic group cocycle inZ1

pb(Γ; V,W). Let us check this in the situation of the
modular group, with the tesselation discussed above. Then

ψT = c(T−1P0,P0) = c(T−1P0,T
−1P∞) + c(T−1P∞,T

−1∞)

+ c(∞,P∞) + c(P∞,P0) =
(−c(e∞) + c(P∞,P0)

) ∣∣∣ (1− T) ∈ W|(1− T) .

This computation shows that the presence of∞ as a vertex of the tesselation forces
parabolicity of the cocycle. (We use| to denote the action ofΓ on theFTi = C[XTi ],
as well as in the modulesV andW.)

On can check that this associationc 7→ ψ sends coboundaries to coboundaries
and that taking a different base pointP0 does not change the cohomology class.
The mapc 7→ ψ is an easy way to describe the canonical isomorphism betweenthe
description of cohomology with a tesselation and the standard description of group
cohomology.

9.3. Cocycles attached to automorphic forms.To describe the linear mapsrωr :
Ar(Γ, v) → H1(Γ;Dω

v,2−r ) and qωr : Ar(Γ, v) → H1(Γ;Eωv,r) in Theorem A and
Proposition 6.10 in the approach to cohomology based on a tesselationT we
use for an unrestricted holomorphic automorphic formF ∈ Ar (Γ, v) the cocycles
ψF ∈ Z1(FT ,Y. ;Dω

v,2−r ) andcF ∈ Z1(FT ,Y. ;Eωv,r) given on edgesx ∈ XT ,Y1 by

ψF(x; t) :=
∫

τ∈x
ωr(F; t, τ) =

∫

τ∈x
(τ − t)r−2 F(τ) dτ ,(9.4)

cF(x; z) :=
∫

τ∈x
Kr(z; τ) F(τ) dτ =

∫

τ∈x

2i
z− τ

( z̄− τ
z̄− z

)r−1
F(τ) dτ .(9.5)

The orientation of the edgex determines the direction of the integration. We use
the boundary germ cohomology in the next section, and hence will work with the
cocyclecF. Property iv) in Proposition 8.4 implies thatcF has values inEωr .

Notations. Let Eω
0,exc

r = lim
−→
Eω,exc

r [a1, . . . , an], where{a1, . . . , an} runs over the

finite subsets of cusps ofΓ.
The spaceEω

∗,exc
r , defined in Proposition 8.4, is invariant under the operators

|rg with g ∈ SL2(R), but these operators act inEω
0,exc

r only if g maps cusps to

cusps. ByEωv,r , Eω
0,exc

v,r , andEω
∗,exc

v,r we denote theΓ-modules for the action|v,r on
the corresponding spaces.
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Image ofqωr . For edges inXT1 r XT ,Y1 the integration does not make sense, unless
F happens to be a cusp form. To extendcF to XT1 we need to definecF(ea) for each
cuspa of Γ such thatcF(∂2Va) = 0, in the notation of§9.1.

For weightsr ∈ C r Z≥2 and the highest weight spaces in Definition 8.1, Theo-

rem 3.9 impliesqωr Ar(Γ, v) ⊂ H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ). For r ∈ Z≥2 we will see in§11.1

that not all automorphic forms give rise to mixed parabolic cocycles with values in
the analytic boundary germs.

9.4. Derivatives of L-functions. In the introduction we mentioned that deriva-
tives ofL-functions can be related to cocycles. We illustrate this here by an exam-
ple.

Let f be a newform of weight 2 forΓ = Γ0(N) such thatL f (1) = 0 (under the
assumption thatf is even for the Fricke involution). Set

u(z) = log(η(z)η(Nz)), z ∈ H.
Then, as shown in [51],

(9.6) L′f (1) =
1
π

∫ ∞

0
f (iy)u(iy)dy.

This integral, though reminiscent of a period integral, hasan integrand that is far
from Γ-invariant and thus does not give a cocycle. To address this problem, we
first note that, by the defining formula ofu(z), the RHS of (9.6) equals the value at
r = 0 of the derivative

d
dr

(
1
π

∫ ∞

0
f (iy) (η(iy)η(iNy))r dy

)∣∣∣∣∣
r=0
.

This integral is still notΓ-invariant but now it can be formulated in terms of cocy-
cles considered in these notes.

Set
fr(z) = f (z)(η(z)η(Nz))r .

This is a cusp form of weight 2+r for Γ depending holomorphically onr on a neigh-
bourhood of 0 inC. The corresponding multiplier systemwr is also holomorphic
in r.

We refine the tesselation in Figure 14 so that the geodesic from 0 to∞ is a sum
of edges, forming a pathp ∈ Z[XT1 ]. (Then the facesV∞ andFY are each divided
into two faces.) We have for any automorphic formF the value

ψF(p; t) =
∫

τ∈p
ωr(F; t, τ) .

Applying this to fr defined above, we obtainψ fr (p; ·) ∈ Dω,∞
w,−r [0,∞], since fr is a

cusp form. In particular

(9.7) ψ fr (p; 0) = i eπir /2
∫ ∞

0
f (iy) er u(iy) yr dy .



AUTOMORPHIC FORMS AND COHOMOLOGY 83

With the change of variablesy 7→ 1/Ny, using the invariance offr under the Fricke
involution, this can be seen to be equal to

−i N−r/2 eπir
∫ ∞

0
f (iy) er u(iy) dy .

With Goldfeld’s result we obtain the following relation between the cocycleψ fr
and theL-function:

(9.8)

ψ fr (p; 0) = −i L f (1)+ r
(πi

2
log N Lf (1)− π2 L f (1)− πi L′f (1)

)

+O(r2) (r → 0)

= −πir L ′f (1)+O(r2) (r → 0) .

9.5. Related work. The general approach to group cohomology via an arbitrary
projective resolution is well known. See for instance, in Brown [8], Chap. III,§1,
for the definition, and Chap. I,§5, for the standard complex. Also more topolog-
ically oriented complexes are well known; see for instance [8, §4, Chap. 1]. In
[15] the tesselations of the upper half-plane based on a fundamental domain of the
discrete group in question turned out to be useful.

10. Boundary germ cohomology and automorphic forms

10.1. Spaces of global representatives for highest weight spaces. Property i) in
Proposition 8.4 shows that elements ofEωr are represented by elements ofHb

r (U),
hence byr-harmonic functions onU ∩ H. Property v) shows that ifF ∈ Hb

r (U) is
non-zero, thenU ⊃ H is impossible. For the cohomological manipulations in this
section it is desirable to have spaces of representatives that are defined onH. If
non-zero, these functions cannot ber-harmonic everywhere onH.

Definition 10.1. We define the spacesGωr , Gω∗r andGω0

r of functions onH:

Gωr :=
{
F ∈ C2(H) : there exists an open neighbourhoodU(10.1)

of P1
R in P1

C such thatF |U∩H is inHb
r (U)

and represents an element ofEωr
}
,

Gω∗,exc
r :=

{
F ∈ C2(H) : there exists an excised neighbourhoodU(10.2)

such thatF |U∩H is inHb
r (U) and represents

an element ofEω∗,exc
r

}
,

Gω0,exc
r :=

{
F ∈ C2(H) : there exists an excised neighbourhoodU(10.3)

with excised set consisting of cusps, such thatF |U∩H
is inHb

r (U) and represents an element ofEω0,exc
r

}
.

The operators|rg with g ∈ SL2(R) act inGωr andGω∗,exc
r , and inGω0,exc

r if g ∈ Γ. By

Gωv,r , Gω
∗,exc

v,r , Gω
0,exc

v,r we denote the correspondingΓ-modules with the action|v,r .
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Remarks.(a) This definition formalizes forEωr what we did informally forDω
2−r in

Remark 4.2, b).

(b) While, by Part v) of Proposition 8.4,

(10.4) Hr(H) ∩ Gωr = {0} ,
the spaceHr(H) ∩ Gω

∗,exc
r contains non-zero elements, for instance the functions

Fr,n in (8.20).

Definition 10.2. We defineNω
r , Nω∗,exc

r , orNω0,exc
r as the kernels of the natural

mapsGωr → Eωr , Gω
∗,exc

r → Eω
∗,exc

r , or Gω
0,exc

r → Eω
0,exc

r which assign toF the
boundary germ represented by it.

Proposition 10.3. i) Nω
r , andNω∗,exc

r are invariant under the operators|rg
with g ∈ SL2(R), and the action|v,r makesNω0,exc

r into aΓ-moduleNω0,exc
v,r .

ii) The spaceNω
r is the space C2c(H) of the twice differentiable compactly

supported functions onH, andNω∗,exc
r , respectivelyNω0,exc

r , is the space
of the twice differentiable functions onH with support contained in a set
H r U where U is an excised neighbourhood ofP1

R
, which in the case of

Nω0,exc
r has an excised set consisting of cusps.

iii) The diagram ofΓ-equivariant maps

0 // Nω
v,r

//
� _

��

Gωv,r //
� _

��

Eωv,r //
� _

��

0

0 // Nω∗,exc
v,r

// Gω
∗,exc

v,r
// Eω

∗,exc
v,r

// 0

commutes. The rows are exact sequences.

Proof. Part i) follows directly from Definition 10.2.
For Part ii), suppose thatF is in the kernel ofGωr → Eωr , Gω∗,exc

r → Eω∗,exc
r , or

Gω
0,exc

r → Eω
0,exc

r , thenF = 0 on a setU ∩H with U a neighbourhood ofP1
R

in P1
C
,

or U ∩ H = U0 ∩ H for an excised neighbourhoodU0 of P1
R
. In the former case

H r U is relatively compact inH, henceF has compact support. In the latter case
F is zero on an excised neighbourhood intersected withH.

For the exactness in Part iii) we need to prove the surjectivity of the linear maps
Gωr → Eωr andGω∗,exc

r → Eω∗,exc
r . The commutativity of the diagram is clear.

We start with a representativeF ∈ Hb
r (U) of an element ofEωr , respectively

Eω∗,exc
r , whereU is a neighbourhood ofP1

R
in P1

C
, respectively contained in an

excised neighbourhoodU0 of P1
R

such thatU ∩ H = U0 ∩ H. We take smaller sets
U1 ⊂ U2 ⊂ U such thatU2 is a neighbourhood of the closure ofU1 andU is a
neighbourhood of the closure ofU2, and consider a cut-off function ψ ∈ C2(H)
equal to 1 onU1 and equal to 0 onH r U2. Thenz 7→ ψ(z) F(z), extended by 0,
is an element ofGωr , respectivelyGω∗,exc

r , representing the same boundary germ
asF. �

Lemma 10.4. Letλ ∈ C∗. If h ∈ Eω
∗,exc

r andλ−1h|rT − h ∈ Eωr , then h∈ Eω,exc
r [∞].
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Proof. In the same way as for Lemma 3.1. �

Definition 10.5. i) For f ∈ Eω∗,exc
r we denote byBdSing f the minimal set

{ξ1, . . . , ξn} such thatf ∈ Eω,exc
r [ξ1, . . . , ξn], and call it the set ofbound-

ary singularitiesof f . For F ∈ Hb
r (U) we denote byBdSing F the set

BdSing f for the boundary germf represented byF.
ii) For any twice differentiable functionF on H we denote bySingr F the

complement of the maximal open set inH on which∆r F = 0, and call it
the set ofsingularitiesof F.

iii) Analogously we defineGω,exc
r [ξ1, . . . , ξn] as the set ofF ∈ Gω

∗,exc
r repre-

senting an element ofEω,exc
r [ξ1, . . . , ξn], andBdSing rF for F ∈ Gω∗,exc

r as
the set of boundary singularities of the element ofEω∗,exc

r thatF represents.

Remarks.(a) BdSing F ⊂ P1
R

andSingr F ⊂ H for eachF ∈ Gω∗,exc
r .

(b) For elements ofDω∗

2−r we dealt only with boundary singularities, and often

called them singularities. ForEω
∗,exc

r andGω
∗,exc

r it is important to distinguish both
types of singularities.

(c) The properties in Proposition 8.4 imply properties of sets of boundary singu-
larities. For instance

(10.5) BdSing ( f |rg) = g−1 BdSing f for g ∈ SL2(R) .

(d) If F ∈ Gωr then Singr F is a compact subset ofH, and if F ∈ Gω∗,exc
r then

Singr F is contained in an excised neighbourhood.

λ-periodic elements.

Definition 10.6. Forλ ∈ C∗, putIr (λ) :=
{
f ∈ Eω

∗,exc
r : f |rT = λ f

}
.

Lemma 10.7. Letλ ∈ C∗.
i) Each element ofIr (λ) is represented by a uniqueλ-periodic function in
Hr(H) ∩ Gω

∗,exc
r .

ii) If F ∈ Nω∗,exc
r is λ-periodic, then F= 0.

Proof. Let F ∈ Gω
∗,exc

r represent an element ofIr (λ). Then it represents an element
of Eω,exc

r [∞] by Lemma 10.4.

From Part i) in Proposition 8.4 we
see thatF ∈ Hr(U ∩ H) for an excised
neighbourhoodU with excised set{∞},
and thatλ−1F(z + 1) = F(z) for all
z∈ H ∩U ∩ T−1U.

This implies thatF can be analyti-
cally extended to give aλ-periodic ele-
ment ofHr(H). Since this analytic ex-
tension is determined by its values on a
strip 0< Im z< ε it is unique.

U

U

singularities

Figure 15
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If the λ-periodic functionF represents an element ofNω∗,exc
r then F is zero

onU, hence the extension is zero. �

Lemma 10.8. Let a be a cusp ofΓ. Denote byΓa the subgroup ofΓ fixing a. Then
the following sequence is exact:

0→ (Nω∗,exc
v,r

)Γa → (Gω∗,exc
v,r

)Γa → (Eω∗,exc
v,r

)Γa → 0 .

Proof. The groupΓa is generated byπa = gaTg−1
a . By conjugation we can reduce

the statement of the lemma to the exactness of the sequence one obtains if one takes
in the sequence

0→ Nω∗,exc
r → Gω∗,exc

r → Eω∗,exc
r → 0

the kernel of the operator|r(λ−1T − 1) with λ = v(πa). This does not necessarily
produce an exact sequence, but here we get by Lemma 10.7 the sequence

0→ 0→ Ir(λ)→ Ir(λ)→ 0 ,

which is exact. (We identifyIr(λ) with the space of the harmonic representatives
in Part i) of Lemma 10.7.) �

Lemma 10.9. Letλ ∈ C∗. Suppose that the function F onH satisfies:

a) F ∈ Gω∗,exc
r ,

b) Singr F is a compact subset ofH,
c) z 7→ λ−1 F(z+ 1)− F(z) is an element ofGωr .

Then F= P+G with P∈ Ir (λ) and G∈ Gωr .

Proof. The open setHrSingr F is of the formU∩Hwith U a neighbourhood ofP1
R

in P1
C
. The restrictionf of F to U∩H represents an element ofEω

∗,exc
r . Assumptions

a) and c) imply thatf represents an element ofEω,exc
r [∞], by Lemma 10.4. Part vii)

in Proposition 8.4 implies the existence ofp ∈ Ir (λ) such thatg = f − p ∈ Eωr .
TakingP as the global representative ofp in Part i) of Lemma 10.7 we get a repre-
sentativeG := F − P of g in Gωr . �

10.2. From parabolic cocycles to automorphic forms. Now we start with a
mixed parabolic cocycle and construct a corresponding holomorphic automorphic
form.

Proposition 10.10. i) If c ∈ Z1(FT. ;Eωv,r ,Eω
0,exc

v,r ) there is u([c], ·) ∈ Ar (Γ, v)
that depends only on the cohomology class of c, and[c] 7→ u([c], ·) defines
a linear map

(10.6) αr : H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r )→ Ar (Γ, v) .

ii) Let F ∈ Ar(Γ, v) such thatqωr F ∈ H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ), then u([cF ], ·) = F,

with cF as in(9.5).

Proof. The proof is almost identical to that of [15, Proposition 12.2]. Table 3
compares the analogous quantities. Instead of repeating the proof, we give below
a discussion of the main ideas in the context of the modular group. There is one
complication, which is not present in [15]. We handle it in Lemma 10.11. �
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holomorphic forms Maass forms

Γ-moduleEωv,r Γ-moduleWω
s

Γ-moduleEω0,exc
v,r Γ-moduleWω∗,exc

s

cocyclec cocycleψ

cochainc̃ cochainψ̃

Gωv,r , Gω
0,exc

v,r Gωs , Gω
∗,exc

s

Nω
v,r , Nω0,exc

v,r Nω
s , Nω∗,exc

s

u([c], ·) uψ
Table 3. Correspondence between the quantities in the proof here,
for holomorphic automorphic forms, and the quantities in the
proof of [15, Proposition 12.2], for Maass forms of weight 0 and
more general invariant eigenfunctions. Here we work with bound-
ary singularities restricted to the cusps, whereas in [15] the singu-
larities were general at first, and had to be reduced to singularities
in cusps by an additional step.

Lift of the cocycle. Let c ∈ Z1(FT. ;Eωv,r ,Eω
0,exc

v,r ) be given. Its valuesc(x) on

x ∈ XT1 are boundary germs inEω0,exc
v,e . See the right column in the diagram

in Proposition 10.3. We want to liftc to a cochain ˜c ∈ C1(FT· ;Gωv,r ,Gω
0,exc

v,r ),
which involves the central column in the diagram. For eachx in the C[Γ(1)]-
basis{e1, e2, f∞} of FT ,Y1 we can, according to Proposition 10.3 choose a repre-
sentative ˜c(x) ∈ Gωv,r of c(x) ∈ Eωv,r . For c(e∞) we can choose a representative

c̃(e∞) ∈ Gω
0,exc

v,r . Sincec̃(e∞)|v,r (1 − T) representsc(e∞)|v,r(1 − T) = c( f∞) ∈ Eωv,r ,
we haveBdSing c̃(e∞) ⊂ {∞} by Lemma 10.4. So ˜c is determined by

(10.7)
c̃(e1), c̃(e2), c̃( f∞) ∈ Gωv,r , representatives ofc(e1), c(e2), c( f∞) ,

c̃(e∞) ∈ Gω,exc
v,r [∞] , representative ofc(e∞) .

For eachx ∈ {e1, e2, f∞} the setSingr c̃(x) is compact. So we can findR >

0 such that for each of these three edges the setSingr c̃(x) is contained in the
R-neighbourhood (for the hyperbolic distance) ofx. FurthermoreSingr c̃(e∞) is
contained in the complement of an excised neighbourhood with excised set{∞},
hence

Singr c̃(e∞) ⊂ {
z ∈ H : |Rez| ≤ ε−1 , Im z> ε

}
,

for someε > 0.
Sincec̃ is given on a basis ofFT1 , we can extend itC[Γ(1)]-linearly, and obtain

a cochain ˜c ∈ C1(FT. ;Gωv,r ,Gω
0,exc

v,r ). There is no reason for the lift ˜c to be a cocycle.
For anyy ∈ XT1 and anyγ ∈ Γ(1) we haveSingr c̃(γ−1y) = γ−1 Singr c̃(y). So for

y ∈ XT ,Y1 the setSingr c̃(y) is contained in theR-neighbourhood ofx. Similarly,
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Singr c̃(γ−1e∞) is contained in

(10.8)
{
γ−1z : |Rez| ≤ ε−1 , Im z> ε

}
.

This means that the singularities of any ˜c(y) cannot be “too far” from the edge
y ∈ XT1 .

Construction. We start the construction of an automorphic form. First we work
on a connected setZ ⊂ H that is contained in finitely manyΓ(1)-translates of the
standard fundamental domainF. We choose a closed pathC ∈ Z[XT1 ] encirclingZ
once in positive direction. SinceZ may contain a translate ofF this path may have
to go through cusps, as illustrated in Figure 16. We can take the cycleC far away

✫✪

Z

C

✻

Figure 16.

from Z, such thatSingr c̃(x) ∩ Z = ∅ for all x occurring in the pathC. We choose
C such that for all edgesx occurring inC theR-neighbourhoods of edges inXT ,Y1
and the sets in (10.8) do not intersectZ. So for each edgex occurring inC the set
Z is in the region on which ˜c(x) is a representative ofc(x).

We define forz∈ Z:1

(10.9) u(C; z) :=
1
4π

c̃(C) (z) .

Sou(C; z) is the sum of contributions±1
4π c̃(x)(z) with x ∈ XT1 occurring inC. Since

C is far away fromZ the functionu(C; ·) is r-harmonic on (the interior of)Z.

Independence of choices.The next step is to get rid of the choice of the lift ˜c and
of the choice ofc in its cohomology class. This can be done in exactly the same
way as in [15,§7.1 and§12.2]. The main reasoning is given in [15,§7.1] for the
cocompact case. There it is explained that the definition does not depend on the
choice of the cycleC, provided it is far enough fromZ. For a givenγ ∈ Γ we can
takeC such that bothC andγ−1C can be used in (10.9). Then theΓ-equivariance
of c̃ implies thatu(C; ·)|v,rγ = u(C; ·) on the intersectionZ ∩ γ−1Z for γ ∈ Γ. The

1The factor 1
4π differs from the factor1

πi in [15]. This is caused by a difference in the normalization
of Kr(·; ·) in (6.12), andqs(·, ·) in [15, (1.4)].
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function isr-harmonic on the interior ofZ, by the same argument as in [15,§7.1].
The independence onC allows us to enlarge the setZ, thus ending up with an
element of Harmr(Γ, v), which we now can callu(c̃; ·).

By the reasoning in [15,§7.1] the r-harmonic automorphic form that we ob-
tained is independent of the choice of the lift ˜c of c, and of the choice ofc in its
cohomology class. So we may now denote it byu

(
[c]; ·).

Remaining questions.There are two questions left: (1) Isu
(
[c]; ·) a holomorphic

automorphic form? (2) Ifqωr F happens to be inH1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ), what is then

the relation betweenF andu
(
qωr F; ·)?

Question (1) does not arise in [15]. The following lemma treats it, for general
cofiniteΓ with cusps.

Lemma 10.11. Let c̃ ∈ C1(FT. ;Gωv,r ,Gω
0,exc

v,r ) be a lift of c∈ Z1(FT. ;Eωv,r ,Eω
0,exc

v,r ).
Suppose that C=

∑
j ε j x j ∈ Z[XT1 ] (finite sum, withε j = ±1, xj ∈ XT1 ) is a cycle

encircling an open set Z∈ H once in positive direction, so that for each xj the set
Z is contained in the set wherec̃(x j) represents c(x j ). Thenc̃(C) is holomorphic on
Z.

Proof. For eachx j the functionc̃(x j) represents an element ofEω0,exc
v,r on some set

U j as in Property i) in Proposition 8.4, andZ ⊂ U j . By Property vi) we know that
ξr c̃(x j) has a holomorphic extensionh j ∈ O(H). SinceC is a closed cycle, we have

S1 S2

S3 S4

✚✙
✛✘

Z

V1 V2

Figure 17. Illustration for the proof of Lemma 10.11. We take
C =

∑4
j=1 ε j x j . The singularities of ˜c(x j) are contained inSj ,

and we can takeU j = H r Sj. The unionV1 ∪ V2 is an excised
neighbourhood, on which ˜c(C) representsc(C).

c(C) = 0 in Eω
0,exc

v,r . So c̃(C) = 0 on an excised neighbourhoodV on which c̃(C)
representsc(C). This neighbourhood is contained in the intersection of the U j , but
will in general not containZ. See Figure 17.

We now know the following:

∀ j : c̃(x j) = c(x j) onU j ⊃ Z ,

∀ j : h j ∈ O(H) ,



90 ROELOF BRUGGEMAN, YOUNGJU CHOIE, AND NIKOLAOS DIAMANTIS

∀ j : ξr c̃(x j) = h j onU j ⊃ Z ,

c̃(C) = c(C) = 0 onV ,

ξr c̃(C) =
∑

j

ε j ξr c̃(x j) = 0 onV

∑

j

ε j h j =
∑

j

ε j ξr c̃(x j) = 0 onH (continuation)

ξr c̃(C) =
∑

j

ε j ξr c̃(x j) =
∑

j

ε j h j = 0 onZ

u([c]; ·) = 1
4π

c̃(C) is holomorphic onZ . �

This lemma implies directly thatu
(
[c]; ·) ∈ Ar(Γ, v), thus completing the proof

of Part i) of Proposition 10.10.
The other remaining question concerns Part ii), to which we apply Cauchy’s

formula:

Lemma 10.12. Suppose that[c] = qωr F ∈ H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) for some automor-

phic form F∈ Ar(Γ, v). Then u
(
[c]; ·) = F.

Proof. By analytic continuation it suffices to show the equality on some non-empty
open set. Let us takeZ open and relatively compact in the interior of the compact
faceFY of the tesselation contained in the fundamental domain.

For z in the interior ofFY we have

(10.10) c(∂2FY)(z) =
∫

∂2FY

2i
z− τ

( z̄− τ
z̄− z

)r−1
F(τ) dτ ,

as follows from (9.5). The factor
(

z̄−τ
z̄−z

)r−1
is holomorphic as a function ofτ. So the

value of the integral is 4π F(z) for z in the interior ofFY, in particular forz ∈ Z.
The hyperbolic distance ofZ to ∂2FY is larger than someε > 0. We can choose the
lift c̃ of c such that for eachx ∈ XT ,Y1 the singularities of ˜c(x) are contained in the
ε-neighbourhood ofx. Thenc̃(∂2FY) is equal toc(∂2FY) on Z. �

Averages.An alternative to (10.9) is the description ofu([c]; ·) as an infinite sum,
which is a kind of Poincaré series.

Definition 10.13. Let f be a continuous function onH with support contained
in finitely manyΓ-translates of a fundamental domain ofΓ\H. We define theΓ-
averageof f by

(10.11)
(
AvΓ,v,r f

)
(z) :=

∑

γ∈{±1}\Γ

(
f |v,rγ) (z) .

Remarks.(a) We have|v,r(−γ) = |v,rγ, so it makes sense to sum over{±1}\Γ.
(b) Under the support condition in the definition the sum is locally finite and
defines a continuous function that is invariant for the action |v,r of Γ.
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(c) To use the average to describeu([c], ·), we start with the exact sequence

(10.12) → H1
pb(Γ;Gωv,r ,Gω

0,exc
v,r )→ H1

pb(Γ;Eωv,r ,Eω
0,exc

v,r )→ H2
pb(Γ;Nω

v,r ,Nω0,exc
v,w )→

The exactness follows from [15, Proposition 11.9]. To see that the conditions of
that theorem are satisfied, we use the diagram in Part iii) of Proposition 10.3 and
Lemma 10.8.

Let c̃ ∈ C1(FT. ;Gωv,r ,Gω
0,exc

v,r ) be a lift of c ∈ Z1(FT. ;Eωv,r ,Eω
0,exc

v,r ). The exact

sequence (10.12) shows thatdc̃ ∈ H2
pb(Γ;Nω

v,r ,Nω0,exc
v,r ). We applydc̃ to the funda-

mental domainF of Γ\H underlying the tesselationT . Sodc̃(F) = dc̃(FY)+dc̃(V∞)
in the case ofΓ = Γ(1), and in generaldc̃(F) = dc̃(FY) +

∑
a dc̃(Va), wherea

runs over the cusps in the closure of the fundamental domainF. This implies that

dc̃(F) ∈ Nω0,exc
v,r , hence we can apply AvΓ,v,r to it.

Proposition 10.14.With the notations of Proposition 10.10:

(10.13) u([c], z) =
1
4π

(
AvΓ,v,rdc̃(F)

)
(z) =

1
4π

∑

γ∈{±1}\Γ

(
dc̃(F)

) ∣∣∣
v,r
γ (z) .

Proof. The proof follows the approach to Propositions 7.1 and (12.5) in [15]. �

Remark.On first sight it may seem amazing that the sum of translates ofthe non-
analytic functiondc̃(F) is a holomorphic function. See the discussion after [15,
Proposition 7.1].

10.3. Injectivity. Proposition 10.10 gives us a linear mapαr from mixed para-
bolic cohomology that is left inverse toqωr . It might have a non-zero kernel.

Proposition 10.15.The linear mapαr in (10.6)is injective.

Proof. The proof is based on the exact sequence (10.12) and the average in (10.13):

(10.14) H1
pb

(
Γ;Gωv,r ,Gω

0,exc
v,r

) // H1
pb

(
Γ;Eωv,r ,Eω

0,exc
v,r

)

αr

��

δ // H2
pb

(
Γ;Nω

v,r ,Nω0,exc
v,r

)

[b] 7→AvΓ,v,r b(F)
��

Ar(Γ, v)
� � // C2(H)Γv,r

The vertical map on the right is given by associating to the cohomology class [b]
the average AvΓ,v,rb(F). By C2(H)v,r we mean the spaceC2(H) provided with the
action|v,r of Γ. The mapαr is the composition of the connecting homomorphismδ
and the vertical map. Failure of injectivity might be causedby δ and by the average.

Lemma 10.16 below implies that the vertical map cannot contribute to the kernel
of αr . That leaves us with the connection homomorphismδ. Lemma 10.17 below

gives the vanishing ofH1
pb(Γ;Gωv,w,Gω

0,exc
v,r ), and hence the injectivity ofδ. �

Lemma 10.16. Let c∈ Z1(FT. ;Eωv,r ,Eω
0,exc

v,r ) and letc̃ be a lift of c as in(10.7). If

AvΓ,v,rdc̃(F) =
∑
γ∈{±1}\Γ dc̃(F)|v,rγ = 0 then d̃c ∈ B2(FT. ;Nω

v,r ,Nω0,exc
v,r ).
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Proof. The proof is analogous to that of [15, Lemma 12.6]. Here we discuss it in
the modular caseΓ = Γ(1).

A cocycle b ∈ Z2(FT. ;Nω
v,r ,Nω0,exc

v,r ) is determined by its values on the faces
(V∞) and (FY). The freedom that we have within a cohomology class is to add
to

(
b(V∞), b(FY)

)
elements of three forms: (1) (u,−u), with u ∈ Nω

v,r (related to

the edgef∞), (2)
(
t|v,r (1 − T), 0

)
with t ∈ Nω∗,exc

v,r (related to the edgee∞), (3)(
0, w|v,r(1 − γ)

)
with w ∈ Nω

v,r , γ ∈ Γ (related to the edgese1 ande2). Sob(F) =

b(V∞)+b(FY) is determined byb up to addition of an element ofNω∗,exc
v,r |v,r (1−T)+∑

γ∈ΓNω
v,r |v,r(1− γ).

The first consequence of this description is that AvΓ,v,rb(F) does not depend on
the choice ofb in its cohomology class.

Now we considerb = dc̃ as in the lemma. The elementb(FY) is inNω
v,r ⊂ C2

c(H).
So there isq > Y such that the support ofb(FY) does not intersect the region⋃

γ∈Γ

{
γz : Im z≥ q

}
.

Further,b(V∞) = c̃(e∞)|v,r(1−T)− c̃( f∞) represents the zero element ofEω,exc
v,r [∞].

Henceb(V∞) has support in a set of the form
{
z ∈ H : Im z > ε, |Rez| ≤ ε−1}

for someε > 0. We deal withC2-functions, and hence we can split off from b(V∞)
an elementu ∈ C2

c(H) = Nω
v,r and move it tob(FY), by the freedom indicated

above. In this way we arrange thatb(V∞) has support in the set{z ∈ H : Im z >
q− 1 , |Rez| ≤ ε−1}.

We take a partition of unityα onR: α ∈ C2
c(R) such that

∑
n∈Z α(x+ n) = 1 for

all x ∈ R. We takeβ ∈ C2(0,∞) such thatβ(y) = 1 for y ≥ q + δ with δ > 0 and
β(y) = 0 for y ≤ q, and putχ(z) = α(Rez) β(Im z). So

∑
nχ(z+ n) = 1 for all zwith

Im z≥ q+ δ.
The elementb1 ∈ C2(FT· ;Nω

v,r ,Nω∗,exc
v,r ) determined byb1(FY) = 0 and

b1(V∞)(z) =
∑

n∈Z

(
b(V∞)χ(· + n)

) ∣∣∣
v,r

(1− T−n)(z)

is a coboundary. (Note that the terms in the sum vanish for allbut finitely manyn.)
We defineb̂ = b−b1, which is in the same cohomology class asb. For Imz≥ q+ δ

b̂(V∞)(z) = b(V∞)(z) −
∑

n

(
b(V∞)(z) · χ(z+ n) − b(V∞)(z− n) · χ(z)

)

= α(Rez) β(Im z)
∑

γ∈{±1}\Γ(1)∞

b(V∞)|v,rγ (z)(10.15)

Now we use the assumption that AvΓ,v,rb(F) = 0. From our knowledge of
the supportb(V∞) we conclude that

(
AvΓ,v,rb(F)

)
(z) =

(
AvΓ,v,rb(V∞)

)
(z) if Im z ≥

q + δ. Furthermore, for Imz ≥ q + δ the expression in (10.15) is equal toα(x)(
AvΓ,v,rb(V∞)

)
(z), since since forγ < Γ(1)∞, the support ofb(V∞)|γ does not in-

tersect the support ofb(V∞). for So b̂(V∞) vanishes on this domain, hence it has
compact support. So we can moveb̂(V∞) to b̂(FY).
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We are left with a cocyclêb given by b̂(V∞) = 0 andb̂(Fy) with support not
intersecting the region ⋃

γ∈Γ

{
γz : Im z≥ q+ δ

}
.

We take aΓ(1)-partition of unityψ ∈ C∞(H) with support ofψ contained in the
union of finitely manyΓ(1)-translates ofF. So

∑
γ∈{±1}\Γ ψ(γz) = 1 for all z ∈ H,

and the sum is a finite sum for allz. We write f = b̂(F) = b̂(FY), and know by the
assumption that AvΓ,v,r f = 0. Forz∈ H:

f (z) = f (z) − ψ(z)
(
AvΓ,v,r f

)
(z) =

∑

γ∈{±1}\Γ

(
f (z)ψ(γ−1z) − ψ(z) f |v,rγ (z)

)

=
∑

γ∈{±1}\Γ

(
f · (ψ ◦ γ−1)

)|v,r (1− γ) .

For almost allγ the intersection of the supports off and ψ ◦ γ−1 have empty
intersections. So the sum is finite, andb̂ is a coboundary. �

Lemma 10.17. H1
pb(Γ;Gωv,r ,Gω

0,exc
v,r ) = {0}.

Proof. Similar to the proof of [15, Proposition 12.5], to which we refer for the full
proof. Table 4 gives a list of corresponding notations and concepts.

holomorphic forms Maass forms wt.0

Γ-moduleGωv,r Γ-moduleGωs
Γ-moduleGω0,exc

v,r Γ-moduleGω∗,exc
s

cocyclec cocycleψ

c(ξ, ξ′) ψξ,ξ′

Table 4. Correspondence with [15, Proposition 12.5].

Let c ∈ Z1(FT. ;Gωv,r ,Gω
0,exc

v,r ) be given. This cocycle induces a mapXT0 × XT0 →
Eω

0,exc
v,r which we also indicate byc. It has the properties in (9.3). The aim is to

show that it is a coboundary. To do that is suffices to show that the group cocycle
γ 7→ c(γ−1P0,P0) is a coboundary for one base pointP0 ∈ XT0 .

(a) There existsR > 0 such thatSingr c(x) ⊂ NR(x) for all edgesx ∈ XT1 . The set

NR(x) is anR-neighbourhood ofx for the hyperbolic metric ifx is an edge inXT ,Y1 ,
and a more general neighbourhood defined in [15, (12.2)] ifx is an edge going to a
cusp.

(b) We prove thatc(a, b) ∈ Hr(H) for any two cuspsa, b.
Suppose thatz ∈ Singr c(a, b). The value ofc(a, b) is the valuec(p) for any path

in Z[XT1 ] from a to b. We can move the pathp away fromz in such a way thatz is
not in NR(x), in (a), for any of the edgesx occurring inp. SoSingr c(a, b) = ∅.
(c) By breaking up a path froma to b at a pointP ∈ XT ,Y0 = XT0 ∩H it can be shown
thatSingr c(P, a) is a compact subset ofH for any pathZ[XT1 ] from P to a ∈ C.
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(d) Now Lemma 10.9 can be applied to the conjugated elementF = c(P, a)|rσ−1
a .

We note thatF ∈ Gω∗,exc
r , for Condition a), that its singularities are contained in a

compact set, for Condition b), and that

F |v,r (1− πa) = c(P, a)|v,r (1− πa) = c(P, π−1
a P) ∈ Gωv,r

implies Condition c). The conclusion is thatF = Qa + G, with Qa ∈ Gω
0,exc

v,r
satisfyingQa|v,rπa = P, andG ∈ Gωv,r representing an element ofEωr . Then use
Lemma 10.7 to see thatQa ∈ Hr(H).

(e) Such an elementQa exists for all cuspsa, and forb = γ−1a we haveQb =
Qa|v,rγ.

(f) The transformation properties of theQa allow us to define another cocycle ˆc in
the same class asc by taking forx, y ∈ XT0 :

ĉ(x, y) := c(x, y) +

{
Qx if x ∈ XT0 r XT ,Y0
0 if x ∈ XT ,Y0

}
+

{
−Qy if y ∈ XT0 r XT ,Y0 ,

0 if y ∈ XT ,Y0 .

}

It has the property that ˆc(a, b) ∈ Hr(H) ∩ Gωr for all cuspsa, b. Part v) of Propo-
sition 8.4 implies that ˆc(a, b) = 0 for all cusps. Taking a cusp as the base point
P0, we see that the cohomology class of the cocycle ˆc, and hence of the original
cocyclec, is zero. �

10.4. From analytic boundary germ cohomology to automorphic forms. We
have obtained two linear maps,qωr (Proposition 6.10) andαr (Proposition 10.10):

(10.16)

Ar (Γ, v)
qωr // H1(Γ;Eωv,r)

H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r )

αr

gg❖❖❖❖❖❖❖❖❖❖❖

We recall thatH1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) ⊂ H1(Γ;Eωv,r). The following theorem shows the

relation between these maps.

Theorem 10.18.LetΓ be a cofinite discrete group ofSL2(R) with cusps. Let r∈ C
and letv be a corresponding multiplier system.

i) Both linear mapsqωr andαr in (10.16)are injective.
ii) Define

(10.17) AEr (Γ, v) :=
(
qωr

)−1H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) .

Then the restriction ofqωr to AEr (Γ, v) and the restriction ofαr to the

imageqωr AEr (Γ, v) ⊂ H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) are inverse to each other.

AEr (Γ, v)
qωr // qωr AEr (Γ, v)
αr

oo
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Proof. Proposition 10.15 gives the injectivity ofαr . Suppose thatF ∈ kerqωr .
(ThenF ∈ AEr (Γ, v) by the definition in (10.17).) Proposition 10.10 ii) shows that
αrqωr F = F, henceF = αr 0 = 0. This shows thatqωr is injective. This gives Part i).

Part ii) of Proposition 10.10 shows thatαr ◦ qωr is the identity onAEr (Γ, v). Since
qωr : AEr (Γ, v)→ qωr AEr (Γ, v) is surjective Part ii) follows. �

10.5. Completion of the proof of Theorem A for general weights.We con-
sider r ∈ C r Z≥2. Proposition 2.4 shows thatrωr : Ar(Γ, v) → H1(Γ;Dω

r,2−r )
is a well-defined linear map. Theorem 3.9 shows that the imageis contained in

H1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ). We have the following relations:

Ar(Γ; v)
rωr // H1

pb(Γ;Dω
v,2−r ,D

ω0,exc
v,2−r ) �

� // H1(Γ;Dω
v,2−r )

AEr (Γ, v)
?�

OO

qωr // H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r )

ρr�

OO

Definition 8.1 of the highest weight spaces of boundary germsE∗r as isomorphic
to the corresponding highest weight spacesD∗2−r induces an isomorphism in coho-

mology. Theorem 3.9 implies thatrωr Ar(Γ, v) ⊂ H1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ), and hence

qωr Ar (Γ, v) ⊂ H1
pb(Γ;Eωv,2−r ,E

ω0,exc
v,2−r ) by Proposition 6.10. SoAEr (Γ, v) = Ar(Γ, v).

Theorem 10.18 then gives the inverseαr of qωr :

Ar(Γ; v)
rωr // H1

pb(Γ;Dω
v,2−r ,D

ω0,exc
v,2−r ) �

� // H1(Γ;Dω
v,2−r )

Ar (Γ, v)

=

OO

qωr // H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r )

ρr�

OO

αr
oo

10.6. Related work. As indicated at several places in this section, we followed
closely the approach of [15],§7 and§12.2–3.

11. Automorphic forms of integral weights at least 2 and analytic boundary
germ cohomology

In this section we will prove Theorem D, which concerns automorphic forms
with weightr ∈ Z≥2 and analytic boundary germ cohomology.

Throughout this section we only treat the case of weightr ∈ Z≥2.

11.1. Image of automorphic forms in mixed parabolic cohomology.The linear
mapqωr : Ar (Γ, v)→ H1(Γ;Wω

v,r(P
1
R
)
)

in Proposition 6.10 has image inH1(Γ;Eωr ),
by Property iv) in Proposition 8.4.

Definition 11.1. For all r ∈ C we define

(11.1) A0
r (Γ, v) :=

{
F ∈ Ar (Γ, v) : a0(a, F) = 0 for all cuspsa with v(πa) = 1

}
.
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See (1.14) for the Fourier coefficientsan(a, F) at the cuspa.
The idea is to allow automorphic forms with large growth at the cusps, but not

to allow constant terms in the Fourier expansion.

Proposition 11.2. Let r ∈ Z≥2. For each F∈ Ar(Γ, v) the following statements are
equivalent:

a) qωr F ∈ H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r )

b) F ∈ A0
r (Γ, v).

We will base the proof on the following lemma:

Lemma 11.3. Let r ∈ Z≥2, z0 ∈ H, andλ = e2πiα with α ∈ C. Suppose that the
holomorphic function E onH is given by the Fourier expansion

E(τ) =
∑

n≡α(1)

an e2πinτ .

Then there exists h∈ Eω,exc
r [∞] such that

(11.2) λ−1 h(z+ 1)− h(z) =
∫ z0

τ=z0−1
Kr(z; τ) E(τ) dτ ,

if and only ifλ , 1 or a0 = 0.

Remark.If λ , 1, thenn in the Fourier expansion does not run over the integers,
anda0 is not defined.

Proof. This is a situation similar to that in§3.4. We can split up the Fourier expan-
sion ofE. For the cuspidal part

Ec(τ) =
∑

n≡α(1),Ren>0

an e2πinτ

we can use

(11.3) hc(z) =
∫ ∞

τ=z0

Kr(z; τ) Ec(τ) dτ

for z∈ Hr(z0 + i[0,∞)). (In this way we avoid the singularity atτ = z. See (6.12).)
Expression (7.8) gives, for thoseτ that have smaller hyperbolic distance toi

than z, an expression forKr(z; τ) in terms of a linear combination of Mr,µ with
1 − r ≤ µ ≤ −1 and an explicit expressionpr (z; τ). The factors of the Mr,µ are
holomorphic onP1

C
r {−i}, andpr(z; τ) is meromorphic onP1

C
×P1
C
, with singularity

in H×H given by 1
z−τ . By analytic continuation (7.8) is valid for all (z, τ) of interest

in (11.3).
On insertion of (7.8) the integrals of the term with Mr,µ(z) yield, by the expo-

nential decay ofEc(τ), a multiple of Mr,µ, hence inEωr . The term withpr (z; τ)
gives ∫ ∞

τ=z0

2i
z− τ

(τ − i)r−1

(z− i)r−1
Ec(τ) dτ .



AUTOMORPHIC FORMS AND COHOMOLOGY 97

It yields a holomorphic function onC r (z0 + i[0,∞)), hence the result is an ele-
ment ofDω,exc

r [∞]. Together with the multiples of Mr,µ we obtain an element of
Eω,exc

r [∞] with the desired property.
We proceed similarly with the contributionE∞(τ) of the part of the Fourier series

with Ren < 0. The path of integration is replaced by the path used in the proof of
Lemma 3.6. If|λ| , 1 we can takeα ∈ iR, α , 0, and use the paths as in the proof
of Lemma 3.7. This gives a functionh∞ satisfying

λ−1 h∞(z+ 1)− h∞(z) =
∫ z0

τ=z0−1
Kr(z; τ) E∞(τ) dτ .

There remains the case of a constant Fourier term, present only if λ = 1. We
look for h ∈ Eω,exc

r [∞] such that

h(z+ 1)− h(z) =
∫ z0

τ=z0−1
Kr(z; τ) dτ ,

which maps under the restriction map to a relation forϕ = ρrh ∈ Dpol
2−r :

ϕ(t + 1)− ϕ(t) =
∫ z0

τ=z0−1
(τ − t)r−2 dτ =

(z0 − t)r−1 − (z0 − t − 1)r−1

r − 1
.

(We have used (6.13) and (1.19).) The right hand side is a polynomial in t with
(−t)r−2 as the term of highest degree int. Any polynomial solutionϕ is a polyno-
mial with degreer − 1 in t, and hence is not inDpol

2−r . �

Remarks.(a) The functionh = hc + h∞ + h0 ∈ Eω,exc
r [∞] constructed in the proof

hasSingr h ⊂ z0 + i[0,∞).

(b) If λ = 1 the constant term can be handled by
∫ z0

z0−1 Kr (z; τ) dτ = h0(z+1)−h0(z),
with

(11.4) h0(z) = −2i log(z− z0) + 2i logy − 2i
r−1∑

l=1

(
r − 1

l

)
(z− z0)l

l (z̄− z)l
.

We note that althoughh0 is anr-harmonic function, it does not represent an analytic
boundary germ:h0 <Wω

r (R).

Proof of Proposition 11.2.Letz0 ∈ H, and consider the cocyclecz0
F in (6.19), which

represents the cohomology classqωr F of F ∈ Ar(Γ, v). The following statements
are equivalent:

• qωr F ∈ H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ).

• For each cuspa there existsh ∈ Eω,exc
r [∞] that satisfies the relation (11.2)

with λ = v(πa), E = F |rσa, andz0 replaced byσ−1
a z0.

This gives the proposition. �

Relation (10.17) in Theorem 10.18 defines a subspaceAEr (Γ, v) ⊂ Ar (Γ, v). We
state a direct consequence of Proposition 11.2:

Corollary 11.4. Let r ∈ Z≥2. Then AEr (Γ, v) = A0
r (Γ, v).
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Next we would like to know thatqωr A0
r (Γ, v) is equal toH1

pb(Γ;Eωv,r ,Eω
0,exc

v,r ). This
requires quite some work, carried out in the following subsection.

11.2. Image of mixed parabolic cohomology classes in automorphicforms.

Proposition 11.5. Let r ∈ Z≥2. The linear mapαr : H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r )→ Ar (Γ, v)

in Proposition 10.10 has image in A0
r (Γ, v).

Proof. Let a cohomology class [c] ∈ H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) be given. In the proof

of Proposition 10.10 the imageu = αr
(
[c]

)
is constructed in (10.9) asu(z) :=

u(C; z) = 1
4π c̃(C)(z), where the cochain ˜c ∈ C1(FT. ;Gωr ,Gω

0,exc
v,r ) is a lift of c ∈

Z1(FT. ;Eωv,r ,Eω
0,exc

v,r ), and whereC ∈ Z[XT1 ] is a path aroundz adapted to ˜c. We
use a tesselationT and the corresponding resolution

(
FTi

)
=

(
Z[XTi ]

)
as discussed

in §9.
We want to show that for each cusp the Fourier term of order zero of the auto-

morphic form vanish. It suffices to do this for one representativea of eachΓ-orbit
of cusps for whichv(πa) = 1. (If v(πa) , 1 there is no Fourier term of order zero at
the cuspa.) This can be handled for each such cusp separately. By conjugation we
can assume thata = ∞ andπa = T =

(
1
0

1
1

)
.

After the conjugation, the cuspidal sectorV∞ looks exactly like that for the
modular group, in Figure 14,§9.1. The sectorV∞ is bounded by edgese∞ from
P∞ = 1

2 + iY (for someY > 0) to∞, T−1e∞ from T−1∞ to ∞, and f∞ from P∞
to T−1P∞. By holomorphy it suffices to consider the Fourier term of order 0 high
up in the cuspidal sector.

The cocyclec satisfiesc( f∞) ∈ Eωr , c(e∞) ∈ Eω∗,exc
r , andc(e∞)|r (1− T) = c( f∞).

By Lemma 10.4 this impliesc(e∞) ∈ Eω,exc
r [∞]. We change the cocycle within

its cohomology class. Definition 8.2 shows thatEω,exc
r [∞] = Dω,exc

r [∞] + Eωr . So

there isk ∈ Eωr such thatc(e∞)−k ∈ Dω,exc
r [∞]. We definef ∈ C0(FT. ;Eωr ,Eω

0,exc
r )

by taking f (γ−1P∞) = k|rγ for all γ ∈ Γ, and f = 0 on all otherΓ-orbits in XT0 .
Thenc1 = c − d f is in the same cohomology class asc, and satisfiesc1(e∞) ∈
Dω,exc

r [∞]. Replacingc by c1, we can assume that the cocyclec now satisfies
c(e∞) ∈ Dω,exc

r [∞] and then automaticallyc( f∞) ∈ Dω
r by the cocycle relation.

In the construction ofu(C; z) in (10.9) we started withz in a given setZ and
showed that there are suitable cycles around it. Here we willtake a special cycleC
and choose a regionZ encircled by it, high up inH.
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e∞

Singr c̃( f∞)

✎✍ ☞✌
✚✙

Singr c̃(e∞)

Figure 18

Let c̃ ∈ C1(FT· ;Gωv,r ,Gω
0,exc

v,r ) be a lift of
c. Our choice of the lift ˜c( f∞) of c( f∞)
in the proof of Proposition 10.10 im-
plies thatSingr c̃( f∞) is compact inH.
The lift c̃(e∞) was chosen so thatH r
Singr c̃(e∞) is an {∞}-excised neigh-
bourhood. The regions where ˜c(e∞)
andc̃( f∞) are not holomorphic may be
large, and cover the sectorV∞. We have
drawn the edgesx = e∞, f∞ inside the
singular setSingr c̃(x). Forc̃( f∞) this is

a consequence of the choice, and for
c̃(e∞) we can arrange the choice so that
e∞ ⊂ Singr c̃(e∞).

We would like to enclose the setZ
on which to study the functionu by the
boundary∂2V∞ = e∞ − T−1e∞ − f∞.
However, the corresponding sets of sin-
gularities may very well overlap, leav-
ing no space for a regionZ. Instead of
this, we take the union of a number of
translatesT−nV∞.

V∞T−1V∞ TV∞

f∞

Figure 19

We takek ∈ Z≥1 large, so that there is a region of width at least 2 between
Singr c̃(T−ke∞) = T−kSingr c̃(e∞) andSingr c̃(Tke∞) = TkSingr c̃(e∞). We put
gk =

∑k−1
n=−k T−n f∞. This leads to the situation in Figure 20. There is a connected

✎✍ ☞✌
✚✙✚✙

Singr c̃(Tke∞)Singr c̃(T−ke∞)

Singr c̃(gk)

Q

R

Figure 20. Illustration of regions of non-holomorphy.

regionQ high up in the upper half-plane of width at least 2 on which ˜c(T±ke∞) and
c̃(gk) are holomorphic. The regionQ is disjoint from the connected regionR in the
complement of the three singular sets that hasR in its boundary.

We consider the cycleC = (Tke∞) − (T−ke∞) − ( f (k)
∞ ) ∈ Z[XT1 ], with k as fixed

above. It encirclesQ once, so 4π u(z) = c̃(C) (z) for z ∈ Q. Furthermore, on the
{∞}-excised neighbourhoodR the functionc̃(C) is zero, since it representsc(C),
which is zero by the cocycle relation.
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The elementh = c̃(e∞) ∈ Gω
0,exc

v,r represents an element ofDω,exc
r [∞] andg =

c̃( f∞) ∈ Gωv,r represents an element ofDω
r . Furthermore the multiplier systemv

is trivial on πa, and we have conjugateda to ∞. So we can apply Lemma 4.4.
The averages Av+T,1g and Av−T,1g are functions inC2(H) that are holomorphic on the
region 0< Im (z) < ε and on±Re (z) > ε−1 for some sufficiently small positiveε.
Lemma 4.4 gives us 1-periodicp+ andp− such thath = Av±T,1g + p±, on regions as
indicated in the lemma.

Shifting this withT±k we get

(11.5)
c̃(Tke∞) = c̃(e∞)|rT−k = (Av−T,1g)|rT−k + p− ,

c̃(T−ke∞) = c̃(e∞)|rTk = (Av+T,1g)|Tk + p+ ,

first on regions as indicated in the lemma, and then by analytic continuation to
regions containingQ and a strip 0< Im (z) < ε.

For z in Q or nearR we have

c̃(C)(z) = c̃(Tke∞)(z) − c̃(T−ke∞)(z) − c̃(gk)(z)

= (Av−T,1g)|rT−k(z) + p−(z) − (Av+T,1g)|rTk (z) − p+(z) −
k−1∑

n=−k

g|rTn (z)

= −
∑

n≤−1

g|rTn−k (z) −
∑

n≥0

g|rTn+k (z) −
k−1∑

n=−k

g|rTn (z) + p−(z) − p+(z)

= −(AvT,1g) (z) + p−(z) − p+(z) ,

with AvT,1 as defined in (4.5).
Next we apply Proposition 4.3 tog = c̃( f∞). The 1-periodic function AvT,1g(z) =∑

n∈Z g(z+ n) on H is holomorphic on a region of the form 0< Im z < ε and on
a regiony > ε−1 for someε ∈ (0, 1). We denote the holomorphic function on
the upper region by Av↑T,1c̃( f∞), and the holomorphic function on the lower region

by Av↓T,1c̃( f∞). Proposition 4.3 states that Av↑T,1c̃( f∞) has a Fourier expansion with

terms of positive order only, and Av↓T,1c̃( f∞) a Fourier expansion with only terms of
negative order.

The domain of Av↓T,1g is contained in the regionR. There we find

0 = c̃(C)(z) = p−(z) − p+(z) −
(
Av↓T,1g(z) .

So all Fourier terms ofp− − p+ of order n ≥ 0 vanish. This holds onH, since
p− − p+ is holomorphic and 1-periodic onH.

If z∈ Q thenz is in the domain of Av↑T,1g, and

4π u(C; z) = c̃(C)(z) = p−(z) − p+(z) − Av↑T,1g .

The function
(
Av↑T,1g

)
(z) is given by a Fourier expansions with terms of positive

order. The termp− − p+ has a Fourier expansion with terms of negative order.
Hence the Fourier coefficient ofu at∞ of order 0 vanishes. �

Corollary 11.6. Let r ∈ Z≥2. Then H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) = qωr A0

r (Γ, v).
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Proof. By Proposition 11.5 we haveαrH1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) ⊂ A0

r (Γ, v).

A given class [c] ∈ H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) has imageαr [c] ∈ A0

r (Γ, v), and hence
qωr αr [c] ∈ qωr A0

r (Γ, v). Part ii) of Theorem 10.18 implies thatαrqωr αr [c] = αr [c],
and thenqωr αr [c] = [c], by the injectivity ofαr in Part i) of that theorem. This

proves thatH1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) ⊂ qωr A0

r (Γ, v).

The other inclusion follows from (qωr )−1H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r ) = A0

r (Γ, v) (Proposi-
tion 11.2). �

11.3. Exact sequences for mixed parabolic cohomology groups.

Proposition 11.7. Let r ∈ Z≥2. We put K1,2 := Dpol
1,0 � C (trivial representation),

and Kv,r := {0} if r ∈ Z≥3 or v , 1.
The rows in the following commuting diagram are exact.(We have suppressed

Γ from the notation.)

(11.6)

Kv,r
// H1(Dω

v,r ) // H1(Eωv,r)
ρr // H1(Dpol

v,2−r )
// 0

Kv,r
// H1

pb(Dω
v,r ,Dω0,exc

v,r ) //
?�

OO

H1
pb(Eωv,r ,Eω

0,exc
v,r )

ρr //
?�

OO

H1
pb(D

pol
v,2−r )
?�

OO

Proof. We use the following commuting diagram ofΓ-modules with exact rows:

(11.7)

0 // Dω
v,r

//
� _

��

Eωv,r
ρr //

� _

��

Dpol
v,2−r

// 0

0 // Dω0,exc
v,r

// Eω0,exc
v,r

ρr // Dpol
v,2−r

// 0

See Part iii) of Proposition 8.3.
The upper row in (11.6) is part of the corresponding long exact sequence in

group cohomology. SinceΓ has cusps, all groupsH2(Γ; V) are zero. (See,e.g.,
[15, §11.2].) TheΓ-invariants ofDpol

v,2−r are zero, unlessr = 2 andv = 1, when

Dpol
1,2−2 is the trivial representation. This gives the exactness of the upper row.
To use [15, Proposition 11.9] for the lower row, we need also exactness of

0→ (Dω0,exc
v,r )Γa → (Eω0,exc

v,r )Γa
ρr→ (Dpol

v,2−r )
Γa → 0

for each cuspa of Γ. Most of the exactness follows from Part iii) in Proposition8.3.
For the surjectivity ofρr we conjugatea to ∞, and use the Fourier expansion in
Part ii) of Lemma 8.7. The restrictionρr sends the holomorphic contributions
to zero. Only if v(πa) = 1 there may be a multiple ofy1−r ; and we note that
ρry

1−r = −(2i)r−2 spans theT-invariants inDpol
2−r . If v(πa) , 1 there is no multiple of

y1−r , and there are no non-zero elements inDpol
2−r on whichT acts as multiplication

by v(πa).
Proposition 11.9 in [15] gives a long exact sequence of the corresponding mixed

parabolic cohomology groups, of which the lower row is a part. We use [15,
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(11.11)], which tells us thatH0
pb(Γ; V) is the space of invariantsVΓ. Hence we

getKv,r on the left. �

Remark. In the second line of diagram (11.6) we have not written a terminating
→ 0. We did not succeed in proving this directly, for instance by showing that

H2
pb(Γ;Dω

v,r ,Dω0,exc
v,r )→ H2

pb(Γ;Eωv,r ,Eω
0,exc

v,r )

is injective. For unitary multiplier system the surjectivity of

ρr : H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r )→ H1

pb(Γ;D
pol
v,2−r )

is known to hold, by classical results, as we will discuss in§11.5.

11.4. Automorphic forms and analytic boundary germ cohomology. We pro-
ceed under the assumptionr ∈ Z≥2. In the diagram

(11.8)

H1
pb(Γ;Dω

v,r ,Dω0,exc
v,r ) // H1

pb(Γ;Eωv,r ,Eω
0,exc

v,r )

αr �

��
A2−r (Γ, v)

�rω2−r

OO

A0
r (Γ, v)

qωr

OO

we use Theorem A in the weight 2− r ∈ Z≤0 to get the isomorphismrωr on the left.
The isomorphismsαr andqωr on the right follow from Theorem 10.18, Corollaries
11.4 and 11.6. The horizontal arrow denotes the natural map associated to the

inclusionsDω
v,r ⊂ Eωv,r andDω0,exc

v,r ⊂ Eω
0,exc

v,r . The following results makes this into
a commutative diagram:

Lemma 11.8. Let r ∈ Z≥2. Let cr = i
2

1
(r−1)! . Let Kv,r be as defined in Proposi-

tion 11.7.
The following diagram commutes and has exact rows:

(11.9)

Kv,r
// H1

pb(Γ;Dω
v,r ,Dω0,exc

v,r )
id // H1

pb(Γ;Eωv,r ,Eω
0,exc

v,r )

αr �

��
Kv,r

//

×(−i/2)

OO

A2−r(Γ, v)

� rω2−r

OO

cr ∂
r−1
z // A0

r (Γ, v)

qωr

OO

By id we indicate the homomorphism induced by the inclusionsD∗v,r → E∗v,r .

Proof. Bol’s equality∂r−1
z

(
F |2−rg) = F(r−1)|rg for g ∈ SL2(R), which appears in [6,

§8], implies thatcr ∂
r−1
z determines a mapA2−r(Γ, v)→ Ar (Γ, v). Since the constant

functions are the sole polynomials that can be automorphic forms, the kernel isKv,r .
So the lower row is exact. Proposition 11.7 gives the exactness of the upper row.

For the commutativity of the left rectangle we assumer = 2 andv = 1. The
map rω2−r sends the constant function 1 to the class represented by thecocycle
γ 7→ ψ

z0
1,γ(t) =

1
t−z0
− 1

t−γ−1z0
, for an arbitrary base pointz0 ∈ H. The constant

function− i
2 ∈ K1,2 � (Dpol

1,0 )Γ has a lift t 7→ − i
2K2(t; z0) in Eω1,2, with the kernel

function K2 defined in (6.12). So the connecting homomorphism sendsψ
z0
1 to the
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cocycleχ determined byχγ = − i
2K2(·; z0)|1,2(1 − γ). The kernel functionKr has

the invariance propertyKr(·; ·)|rg ⊗ |2−rg = Kr(·; ·), in (6.14). Forγ =
(

a
c

b
d

)
∈ Γ:

χγ(t) = −
i
2

K2(t; z0) +
i
2

(a− cz0)0 K2(t; γ−1z0) =
1

t − z0
− 1

t − γ−1z0
= ψ

z0
1,γ(t) .

For the commutativity of the second rectangle we start withF ∈ Ar−2(Γ, v) and
compute its image under the compositionαr ◦ id ◦ rωr−2. We use the description of
cohomology with a tesselation as discussed in§9. The cocyclec representingrωr F
is determined by

cF(x; z) =
∫

x
(z− t)−r F(z) dz,

wherex ⊂ H is an oriented edge inXT ,Y1 .
The functioncF(x; ·) is defined onCrx, and represents an element ofDω

v,2. Since
Dω
v,r ⊂ Eωv,r , the same cocycle represents id(rωr F). The image of id(qωr F) under the

mapαr in Proposition 10.10 is an automorphic formu ∈ Ar(Γ, v). By analytic
continuation it is determined by its value on the interiorF̊Y of the faceFY ∈ XT ,Y2 .
(It is important to use a face that is completely contained inH; otherwisec(x) need
not be given by the integral above for all edgesx in the boundary of∂2FY.) We
apply Proposition 10.15. It gives, forz∈ F̊Y

u(z) =
1
4π

cF(∂2FY)(z) =
1
4π

∑

x∈∂2FY

cF(x; z) =
1
4π

∑

x∈∂2FY

∫

x
(τ − z)−r F(τ) dτ

=
1
4π

∫

∂2FY

(τ − z)−r F(τ) dτ =
2πi
4π

1
(r − 1)!

F(r−1)(z) =
(
cr ∂

r−1
z F

)
(z) . �

Lemma 11.9. Let r ∈ Z≥2. The mapqωr : Ar (Γ, v) → H1(Γ;Eωv,r) is injective and
the following diagram commutes:

(11.10)

H1(Γ;Eωv,r)
ρr // H1(Γ;Dpol

v,2−r )

H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r )

?�

OO

A0
r (Γ, v)

qωr �

OO

� � // Ar(Γ, v)
P0

qωr

aa❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈

rωr

??�����������������

Proof. Suppose thatF ∈ Ar(Γ, v) satisfiesqωr F = 0. ThenF is in the spaceAEr (Γ, v)
in (10.17), and thenF = 0 by the injectivity in Part i) of Theorem 10.18.
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The commutativity of the left triangle is a direct consequence of the definitions.
For the right triangle we start with the commutativity of thediagram in Proposi-
tion 6.10, where we can replaceDω

v,2−r byDpol
v,2−r , sincer ∈ Z≥2.

H1(Γ;Wω
v,r (P

1
R
)
) ρ

prj
r // H1(Γ;Vω

v,2−r (P
1
R
)
)

H1(Γ;Eωv,r)

gg❖❖❖❖❖❖❖❖❖❖❖❖
ρr // H1(Γ;Dpol

v,2−r )

prj2−r

OO

Ar (Γ, v)

rωr

66♥♥♥♥♥♥♥♥♥♥♥♥

qωr

__❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄
qωr

OO

We have chosen the spacesE∗v,r in such a way the the image ofqωr is in H1(Γ;Eωv,r).
Fromρr = prj−1

2−r ρ
prj
r (Definition 6.17) and Part iii) of Proposition 8.3 it followsthat

ρ
prj
r qωr = rωr . �

Recapitulation of the proof of Theorem D.The commutativity of various parts of
the diagram in (5) in Theorem D follows from Proposition 11.7and the Lemmas
11.8 and 11.9.

The exactness of the top row and the second row, in Part ii), are given by Propo-
sition 11.7, which gives also the information in Part iii) ofthe theorem.

The injectivity ofqωr : Ar(Γ, v) → H1(Γ;Eωv,r) is shown in Lemma 11.9, the in-
jectivity of the vertical maps between cohomology groups follows directly from
the definition of (mixed) parabolic cohomology. The bijectivity of rω2−r is given
by Theorem A for weights not inZ≥2, and the injectivity ofqωr : A0

r (Γ, v) →
H1

pb(Γ;Eωv,r ,Eω
0,exc

v,r ) is a consequence of Theorem 10.18 and Corollary 11.4.�

11.5. Comparison with classical results. In the following part of diagram (5) in
Theorem D

(11.11)

H1(Γ;Eωv,r)
ρr // H1(Γ;Dpol

v,2−r )
// 0

H1
pb(Γ;Eωv,r ,Eω

0,exc
v,r )

ρr //
?�

OO

H1
pb(Γ;D

pol
v,2−r )

?�

OO

the absence of an arrow→ 0 in the second row is remarkable. The surjectivity of
ρr in the top row is a consequence of the general fact thatH2(Γ; V) = {0} for any
Γ-module for groupsΓwith cusps. See, eg., [15,§11/2]. In the long exact sequence
corresponding to the diagram in (11.7) there is a sequel

H1
pb(Γ;D

pol
v,2−r )→ H2

pb(Γ;Dω
v,r ,Dω0,exc

v,r )→ H2
pb(Γ;Dω

v,r ,Dω0,exc
v,r )

that may be non-zero. It would be interesting to see that in general the second row
in (11.11) is surjective.

We review some classical results, under the assumption thatthe multiplier sys-
temv for weightr ∈ Z≥2 is unitary.
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The elements ofDpol
2−r are polynomial functions, and hence are holomorphic on

C. This space of polynomials is invariant under the involution ι in (1.6). The action
is changed (unlessv is real-valued):ι : Dpol

v,2−r ↔ D
pol
v̄,2−r . This induces involutions

(11.12)

H1(Γ;Dpol
v,2−r )

ι // H1(Γ;Dpol
v̄,2−r )

H1
pb(Γ;D

pol
v,2−r )

ι //
?�

OO

H1
pb(Γ;D

pol
v̄,2−r)

?�

OO

The linear maprωr : Ar(Γ, v) → H1(Γ;Dpol
v,2−r ) has an antilinear counterpartιrωr :

Ar(Γ, v)→ H1(Γ;Dpol
v̄,2−r), in which ιrωr F is represented by

γ 7→
∫ z0

z=γ−1z0

F(z) (z̄− t)r−2 dz̄.

We now look at the classical theory in [58], where Theorem 1 gives

(11.13) H1(Γ;Dpol
v,2−r ) = rωr Mr(Γ, v) ⊕ ιrωr̄ Sr (Γ, v̄) .

The restriction ofrωr to Mr(Γ, v) is a multiple of the mapβ in [58] and [66,
§1.3]. It is described by (r − 1)-fold integration. The construction of (ιrωr̄ ) f for
f ∈ Sr(Γ, v̄) is carried out by formingg∗ ∈ Ar(Γ, v), and then forming, with the
“supplementary function”, (a multiple of)rωr g

∗ with the property thatrωr g
∗ is a

multiple of ιrωr̄ f . (The resulting antilinear mapSr(Γ, v̄)→ H1(Γ;Dpol
v,w−r) is calledα

in [58]. In particular,rωr g is a parabolic class, inH1
pb(Γ;D

pol
v,2−r ). The computations

in §3.4, especially Lemma 3.8, show thatg ∈ A0
r (Γ, v). With Theorem 1 in [58], we

conclude thatH1
pb(Γ;D

pol
v,2−r ) is contained inrωr A0

r (Γ, v). The diagram in Theorem D

implies thatH1
pb(Γ;D

pol
v,2−r ) = rωr A0

r (Γ, v). So indeed, the classical theory gives us
the missing surjectivity, for unitary multiplier systems.

We note that in [66] the mapα is constructed in a different way, with automor-
phic integrals of Niebur [94]. For the purpose of this subsection the supplementary
functions used in [58] are more useful.

Remark.Knopp, Lehner and Raji [70] [72] [105, 106] have studied cohomology
classes associated togeneralized modular formsfor which the multiplier systems
need to satisfy|v(π)| = 1 only for parabolicπ ∈ Γ.
11.6. Related work. In this section we connected the classical results concerning
the relation between automorphic forms and Eichler cohomology to the boundary
germ cohomology in Theorem 10.18.

Part IV. Miscellaneous

We have proved Theorems A–D in the introduction, and some of the isomor-
phisms in Theorem E in§1.7. In Sections 12 and 13 we complete the proof of The-
orem E. In Section 14 we discuss quantum automorphic forms and their relation to
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cohomology. We close this part with Section 15, which gives further remarks on
the literature.

12. Isomorphisms between parabolic cohomology groups

12.1. Invariants under hyperbolic and parabolic elements. ForΓ-modulesV ⊂
W there is a natural mapH1

pb(Γ; V,W) → H1
pb(Γ; W), which turns out to be an iso-

morphism in several cases under consideration. It takes quite some work to sort
this out. As a first step, we consider for parabolic and hyperbolic elementsγ ∈ Γ
the spacesVγ =

{
v ∈ V : v|γ = v

}
of invariants in theΓ-modulesV under

consideration.

Parabolic elements. Lemma 3.1 implies that for a parabolicπ ∈ Γ we have
(Dω∗

r,2−r)
π ⊂ Dω

v,2−r [a], wherea is the cusp fixed byπ.

Lemma 12.1. Let r ∈ C, and letπ ∈ Γ be parabolic. We denoteλ = v(π).

a) The dimensions of various spaces of invariants are as follows:

r < Z≥1 or λ , 1 r = 1 andλ = 1 r ∈ Z≥2 andλ = 1

dim(Dω∗

v,2−r )
π ∞ ∞ ∞

dim(Dω∗,exc
v,2−r )π ∞ ∞ ∞

dim(Dω∗,smp
v,2−r )π 0 1 1

dim(Dω∗,∞
v,2−r )π 0 0 1

b) In all cases(Dω∗,∞
v,2−r )π = (Dω

v,2−r )
π, and(Dω

v,2−r )
π = (Dpol

v,2−r )
π if r ∈ Z≥2.

Proof. Going over toπ−1 if necessary, the elementπ is conjugate in SL2(R) to
T =

(
1
0

1
1

)
. After conjugation we find that invariance amounts toϕ(t + 1) = λϕ(t),

with λ = v(π) ∈ C∗. This has solutions given by
∑

n≡α(1) an e2πint with e2πiα = λ.
ForDω∗

v,2−r we need convergence on a half-plane Imt < ε for someε > 0. For

Dω∗,exc
v,2−r theλ-periodicity ofϕ implies thatϕ extends holomorphically to all ofC,

and hence we need convergence on all ofC. In both cases in Part i) we get an
infinite-dimensional space of invariants.

In the other parts there is a condition at∞, which implies that (prj2−rϕ)(t) :=
(i − t)2−r ϕ(t) has an asymptotic expansion of the form (prj2−rϕ)(t) ∼ ∑

ℓ≥k cℓ t−ℓ,
valid ast ∈ H− approaches∞. ForDω∗,smp

v,2−r we havek = −1, and forDω∗,∞
v,2−r and its

submodules,k = 0.
So if ϕ , 0 the expansion starts withdn tr−2−n + dn+1 tr−3−n + · · · , wheredn , 0

andn ≥ k. We insert this into the invariance relation. Ifλ , 1, the starting term
shows thatdn = 0. So forλ , 1 no invariants exist inDω∗,smp

v,2−r and smaller modules.
If λ = 1 then we find from the second term thatdn (r − 2− n) = 0. So for

an invariant the expansion should start atn = r − 2. Sincen ≥ k, this leads
to r ∈ Z≥1 for Dω∗,smp

v,2−r , and r ∈ Z≥2 for the smaller modules. Thus we have

ϕ(t) = dr−2+dr−1 t−1+· · · . There is indeed an easy invariant under these conditions,
namely the constant functionϕcst(t) = 1. It is in each of the modules. Then
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ϕ − dr−2ϕcst is 1-periodic and O(t−1), hence zero. So the dimension of the space of
invariants equals 1. �

Remark. For π = T and v(T) = 1, the proof shows that the invariants are the
constant functions. For other parabolic elementsπ = gTg−1 the spaces of invariants
in Parts ii)–iv) of the lemma have dimension 1, but need not consist of constant
functions.

Hyperbolic elements and closed geodesics.An elementγ =
(

a
c

b
d

)
∈ SL2(R) is

hyperbolicif a+d > 2. A hyperbolic elementγ of SL2(R) has exactly two invariant
points inP1

C
, situated onP1

R
, sayξ andξ′. On the geodesic inH connectingξ andξ′

the action ofγ on the points of the geodesic amounts to a shift over a fixed distance
for the hyperbolic metric, which we callℓ(γ). We note thatℓ(γn) = |n| ℓ(γ) for
n ∈ Z. The image inΓ\H of that invariant geodesic is a so-called closed geodesic,
with lengthℓ(γ).

A hyperbolic subgroupH of Γ is a subgroup generated by a hyperbolicγ and
−1. Such a hyperbolic generatorγ is a primitive hyperbolic elementof Γ. The
inverseγ−1 is the other primitive hyperbolic element inH. We can conjugate a

hyperbolic elementγ in SL2(R) to
(

p1/2

0
0

p−1/2

)
with p = eℓ(γ) > 1. This element has

∞ as attracting fixed point, and 0 as repelling fixed point.

Lemma 12.2. Let λ ∈ C∗, and letγ ∈ SL2(R) be hyperbolic. If f∈ Dω∗

2−r satisfies
f |2−rγ = f , then f ∈ Dω

2−r [ξ, ξ
′], whereξ andξ′ are the fixed points ofγ.

Proof. Analogous to the proof of Lemma 3.1. �

To formulate the following result it is convenient to introduce for a hyperbolic
γ ∈ Γ the quantityκ := κv,2−r (γ) ∈ C that is uniquely determined by

(12.1) eκ ℓ(γ) = v(γ) e(r/2−1)ℓ(γ) , and − π

ℓ(γ)
< Im κ ≤ π

ℓ(γ)
,

whereℓ(γ) is the length of the periodic geodesic corresponding toγ.

Lemma 12.3. Let r ∈ C, and letγ be a hyperbolic element ofΓ, corresponding to
a closed geodesic inΓ\H with lengthℓ(γ).

a) With κ = κv,2−r (γ) as in (12.1) the dimensions of various spaces of invari-
ants are as follows:

r < Z or r ∈ Z≥0 and κ, r ∈ Z and

κ ≤ −2 or κ ≥ r κ ∈ {−1, r − 1} 0 ≤ κ ≤ r − 2

dim(Dω∗
v,2−r )

γ ∞ ∞ ∞
dim(Dω∗,exc

v,2−r )γ ∞ ∞ ∞
dim(Dω∗,smp

v,2−r )γ 0 1 1

dim(Dω∗,∞
v,2−r )γ 0 0 1

b) In all cases(Dω
v,2−r )

γ = (Dω∗,∞
v,2−r )γ, and(Dω

v,2−r )
γ = (Dpol

v,2−r )
γ if r ∈ Z≥2.
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Proof. We conjugateγ in SL2(R) to
(

p1/2

0
0

p−1/2

)
, wherep = eℓ(γ), which leaves fixed

0 and∞, and the geodesic between them. This leads to the equation

(12.2) p1−r/2 ϕ(pt) = v(γ)ϕ(t) .

By examining the Fourier expansion ofψ(x) := ϕ(ex), the solutions inDω∗
v,2−r can

be obtained as

(12.3)
∑

n∈Z
dn

(
it
)α+2πin/ℓ(γ)

,

convergent for at least−π2 < arg(it) < π
2, andα in the set

(12.4)
Ev,2−r(γ) =

{ r
2
− 1+

logv(γ) + 2πim
ℓ(γ)

: m ∈ Z
}

=
{
κv,2−r (γ) +

2πim
ℓ(γ)

: m ∈ Z
}
.

With the standard choice of the argument, (it)α is well defined onC r i[0,∞).
By Lemma 12.2, a functionϕ representing an element of (Dω∗

v,2−r )
γ should extend

holomorphically to neighbourhoods of (0,∞) and (−∞, 0) in C. Theγ-invariance
implies thatϕ should be holomorphic on aΓ-invariant domain. Soϕ should be
holomorphic on at least a region−π − ε < argt < ε for someε > 0. Hence the
series in (12.3) represents an element of (Dω∗

v,2−r )
γ precisely if it converges on a

region−π2 − ε < arg(it) < π
2 + ε with someε > 0. To get a holomorphic function

on an excised neighbourhood with excised set{0,∞}, we need to pick coefficients
such that we have convergence for−π < arg(it) < π. In this way we obtain a
complete description of the, infinite-dimensional, spaces(Dω∗

v,2−r )
γ and (Dω∗,exc

v,2−r )γ

in the first two lines in the table in Part a).
For the smaller modules there should be asymptotic expansions at 0 and∞. Let

k = −1forDω∗,smp
v,2−r andk = 0 forDω∗,∞

v,2−r . In the expansion at zero,dn = 0 for n , 0,

andα should be inEv,2−r (γ) ∩ Z≥k. The functiont 7→ tr−2ϕ(−1/t) should also
have an expansion with termstm with m≥ k. Hence we have the further restriction
r − 2− α ∈ Z≥k. So the exponentsα ∈ Ev,2−r (γ) should satisfy

α ∈ Ev,2−r (γ) ∩ Z ∩ (
r − 2+ Z) andk ≤ α ≤ r − 2− k .

So we should haver ∈ Z. The condition on Imκv,2−r (γ) in (12.1) implies that
α = κv,2−r (γ) ∈ Z andn = 0. The remaining condition givesk ≤ κv,2−r (γ) ≤ r−2−k.
This gives the third and fourth line in the table. This completes the proof of Part a).

Moreover, if r ∈ Z≥2, any invariantt 7→ tκ that is inDω∗,∞
v,2−r is in Dpol

v,2−r . This
gives Part b). �

Remark.The characterization depends on the primitive hyperbolic elementγ. The
elementγ−1 is primitive hyperbolic as well, and

(12.5) κv,2−r (γ
−1) ≡ r − 2− κv,2−r (γ) mod 2πi/ℓ(γ) .

The transitionx 7→ r − 2− x maps the setEv,2−r(γ) in (12.4) intoEv,2−r (γ−1).
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Lemma 12.4. Suppose that both fixed pointsξ and ξ′ of the hyperbolic element
γ ∈ Γ are in R and satisfyξ < ξ′. If r and κ in the previous lemma are integral,
and−1 ≤ κ ≤ r − 1, then theγ-invariants inDω∗,smp

v,2−r are spanned by the rational
function

t 7→ (t − ξ′)r−2−κ(t − ξ)κ .
Proof. We use

g = |ξ − ξ′|−1/2
(
ξ′

1
ξ

1

)
∈ SL2(R)

to transform the geodesici(0,∞) into the geodesic fromξ to ξ′. We work with
t ∈ H−, and denote by

.
= that we ignore non-zero factors that do not depend ont:

(it)κ|2−rg
−1 (t)

.
= (−t + ξ′)r−2

( t − ξ
−t + ξ′

)κ .
= (t − ξ′)r−2−κ (t − ξ)κ . �

12.2. Modules of singularities. In the sequel we will deal with twoΓ-modules
V ⊂W, whereV = Dω

v,2−r , andW is one of the following larger modules:

(12.6) (a) : Dω∗
v,2−r , (b) : Dω∗,exc

v,2−r , (c) : Dω∗,smp
v,2−r , (d) : Dω∗,∞

v,2−r .

Definition 12.5. In each of the cases in (12.6) we consider the quotient module

(12.7) S := W/V ,

which we call themodule of singularities. We writeSω∗
v,2−r , S

ω∗,exc
v,2−r , . . ., if we want

to indicate the case under consideration explicitly.

Definition 12.6. For ξ ∈ P1
R

we putS
ξ

:= W[ξ]/V ⊂ S, whereW[ξ] consists of
the elementsf ∈W with BdSing f ⊂ {ξ}.

Remarks.(a) The spaceS
ξ

is a subspace ofS, not the stalk of a sheaf.

(b) The direct sum
⊕

ξ∈P1
R

S
ξ

is a submodule ofS.

Definition 12.7. We say that the moduleS = W/V hasseparation of singularities
if

(12.8) S =
⊕

ξ∈P1
R

Sξ .

Proposition 12.8. For all cases in(12.6)the moduleS has separation of singular-
ities.

Proof. In [15, Proposition 13.1] this is shown for the sheaves used in that paper:
V = Vω

s , the sheaf of analytic functions with action of PSL2(R) specified by the
spectral parameters and W a subsheaf ofVω∗,exc

s . It is based on the result of
complex function theory that ifΩ1 andΩ2 are open sets inC any holomorphic
function f onΩ1 ∩ Ω2 can be written asf = f1 − f2 with f1 ∈ O(Ω1), f2 ∈ O(Ω2).
See, e.g., [57, Proposition 1.4.5].

This shows that if, for some open set containingH− andP1
R
r {ξ1, . . . , ξn}, f ∈

O(U) represents an element ofDω∗

v,2−r , then we can take a neighbourhoodU1 ⊃ U
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of H− ∪ (
P1
R
r {ξ1}

)
, andU2 ⊃ U a neighbourhood ofH− ∪ (

P1
R
r {ξ2, . . . , ξn}

)
.

Then f2 represents an element ofDω
v,2−r [ξ1] and f1 an element ofDω

v,2−r [ξ2, . . . , ξn].
Successively we can write each element ofDω

v,2−r [ξ1, . . . , ξn] non-uniquely as the

sum of elements in the spacesDω
v,2−r [ξ j]. This shows thatSω∗

v,2−r has separation of
singularities.

For the other spacesS = W/V we haveW ⊂ Dω∗
v,2−r . All these subspaces are

defined by conditions on the singularities of a local nature,based on the properties
of a representative at eachξ in the set of singularities separately. Addition of an
element for whichξ is not in the set of boundary singularities does not influence
the condition atξ. So separation of singularities is inherited fromSω∗

v,2−r . �

Lemma 12.9. Let r ∈ C.

i) The space of invariantsSΓ is zero.
ii) Let γ ∈ Γ be hyperbolic, with fixed pointsξ andξ′. By ℓ(γ) we denote the

length of the associated geodesic. Then the dimensions of the spaces of
invariants are as follows.

v(γ) , e−rℓ(γ)/2 v(γ) = e−rℓ(γ)/2

dim
(
(Sω∗

v,2−r)ξ
)γ ∞ ∞

dim
(
(Sω∗,exc

v,2−r )ξ
)γ ∞ ∞

dim
(
(Sω

∗,smp
v,2−r )ξ

)γ 0 1

dim
(
(Sω

∗,∞
v,2−r )ξ

)γ 0 0

Proof. For Part i) we note that iff ∈ W represents an element ofSΓ, thenSingr f
is aΓ-invariant subset ofP1

R
. All orbits in P1

R
of the cofinite discrete groupΓ are

infinite. However, elements ofDω∗

v,2−r have only finitely many singularities.

In Part ii) we denoteV = Dω
v,2−r , and take forW one of the modulesDω∗

v,2−r ,

Dω∗,exc
v,2−r ,Dω∗,smp

v,2−r , andDω∗,∞
v,2−r . There is an injective mapWγ/Vγ → Sγ. The image

is contained inS
ξ
⊕S

ξ′ . With separation of singularities, we can split each element
of Sγ as a component in (S

ξ
)γ and a component in (S

ξ′)
γ.

We conjugateγ in SL2(R) to
(

p1/2

0
0

p−1/2

)
with p = eℓ(γ). The invariantst 7→

(it)κ+
2πin
ℓ(γ) in the proof of Lemma 12.3 have a singularity at 0, except possibly in the

casen = 0. This leads to the first two lines in the table.
Now let W = Dω∗,smp

v,2−r or W = Dω∗,∞
v,2−r . The component in (S0)γ of the image

f + V in S is invariant if and only if 0∈ BdSing f and f |v,2−r (γ − 1) ∈ V. Let
f (t) ∼ ∑

n≥k cm tm be the asymptotic expansion at 0, withk = −1 forDω∗,smp
v,2−r , and

k = 0 forDω∗,∞
v,2−r .

If k = −1 the termc−1t−1 can be non-zero ifp−r/2 = v(γ). Then f (t) = t−1 leads
to a non-zero element of (S0)γ.

If m0 ≥ 0 a term withp−r/2+1+m0 = v(γ) leads to an invariant inWγ which is
also inVγ, so not to a non-zero element of (S0)γ. The remaining asymptotic series
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∑
m≥0,m,m0

cm tm for ϕ ∈W[ξ], leads to an asymptotic series
∑

m≥0,m,m0

cm

(
v(γ)−1p−r/2+1+m − 1

)
tm

for ϕ|v,2−r(γ − 1). For an invariant inS this last series should be convergent on
a neighbourhood of 0 inC. But sincepm is exponentially increasing, then also∑

m≥0,m,m0
cm tm is convergent on that neighbourhood, and hence is inV. �

12.3. Mixed parabolic cohomology and parabolic cohomology.ForΓ-modules
V ⊂ W as in (12.6) there is a natural mapH1

pb(Γ; V,W) → H1
pb(Γ; W). We’ll show

that it is injective, and investigate its surjectivity.

Lemma 12.10. Let V = Dω
v,2−r ⊂ W, where W is one of the modulesDω∗,cond

v,2−r

in (12.6), or one of the corresponding modulesDω0,cond
v,2−r . The following sequence

is exact:

(12.9) 0→ H1
pb(Γ; V,W)→ H1

pb(Γ; W)→ H1(Γ;S) .

Proof. The exact sequence ofΓ-modules 0→ V → W → S → 0 induces a long
exact sequence in mixed parabolic cohomology. This is discussed in [15] at the
end of§11. We use the following part of the long exact sequence:

(12.10) H0(Γ;S)→ H1
pb(Γ; V,W)→ H1

pb(Γ; W)→ H1(Γ;S)

Part i) of Lemma 12.9 leads to the desired sequence. �

The lemma shows thatH1
pb(Γ; V,W) → H1

pb(Γ; W) is injective. It is surjective if
the image ofH1

pb(Γ; W)→ H1(Γ;S) is zero.

Definition 12.11. For eachΓ-orbit x ⊂ P1
R

put

(12.11) S{x} :=
⊕

ξ∈x
Sξ .

For each orbitx ∈ Γ\P1
R

the spaceS{x} is aΓ-module. SinceS has separation
of singularities we have

(12.12) S =
⊕

x∈Γ\P1
R

S{x} .

To investigate the image ofH1
pb(Γ; W) → H1(Γ;S) we can investigate separately

the images ofH1(Γ; W) → H1(Γ;S{x}). The following statement is analogous
to [15, Proposition 13.4]:

Proposition 12.12.Let x be aΓ-orbit in P1
R
. The natural map

H1
pb(Γ; W)→ H1(Γ;S{x})

is the zero map in each of the following cases:

a) the stabilizersΓξ of the elementsξ ∈ x are equal to{1,−1},
b) the orbit x consists of cusps ofΓ,
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c) the stabilizersΓξ of the elementsξ ∈ x contain hyperbolic elements, with
the additional condition that for allγ ∈ Γξ the space of invariantsSγ

ξ
is

zero.

Remarks.(a) This result shows an important difference between hyperbolic ele-
ments ofΓ and other elements. If the Condition c) is not satisfied it opens the way
to construct cocycles that do not come from automorphic forms via the injectionrωr
and the natural map from mixed parabolic cohomology to parabolic cohomology.

(b) In Case c) we need to check thatSγ
ξ
= {0} only for one generatorγ of Γξ.

(c) We do not repeat the proof, since it is completely analogous to the proof of [15,
Proposition 13.4]. We explain the main steps.

The proof uses the description of cohomology based on a tesselationT of the up-
per half-plane, as discussed in§9. We quote two lemmas from [15] before sketch-
ing the proof of Proposition 12.12.

Lemma 12.13. For each cocycle c1 ∈ Z1(FT. ; W) there is c∈ Z1(FT. ; W) in the
same cohomology class with the properties that c(e) = 0 for all edges e∈ XT1 that
occur in the boundary of any cuspidal triangle.

We recall that each cuspa of Γ oc-
curs as vertex of infinitely many faces
π−n
a Va ∈ XT2 , n ∈ Z, ±πa generators of

the stabilizer ofa. Theseπ−n
a Va are cus-

pidal triangles. The edgesπ−n
a fa form a

horocyclein H. If the cuspa is inR this
horocycle is a euclidean circle.

The lemma says that we can arrange
that c vanishes on all edgesπ−n

a ea and
π−n
a fa.

fa

Va
ea

Pa π−1
a Pa

a

Figure 21

Proof. See the proof of [15, Lemma 13.2]. �

Let x ∈ Γ\P1
R
. If a cohomology class inH1

pb(Γ; W) is given by a cocycle in
Z1(FT. ; W) as in Lemma 12.13 its imagec ∈ Z1(FT. ;S{x}) vanishes on all edges
in XT1 r XT ,Y1 , so it is in fact a cocycle onFT ,Y1 . Thereforec represents a class in
H1(Γ;S{x}). Anyhow, c is a cocycle that vanishes on all edgesγ−1 fa andγ−1ea
with γ ∈ Γ anda ∈ Fcu (the intersection ofP1

R
with the closure of the fundamental

domainF underlying the tesselationT ).
For any edgee ∈ XT1 we denote byc(e)ξ the component ofc(e) in S

ξ
in the

decompositionS{x} =
⊕

ξ∈xSξ. We put, for the fixed cocyclec

(12.13) D(ξ) :=
{
e ∈ XT1 : c(e)ξ , 0

}
.

Lemma 12.14. For eachξ ∈ x, x ∈ Γ\P1
R
, the set D(ξ) consists of finitely many

Γξ-orbits.

Proof. See the proof of [15, Lemma 13.5]. �
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Sketch of the proof of Proposition 12.12.To the cocyclec ∈ Z1(FT. ;S{x}) is as-
sociated a functionXT ,Y0 × XT ,Y0 → S{x}, also denotedc. The valuec(P,Q) is
determined by the value ofc on any path inZ[XT1 ] from P to Q.

Let a be a cusp ofΓ. If we can show thatc(γ−1Pa,Pa) = 0 for all γ ∈ Γ, then the
group cocycleψγ = c(γ−1Pa,Pa) vanishes, and hence the cohomology class ofc is
trivial.

The proof in [15,§13.1] considers the three cases given in Proposition 12.12
separately. In all cases it is argued for a givenξ ∈ x, that there is a path inZ[XT ,Y1 ]
from γ−1Pa to Pa that does not contain edges inD(ξ). This givesc(γ−1Pa,Pa)ξ = 0,
and leads to [c] = 0 in H1(Γ;S{x}).

Case a) in Proposition 12.12 is easiest, since in this caseD(ξ) is a finite set of
edges, which is easily avoided.

In Case b) the orbitx consists of cusps, and we takea ∈ x. Now the setD(ξ) may
be infinite. Letγ ∈ Γ be fixed. Ifξ < {a, γ−1a} it is shown that there is a path from
γ−1Pa to Pa avoidingD(ξ). Then the observation thatc(γ−1Pa,Pa) ∈ Sγ−1a

⊕ Sa is

the basis for an argument showing thatγ 7→ c(γ−1Pa,Pa) is a coboundary.
In Case c) the setD(ξ) may be a barrier that makes it impossible to find a suitable

path betweenγ−1Pa and Pa if they are on opposite sides of the barrier. If this
happens the cocycle relation can be used to show thatc(γ−1Pa,Pa)ξ is in Sγ

ξ
for a

generatorγ of Γξ. Under the additional condition in Part c) in Proposition 12.12,
this invariant is zero. �

Theorem 12.15.Let v be a multiplier system for the weight r∈ C on the cofinite
discrete subgroupΓ of SL2(R) with cusps. The natural map

H1
pb

(
Γ;Dω

v,2−r ,W
)→ H1

pb(Γ; W)

is an isomorphism for each of the followingΓ-modules W:

i) W is one of theΓ-modulesDω0

v,2−r ,D
ω0,exc
v,2−r ,Dω0,smp

v,2−r , orDω0,∞
v,2−r .

ii) W = Dω∗,∞
v,2−r .

iii) W = Dω∗,smp
v,2−r , under the additional condition thatv(γ) , e−rℓ(γ)/2 for all

primitive hyperbolic elementsγ ∈ Γ. (By ℓ(γ) we denote the length of the
associated closed geodesic inΓ\H.)

Proof. We use Proposition 12.12 to show thatH1
pb(Γ; W) → H1(Γ;S) is the zero

map. Then the exact sequence in (12.9) gives the desired bijectivity.
For the spacesW in Part i) we haveW/V =

⊕
a cuspSa, and need only Case b)

in Proposition 12.12. For Parts ii) and iii) we have to take into account all cases in
Proposition 12.12, and need the vanishing ofSγ

ξ
for all hyperbolicγ ∈ Γ that leave

fixedξ. Part ii) of Lemma 12.9 shows that this is the case forW = Dω∗,∞
v,2−r , and also

forDω∗,smp
v,2−r providede−rℓ(γ)/2

, v(γ). �

Missing case.Missing in Theorem 12.15 is the moduleW = Dω∗,exc
v,2−r . That case is

discussed in Proposition 13.5.
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12.4. Related work. We followed closely the approach in [15,§13.1].

13. Cocycles and singularities

There are several natural maps between cohomology groups that we did not yet
handle in the previous sections. Theorem E in§1.7 states explicitly some maps that
are not isomorphisms. In this section we prove those statements by constructing
cocycles with the appropriate properties.

13.1. Cohomology with singularities in hyperbolic fixed points. In the excep-
tional case in Part iii) of Theorem 12.15 we want to show that the injective map

H1
pb(Γ;Dω

v,2−r ,W)→ H1
pb(Γ; W)

is not surjective forW = Dω∗,exc
v,2−r , or forW = Dω∗,smp

v,2−r under the additional condition

v(γ) = e−rℓ(γ)/2 for at least one primitive hyperbolic element ofΓ.
We use the description of cohomology based on a tesselationT of the upper

half-plane, as discussed in§9.

Notations. We work with a hyperbolic subgroupH of Γ. SoH is generated by a
primitive hyperbolic elementδ, and−1. All elements ofH leave fixed the repelling
fixed pointζ1 and the attracting fixed pointζ2 of δ. The elements ofH leave invari-
ant the geodesic betweenζ1 andζ2. The image of this geodesic inΓ\H is a closed
geodesic, whose length we indicate byℓ(δ).

Lemma 13.1. LetT be aΓ-invariant tesselation ofH. Let δ ∈ H andζ1, ζ2 ∈ P1
R

as indicated above.
There is a path p fromζ1 to ζ2 in H with the following properties:

a) p is an oriented C1-curve inH ∪ P1
R
, with respect to the structure ofP1

C
as

a C1-variety.
b) p has no self-intersection, and intersectsP1

R
only in the end-pointsζ1

andζ2.
c) p does not go through points of XT ,Y0 = XT0 ∩ H.
d) p intersects each edge e∈ XT1 transversely, at most a finite number of

times.
e) For each edge e∈ XT1 there are only finitely manyΓ-translatesγ−1p that

intersect e.
f) δ−1p = p.

Remark.All Γ-translatesγ−1p form C1-paths inH from γ−1ζ1 to γ−1ζ2 with prop-
erties b)–e), and (γ−1δγ)−1 γ−1p = γ−1p.

Proof. Intuitively, we may start with the geodesic fromζ1 to ζ2 and deform it to
satisfy the conditions.

More precisely, we take a pointP0 in the interior of a face of the tesselation, and
take aC1-pathp0 from P0 to δP0, taking care to arrive inδP0 with the same deriv-
ative asδp0 departs fromδP0. If p0 goes through a vertex or has a non-transversal
intersection with an edge, or coincides with an edge, we deform it locally. In this
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✟✟✟✟✟✟✟✟✙ ❇
❇
❇
❇
❇
❇▼ x

γ−1p
✟✟✟✟✟✟✟✟✯

❇
❇
❇
❇
❇
❇▼ x

γ−1p

ǫP(x, γ−1p) = 1 ǫP(x, γ−1p) = −1
γ−1p crossesx from right to left γ−1p crossesx from left to right

Figure 22. Choice ofǫP(x, γ−1p).

way we arrange thatp0 intersects finitely many edges once, transversally. NearP0

andδP0 we have not changedp0. Taking the union
⋃

m∈Z δ
mp0 and closing it in

P1
C
, we get aC1-pathp satisfying Properties a)-d), and f).
The compact pathp0 intersects only finitely manyΓ-translates of the fundamen-

tal domainF on which the tesselationT is built. A given edgee is contained in the
closure of oneΓ-translate ofF. So there are only finitely manyγ ∈ Γ such thate
intersectsγ−1p0. This implies that the path satisfies Property e) as well. �

Definition 13.2. Let p be a path as in Lemma 13.1, letγ ∈ Γ, and letx ∈ ±XT1 be
an oriented edge.

i) For each point intersection pointP ∈ x∩γ−1p we defineǫP(x, γ−1p) ∈ {±1}
depending on the orientation as indicated in Figure 22.

ii) We put

(13.1) ǫ(x, γ−1p) :=
∑

P∈x∩γ−1p

ǫP(x, γ−1p) .

iii) We extendx 7→ ǫ(x, γ−1p) to aC-linear mapC[XT1 ] → C.

Remarks.(a) If x andγ−1p have no intersection, then the sum in (13.1) is empty,
henceǫ(x, γ−1p) = 0.

(b) Like in [15] we use the convention thatXT1 consists of oriented edges of the
tesselation, and that ife ∈ XT1 , then the edge−ewith the opposite orientation is not
in XT1 .

(c) Property d) in Lemma 13.1 implies that the total number ofcrossing ofx and
γ−1p is finite. Soǫ(x, γ−1p) in Part ii) is well defined. It counts the number of
crossings from right to left minus the number of crossings from left to right.

(d) The definition ofǫ is arranged in such a way that for each oriented edgex
occurring in the boundary∂2V of a faceV ∈ XT2 the quantityǫ(x, γ−1p) counts the
number of times thatγ−1p enters the faceV through the edgex minus the number
of times it leavesV throughx. This givesǫ(∂2V, γ−1p) = 0 for all facesV ∈ XT2 .

(e) We haveǫP(−x, γ−1p) = −ǫP(x, γ−1p) andǫ(−x, γ−1p) = −ǫ(x, γ−1p). Hence
theC-linear extension in Part iii) is possible.
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(f) For an oriented pathq ∈ Z[XT1 ] we can viewǫ(q, γ−1p) as the number of times
q crossesγ−1p whereγ−1p goes from right to left, with respect to the orientation
of q, minus the number of timesq crossesγ−1p whereγ−1p goes from left to right.

(g) The functionǫ is Γ-invariant:

(13.2) ǫ(β−1x, β−1γ−1p) = ǫ(x, γ−1p) for all β ∈ Γ .

Proposition 13.3. Let H be a hyperbolic subgroup ofΓ, and let p be a path as in
Lemma 13.1 between the fixed pointsζ1 andζ2 of H. Let W be aΓ-module.

For each a∈WH we put

(13.3) c(p, a; x) :=
∑

γ∈H\Γ
ǫ(x, γ−1p) a|γ for x ∈ FT1 = C[XT1 ] .

a) This defines a cocycle c(p, a; ·) ∈ Z1(FT. ; W).
b) If p1 and p2 are paths as in Lemma 13.1 with the same initial pointζ1

and the same final pointζ2, then c(p1, a; ·) and c(p2, a; ·) are in the same
cohomology class in H1pb(Γ; W).

Remark.Without the counting functionǫ(·, ·) the valuesc(p, a; x) of the cocycle
c(p, a; ·) are hyperbolic Poincaré series. Hence we call the sums in (13.3)signed
hyperbolic Poincaré series.

Proof. The terms in the sum are invariant underγ 7→ δγ with δ ∈ H. It is a finite
sum by Property e) in Lemma 13.1. Soc(p, a; x) is well-defined. In Remark (c)
after Definition 13.2 we have noted thatǫ(∂2V, γ−1p) = 0 for eachV ∈ XT2 . This
gives the cocycle property. With (13.2) we have forβ ∈ Γ

c(p, a; β−1x) =
∑

γ∈H\Γ
ǫ(β−1x, γ−1p) a|γ =

∑

γ∈H\Γ
ǫ(β−1x, (γβ)−1p) a|γβ

=
∑

γ∈H\Γ
ǫ(x, γ−1p) a|γβ = c(p, a; x)|β .

This gives theC[Γ]-linearity of x 7→ c(p, a; x), and ends the proof of Part i).
To prove Part b) we consider the functionc(p, a; ·, ·) on XT0 × XT0 given by

c(p, a; Q1,Q2) = c(p, a; q) independent of the choice of the pathq ∈ Z[XT1 ] from
Q1 to Q2. The cohomology class ofc(p, a; ·) is determined by the group cocycle
γ 7→ c(p, a; γ−1Q0,Q0) for any base pointQ0 ∈ XT0 . See the final paragraphs
of §9.2. We will show that for cuspsa andb the value ofc(p, a; a, b) depends only
on the position ofa andb in relation toζ1 andζ2, and not on the actual pathp from
ζ1 to ζ2. With a cusp as the base pointQ0 this gives Part b).

The pointsζ j divide P1
R

into two cyclic intervals(ζ1, ζ2)cycl and (ζ2, ζ1)cycl for
the cyclic order onP1

R
. See Figure 23.

For cuspsa andb we choose a pathqa,b ∈ Z[XT1 ] from a to b. By Remark (f)
after Definition 13.2, the values ofǫ(qa,b, γ−1p) are zero ifa andb are not separated
in P1

R
by the pointsγ−1ζ1 andγ−1ζ2. Table 5 gives the values ofǫ(qa,b, γ−1p) for
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q q
ζ1 ζ2

(ζ1, ζ2)cycl

(ζ2, ζ1)cycl

❄

PPPPPPP✐

✏✏✏✏✏✏✏✶

Figure 23.

ǫ(qa,b, γ−1p) b ∈ (γ−1ζ1, γ
−1ζ2)cycl b ∈ (γ−1ζ2, γ

−1ζ1)cycl

a ∈ (γ−1ζ1, γ
−1ζ2)cycl 0 −1

a ∈ (γ−1ζ2, γ
−1ζ1)cycl 1 0

Table 5.

γ−1ζ1 γ−1ζ2a b

✲γ−1p

✲ q

ǫ=−1

Figure 24. Illustration of casea ∈ (γ−1ζ1, γ
−1ζ2)cycl and b ∈

(γ−1ζ2, γ
−1ζ1)cycl in Table 5. The pathγ−1p crossesq from left

to right.

γ ∈ Γ and the cuspsa andb for the fixed pathp. See also Figure 24. This implies
thatc(p, a; a, b) only depends on the position of the cuspa andb in relation toζ1

andζ2, not on the actual pathp. �

Remarks.(a) The cocycle isΓ-equivariant in the following way:

(13.4) c(p, a; ·) = c
(
γ−1p, a|γ; ·) for all γ ∈ Γ .

(b) The cocyclec(p, a; ·) depends linearly ona ∈WH; ie, for all λ1, λ2 ∈ C
c(p, λ1a1 + λ2a2; ·) = λ1 c(p, a1; ·) + λ2 c(p, a2; ·) .

(c) The construction is canonical for a morphism ofΓ-modulesW → W1: If
a ∈WH is mapped tob ∈WH

1 , then

c(p, a; ·) 7→ c(p, b; ·) under the natural mapZ1(FT. ; W)→ Z1(FT. ; W1) .

Geodesics with elliptic fixed points.The geodesic from1
2−

1
2

√
5 to 1

2+
1
2

√
5 induces

a closed geodesic onΓ(1)\H. The corresponding hyperbolic subgroupH of Γ(1) can
be generated byD =

(
2
1

1
1

)
and−I. This geodesic passes through the pointi ∈ H,

which is fixed by the elliptic elementS =
(

0
1
−1

0

)
∈ Γ(1). It induces an element±S
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in Γ(1) of order two, soi is an elliptic point ofΓ(1) of order 2. All pointsDn i, with
n ∈ Z, are elliptic points ofΓ(1) of order 2, fixed byDnS D−n ∈ Γ(1).

In general, a geodesic ofΓ may go through elliptic fixed points ofΓ of order 2
in Γ̄. Then there are elliptic elements of order two inσ ∈ Γ such thatσγσ = γ−1

for all γ ∈ H. The action ofσ interchanges the two fixed points ofH. The element
σ normalizesH, but is not an element ofH. Conversely, eachσ ∈ Γ r H such that
σHσ−1 = H, is elliptic with a fixed point of order 2 on the geodesic.

Lemma 13.4. Let V = Dω
v,2−r , and either W= Dω∗,smp

v,2−r or W = Dω∗,exc
v,2−r . Denote

S =W/V. For each hyperbolic subgroupH ⊂ Γ there is a linear map

(13.5) ΨH : WH → H1
pb(Γ; W)

with the following properties:

i) The image of the compositioñΨH : WH ΨH→ H1
pb(Γ; W) → H1(Γ;S) is

contained in theΓ-invariant summand H1
(
Γ;S{Γ ζ1}+S{Γ ζ2}

)
of H1(Γ;S),

whereζ1 andζ2 are the fixed points ofH.
ii) The kernel of̃ΨH is the space

VH +
{
a ∈WH : a|v,2−rσ = a for someσ ∈ Γ r H normalizingH

}
.

Remarks. (a) The summandsS{Γ ζ1} andS{Γ ζ2} of S either coincide or have
intersection{0}.
(b) Any σ ∈ Γ r H normalizingH is elliptic of order two. (Ifγ ∈ Γ normalizesH
and fixesζ1 andζ2, then it is hyperbolic, and hence inH. If it interchanges theζ j it
has order two, and hence is elliptic.)

(c) The second term in the description of kerΨ̃H in Part ii) is zero if there are no
elliptic elements normalizingH.

Proof. We use a pathp from ζ1 to ζ2 as in Lemma 13.1. Fora ∈ WH we define
ΨH(a) as the cohomology class ofc(p, a; ·) in Proposition 13.3. This gives a linear
map, and the construction and Lemma 12.2 show that the cocycle c(p, a; ·) has
values with singularities in theΓ-orbits ofBdSing a ⊂ {ζ1, ζ2}. This gives Part i).

Suppose first that there is an ellipticσ ∈ Γ normalizingH. In the sum over
γ ∈ H\Γ in the definition ofc(p, a; ·) in (13.3) we combine the summandsγ
andσγ. Sinceσ−1p is p with the opposite orientation, we haveǫ

(
x, (σγ)−1p) =

ǫ
(
γ−1(−p)

)
= −ǫ(x, γ−1p). The two corresponding terms in the sum in (13.3) give

ǫ(x, γ−1p)
(
a|v,2−rγ − a|v,2−rσγ

)
= ǫ(x, γ−1p) a|v,2−r (1− σ)γ .

So if a ∈ WH satisfiesa|v,2−rσ = a, then the cocyclec(p, a; ·) is zero, soa ∈
kerΨH ⊂ kerΨ̃H.

If a ∈ VH, thenc(p, a; ·) has values inV, hence the image cocycle inS vanishes.
This establishes the inclusion⊃ in Part ii), for the case that an ellipticσ normalizing
H exists and for the other case.

To show the other inclusion, suppose thata ∈ WH is in kerΨ̃H. If there are
elliptic σ ∈ Γ r H normalizingH, thena|v,2−rσ = ±a. If a|v,2−rσ = a thena is in
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the right hand side in Part ii) and and we are done. Ifa|v,2−rσ = −a then we will
show thata ∈ VH.

Sincea is H-invariant,BdSing a ⊂ {ζ1, ζ2} by Lemma 12.2. So the image ˜a of a
in S is inS

ζ1
⊕S

ζ2
. Since the class ofc(p, ã; ·) is zero, this cocycle is a coboundary,

and there exists̃f ∈ C0(XT0 ;S{ζ1, ζ2}) such thatc(p, ã; ·) = d f̃ , with the notation
S{ζ1, ζ2} = S{ζ1} + S{ζ2}.

By Γ-equivariance,f (a) = f (a)|v,2−rπa for all cuspsa. SoBdSing f (a) ⊂ {a}, by
Lemma 3.1. Sinceζ1 andζ2 are no cusps, we havẽf (a) = 0 for all cusps.

Let qa,b be a path inZ[XT1 ] from a cuspa ∈ (ζ2, ζ1)cycl to a cuspb ∈ (ζ1, ζ2)cycl.
If no elliptic σ ∈ Γ normalizingH exists, thenǫ(qa,b, p) = 1. The contribution
to c(p, a; qa,b) with singularities in{ζ1, ζ2} is given bya. So the component of
c(p, ã; q) in S

ζ1
⊕ S

ζ2
is equal to the component of ˜a in S

ζ1
⊕ S

ζ2
in the de-

composition (12.8). On the other handc(p, ã; q) = f̃ (a) − f̃ (b) = 0. Since
BdSing a ⊂ {ζ1, ζ2}, this implies that ˜a = 0, hencea ∈ V. But a ∈ WH, so
a ∈ VH.

If σ ∈ Γ r H normalizesH some changes in this reasoning are needed, since we
have alsoǫ(qa,b, σ−1p) = −1. Now the contribution toc(p, a; qa,b) with singularities
in {ζ1, ζ2} is a−a|v,2−rσ, and the component ofc(p, ã; q) in S

ζ1
⊕S

ζ2
is equal to 2˜a.

We can finish the proof by the same argument as in the other case. �

Theorem 12.15 asserts that the canonical mapH1
pb(Γ; V,W) → H1

pb(Γ; W) is an
isomorphism ifV = Dω

v,2−r andW is one of a list of larger modules, each contained

in Dω∗

v,2−r . Now we focus on the following two cases, for which Theorem 12.15
does not give information:

a) V = Dω
v,2−r , W = Dω∗,exc

v,2−r .

b) V = Dω
v,2−r , W = Dω∗,smp

v,2−r , and there are primitive hyperbolic elements

γ ∈ Γ for which v(γ) = e−rℓ(γ)/2.

The following result gives information concerning Case a),and partial information
concerning Case b).

Proposition 13.5. Let r ∈ C.

i) The natural map

H1
pb(Γ;Dω

v,2−r ,D
ω∗,exc
v,2−r )→ H1

pb(Γ;Dω∗,exc
v,2−r )

1) is injective,
2) and its image in H1pb(Γ;Dω∗,exc

v,2−r ) has infinite codimension.
ii) Suppose that the set

P =
{
γ ∈ Γ : γ is primitive hyperbolic, andv(γ) = e−rℓ(γ)/2

}

is non-empty.(Recall thatℓ(γ) is the length of the closed geodesic associ-
ated toγ.)

1) The natural map

(13.6) H1
pb(Γ;Dω

v,2−r ,D
ω∗,smp
v,2−r )→ H1

pb(Γ;D
ω∗,smp
v,2−r )
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is injective.
2) It is not surjective if r∈ Z≥0 and for someγ ∈ P one of the following

two conditions is satisfied:
a) There are noσ ∈ Γ such thatσγσ−1 = γ−1.
b) r = 0, v(γ) = 1, and there existσ ∈ Γ such thatσγσ−1 = γ−1,

andv(σ) = 1.

Remark. If in Part ii)2) none of the conditions a) and b) holds, we do not know
whether the map in (13.6) is surjective.

Proof. Theinjectivity in Parts i)1) and ii)1) follows from the exact sequence (12.9).

Part i)2). Let H be a hyperbolic subgroup ofΓ, with primitive hyperbolic generator
γ. We consider two cases:

• Suppose that there are no ellipticσ ∈ Γ normalizing H. Lemma 12.9
implies thatWH/VH, with W = Dω∗,exc

v,2−r ) andV = (Dω
v,2−r )

H, has infinite
dimension. Lemma 13.4 and the exact sequence (12.9) imply that its image
in H1(Γ;Dω∗,exc

v,2−r ) has infinite dimension.
• If there existsσ ∈ Γ r H normalizingH, we need an subspace of

WH / (
VH + ker(σ − 1)

)

of infinite dimension. Iff ∈ WH = (Dω∗,exc
v,2−r )H, then f |v,2−rσ ∈ (Dω∗,exc

v,2−r )H

too (because ofσγσ−1 = γ−1). Thena := f − f |v,2−rσ satisfiesa|v,2−rσ =

−a. By Part ii) of Lemma 12.9 there are infinitely many linearly indepen-
dent suchf not inV = Dω

v,2−r .

Furthermore, Lemma 13.4 shows that different hyperbolic subgroups ofΓ lead
to cohomology classes with values in different summands ofS, which is an other
source of infinite dimensionality.

Part ii)2). We show non-surjectivity of the map by producing cocycles that
have non-zero image inH1(Γ;S). See Lemma 12.10. Lemma 13.4 provides us
with cocycles. More precisely, considerγ ∈ P. To apply Lemma 13.4 we need
a ∈ (Dω∗,smp

v,2−r )γ that is not in (Dω
v,2−r )

γ. Lemma 12.3 shows that there is a one-
dimensional space with such elements, occurring forr ∈ Z≥0 andκ ∈ {−1, r − 1},
with κ as indicated in that lemma. That giveseℓ(γ)(κ+1) = 1, henceκ = −1. Under
Condition a) in Part ii)2) we conclude that there is a class inH1

pb(Γ;D
ω∗,smp
v,2−r ) with

non-trivial image inH1(Γ;Sω
∗,smp

v,2−r ).

Under Condition b) we have±1 = v(γ) = e−rℓ(γ)/2. Sincer ∈ Z≥0 this is possible
only for r = 0 andv(γ) = 1. Conjugation as above brings us to the situation
a(t)

.
= (it)−1. Hencea|v,2−0σ = −v(σ) a. So we need the valuev(σ) = 1 of the two

possible values±1 to complete the proof with Lemma 13.4. �

13.2. Mixed parabolic cohomology and condition at cusps.

Proposition 13.6. Let r ∈ C r Z≥2. The space H1pb(Γ;Dω
v,2−r ,D

ω∗,exc
v,2−r ) has infinite

codimension in the space H1
pb(Γ;Dω

v,2−r ,D
ω∗

v,2−r).



AUTOMORPHIC FORMS AND COHOMOLOGY 121

We prepare the proof of this proposition in two lemmas, one ofgeometric nature,
like Proposition 13.3, the other an infinite codimension result.

In the lemma with a geometric flavor, we work with a tesselation as discussed
in §9.1, based on a fundamental domainF of Γ\H, which is split up in a compact
setFY, and cuspidal trianglesVb whereb runs over a set of representatives of the
Γ-orbits of cusps. The edgefb is the intersection of the boundaries ofFY andVb.

Lemma 13.7.Let r ∈ CrZ≥2, let a be a cusp ofΓ, and letδ ∈ ΓrΓa. Let a∈ Dω
v,2−r

such that
a|v,2−r (1− δ−1) ∈ Dω∗

v,2−r

∣∣∣
v,2−r

(1− πa) .
a) There exists aC-linear map a 7→ c(a; ·) from Dω

v,2−r to Z1(FT ,Y. ;Dω
v,2−r )

such that c(a; fa) = a|v,2−r (1− δ−1), and if there are cuspsb not in the orbit
Γ a then c(a; fb) = 0.

b) TheC[Γ]-equivariant linear map c(a; ·) : FT ,Y1 → Dω
v,2−r has aC[Γ]-

equivariant linear extensioñc(a; ·) : FT1 → D
ω∗

v,2−r such that

c̃(a; ·) ∈ Z1(FT. ;Dω
v,2−r ,Dω∗

v,2−r ) .

c) The cohomology class[c̃(a; ·)] ∈ H1
pb(Γ;Dω

v,2−r ,D
ω∗

v,2−r ) satisfies

[c̃(a; ·)] ∈ H1
pb(Γ;Dω

v,2−r ,D
ω∗,exc
v,2−r )⇐⇒ a|v,2−r (1− δ−1) ∈ Dω∗,exc

v,2−r

∣∣∣
v,2−r

(1− πa) .

Remark. In the simplest situation, we
apply the lemma with a choice ofδ ∈ Γ
such that the fundamental domainδ−1F

is a neighbour of the fundamental do-
mainF, and has common edges with it.
Sinceδ < Γa the edgesea andπ−1

a ea in
∂2F that go toa are not edges ofδ−1F.
A general choice ofδ ∈ Γ r Γa leads to
fundamental domainsF andδ−1F that
are far apart. We can connect them by a
finite corridor of fundamental domains
γ−1

j F such thatγ−1
j−1F andγ−1

j F have a
common edge.

b δ−1a

↑ a

Figure 25

Proof. To construct a cocyclec(a; ·) with the desired properties we adapt the geo-
metric approach in§13.1 to the present needs.
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b δ−1a

p

✛fa

fb δ−1 fa

❄

Figure 26

We take aC1 path from a to δ−1a

not going through vertices inXT0 , ex-
cept the initial and final pointsa and
δ−1a, passing through the interior of
Va, leaving it through a point offa,
then going on through the interior of
HY =

⋃
γ∈Γ γ

−1FY, crossing edges in

XT ,Y1 transversally, enteringδ−1Va via
a point ofδ−1 fa and going through the
interior of δ−1Va to δ−1a.

We can choose the pathp in such a
way that it has many of the properties
in Lemma 13.1, namely a)–d).

In b) we replaceζ1 andζ2 by a andδ−1a. In d) we have intersections only with
the edgesfa, δ−1 fa, and a finite number of intermediate edges inXT ,Y1 . Sincep
runs through finitely many translates ofF, Property e) is also satisfied. Moreover,
all edgeseb to cuspsb do not intersectp. Property f) does not apply here.

We defineǫ(x, γ−1p) for x ∈ XT1 andγ ∈ Γ as in Definition 13.2, and next define
c0(a; ·) ∈ C1(FT. ;Dω

v,2−r ) by

(13.7) c0(a; x) :=
∑

γ∈{±1}\Γ
ǫ(x, γ−1p) a|γ for x ∈ FT1 .

TheΓ-equivariance is clear from the equivariance ofǫ, howeverc0(a; ·) need not be
a cocycle. Indeed, on the one hand,c0(a; ea) = c0(a; π−1

a ea) = 0, sincep does not
intersect anyΓ-translate ofea in an interior point. On the other hand,c0(a; fa) =
a|(1− δ) may very well be non-zero. However, we still have

c0
(
a; ∂2γ

−1FY
)
= 0 for all γ ∈ Γ .

So the restrictionc(a; ·) of c0a; ·) to FT ,Y1 = C[XT ,Y1 ] is in Z1(FT ,Y. ;Dω
v,2−r ).

The pathp intersectsfa with ǫ( fa, p) = 1 andδ−1 fa with ǫ(δ−1 fa, p) = −1, and
no otherΓ-translates of edgesfb′ with b′ a cusp ofΓ. So no pathγ−1p with γ ∈ Γ
intersectsfb with b , a in the closure ofF in P1

C
. For fa we find

c(a; fa) = ǫ( fa, p) a+ ǫ( fa, δ p) a|δ−1 = a|v,2−r (1− δ−1) .

Soc(a; ·) satisfies the requirements in Part a) of the lemma.
Part b) asks for defining ˜c(a; eb) for the cuspsb in the closure ofF. For b , a

this is easy: We havec(a; fb) = 0, and define ˜c(a; eb) = 0 to have ˜c(a; ∂2Vb) = 0.
The assumptions ona in the lemma show that there existsh ∈ Dω

v,2−r [a] such

that h|v,2−r (1 − πa) = a|v,2−r (1 − δ−1) = c(a; fa). By taking c̃(a; ea) = h we
havec̃(a; ∂2Va) = 0. By Γ-equivariance we use this to define a cocycle ˜c(a; ·) ∈
Z1(FT. ;Dω

v,2−r ,D
ω∗

v,2−r ) that coincides withc on FT ,Y1 .
The implication⇐ in Part c) is a direct consequence of the definition ofc. For

the implication⇒ we suppose that there existsf ∈ C0(FT. ;Dω
v,2−r ,Dω∗

v,2−r) such that
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c̃(a; ·) − (d f)(·) ∈ Z1(FT. ;Dω
v,2−r ,D

ω∗,exc
v,2−r ). TheΓ-equivariance off implies that

f (a)|v,2−rπa = f (a). Denotek = c̃(a; ea) − d f(ea); sok ∈ Dω∗,exc
v,2−r . Then

k|v,2−r(1− πa) = c̃(a; ea)|v,2−r (1− πa) −
(
f (Pa) − f (a)

)|v,2−r (1− πa)
= h|v,2−r (1− πa) − f (Pa)|v,2−r (1− πa) + 0

∈ c(a; fa) +Dω
v,2−r |v,2−r (1− πa) (sincePa ∈ XT ,Y0 )

= a|v,2−r (1− δ−1) +Dω
v,2−r |v,2−r (1− πa) .

Hencea|v,2−r (1− δ−1) ∈ Dω∗,exc
v,2−r (1− πa). �

Lemma 13.8. Let r ∈ CrZ≥2, λ, µ ∈ C∗, andγ =
(

a
c

b
d

)
∈ SL2(R) with c> 0. Then

the space

(13.8)
(
Dω

2−r

∣∣∣
2−r

(1− µ γ−1)
)
∩

(
Dω∗,exc

2−r

∣∣∣
2−r

(1− λ−1T)
)

has infinite codimension in the space

(13.9)
(
Dω

2−r

∣∣∣
2−r

(1− µ γ−1)
)
∩

(
Dω∗

2−r

∣∣∣
2−r
|(1− λ−1T)

)
.

Proof. This may be compared with Lemma 4.13, which implies, with Lemma 3.1,
that forr ∈ C r Z≥2 the space

Dω
2−r ∩

(Dω∗

2−r |2−r (1− λ−1T)
)

has finite codimension in the spaceDω
2−r . So we have to show that imposing the

condition “exc” and applying|2−r (1 − µγ−1) makes an infinite-dimensional differ-
ence. We do this by giving an infinite-dimensional space

R⊂
(
Dω

2−r

∣∣∣
2−r

(1− µ γ−1)
)
∩

(
Dω∗

2−r

∣∣∣
2−r

(1− λ−1T)
)
,

for which we then show that it has zero intersection with

Dω∗,exc
2−r |2−r (1− λ−1T) .

We takez0 ∈ H, on which we will impose some restrictions later on, and put

R =
{
ϕ|2−r (1− µ γ−1) ∈ Dω

2−r : ϕ(t) = (i − t)r−2 p(t) wherep is a rational

function onP1
C, such thatp(∞) = p(γ−1∞) = 0, and

p has a singularity att = z0, and nowhere else inP1
C

}
.

Since the order of the singularity ofp at t = z0 is not prescribed, this space has
infinite dimension. There should be a zero at at least two points inP1

C
, so any non-

zerop has a singularity att = z0 of order at least 2. The factor (i − t)r−2 may give
ϕ a boundary singularity att = ∞. This factor has no influence on the singularities
of ϕ at t = z0 andt = γ z0.
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The singularities ofϕ in P1
C

occur at
z0, from p, and on the linei[1,∞], from
the factor (i − t)r−2. The singularities
of ϕ|2rγ

−1(t) = (a − cz)r−2 ϕ(γ−1t) are
contained in the union ofa/c + i[0,∞]
andγ applied to the singularities ofϕ.

We choosez0 such that the setz0 +

Z does not contain points ofi[1,∞] ∪
γ(i[1,∞)] ∪ (γ∞ + i[0,∞]) ∪ {γ z0}.

qz0
i

γi

γ∞

qγz0

Figure 27

Let f = ϕ|2−r (1−µ γ−1) ∈ R. We haveprj2−rϕ(t) = p(t), hence (prj2−rϕ)(∞) = 0;
and also

(
prj2−r (ϕ|2−rγ

−1)
)
(∞) =

(
p|prj

2−rγ
−1)(∞) = 0. (See (1.20).) Using a one-

sided average (Proposition 4.6) we findh ∈ Dω
2−r [∞] such that

(13.10) h(t) − λ−1h(t + 1) = f (t) = ϕ(t) − µ(ϕ|2−rγ
−1)(t) ,

at least fort ∈ H−. So f ∈ Dω
2−r [∞]|2−r (1 − λ−1T), and obviously also inDω

2−r |2−r

(1 − µ−1γ). We have to show that ifp , 0, then none of the solutions of (13.10)
can be inDω,exc

2−r [∞].
If a solution h of (13.10) were inDω,exc

2−r [∞], then it extends holomorphically
to an{∞}-excised neighbourhood. Soh can have singularities only inside a strip
|Rez| ≤ N for someN > 0. In particularh can have singularities atz0 + n only for
a finite number ofn ∈ Z.

qz0
i

γi

γ∞

qγz0

q qq

Figure 28

The right hand side in Rela-
tion (13.10) has singularities atz0 + n
only if n = 0. So the maximaln ≥ 0
such thatz0 + n is a singularity ofh
cannot be larger than 0, since otherwise
there would be a singularityz0 + n + 1
as well. Similarly, the minimum value
of n ≤ 0 such thath is singular atz0+ n
is also 0. However, a singularity ofh
only atz0 is also impossible, sincef is
holomorphic atz0 ± 1.

Soh cannot have a singularity at any point ofz0 + Z. The choice ofz0 shows
that thenϕ has no singularity atz0, in contradiction withp , 0. �

Proof of Proposition 13.6.We have to show that

dim
(
H1

pb(Γ;Dω
v,2−r ,Dω∗

v,2−r )
/

H1
pb(Γ;Dω

v,2−r ,D
ω∗,exc
v,2−r )

)
= ∞ .

We choose a cuspa of Γ andδ ∈ Γ r Γa, and apply Parts b) and c) of Lemma 13.7.
The mapa 7→ [c̃(a; ·)] induces a linear map

(
Dω
v,2−r

∣∣∣
v,2−r

(1− δ−1)
)
∩

(
Dω∗

v,2−r

∣∣∣
v,2−r

(1− πa)
)

→ H1
pb(Γ;Dω

v,2−r ,Dω∗

v,2−r)
/

H1
pb(Γ;Dω

v,2−r ,D
ω∗,exc
v,2−r ) ,

with kernel (
Dω
v,2−r

∣∣∣
v,2−r

(1− δ−1)
)
∩

(
Dω∗,exc
v,2−r

∣∣∣
v,2−r

(1− πa)
)
.
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So it suffices to show that this kernel has infinite codimension in(
Dω
v,2−r

∣∣∣
v,2−r

(1− δ−1)
)
∩

(
Dω∗

v,2−r

∣∣∣
v,2−r

(1− πa)
)
.

Conjugatinga to ∞ andδ to γ, we arrive at a statement handled in Lemma 13.8,
with λ andµ determined byv(πa) andv(δ). �

13.3. Recapitulation of the proof of Theorem E. Part i) concerns the caser ∈
C r Z≥2. We have to show

a) H1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ) = H1

pb(Γ;Dω
v,2−r ,D

ω∗,exc
v,2−r ) � H1

pb(Γ;Dω0,exc
v,2−r ).

b) H1
pb(Γ;Dω

v,2−r ,D
ω0,exc
v,2−r ) has infinite codimension inH1(Γ;Dω

v,2−r ).

c) H1
pb(Γ;Dω0,exc

v,2−r ) → H1
pb(Γ;Dω∗,exc

v,2−r ) is injective with an image of infinite
codimension.

In the following diagram we indicate where we have carried out the various steps.
(To save space we suppressΓ in the notation.) For Parts i)a) and i)b) we have:

(13.11)

H1
pb(Dω

v,2−r ,D
ω0,exc
v,2−r )

Prop. 3.2

� Thm. 12.15
��

H1
pb(Dω

v,2−r ,D
ω∗,exc
v,2−r )

� _

inf. codim. Prop. 13.6

��
H1

pb(Dω0,exc
v,2−r ) H1

pb(Dω
v,2−r ,D

ω∗

v,2−r )� _

Prop. 4.12fin. codim.

��
H1(Dω

v,2−r )

Part i)c) follows from the following commuting diagram:

(13.12)

H1
pb(Dω

v,2−r ,D
ω0,exc
v,2−r )

Prop. 3.2

� Thm. 12.15
��

H1
pb(Dω

v,2−r ,D
ω∗,exc
v,2−r )

� _

inf. cod. Prop. 13.5

��

H1
pb(Dω0,exc

v,2−r ) // H1
pb(Dω∗,exc

v,2−r )

Part ii) of the theorem states the following identities and isomorphisms:

H1
pb(Γ;Dω

v,2−r ,D
ω0,∞,exc
v,2−r ) = H1

pb(Γ;Dω
v,2−r ,D

ω0,∞
v,2−r ) = H1

pb(Γ;Dω
v,2−r ,D

ω∗,∞
v,2−r )

� H1
pb(Γ;Dω0,∞

v,2−r ) � H1
pb(Γ;Dω∗,∞

v,2−r ) .
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It follows from the diagram

(13.13)

H1
pb(Dω

v,2−r ,D
ω0,∞,exc
v,2−r )

Prop. 4.11

H1
pb(Dω

v,2−r ,D
ω0,∞
v,2−r )

Prop. 3.2

Thm. 12.15�

��

H1
pb(Dω

v,2−r ,D
ω∗,∞
v,2−r )

Thm. 12.15�

��

H1
pb(Dω0,∞

v,2−r ) H1
pb(Dω∗,∞

v,2−r )

Only for the first equality we needr ∈ R r Z≥2. For all other stepsr ∈ C r Z≥2

suffices.

Part iii) states forr ∈ R r Z≥1:

a) The imagerωr Mr(Γ, v) = H1
pb(Γ;Dω

v,2−r ,D
ω0,smp,exc
v,2−r ) is equal to

H1
pb(Γ;Dω

v,2−r ,D
ω0,smp
v,2−r ) , H1

pb(Γ;Dω
v,2−r ,D

ω∗,smp
v,2−r )

and canonically isomorphic toH1
pb(Γ;D

ω0,smp
v,2−r ).

b) The spaceH1
pb(Γ;Dω

v,2−r ,D
ω0,smp,exc
v,2−r ) is canonically isomorphic to the space

H1
pb(Γ;D

ω∗,smp
v,2−r ) if v(γ) , e−rℓ(γ)/2 for all primitive hyperbolic elementsγ ∈

Γ, whereℓ(γ) is the hyperbolic length of the closed geodesic associated
to γ

Part iii)a) follows from the diagram

(13.14)

H1
pb(Dω

v,2−r ,D
ω0,smp,exc
v,2−r )

Prop. 4.11, ii)

H1
pb(Dω

v,2−r ,D
ω0,smp
v,2−r )

Prop. 3.2

� Thm. 12.15
��

H1
pb(Dω

v,2−r ,D
ω∗,smp
v,2−r )

H1
pb(D

ω0,smp
v,2−r )

The condition thatr is real is needed only for the first step. Part iii)b) follows also
from Theorem 12.15 under a condition on hyperbolic elements.

13.4. Related work. The constructions in this section arose from a generalization
of the examples in Propositions 13.7 and 14.3 in [15]. The paths p in Lemma 13.1
and in the proof of Lemma 13.7 represent cycles in homology. It is conceivable that
they can be related to the computations of Ash [1], who computes the parabolic
cohomology with values in the rational functions by computing first homology
groups. We have not succeeded in making this relation explicit.
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14. Quantum automorphic forms

Theorem E implies thatrωr : Ar(Γ, v) → H1(Γ;Dω
v,2−r ) is far from surjective.

Quantum automorphic forms may be put, for weightsr ∈ C r Z≥1, on the place of
the question mark in the diagram

(14.1)

Ar(Γ, v)

rωr �

��

?

H1
pb(Γ;Dω

v,2−r ;D
ω0,exc
v,2−r ) �

� // H1(Γ;Dω
v,2−r )

This is similar to the role of quantum Maass forms in [15,§14.4].

14.1. Quantum modular forms. Zagier [124] gives examples ofquantum modu-
lar formsas functions onQ that have a modular transformation behavior modulo a
smooth function onR.

Example: Powers of the Dedekind eta-function. We attach a quantum modular
form toη2r with Rer > 0.

The cusps ofΓ(1) form one orbit,P1
Q
= Q ∪ {∞}. For each cuspa ∈ Q the

function

(14.2) ha(t) :=
∫ a

z0

ωr(η
2r ; t, z) =

∫ a

z0

η2r (z) (z− t)r−2 dz

is well defined fort ∈ H− ∪ R.
Let δ =

(
a
c

b
d

)
∈ Γ(1) such thata, δ−1a ∈ Q. Then

(14.3)
vr(δ)

−1 (ct+ d)r−2 hδa(δt) − ha(t) =
(∫ a

δ−1z0

−
∫ a

z0

)
ωr

(
η2r ; t, z)

= ψ
z0

η2r ,δ
(t) ,

by Lemma 2.3. All terms in this relation are in the spaceD∞2−r of smooth vectors,
hence

(14.4) p(a) := ha(a) (a ∈ Q)

is well defined, and satisfies

(14.5) p|vr ,2−r(δ − 1) (a) = ψ
z0

η2r ,δ
(a) (a, δa ∈ Q) .

The functionp : Q → C has no reason to have a continuous extension toR.
However, p|vr ,2−r (δ − 1) is the restriction of a real-analytic function onR. The
function p is an example of a quantum modular form.

Strong quantum modular forms.Sinceha as indicated above is an element ofD∞2−r ,
we have an asymptotic seriesha(t) ∼ P(a, t) :=

∑
n≥0 cn(a) (t − a)n, approximating

ha(t) ast → a throughH− ∪ R. Forδ ∈ Γ as above we have from (14.3):

(14.6) vr(δ)
−1 (ct + d)r−2 P(δa, δt) − P(a, t) ∼ ψ

z0

η2r ,δ
(t)

ast → a throughH− ∪ R. This means thatP is astrong quantum modular formin
the sense of Zagier [124].
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Constant function.Now we taker = 0 , henceη0 = 1 ∈ M0
(
Γ(1), 1

)
. It seems

sensible to take now

(14.7) ha(t) =
1

t − a .

Now we cannot substitutet = a. However, withδ as above

(14.8) v0(δ)−1 (ct + d)0−2 hδa(δt) − ha(t) =
−c

ct+ d
= ψ̃δ(t) ,

with the cocycleψ̃ ∈ Z1(Γ(1);Dω∗,exc
1,2

)
in (2.23). SoP(a, t) = 1

t−a can be viewed
as a strong quantum automorphic form if we allow asymptotic series of the form∑

n≥−1 cn(a) (t − a)n.

14.2. Quantum automorphic forms. For general cofinite discrete groupsΓ we
define quantum automorphic forms as simply as possible for our purpose. The ex-
ample of the constant function shows that we need to use series starting at order−1.

It turns out that we get satisfactory results in the context of these notes if we use
expansion starting at order−1, namely,P(a, t) := c−1 (t − a)−1+ c0 · · · , and leaving
implicit the termsc1, c2, . . ..

Definition 14.1. By C we denote the set of cusps ofΓ. By asystem of expansions
p onC we mean a map assigning to all except finitely many pointsa ∈ C ∩ R an
expression

p(a, t) = c−1(a) (t − a)−1 + c0(a) + (t − a)C[[ t − a]] ,
whereC[[ t − a]] is the ring of formal power series int − a. Two such systemsp
and p1 are equivalent ifp(a, t) ≡ p1(a, t) mod (t − a)C[[ t − a]] for all but finitely
manya ∈ C∩R. ByR we denote the linear space of equivalence classes of systems
of expansions.

If t 7→ ϕ(t) is real-analytic on a neighbourhood ofa in R, then multiplication by
ϕ(t) is well defined for elements of (t − a)−1C[[ t − a]] mod (t − a)C[[ t − a]].
Definition 14.2. The action|v,2−r of Γ onR is induced by

(14.9) (p|v,2−rγ)(a, t) := v(γ)−1 (ct+ d)r−2 p(γa, γt)

for all a ∈ C ∩ R andγ =
( ∗

c
∗
d

)
∈ Γ for which p(a, ·) and p(γa, ·) are defined. If

r < Z we define (ct + d)r−2 by the argument convention (1.2) fort ∈ H−.

Remarks.(a) The operations in both parts of the definition preserve the equivalence
between systems of expansions. We will mostly identify an equivalence class with
a representative of it.

(b) The inclusionDω
v,2−r → R given byϕ 7→ pϕ, where

(14.10) pϕ(a, t) = ϕ(a) + (t − a)C[[ t − a]] for all a ∈ C ∩ R ,
is equivariant for the actions|v,2−r of Γ onDω

v,2−r andR.

Definition 14.3. Let r ∈ C and letv be a multiplier system for the weightr.

a) ByRv,2−r we denoteR provided with the action|v,2−r of Γ.
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b) We define theΓ-moduleQv,2−r := Rv,2−r
/ Dω

v,2−r .
c) We define the spaceqA2−r (Γ, v) of quantum automorphic formsof weight

2− r with multiplier systemv as a quotient ofΓ-invariants:

(14.11) qA2−r (Γ, v) := QΓv,2−r
/ RΓv,2−r .

Remarks.(a) So we have an exact sequence ofΓ-modules

0→ Dω
v,2−r → Rv,2−r → Qv,2−r → 0 ,

with the associated long exact sequence

0→ (Dω
v,2−r )

Γ → RΓv,2−r → QΓv,2−r → H1(Γ;Dω
v,2−r )→ · · ·

We choose to define quantum automorphic forms as the quotientQΓ
v,2−r/RΓv,2−r ,

which can automatically mapped intoH1(Γ,Dω
v,2−r ) injectively.

In this way a quantum automorphic form is a function defined onalmost all
of C ∩ R that has automorphic transformation behavior modulo functions that are
analytic onR minus finitely many points. Further we work modulo functionson
C ∩ R that are exactly automorphic.

(b) We leave it to the reader to explore the examples of Zagier[124]. The pur-
pose of our definition is not to cover all those examples. We are content to define
quantum automorphic forms in such a way that they fill the holein diagram 14.1.

14.3. Quantum automorphic forms, cohomology, and automorphic forms.

Proposition 14.4. Let v be a multiplier system onΓ for the weight r∈ C.

a) There is an injective natural map

(14.12) qC : qA2−r (Γ, v)→ H1(Γ;Dω
v,2−r ) .

b) If r ∈ C r Z≥1, thenqC is surjective.

Proof. Injectivity, Part a).Definition 14.3 implies that the sequence

(14.13) 0→ Dω
v,2−r → Rv,2−r → Qv,2−r → 0

is exact. The part
RΓv,2−r → QΓv,2−r → H1(Γ;Dω

v,2−r )
of the corresponding long exact sequence in group cohomology shows that the
connecting homomorphism induces an injective linear map

qA2−r(Γ, v)→ H1(Γ;Dω
v,2−r ) ,

which we callqC. It sends a quantum automorphic form represented byp ∈ Rv,2−r

to the class of the cocycleγ 7→ p|v,2−r (γ − 1).

Surjectivity, Part b). Let r ∈ C r Z≥1, and letλ ∈ C∗. Proposition 4.6 shows
that for eachf ∈ Dω

2−r at least one of the one-sided averages Av+
T,λ f and Av−T,λ f

exists inDω∗

2−r , and that (Av±T,λ f )|2−r (1 − λ−1T) = f . We use Av+T,λ f if |λ| ≥ 1 and
Av−T,λ f if |λ| < 1. Furthermore, by Proposition 4.9, there is an asymptotic formula
(Av±T,λ f )(t) = (it)r−2 (

c−1t+c0+O(t−1)
)

ast → ±∞ throughR, with coefficientsc−1
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andc0 determined byf . By conjugation, we define for parabolicπ = σTσ−1, with
σ ∈ SL2(R), ξ = σ∞ , ∞ and f ∈ Dω

2−r :

(14.14) Av±π,λ f :=
(
Av±T,λ( f |2−rσ)

)|2−rσ
−1 .

It satisfies

(14.15) (Av±π,λ f )|2−r (1− λ−1π) = f .

With the transformation|2−rσ
−1 the asymptotic behavior of Av±T,λ( f |2−rσ) at ∞

leads to an asymptotic formula of the form

(14.16) (Av±π,λ f )(t) = c−1 (t − ξ)−1 + c0 +O(t − ξ) ,
wheret ↑ ξ for Av+π,λ and t ↓ ξ for Av−π,λ. The constantsc−1 andc0 differ from
the constants at∞. The definition of Av±

π, d f depends on the choice ofσ such that
ξ = σ∞. For cuspsa ∈ C ∩ R we useσa as in§1.3.

After this preparation we consider a cohomology class inH1(Γ;Dω
v,2−r ), repre-

sented by the cocycleψ ∈ Z1(Γ;Dω
v,2−r ). Fora ∈ C ∩ R we put

(14.17) p(a, t) := −(Av±πa,v(πa)ψπa
)
(t) + (t − a)C[[ t − a]] ,

where we choose± so that the average exists.
Let δ =

(
a
c

b
d

)
∈ Γ with a, δa ∈ R. Then

(Av±πa,v(πa)ψπa)|v,2−r (πa − 1) = −ψπa .
Sinceπδa = δπaδ

−1, we haveψπδa = ψπa |v,2−rδ
−1+ψδ|v,2−r (πa −1)δ−1. Therefore,

v(δ)−1 (ct + d)r−2 (
Av±πδa,v(πδa)ψπδa

)
(δt) =

(
Av±πδa,v(πδa)ψπδa

)|v,2−rδ (t)
(
Av±πδa,v(πδa)ψπδa

)|v,2−rδ(πa − 1) =
(
Av±πδa,v(πδa)ψπδa

)|v,2−r (πδa − 1)δ

= −ψδa|v,2−rδ = −ψπa − ψδ|v,2−r (πa − 1).

Therefore,
((

Av±πδa,v(πδa)ψπδa
)|v,2−rδ − (Av±πa,v(πa)ψπa)

)
|v,2−r (πa − 1) = −ψδ|v,2−r (πa − 1).

From (14.16) we know that (Av±
πa,v(πa)

ψπa) (t) has a one-sided expansion ata, and(
Av±

πδa,v(πδa)
ψπδa

)
(t) at δ−1a. The transformation formula for|v,2−rδ shows that then((

Av±
πδa,v(πδa)

ψπδa
)|v,2−rδ

)
(t) has a similar expansion ata. The functionψδ is holo-

morphic ata.
So the functionf :=

(
Av±

πδa,v(πδa)
ψπδa

)|v,2−rδ − (Av±
πa,v(πa)

ψπa) + ψδ has a one-sided

asymptotic expansion ata starting at a multiple of (t − a)−1 and is invariant under
|v,2−rπa. Conjugating this to∞ and applying Part ii) of Lemma 3.4 we conclude
that f (t) ∼ 0 ast approachesa from one direction. (We use thatr < Z≥1.)

So we have the following equality of asymptotic expansions
(
Av±πδa,v(πδa)ψπδa

)|v,2−rδ (t) − (Av±πa,v(πa)ψπa)(t) ∼ −ψδ(t)
ast approachesa throughR from the left or the right depending on±. We conclude
that

(14.18) (p|v,2−rδ)(a, t) − p(a, t) = ψδ(t) + (t − a)C[[ t − a]] .
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So p|v,2−r (δ − 1) = ψδ in R, andqC(p) = [ψ]. �

Remark.For weightr = 1, Part i) of Proposition 4.6 implies (after conjugating∞
to a ∈ C∩R) that Avπa,v(πa)ψπa is defined ifψπa(a) = 0. Since there are finitely many
Γ-orbits of cusps, the construction in proof of surjectivityof qC goes through for a
subspace ofH1(Γ;Dω

v,1) of finite codimension.

Proposition 14.5. Let v be a multiplier system onΓ for the weight r∈ C r Z≥1.
There is an injective linear map Q: Ar(Γ, v) → qA2−r(Γ, v) such that the following
diagram commutes:

Ar(Γ, v)
� � rωr //
� s

Q

%%❑❑
❑❑

❑❑
❑❑

❑❑
❑

H1(Γ;Dω
v,2−r )

qA2−r(Γ, v)

qC

�
77♣♣♣♣♣♣♣♣♣♣♣

Proof. Theorem A implies thatrωr is injective. SinceqC is bijective by Proposi-
tion 14.4 the mapqC is invertible, soQ = qC−1 ◦ rωr . �

Remark.This result shows that forr ∈ Cr ∈ Z≥1 each class inH1(Γ;Dω
v,2−r ) is the

image of an object with automorphic flavor.

Back to the examples.We now discuss the examples of quantum modular forms
in 14.1 after Definition 14.3.

For thepowers of the Dedekind eta-functionwith Rer > 0 we gave in (14.2)

(14.19) p(a) = ha(a) with ha(t) =
∫ a

z0

η2r(z) (z− t)r−2 dz.

On the other hand, ifr ∈ C r Z≥1, thenQ(η2r ) = qC−1(rωr (η2r )
)

in Proposition 14.5
can be given by

(14.20) q(a, t) = −(Av±πa,vr (πa)ψ
z0

η2r ,πa

)
(t) + (t − a)C[[ t − a]] ,

according to the construction in (14.17), where± has to be chosen so that the one-
sided average exists.

First taker ∈ (0,∞) r Z≥1. Thenha ∈ Dω,∞,exc
vr ,2−r satisfiesha|v,2−r (πa − 1) = ψz0

η2r ,πa
by Lemma 2.5. By Part ii) of Lemma 4.10 (also conjugated toa) we haveha =
Av±

πa,vr (πa)
ψ

z0

η2r ,πa
for both choices of±. Sop(a) ≡ q(a, t) mod (t− a)C[[ t− a]] in this

case.
For Rer > 0, r ∈ C r R, we consider only the case that Imr > 0; the other

case goes similarly. We note thatvr(πa) = vr(T) = eπir /6 for all cuspsa. We
use Av−

πa,vr (πa)
, and the asymptotic of (Av−

πa,vr (πa)
ψ

z0

η2r ,πa
)(t) as t ↓ a. Sinceha and

−Av−
πa,vr (πa)

ψ
z0

η2r ,πa
satisfy the same equation, we haveha = −Av−

πa,vr (πa)
ψ

z0

η2r ,πa
+ P

with avr (πa)-periodic functionP. The asymptotic behavior ast ↓ a shows thatP(t)
has to be O(t − a) ast ↓ a. Soha and−Av−

πa,vr (πa)
ψ

z0

η2r ,πa
determine the same element

of Rvr ,2−r .
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For theconstant functionη0 = 1 we usedha(t) = (t − a)−1. It leads in (14.8)
to a cocycle with values inDω0,exc

1,2 , not inDω
1,2. So it does not representQ(1) ∈

qA2
(
Γ(1), 1

)
.

For an explicit computation, we writea ∈ Q in the formσa∞, with σa =
(

a
c

b
d

)
∈

Γ(1), and hencea = a
c . Then

πn
a =

(
1− nac
−nc2

na2

1+ nac

)
.

So we have, withπ = πa = σaTσ−1
a :

Av+π,1ψ
z0
1,π (t) =

∑

n≥0

ψ
z0
1,π

∣∣∣
1,2 π

n (t) =
∑

n≥0

∫ z0

π−1z0

ω0(1; ·, z)|1,2πn (t)

=
∑

n≥0

∫ π−nz0

π−n−1z0

dz

(z− t)2
.

We have limn→∞ π−n
a z0 = a/c = a. Hence

−Av+π,1ψ
z0
1,π (t) = −

∫ z0

a

dz

(z− t)2
=

1
t − a +

1
z0 − t

.

This modification of the functionha in (14.7) leads to the element ofR given by

p(a, t) =
1

t − a + (z0 − a)−1 + (t − a)C[[ t − a]] ,

which satisfiesp|1,2(δ − 1)(a, t) ≡ ψz0
1,δ(t) mod (t − a)C[[ t − a]].

Dependence on the parameters.The family of modular formsr 7→ η2r depends
holomorphically onr. This suggest to look for quantum modular forms given by

p(a, t) =
α(a, r)
t − a + β(a, r) + (t − a)C[[ t − a]] ,

where r 7→ α(a, r) and r 7→ β(a, r) are at least continuous on [0,∞). This is
impossible (proof left to the reader). It is a phenomenon similar to the asymptotic
expansion in (4.14), where the coefficient in the leading term is discontinuous inλ.

14.4. Related work. The concept of quantum automorphic is due to Zagier. His
paper [124] gives beautiful explicit examples of quantum modular forms. Za-
gier mentioned the concept long before the appearance of [124]. The paper [11]
was written during the preparation of [15], to fill a hole in a diagram analogous
to (14.1).

15. Remarks on the literature

Like we mentioned in§2.5, an indication of what we now call the Eichler inte-
gral is present in a paper of Poincaré in 1905, [100]. Eichler’s definition in [43] is
based on Bol’s equality∂r−1

τ

(
F |2−rγ

)
= F(r−1)|rγ, which appears in [6,§8]. In [32]

Cohn indicated this approach for weight 4. The paper [112] ofShimura has a
different atmosphere; it stresses cohomology with values in aZ-module. In the
following years Gunning, Knopp, Lehner and others studied the relation between
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automorphic forms and cohomology: [53, 54, 44, 33, 80, 56, 81, 107, 108, 52]. Kra
[75, 76] started the study of cohomology of kleinian groups.Here the cohomology
group is not generated by Eichler integrals. We have not included in the list of
references all papers on the cohomology of kleinian groups.

Manin [86] discussed arithmetical questions. For a cuspidal Hecke eigenform
for SL2(Z) of even weight the ratio between the even periods are in the field gener-
ated by the Fourier coefficients of the cusp form; for the ratios of the odd periods
the same holds. The cocycles are present in the background, for instance in the
period relations. So apart from the Fourier coefficients there are two, possibly tran-
scendental, numbers involved in the coefficients of the period polynomials. The
arithmetic of the period polynomials, associated with values ofL-functions at in-
tegral points in the critical strip, are an important area ofstudy in connection with
the cocycles attached to automorphic forms. It goes furtherthan the central idea
in these notes, which is establishing the relation between automorphic forms and
cohomology. Therefore we have not tried to include all papers in this area in the
list of references. We mention the concept “modular symbol”; see [86, 113]. We
mention also Haberland’s paper [55], and [62, 48, 49, 118]. In [122] Zagier de-
scribes rather explicitly how to reconstruct a cuspidal Hecke eigenform from its
period polynomial.

The step from weights inZ≥2 to general real weights was done by Knopp in
his paper [66]. For general real weights one needs a multiplier system, which
Knopp assumes to be unitary. This definition leads to a map from cusps forms to
cohomology classes with values in the highest weight moduleD−∞

v,2−r , characterized
by the condition of polynomial growth. Knopp’s cocycle integral also occurs in
the paper [94] of Niebur. In the proofs in [66] Knopp uses the construction of
“supplementary series”, from [65]. It is nice to see that with hindsight we can view
the resulting functions as mock automorphic forms. See for instance Pribitkin
[101], [102].

The isomorphism between the space of cusp forms and the cohomology group
was completed for all weights in 2010 by Knopp and Mawi, [71].In [21] the
isomorphism of Knopp is combined with multiplication by non-zero cusp forms.

Knopp, [67], started the study of rational period functionsand gave examples.
He showed in [68] that the singularities can occur only in therational points 0,∞,
and in points in real-quadratic fields (which are hyperbolicfixed points ofΓ(1)),
and Choie[22] showed the existence of rational period functions with singularities
in any real quadratic irrationals. Several authors expanded the theory, [89, 73, 1,
22, 23, 24, 25, 26, 56, 95, 27, 110, 48, 41]. We expect that the approach in Sections
12 and 13 can be applied to cohomology with values in the module of rational
functions.

In [69] Knopp and Mason start the study of “generalized modular forms”, which
are vector-valued automorphic forms with at most exponential growth at the cusps
for the modular group SL2(Z) with real weight and matrix-valued multiplier sys-
tems that need not be unitary. The papers [70, 72, 105, 106] deal with the coho-
mology classes associated to these automorphic forms.
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The Γ-behavior of automorphic forms can be formulated as the vanishing of
F |v,r(γ − 1) for all γ ∈ Γ. This has been generalized to the condition that

F |v,r (γ1 − 1) (γ2 − 1) · · · (γq − 1) = 0 for all γ1, . . . , γq ∈ Γ ,
leading to “higher order automorphic forms”, for which Deitmar, [36, 38], has
studied cohomological questions. See also Diamantis and O’Sullivan [40], Sim
[114]. Cohomological techniques have also been used in the context of higher-
order forms by Taylor [116]. See further [14].

In [2] Bringmann, Guerzhoy, Kane and Ono consider period polynomials for
r-harmonic modular forms with negative even weights. Bringmann, Diamantis
and Raum [4] extended the construction to account for non-critical values ofL-
functions.

The condition of holomorphy can be completely removed from the definition of
automorphic forms, and replaced by a second order differential equation. Formu-
lated in terms of functions on the universal covering groupG̃ this is the eigenvalue
equation for the Casimir operator. This leads to the so-called “Maass forms” and
their generalizations. For Maass forms of weight 0 the relation between automor-
phic forms and cohomology has been studied by many authors. Lewis, [82], gave
a bijection between even Maass cusp forms and spaces of holomorphic functions
onCr (−∞, 0] that satisfy a functional equation similar to the equation satisfied by
period function for the modular group PSL2(Z). In the papers [83] and especially
[84] this is further discussed for the modular group. Mühlenbruch, [91] extended
this to real weights. See also [92]. Martin [87] uses similarmethods in the con-
text of holomorphic modular forms of weight 1. A relation between the period
functions of Lewis and the hyperfunctions associated to Maass forms was explored
in [10], the ideas in which were expanded in [34, 35, 37].

Another, rather unexpected, relation is with eigenfunctions of the transfer op-
erator introduced by Mayer, [88], in connection with the Selberg zeta-function.
Transfer operators are a concept from mathematical physics, applied by Mayer to
the geodesic flow on the quotient PSL2(Z)\H. The eigenfunctions of the trans-
fer operator with eigenvalue 1 are, after a simple transformation, identical with
Lewis’s period functions. So the eigenfunctions of the transfer operator are related
to cohomology classes. See [83], [84, Chap. IV,§3], and [121] for a further discus-
sion. In [12] this relation with cohomology is used to relateeigenfunctions of two
transfer operators. See also [90, 97, 98, 99]. As far as we see, the use of a transfer
operator is less suitable in the present context, since the spaceDω

2−r is not the space
of global sections of a sheaf onP1

R
.

The aim of the paper [15] is to explore the relation between Maass forms of
weight zero and cohomology more completely, for all cofinitediscrete group. For
cocompact discrete groups rather complete results were available, even in the con-
text of automorphic forms on more general symmetric spaces,in the work of Bunke
and Olbrich, [19, 20]. For groups with cusps a reasonably complete description was
obtained with use of three ideas: (1) use of mixed parabolic cohomology groups;
(2) work with boundary germs as coefficient module; (3) description of the mixed
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parabolic cohomology groups with resolutions based on a suitable tesselation of the
upper half-plane. In the present notes we tried to apply these ideas in the context
of holomorphic automorphic forms.

Appendix A. Universal covering group and representations

The discussion in this appendix is not really essential for these notes, but several
definitions and arguments become more natural if we relate them to the universal
covering group of SL2(R).

A.1. Universal covering group. Theuniversal covering group̃G of SL2(R) is a
simply connected Lie group that is locally isomorphic to theLie group SL2(R).

We can describẽG with help of theIwasawa decompositionof SL2(R), which
writes eachg ∈ SL2(R) uniquely as

g =



√
y

0

x√
y

1√
y



(
cosϑ
− sinϑ

sinϑ
cosϑ

)
,

with z = x + iy ∈ H and ϑ ∈ R mod 2πZ. As an analytic variety, SL2(R) is
isomorphic toH × (R/2πZ). A simply connected analytic variety that coversH ×
(R/2πZ) isH×R, with the natural mapR→ R/2πZ. We denote its points as (z, ϑ),
with z ∈ H, ϑ ∈ R. It is possible to define a group structure onH × R such that the
projection mapH × R → H × (R/2πZ) is an real-analytic group homomorphism.
The resulting group with underlying spaceH×R is the universal covering group̃G
of SL2(R), with projection homomorphism

(A.1) pr : G̃→ SL2(R) .

Here we do not describe the group structure ofG̃ explicitly. (See,eg., [9,
§2.2.1].) We mention that there is a group homomorphismk̃ : R → G̃, given
by k̃(ϑ) = (i, ϑ). It covers the isomorphismR/2πZ → SO(2) given byϑ 7→(

cosϑ
− sinϑ

sinϑ
cosϑ

)
. We note that

{
k̃(2πn) : n ∈ Z} is the kernel of pr :G̃ → SL2(R),

and thatZ̃ :=
{
k̃(πn) : n ∈ Z} is the center ofG̃.

The most important aspect of the group structure is the liftg 7→ g̃ from SL2(R)
to G̃, given by

(A.2)
˜(a
c

b
d

)
:=

(ai + b
ci + d

,− arg(ci + d)
)

with − π < arg(cz+ d) ≤ π .

It takes a preimage for the covering map pr. It satisfies

(A.3)
˜(a
c

b
d

)
(z, ϑ) =

(az+ b
cz+ d

, ϑ − arg(cz+ d)
)
.

This map is continuous on the open dense subsetG0 ⊂ SL2(R), in (1.3). We have

(A.4)

(g̃)−1 = g̃−1 for g ∈ G0 ,

g̃pg−1 = g̃p̃(g̃)−1 for g ∈ G0, p =



√
y

0

x√
y

1√
y

 , x+ iy ∈ H .
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All elements ofG̃ can be, non-uniquely, written as a product ˜g k(πn), with g ∈ G0,
n ∈ Z.

A.1.1. Weight functions and actions by right and left translation.

Definition A.1. A function f : G̃→ C hasweight r∈ C if f (z, ϑ) = f (z, 0)eirϑ.

A function f onG̃ with weightr is determined by its values on (z, 0), with z∈ H.
We define a corresponding functionRr f onH by

(A.5) (Rr f )(z) := y−r/2 f (z, 0) , hencef (z, ϑ) = yr/2 (Rr f )(z) eirϑ .

Left translation.The groupG̃ has a right action in the space of functionsG̃ → C
given byleft translation

(A.6) for g ∈ G̃ : f 7→ f |g , given by (f |g)(g1) = f (gg1) .

We also use the notationLg f = f |g.
The action by left translation preserves the weight. Moreover, we have

(A.7)
(
Rr( f |g̃)

)
(z) = (cz+ d)−r (Rr f )(z) for g =

(
a
c

b
d

)
∈ SL2(R) .

Thus, we see that the operators|rg in (1.1) correspond naturally to the represen-
tation of G̃ by left translation in the functions oñG of weight r. The argument
convention for arg(cz+ d) for z ∈ H in (1.2) is coupled to the choice of the argu-
ment in (A.2). Then the convention forz ∈ H− is determined by the wish to have
relation (1.7). Sinceg 7→ g̃ is not a group homomorphism, the operators|rg do not
form a representation of SL2(R).

Right translation.There is also the left action of̃G on the functions oñG by right
translation:

(A.8) (Rg f )(g1) := f (g1g) .

It commutes with left translations. It does not preserve theweight.

A.1.2. Discrete subgroup.For a cofinite discrete subgroupΓ ⊂ PSL2(R) we de-
fine

(A.9) Γ̃ : =
{
g ∈ G̃ : prg ∈ Γ} .

It is a discrete subgroup of̃G. It contains the center̃Z.
Any characterχ : Γ̃ → C∗ of Γ̃ induces acentral characterof Z̃ which is

determined byχ
(
k̃(π)

)
, which we can write asχ

(
k̃(π)

)
= eπir with r ∈ C mod 2πZ.

The mapvχ : Γ→ C∗ given by

(A.10) vχ

(
a
c

b
d

)
:= χ

( ˜(a
c

b
d

)) (
a
c

b
d

)
∈ Γ

is a multiplier system onΓ for the weightr. One can check that all multiplier
systems onΓ arise in this way.

The representation|vχ,r of Γ̄ on the functions onH, in (1.10), corresponds to the
representationχ−1 ⊗ L of Γ̃ on the functions of weightr on G̃. For these functions



AUTOMORPHIC FORMS AND COHOMOLOGY 137

the generator̃k(π) of Z̃ acts as multiplication byχ
(
k̃(π)

)−1 eπir = 1. So indeed,
χ−1 ⊗ L is a representation of̃Γ/Z̃ � Γ̄.

The invariants of the representationχ−1 ⊗ L in the functions of weightr cor-
respond to the space of all functions onH with (Γ, v)-automorphic transformation
behavior of weightr. For automorphic forms one requires also that the functions
are eigenfunctions of a differential operator. These differential operators can be
described with the Lie algebra. (See§A.1.3.)

Modular group. The modular groupΓ(1) = SL2(Z) is covered byΓ̃(1) ⊂ G̃. The
generatorsT =

(
1
0

1
1

)
andS =

(
0
1
−1

0

)
can be lifted to give generatorst = (i + 1, 0)

ands= (i,−π/2) of Γ̃(1), with relations generated byts2 = s2t andts ts t= s.
All characters ofΓ̃(1) are of the formχr : Γ̃(1)→ C∗ with r ∈ C/12πZ given by

(A.11) χr (t) = eπi/6 , χr (s) = e−πir /2 ,

corresponding to the multiplier systemvr in (2.12).

A.1.3. Lie algebra. The real Lie algebra of SL2(R) is

(A.12) gr :=
{
g ∈ M2(R) : Traceg = 0

}
.

A basis isW =
(

0
−1

1
0

)
, H =

(
1
0

0
−1

)
, V =

(
0
1

1
0

)
. For eachX ∈ gr the exponential

expX =
∑

n≥0
1
n! Xn is an element of SL2(R). For small values oft ∈ R we have

exp(tX) ∈ G0; the lift t 7→ (exptX)∼ extends to a group homomorphismR → G̃.
This leads to differential operators oñG:

(A.13) (LX f )(g) :=
d
dt

f
(
(exptX)∼g

)∣∣∣∣
t=0

, (RX f )(g) :=
d
dt

f
(
g(exptX)∼

)∣∣∣∣
t=0

.

This can be extended to a linear mapX 7→ LX from the complexified Lie algebra
g := C ⊗R gr to the first order right-invariant differential operators oñG. Similarly
we have a linear mapX 7→ RX from g to the first order left-invariant differential
operators onG̃. So the operatorsRX leave invariant the space of invariants for the
representationχ−1 ⊗ L in C∞(G̃), and the operatorsLX leave invariant the space of
differentiable functions with a given weight.

The relation with the Lie product [X,Y] = XY − YX is

(A.14) RXRY − RYRX = R[X,Y] , LXLY − LYLX = −L[X,Y] .

We also writeX f instead ofRX f . For the basisW, E+ = H + iV, E− = H − iV of g
we have in the coordinates (z, ϑ) ∈ G̃:

(A.15)
W = ∂ϑ ,

E+ = e2iϑ(2iy ∂x + 2y ∂y − i∂ϑ
)
, E− = e−2iϑ(−2iy ∂x + 2y ∂y + i∂ϑ

)
.

The Lie algebrag can be embedded in theuniversal enveloping algebraU,
generated by all products of elements ofg, with the relationsXY −YX = [X,Y] for
all X,Y ∈ g. The mapsX 7→ RX andX 7→ LX can be extended toU, and describe
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the ring of all left-invariant, respectively right-invariant, differential operators oñG.
The center ofU is a polynomial algebra in one variable, for which we can take

(A.16) ω := −1
4

E−E+ +
1
4

W2 +
i
2

W = −1
4

E+E− +
1
4

W2 − i
2

W .

It gives rise to the following bi-invariant differential operator oñG:

(A.17) Lω = Rω = e−2iϑ(−2iy ∂x + 2y ∂y + i∂ϑ
)
,

called theCasimir operator.

A.1.4. Automorphic forms oñG. One may define an automorphic form onG̃ with
characterχ as a function f : G̃ → C with transformation behaviorf (γg) =
χ(γ) f (g) for all g ∈ G̃, γ ∈ Γ̃, that is an eigenfunction ofRω andRW. With this
definition, an automorphic form has a weightr ∈ C, determined byRW f = ir f ,
and an eigenvalueλ ∈ C, determined byRω f = λ f .

There are several interesting sets of values for (λ, r). If one wants to do spectral
theory, it is convenient to taker ∈ R. Then square integrability of the automorphic
forms restrictsλ to a subset ofR containing the interval (1/4,∞).

The automorphic forms considered in [15] correspond tor = 0 andλ = s(1− s)
with 0 < Res< 1.

The differential operator∆r in (1.27) corresponds underRr in (A.6) to Rω −
r
2(1− r

2). If f has weightr, thenE− f has weightr − 2. With (A.5) we have

(A.18) Rr−2(E− f ) = −4iy2 ∂z̄Rr f
(
= 2yr−2 ξrF

)
.

So the condition of holomorphy corresponds to being in the kernel of E−. Then
(A.17) implies thatλ = r

2

(
1− r

2

)
. For the same eigenvalue there are more eigenfunc-

tions of the Casimir operator than there are in the kernel ofE−. They correspond
to the larger space ofr-harmonic automorphic forms.

A.1.5. Polar functions.The polarr-harmonic functions Pr,µ, Mr,µ, and Hr,µ in §7.1
are specializations of functions in [9,§4.2]. Fourier termsF(µ, ·) transforming
according toF(µ, ·)|r

(
cosϑ
− sinϑ

sinϑ
cosϑ

)
= ei(r+2µ)ϑ F(µ, ·) for small values ofϑ are of the

form Rr f (µ, ·), as in (A.5), wheref (µ, ·) : G̃→ C satisfies

(A.19) f
(
µ, k̃(η)gk̃(ψ)

)
= eir (η+ψ)+2iµη f (µ, g) , Rω f (µ, g) =

r
2

(
1− r

2

)
f (µ, g) .

Such a function can be written as

(A.20) k̃(η) (it, 0) k̃(ψ) 7→ e2iµη+ir (η+ψ) ( u
u+ 1

)µ/2
(u+ 1)−r/2 hµ

( 1
u+ 1

)
,

with t ≥ 1, u =
(
(t1/2 + t−1/2)/2

)2, wherehµ satisfies the differential equation in [9,
§4.2.6]. In Table 6 we summarize the relation between the variables in [9] and
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[9] here [9] here

n = r + 2µ l = r

u =
(t+1)2

4t s = r−1
2

p = 1
2 |µ| ε = Signµ

u =
|z−i|2

4y e2iη = z−i
z+i
|z+i|
|z−i|

e2i(η+ψ) = 2i
z+i
|z+i|

2

Table 6. Relations for the computation in§A.1.5

here. The solutions in [9, 4.2.6 and 4.2.9] give:

(A.21)

µ
(
n, s; (it, 0)

)
=

( u
u+ 1

)µ/2
(u+ 1)−r/2 ,

µ
(
n,−s; (it, 0)

)
=

( u
u+ 1

)µ/2
(u+ 1)r/2−1

2F1

(
1+ µ, 1− r; 2− r;

1
u+ 1

)
,

if µ ≤ 0 :

ω
(
n, s; (it, 0)

)
=

( u
u+ 1

)−µ/2
(u+ 1)−r/2

2F1

(
|µ|, r; 1+ |µ|; u

u+ 1

)
.

We write (z, 0) = k̃(η) (it, 0) k̃(ψ), and have to multiply withy−r/2 eir (η+ψ)+2iηµ to get
the corresponding functionF(µ, ·). Table 6 shows also that the functions in (A.21)
correspond to Pr,µ, Mr,µ, and Hr,µ, respectively. This requires some computations
and, for Mr,µ with µ ≤ 0, use of a Kummer relation (Relation (2), [45,§2.9]).

A.1.6. Resolvent kernel.Let mr denote the function oñG such thatRrmr = Mr,0.
So mr

(
k̃(η)gk̃(ψ)

)
= eir (η+ψ) mr(g). The kernel functionQr in (8.11) corresponds

to the functionqr (g1, g2) := mr(g−1
1 g2), which satisfiesqr

(
g1k̃(ϑ1), g2k̃(ϑ2)

)
=

eir (ϑ2,ϑ1) qr (g1, g2). So it has weight−r in g1 and weightr in g2, and we should
haveQr(z1, z2) = yr/2

1 y
−r/2
2 qr

(
z1, 0), (z2, 0)

)
, which is indeed the case:

y
r/2
1 y

−r/2
2 qr

(
z1, 0), (z2, 0)

)
= (y1/y2)r/2 mr

( 
y
−1/2
1

0

−x1y
−1/2
1

y
1/2
1



∼

(z2, 0)
)

= (y1/y2)r/2 mr
(
(z2 − x1)/y1, 0

)

= (y1/y2)r/2(y2/y1)r/2 Mr
(
z2 − x1)/y1

)
= Mr

(
z2 − x1)/y1

)
.

Sinceqr(gg1, gg2) = qr (g1, g2) for all g ∈ G̃, this immediately implies the invari-
ance relation (8.14).

For the differential equations we use that in weightr the Casimir operator cor-
responds to∆r +

r
2

(
1− r

2

)
. Sinceω is left-invariant, we have

Rωqr (g1, ·) =
r
2
(
1− r

2
)
qr (g1, ·) .

This corresponds to (8.12).
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The Casimir operator commutes withg 7→ g−1 and with right translations, so
ωqr(·, g2) = r

2

(
1− r

2

)
qr (·, g2). SinceQr has weight−r in the first variable, we have

(
∆−r +

−r
2

(
1+

r
2
))

Qr (·, z2) =
r
2

(
1− r

2
)
Qr (·, g2) ,

which is (8.13).

A.2. Principal series. Induced representation.The setP̃ :=
{
(z,mπ) ∈ G̃ :

z ∈ H, m ∈ Z} is a subgroup ofG̃. The principal series representations ofG̃ are
obtained by induction from the characters, which can be written as

(A.22) χs,r : (z,mπ) 7→ ys e−mπir ,

with s ∈ C, r ∈ C mod 2Z. This leads to the spaceVω[s, r] consisting of the
real-analytic functionsG̃ → C that satisfy f (gp) = χs,r (p)−1 f (g) with p ∈ P̃,
g ∈ G̃. The action ofG̃ by left translation makesVω[s, r] into a representation
of G̃. The collection

{Vω[s, r] : s ∈ C, r ∈ R/2Z} is called theprincipal series
of representations of̃G, depending on thespectral parameter s∈ C and thecentral
characterk̃(mπ) 7→ e−πimr. The superscriptω indicates that, for the moment, we
consider analytic vectors.

The classes of̃G/P̃ can be parametrized ask̃(ϑ)P̃ with ϑ ∈ R modπZ. We can
describe the elements ofVω[s, r] as functionsf : R → C that satisfyf (ϑ + π) =

eπir f (ϑ). With some work one can explicitly describef 7→ f
∣∣∣
(̃

a
c

b
d

)
in terms of

analytic functions ofϑ depending ona, b, c, andd.
This is not a practical way to work with principal series representations. We

choosep ∈ r+2Z and relatef as above toϕ onP1
R

byϕ(− cotϑ) = e−ipϑ f (ϑ). This
leads to a realization of the principal seriesVω[s, r] in the real-analytic functions
on P1

R
. We denote this realization byVω(s, p), and call it aprojective modelof

Vω[s, r]. The model depends on the choice ofp ≡ r mod 2. If one carries out the
computations one arrives at the following description of the action

(A.23)

ϕ|prj
s,pk̃(π) (t) = eπir ϕ(t) (independent ofq ≡ r mod 2),

ϕ|prj
s,pg̃ (t) = (a+ ic)−s−p/2 (a− ic)−s+p/2

( t − i

t − g−1 i

)s−p/2 ( t + i

t − g−1(−i)

)s+p/2
ϕ
(

at+b
ct+d

)
,

for g =
(

a
c

b
d

)
∈ G0 ⊂ SL2(R), as defined in (1.3).

Remarks.(a) The description in (A.23) is complicated. The factor
( t−i

t−g−1 i

)s−p/2

is holomorphic onP1
C

minus a path inH from i to g−1i, and similarly the factor
( t+i

t−g−1(−i)

)s+p/2 is holomorphic onP1
C

minus a path inH− from −i to g−1(−i). So if

ϕ is a real-analytic function onP1
R
, thenϕ|prj

s,pg̃ is also real-analytic onP1
R
.

(b) Any real-analytic function onP1
R

is the restriction of a holomorphic function on
some neighbourhood ofP1

R
in P1

C
. We can viewVω(s, p) as a space on holomorphic

functions on some neighbourhoodUϕ of P1
R

in P1
C
. The action|prj

s,p preserves this
space.



AUTOMORPHIC FORMS AND COHOMOLOGY 141

(c) We do not have one projective model ofVω[s, r], but infinitely many. Multi-
plication by the functiont 7→ ( t−i

t+i

)ℓ, with ℓ ∈ Z, gives an isomorphism

(A.24) Vω(s, r + 2ℓ) −→ Vω(s, r) .

(d) The action|prj
s,p leaves invariant other spaces of functions onP1

R
, for instance the

C∞-functions. This leads to the spaceV∞(s, p) of smooth vectors in the principal
series representation. The discussion in [13,§2] of the space distribution vectors
and hyperfunction vectors can be applied here, leading toV−∞(s, p) andV−ω(s, p).

(e) All elements ofVω(s, p) can be represented as a sum

(A.25)
∑

µ∈Z
cµ

( t − i
t + i

)µ
,

with cµ = O(e−a|µ|) for somea > 0. For the larger spacesVx(s, p) with x =
∞,−∞,−ω, there are similar descriptions, like in [15, (2.18)], eachwith a condition
on the growth of the coefficientscµ.

A.2.1. Highest weight subspaces.For general combinations ofs, p ∈ C the G̃-
moduleVω(s, p) is irreducible. (Reducibility has to be understood as the existence
of a closednon-trivial invariant subspace, for the topology onVω(s, p) that in the
projective model is induced by the collection of supremum norms on the neigh-
bourhoodsU of P1

R
in P1

C
.) Reducibility occurs if 2s≡ p or 2s≡ −p modulo 2. For

our purpose we consider 2s≡ −p mod 2. In view of the isomorphism in (A.24) we
can look at the case (s, p) =

(
1− r

2, r − 2
)
. In that case the action in (A.23) is given

by

(A.26)
ϕ|prj

1−r/2,r−2k̃(π) (t) = eπir ϕ(t) ,

ϕ|prj

1−r/2,r−2g̃ (t) = (a− ic)r−2
( t − i

t − g−1 i

)2−r
ϕ
(

at+b
ct+d

)
.

The factor
(
(t − i)/(t − g−1i)

)2−r
has singularities only on a path inH from i to

g−1i. HenceVω
(
1− r

2, r − 2
)

contains as an invariant subspace the vectors repre-

sented by a holomorphic function on a neighbourhood ofH− ∩ P1
R

in P1
C
. That is

just the projective modelprj2−rDω
2−r . Moreover, a comparison of (A.26) with (1.20)

shows that|prj

1−r/2,r−2g̃ is the same as the operator|prj

2−rg. In this way, the spaceDω
2−r

can be viewed as an invariant subspace ofVω
(
1− r

2, r − 2
)
.

In the representation (A.25) the subspaceprj2−rDω
2−r ⊂ Vω

(
1− r

2, r − 2
)

is char-
acterized bycµ = 0 for µ > 0. Then the sum represents a a holomorphic function
on a neighbourhood ofH− ∪ P1

R
in P1

C
.

The functiont 7→
(

t−i
t+i

)µ
is an eigenfunction of̃k(ϑ) with eigenvalueeπi(r+2µ).

One callsr + 2µ the weight. Inprj2−rDω
2−r only weightsr + 2µ with µ ≤ 0 occur,

hence the namehighest weightsubspace.
We may proceed similarly with the larger representations spacesV∞(

1− r
2, r−2

)
,

V−∞(
1− r

2, r − 2
)
, andV−ω(1 − r

2, r − 2
)
, to obtain descriptions of the projective

models ofDx
v,2−r with x = ∞,−∞,−ω.
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A.3. Related work. The idea to view automorphic forms as functions on a Lie
group is well-known, and has led to wide generalizations. Wehave not tried to
find the first place where this idea appears in the literature.To handle automor-
phic forms of non-integral weight one has to use a central extension of the Lie
group SL2(R). For half-integral weights one needs a double cover, themetaplectic
group. See,e.g., Gelbart‘s treatment [50]. For general complex weights we need
the universal covering group̃G. See Selberg [111], and Roelcke [109,§4].

Covering groups are often described with a 2-cocycle on SL2(R) with values
in the center,Z/2Z for the metaplectic group,̃Z � Z for G̃. This cocycle turns
up naturally in the description of multiplier systems, evenif one does not use the
language of Lie groups. Petersson gives it in [96, (11)], andRoelcke in [109, (1.7)].
We feel more comfortable with the description ofG̃ as the spaceH × R provided
with an analytic group structure. This keeps the 2-cocycle hidden in the properties
of the lift g 7→ g̃.

For all semisimple Lie groups the principal series of representations is impor-
tant. In [64, Chap II] one finds examples. For the universal covering groupG̃ of
SL2(R) it was developed by Pukánski [104], since he needed it for function theory
on G̃. Chapter VII of [64] discusses the construction of principal series represen-
tations as an induced representation.
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[90] M. Möller, A. Pohl: Period functions for Hecke triangle groups, and the Selbergzeta function
as a Fredholm determinant;Erg. Th. Dyn. Syst.33.1(2013) 247-283

[91] T. Mühlenbruch:Systems of Automorphic Forms and Period Functions;Ph.D. thesis Utrecht,
2003

[92] T. Mühlenbruch, W. Raji:Eichler integrals for Maass cusp forms of real weight;to appear in
Illinois J. of Math.

[93] D. Niebur:A class of nonanalytic automorphic functions;Nagoya Math. J.52 (1973) 133–145
[94] D. Niebur:Construction of automorphic forms and integrals;Trans. AMS191(1974)
373–385

[95] L.A. Parson:Rational period functions and indefinite binary quadratic forms, III; in A tribute
to Emil Grosswald: Number Theory and Related Analysis, ed. M. Knopp, M. Sheingorn; Contemp.
Mathematics 143 (1993) 109–116

[96] H. Petersson:Zur analytischen Theorie der Grenzkreisgruppen, I;Math. Ann.115(1938)
23–67



146 ROELOF BRUGGEMAN, YOUNGJU CHOIE, AND NIKOLAOS DIAMANTIS

[97] A.D. Pohl: Period functions for Maass cusp forms forΓ0(p): a transfer operator approach;
Int. Math. Res. Not.13.14(2013) 3250–3273

[98] A.D. Pohl: A dynamical approach to Maass cusp forms;Journal of modern dynamics6.4
(2012) 563–596

[99] A.D. Pohl: Odd and even Maass cusp forms for Hecke triangle groups, and the billiard flow;
arXiv:1303.0528
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2−r , Dω∗
2−r

15
Dω,∞

2−r [ξ1, . . . , ξn] 16
Dω,smp

2−r [ξ1, . . . , ξn] 16
Dω,exc

2−r [ξ1, . . . , ξn] 17

Dω0,cond
2−r , Dω∗ ,cond

2−r 17

Dω0,cond1,cond2
2−r , Dω∗ ,cond1,cond2

2−r
17
Dω,cond
v,2−r , Dω0,cond

v,2−r , Dω∗ ,cond
v,2−r

17
Dp 56
D±ε 37
D(ξ) 112
∂i 79
d, di 80

Eωr , Eωv,r 67, 67
Eω,exc

r [ξ1, . . . , ξn], Eω,exc
r []

67, 67, 69
Eω0,exc

r , Eω∗ ,exc
r 69

Eω0,exc
v,r , Eω∗ ,exc

v,r 81
E+, E− 137
E2, E∗s 46
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ea 79

F 78
FY 78
Fr,n 74
FTi 79
FT ,Yi 79
F(µ, ·) 61
fr 51
fa 79

G∗r 83
G∗v,r 83
Gω,exc

r [ξ1, . . . , ξn] 85
G0 9
G̃ universal covering group
135
gr 137
g 137

Hr 46
Hb

r 51
Hh

r 55
Harmr(Γ, v) 19
H, H− 9
Hr,µ 61, 138
H(s,a, z) 40
H1(Γ; V) 11
H1

pb(Γ; V,W) 12, 80
H1

pb(Γ; V) 12

Ir(λ) 85
I (r, s) 26

Kr(·; ·) 54, 63
Kv,r 101
k(ϑ) =

(
cosϑ
− sinϑ

sinϑ
cosϑ

)
56

k̃(ϑ) ∈ G̃ 135

L : g 7→ Lg = f |g 136
LX 137
L
(
η2r , s

)
27

ℓ(γ) 107

Mr,µ 52, 61, 138
Mr(Γ, v) 11

Nω
r , Nω∗ ,exc

r 84
NR(·)

O 12
OH 46

P = ιD−∞2−r 24
P1
C
, P1
R

9

Pr,µ 61, 138
P̃ ⊂ G̃ 140
pr : G̃→ PSL2(R) 135
prj2−r 12, 50
Pa 78
pk(r) 26
pr(z; τ) 63
pϕ 128

Qv,2−r 129
Q 131
QF 47
Qr(·; ·) 72, 139
qωr 55, 81
q(·) 51

R 128
Rv,2−r 128
Rr f 136
Rg 136
RX 137
rωr 5, 21, 81
r∞r 23
r weight 10

S
v,2−r , Sv,2−r,ξ S

∗,∗
v,2−r 109

Sξ 109
S{x} 111
Sr(Γ, v) 11
Singr 85
S =

(
0
1
−1

0

)
25

T 78
T =

(
1
0

1
1

)
10

U 137
u(C; z), u(c̃; z), u([c]; z) 88

Vω
2−r ,Vω

v,2−r 50
Vω[s, r] 140
V∗(s, p) 140, 141
Va 78, 79
v multiplier system 10
vχ 136
vr 25, 137

Wω
r , Wω

v,r 51
hWω

r 60, 68
w = z−i

z+i 61

XTi 78
XT ,Yi 79
x = Rez 9

y = Im z 9

Z̃ center ofG̃ 135
Z1(Γ; V) 11
Z1

pb(Γ; V,W) 12
Zi(FT. ; V,W) 80
Zi(FT ,Y. ; V)
(z, ϑ) ∈ G̃ 135

αr 86
αa 11

Γ cofinite discrete group 10
Γ̄ = Γ

/ {1,−1} 10
Γ̃ ⊂ G̃ 136
Γ(1) modular group 10, 25
Γ̃(1) 137
Γa stabilizer ofa 10, 86

∆r 19

ǫ(x, γ−1p) 115, 122
ǫP(e, p) 115

η2r 25

ι involution 9

κ = κv,2−r,γ 107

ξr 19, 46

ρr 54
ρ

prj
r 52, 56

πa 11

σa 11

χr 137

ΨH, Ψ̃H 118
ψ

z0
F 5, 21

ψaF 22
ψF 81
ψ : γ 7→ ψγ cocycle

ω 138
Lω = Rω 138
ωr (F; t, z) 20
ω

prj
r (F; t, z) 21

VΓ, Vγ (invariants) 102, 106
W[ξ] 109
f 7→ f |r 9
f 7→ f |v,p 10, 128
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f 7→ f |g 136
f 7→ f |prj

s,pg 140, 141
(x)|γ 79
X f = RX f 137
ϕprj 7→ ϕprj|prj

2−rg 14

[·, ·]r 72
[·, ·] 137
(ξ, η)cycl cyclic interval inP1

R

116
(a)m 57

∼ 15, 29
.
= 109
g 7→ g̃ : SL2(R)→ G̃ 135
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