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Abstract

The content of this thesis is the result of a comprehensive study about global spot crude
oil markets. Using a large data set including 32 crude varieties, this thesis analyzes
price dependency, return and volatility spillover effects, and explores the driving forces

behind such spillover effects.

The first major aim of the thesis is to detect the presence of structural breaks in the price
dependency relationship found in the literature (Wlazlowski, Hagstromer, & Giulietti,
2011). Tests allowing for structural breaks are applied to re-examine unit root test,
cointegration test and causality relationships. The results show significant structural
breaks in all tests. However, the basic conclusions of unit root tests and cointegration
tests are still valid in accounting for structural breaks, while the causality relationship is
greatly influenced by the 2008 global crisis, making the conclusion of Wlazlowski et al.
(2011) that the Russian Urals could serve as a potential benchmark invalid when using

a longer sample period.

The second topic of investigation is the return and volatility spillover effects in the spot
crude oil market. By applying a VAR forecast error variance decomposition method
(Diebold & Yilmaz, 2012), various spillover measures are constructed. Static analysis
shows that the majority of the total variance of the forecast error is explained by shocks
across markets rather than by idiosyncratic shocks (87.1% for return and 80.57% for
volatility), therefore supporting the integration hypothesis in the global crude oil market.
Moreover, benchmark crudes play a key role in terms of return spillovers, possibly due to
the pricing formula mechanism in the spot crude oil market. In terms of volatility, WTT
behaves as a dominant transmitter. This is attributed to the 2008 global financial crisis,

which originated in the United States. Dynamic analysis shows that return and volatility



ii

spillover indexes have different patterns. Return spillovers display gradual trends but no
bursts, while volatility spillovers display clear bursts that correspond closely to events
in the crude oil market. Further dynamic analysis was applied at individual, pairwise

and group levels. Generally a time-varying characteristic of spillovers is found.

The third topic of analysis explores the driving forces behind spillover effects which are
identified in the second chapter. Five categories of variables were selected to explain
the spillover effects. These are international trade variables, fundamental economic
variables, country risk variables, global risk factors and time trends. These variables are
found to be more relevant for return spillovers than for volatility spillovers, and more

relevant for non OPEC countries than for OPEC countries.
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Chapter 1

Introduction

Crude oil is a strategically important commodity. Due to its critical role in both political
and economic arenas, research into different varieties of crude oil has received a great
deal of attention in the literature. The work is attractive but challenging: there are over
200 different kinds of crude oil in the world (Ghoshray & Trifonova, 2014), and this is far
beyond the normal range of analysis. This is because commonly used multivariate time
series methods and models (e.g. ARMA and the GARCH-class model) become ineffi-
cient when analyzing high-dimensional time series (Tsay, 2013). Therefore, majority of
works have focused on only a limited number of so called “benchmark” crude varieties.
However, these benchmark crudes have been challenged with regard to their ability to
represent the behavior of non-benchmark crudes (Ghoshray & Trifonova, 2014). There-
fore, researchers have worked hard to extend the scope of the analyses to include more
crudes. For instance, as many as 32 varieties were analyzed in the research of Wlazlowski
et al. (2011) and Giulietti, Iregui, and Otero (2014). Their studies are based on price,

or price differential, but no one has studied volatility with so many crude varieties. In
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fact, because of the complexity, there is rarely a comprehensive or systematic analysis

of this in the literature.

The main objective of this thesis is to 1) examine the interdependent relationships be-
tween 32 oil varieties from various perspectives, and 2) explore the factors that influence

the relationships between crude oil in different countries.

In the first empirical chapter (Chapter 3), I extend the analysis of Wlazlowski et al.
(2011) to a longer sample period, which includes the 2008 global financial crisis. Tests are
applied to examine the existence of structural break in unit root test, cointegration test
and causality relationships. The reason and impact of structure breaks are discussed.
The importance of structural breaks is that they could change the pattern of price

dependency, making the conclusion in tranquil sample periods invalid.

The second empirical chapter (Chapter 4) studies the relationship between crudes from
the perspective of both volatility and return spillover effects. A VAR forecast error
variance decomposition method is employed to construct various spillover measures.
This method provides both static and dynamic results. The dynamic spillover effects
are discussed further at different levels i.e. individual directional, pairwise directional

and trans-group directional spillovers.

The third empirical chapter (Chapter 5) explores the driving force of spillover effects
discussed in Chapter 4. Five categories of variables are selected to explain the spillover ef-
fects: international trade variables, fundamental variables, country risk variables, global
risk factors and time trend. These variables were found to be more relevant for return
spillover than volatility spillover, and more relevant for non-OPEC countries than OPEC

countries.
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The major contribution to the literature that this thesis makes is that a large data set,
including 32 crude varieties is employed, which could provide an overall picture of the
crude oil market, therefore enriching the small amount of existing studies which include
non-benchmarks as research objects. Another innovation is the application of the VAR
forecast error variance decomposition method developed by Diebold and Yilmaz (2012).
This method allows the analysis of spillover effects statically and dynamically at different
levels. Finally this work is the first attempt to explore the driving forces of spillover
on the spot crude oil market, and this will improve the understanding of the crude oil

market.

More specifically, this thesis contributes to the following debates in the literature by

providing new evidence.

1. Is the “a great pool” hypothesis proposed by Adelman (1984) valid if more crude
oil varieties are included? Examples of supporters include AlMadi and Zhang
(2011) and Giulietti et al. (2014). The typical example of opponents is Weiner
(1991). Recently Y.-J. Zhang and Zhang (2015) give mixed evidence in a dynamic

analysis.

2. As an increasing number of low quality crudes joining the market, can the high
quality benchmark crudes still represent the market behavior? Ghoshray and

Trifonova (2014) challenge the effectiveness of the traditional benchmarks.

3. Although WTI and Brent are both viewed as global benchmark crudes, which
one actually plays the dominant role? Kao and Wan (2012) support Brent, while

Elder, Miao, and Ramchander (2014) support WTI.
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4. Does the market power of OPEC increase or decrease over time? Wlazlowski et
al. (2011) and Giulietti et al. (2014) support the effectiveness of OPEC as a price

cartel, while Huppmann and Holz (2012) and Fattouh (2007a) challenge it.

The structure of the rest thesis is as follows. Chapter 2 provides a brief literature review
with the aim of providing a background and identifying gaps in the literature. More
detailed literature reviews are presented in the individual sections in each empirical

chapter (Chapters 3, 4 and 5). Chapter 6 concludes.



Chapter 2

Literature Review

In this chapter, a brief literature review is provided, with the aim of providing the
background of the research, identifying the gaps in the literature, and introducing the
way this thesis will fill these gaps. Two debates in the research are discussed in the first
two sections. They also serve as the background of this thesis. Some relevant concepts
are clarified in Section 3. Section 4 provides a methodology review, mainly relating to
Chapter 4, while Section 5 is a brief literature review relating to Chapter 5. Section 6

concludes.

2.1 Debate over integration and diversification in crude oil

market

The price dynamics of crude oil is a topic which has received a great deal of attention
due to its political and economic importance. Adelman (1984) first proposed that the
crude oil market is “one great pool”, implying the integrated nature of the market for

crude oil. Based on this hypothesis, he pointed out that the efforts to “secure supply”
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or “outlets” by importers or exporters is senseless. Weiner (1991) first examined this
hypothesis empirically. The results indicated a high degree of market regionalisation
rather than unification. After this, various studies were devoted to integration and
diversification arguments. The results varied according to the economic methods used,

the choice of crude oil varieties, and the sample period.

Kleit (2001) used the improved arbitrage technique to verify the integration of the light
crude oil market in the 1990s. AlMadi and Zhang (2011) investigated the cointegrated
relationship between four different crude oil prices and concluded that there was a long
term market integration, which was more significant than diversification. Giulietti et
al. (2014) also supported the integration argument and they found that the majority of
relationships between crude oil pairs were stationary. Kleit (2001) applied an arbitrage
cost approach to the light crude oil market in the 1990s, and concluded that the support
for the market integration hypothesis was “substantial though mixed”. Fattouh (2010)
used a TAR model with a constant transaction cost to investigate price differentials for
seven pairs of crudes. The results only supported integration for crudes with similar
physical properties. The above research contributed to the debate by investigating from
different perspectives and using different economic methods. In brief, they demonstrate
that the world crude oil market did not always exhibit constant integration or diversifi-
cation, especially when taking into account sudden unexpected oil-related events, which
have increased the uncertainty and complexity of the worldwide oil market (Ji & Guo,
2015). Therefore, a dynamic analysis can provide more valuable information than a
static analysis. This thesis aims to extend the current literature by applying a dynamic

method, and emphasizes the influence of events on the crude oil market.

Regarding the choice of crude oil varieties, the overwhelming majority of literature fo-

cus only on a limited number of varieties; mainly benchmark crudes, with the implied
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assumption that benchmark crudes can reliably represent the entire crude oil market.
Some exceptions include Fattouh (2010), who investigated price differentials for seven
crudes, including benchmark and non-benchmark varieties. Ghoshray and Trifonova
(2014) considered all possible 21 pairs of these seven crudes, and therefore extended the
analysis of Fattouh (2010). The pairwise approach of Giulietti et al. (2014) allowed them
to analyze as many as 496 price differential pairs from 32 crude varieties, most of which
were non-benchmarks. These investigations significantly contributed to the literature
because they provided evidence of an integrated world oil market on the basis of an
analysis which included both benchmarks and non-benchmarks. This evidence is there-
fore strong than that provided by studies which only included benchmark crudes. This
thesis utilizes a data set incorporating 32 crude varieties and includes non-benchmark

crudes in order to give a comprehensive empirical analysis.

2.2 Debate over the effectiveness of benchmark crudes

As discussed above, majority of literature has only studied benchmark crudes. Although
the analyses of Fattouh (2010) and Ghoshray and Trifonova (2014) extends to non-
benchmark crudes, it relies on the distinction between benchmark and non-benchmark
crudes. However, benchmark crudes are increasingly challenged because they fail to
correctly reflect the market conditions, mainly due to decline in production levels and
a shrinking share in the global trade. According to figures from consultants Energy
Aspects, loadings of the four blends that make up Brent fell to 930,000 barrels per day
in January 2014, down from 1.1 million b/d in the same month three years previously.
Critics therefore contend that Brent is “broken” as a marker for global oil prices (Hume,

2014). As for WTI, whose price is supposed to reflect supply-demand conditions in



Literature Review 8

the US, the largest consumer of oil in the world, it disconnects from other benchmarks
from time to time. This leads to the debate on whether the WTI benchmark has been
“broken” and whether oil market participants should adopt an alternative benchmark
which could better reflect the supply-demand balance in the oil market (Fattouh, 2007b).
Dubai faces a similar problem to Brent. Its production shrunk from a peak of around
383,000 b/d in 1991 to 68,600 b/d in 2008. The market participants have therefore
begun to allocate an increasing proportion of their pricing exposure to other benchmarks

(Platts, 2014).

Wilazlowski et al. (2011) applied Granger causality tests to 32 crudes in order to establish
which ones drive other prices and which ones simply follow general market trends. Their
empirical results confirmed that the traditional benchmarks of Brent and WTI were the
global price setters. They also found a third global price setter in Russian Urals crude.
However, Dubai Fateh, which is used in practice as benchmark, does not appear to be a
price setter, and was suggested that it should be given a lower weight in the assessment of
market trends. Candelon, Joéts, and Tokpavi (2013) also adopted the 32 crude dataset,
but they extend the univariate Granger causality test in extreme risk with the method
developed by Hong, Liu, and Wang (2009). The focus of Candelon et al. (2013) was
the pattern in periods of extreme price movements. In both downside and upside price
movements, WTI and Brent are price setters due to the fundamental and speculative
components of each market. Mediterranean Russian Urals and Europe Forcados act
as benchmarks in the periods of extreme downside price movements, while Ecuador
Oriente act as benchmarks in extreme upside price movements. Asia Dubai Fateh and
Oman Blend, which serve together as benchmarks, act as followers rather than leaders.
Candelon et al. (2013) also observe that the integration level between crude oil markets

tends to decrease during extreme periods.
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Kao and Wan (2012) provide evidence that the benchmark status of WTI has changed
over time, because its value no longer reflects underlying market conditions. Therefore

WTTI has become less reliable as a tool for hedging against price changes in other markets.

Because of the current complexity of the global oil market, in most part of this thesis,
benchmark and non-benchmark crudes are not distinguished in advance, but rather

analyzed together, unless the empirical method limits the number of crudes analyzed.

2.3 Definition of interdependence, spillover and contagion

In the researches which study the interaction of economic variables, the definition of
terms like “interdependence”, “spillover” and “contagion”, are used intensively, and

sometimes interchangeably. This section aims to clarify these concepts.

Interdependence is a stable and elevated two-way link between markets, during tranquil
and stress periods. It is generally associated with fundamentals (Xie, 2014), for example,
Pretorius (2002) investigated the economic determinants of emerging stock market inter-
dependence. He found a substantial proportion of the interdependence among emerging
stock markets could be explained by fundamentals like bilateral trade and industrial

production growth differentials.

Spillover could be broadly defined as changes in one financial market in response to
changes in factors in other markets, no matter whether during a crisis or a tranquil
periods. It reflects co-movement of market returns. Spillover effects are transmissions
due to links between markets. Moreover, spillover causes contagion, or, in other words,
contagion is the consequence of extreme spillover (Allen & Gale, 2000; Alter & Beyer,

2014). Therefore, spillover is necessary, but not sufficient for, contagion.
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Contagion, as opposed to interdependence, suggests that the international propagation
mechanisms are different during times of crisis. There is no agreement on the definition
of contagion, and many definitions have been proposed. According to K. Forbes and

Rigobon (2001), three levels of definitions can be distinguished:

Broad definition: Contagion is identified with the general process of shock transmis-
sion across countries. It works in both tranquil and crisis periods and refers to general

cross-country spillover effects.

Restrictive definition: Contagion is the propagation of shocks between two mar-
kets in excess of what should be expected from the fundamentals and considering the
co-movements triggered by the common shocks. The fundamentals needs to be investi-
gated when applying this definition, so that to appraise whether excess co-movements
have occurred and whether contagion is displayed. This definition is probably the most

controversial one, because there is no agreement on the proper set of fundamentals.

Very restrictive definition: Contagion is interpreted as the change in the cross-
country correlation/covariance that takes place during a period of turmoil. This defi-
nition is more neutral because it leaves out the problem of identifying the transmission
mechanism and the fundamentals. This definition implies that contagious effects are to
be differentiated from the “normal” transmissions of shocks across countries, also known
as “interdependence”. Following this definition, the task of empirical contagion is to in-
vestigate whether or not interdependence and causality across countries are changed in

certain crisis periods (Alter & Beyer, 2014).

This thesis generally applies the term “spillover” in Chapter 4 and Chapter 5, because

it is a concept regardless of crisis or tranquil periods. When there is extreme spillover,
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both fundamentals and transmission mechanisms are examined. However, the literature

review section follows the corresponding authors’ usage of terms, without distinguishing.

2.4 Methodology review

Six main methodologies have been used in the literature to analyze interrelations be-
tween financial markets: cross-correlations, VAR models, cointegration models, GARCH
models, regime switching models and stochastic volatility models (Soriano & Climent,
2005). The first empirical chapter of this thesis applies the approaches of cointegration
and VAR models to analyze the price relationship between crudes. The second empirical
chapter examines return and volatility spillover using an index constructed under the

framework of VAR models.

In the literature of cross market studies in the crude oil market, the most commonly
used method are GARCH-class models, especially multivariate GARCH models. For
example, Brunetti and Gilbert (2000) used cointegrated bivariate FIGARCH models
to study volatility spillover effect in the New York Mercantile Exchange (NYMEX)
and International Petroleum Exchange (IPE) crude oil markets. Using GARCH and
VAR models Lin and Tamvakis (2001) observed substantial spillover effects between the
NYMEX and IPE when both markets were trading simultaneously. Lu, Hong, Wang,
Lai, and Liu (2014) proposed a new time-varying Granger causality test based on the
rolling Hong test and DCC-MGARCH Hong tests. The GARCH models, first proposed
by Bollerslev (1986), have the benefit of allowing the differentiation between the heat
waves effect and meteor showers effect described by Engle III, Ito, and Lin (1988). The
hypothesis of heat waves is that most of the volatility sources are country specific. On the

contrary, the meteor shower hypothesis is consistent with the idea of shock transmission
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between different markets, countries or regions. In a multi-variate GARCH estimation,
the relative importance of own and cross coefficients allows the existence or not of such

effects to be determined.

However, the main problem shared by multivariate GARCH models is the great number
of parameters to be estimated i.e. the curse of dimensionality. In theory, as long as
there is a sufficiently large sample size, this should not be a problem. But, the efficient
estimation of these models is done by Maximum Likelihood and it is difficult to achieve
the convergence of the optimization algorithms involved in the process. Furthermore,
restrictions must be imposed upon the parameters of the model in order to guarantee
the non-negativity of conditional variances in individual series. This implies a guarantee
that the conditional variance matrix is positive and definite, but in practice, this is not

easy to accomplish (Soriano & Climent, 2005).

In this thesis, the data set used has 32 crude varieties. As discussed in Section 2.1
and Section 2.2, a large data set is used in order to allow a comprehensive analysis
and avoid the controversy of benchmark, but the large data set also brings the curse of
dimensionality. In fact, it is the methodology that limits the number of crude varieties
analyzed, as the example of Ghoshray and Trifonova (2014) discussed in Section 2.1
demonstrates. In order to overcome this I use the methodology developed by Diebold
and Yilmaz (2009b). They constructed spillover measures by forecast error variance
decomposition, and illustrated its wide and flexible application to various markets in a
series of papers (see Diebold & Yilmaz, 2009a, 2012, 2013 and 2014). The major advan-
tage of this methodology is that it is not restricted by the number of dimensions and it
allows the clear decomposition of total shocks to a given market into domestic market
generated and spillover components across all markets. It also enables the researcher

to study spillovers in both crisis and non-crisis periods. Some researchers have also
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followed this methodology. McMillan and Speight (2010) apply it to analyze return and
volatility spillovers in different exchange rates; arguing that this method can give hints
as regards market interdependence, financial integration and the potential for conta-
gion effects. They found that euro-dollar exchange rate dominates other euro exchange
rates in terms of return and volatility spillovers. Bubék, Kocenda, and Zikes (2011) also
used this approach to study the dynamics of volatility spillovers between quotes of some
non-euro currencies and EUR/USD quotes. They found specific volatility transmission
patterns for each currency, and interpret differences in pre- and post-crisis patterns as
increased short-term interrelationships, indicating “a generally faster reaction of the
market to volatility dynamics”. Fujiwara and Takahashi (2012) uses this method to as-
sess the interlinkages between Asian financial markets and their links to other developed
markets. They found some regularity in international spillover dynamics and stressed
the importance of US and China as the main drivers of market fluctuations. B. Zhang
and Wang (2014) were the first to apply this method to the crude oil market, but they
only studied three crudes: WTI, Brent and China Daqging. A comprehensive analysis
including more crudes is therefore needed to investigate the patterns in the crude oil

market.

Besides the ability of dealing with large dimension data, the methodology developed
by Diebold and Yilmaz (2009b) could provide richer information than GARCH-class
models. It allows the examination of the relative importance of both within- and cross-
market information in explaining the return and volatility movement in each market.
It also allows the evaluation of total spillover of return and volatility across markets,
the computation of net directional spillover index by summarizing information about
how much each market contributes to return or volatility in other markets, and the

production of dynamic indexes of total and net directional spillovers to illustrate how
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markets evolved over time and reacted to the specific events that took place during
sample period. Moreover, the pairwise spillover indexes can be aggregated into groups

to reflect the spillover characteristics at the group level.

However, the methodology of Diebold and Yilmaz (2009b) has a deficit that the forecast
error variance decomposition is dependent on the variable ordering. Although Diebold
and Yilmaz (2012) proposed to apply a generalized vector autoregressive framework to
overcome this problem, this framework was criticized by Klo8ner and Wagner (2012)
and Klofiner and Wagner (2014), who demonstrated and illustrated that the generalized
approach tends to overestimate the spillover index. A better approach is therefore
to explore all VAR orderings, or at least calculate using a considerably large number
of randomly created ordering permutations. Chapter 4 will give evidence of different
results under various variable orderings and base an analysis on the average values of

the spillover table over these permutations.

2.5 Transmission channels

There are various channels linking different markets. According to Dornbusch, Park,
and Claessens (2000), there are two categories of causes of contagion transmission. The
first category emphasizes the spillovers that result from normal interdependence among
markets. This interdependence means that shocks, whether global or regional, can be
transmitted across countries because of real and financial linkages. Calvo and Rein-
hart (1996) called such spillover “fundamentals-based”. This type of causes includes
macroeconomic shocks that have impact on an international scale, local shocks trans-
mitted through trade links, competitive devaluations, and financial links. Regarding

trade links, Diebold and Yilmaz (2015a) point out that trade flows play a key role in
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the transmission of shocks across countries. If the demand of one country takes hit,
its import demand is affected as well, and the domestic shock is transmitted to its ex-
porters via trade links. With respect to currency devaluation, an example is Corsetti,
Pesenti, and Roubini (1999) who found that the strengthening of the US dollar against
the yen in 1995-96 was an important factor in the export downturn in East Asia and
caused subsequent financial difficulties there. A common effect of macroeconomic shock

is generally a co-movement in asset prices or capital flows.

The other category of causes of contagion is investor’s behavior. Dornbusch et al. (2000)
point out that crisis in one country may cause investors to sell off equity in several
other markets at the same time in order to reduce the overall exposure of portfolios.
In particular, leveraged investors may have to sell their asset holdings in other mar-
kets when confronting liquidity problems. Investors’ panics, herd behavior and loss of
confidence are all reasons why crisis in one market can spread to other markets. For
example, Ferndndez-Rodriguez, Gémez-Puig, and Sosvilla-Rivero (2015) use consumer
confidence indicator to gauge economic agent’s perceptions of future economic activity.
This market sentiment proxy is found to be more significant in peripheral EMU coun-
tries (Greece, Ireland, Italy, Portugal and Spain) rather than central countries (Austria,
Belgium, Finland, Germany and the Netherlands), indicating that market participants’

perceptions seem to be more relevant in peripheral countries.

Although various studies examine the cross-border spillover of financial shocks, most of
them focus on the stock and bond markets, with little attention being given to the spot
crude oil market. Chapter 5 fills this gap in the literature by examining the factors that
could explain spillovers in the spot crude oil market, taking account of these two types

of transmission channel.
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2.6 Conclusion

The recent debate over the effectiveness of benchmark crudes in the global oil market
inspires research to reexamine the role of benchmarks and extend the scope of the
analysis to include non-benchmark crude oils. The old hypothesis of “One great pool”
regarding the integrated nature of the global oil market also calls for new evidence as
more and more crude varieties join the market. In order to give a comprehensive analysis,
a large data set including both benchmark and non-benchmark crudes is necessary.
However, the methodology commonly used in the literature is not able to deal with
large multi-dimension data sets. This chapter gives a brief literature review, clarifies
some relevant concepts, identifies the gaps in the literature, and proposes a way to
fill them. The following empirical chapters will investigate the connections between 32
varieties of crude from the perspectives of price cointegration and causality (Chapter 3),
return and volatility spillover (Chapter 4), and finally examine the factors that influence

the linkages (Chapter 5).



Chapter 3

The impact of structural breaks
on crude oil prices and price

dependency

3.1 Introduction

In the past, three crudes - Brent, West Texas Intermediate (WTI) and Dubai Fateh -
were established as price benchmarks/markers and have been viewed as representing the
price behavior in the markets. However, their relevance has recently been questioned.
For Brent, industry concern grows because this global crude oil benchmark is backed by
a declining supply. While future Brent volumes are climbing, the physical oil production
from the North Sea that forms the basis of the benchmark has fallen sharply. According
to figures from consultants Energy Aspects, loadings of the four blends that make up
Brent fell to 930,000 barrels a day in January 2014, down from 1.1 million b/d in the

same month three years previously. Critics therefore contend Brent is “broken” as a
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marker for global oil prices (Hume, 2014). Furthermore, Consilience, an energy advisory
group, releases a report (Consilience, 2014) which studied the future prospects of Brent
oil as a price marker. They analyzed the production forecasts of all major blends in
the Brent basket, including the production from future fields that have not yet come
on-stream, and concluded that the current benchmark basket production would only be
maintained at around 1 million b/d until 2020. As pointed out by Fattouh (2007a),
declining supply and liquidity of the benchmark crudes cannot accurately reflect the
price at the margin of the physical barrel of oil. First, thin and illiquid markets are
more susceptible to distortions and squeeze. Second, in illiquid markets actual deals are
infrequent and irregular and the number of price quotations for actual transactions is
quite small. However, for benchmark crudes, price quotations should be generated on a

regular basis.

WTI, whose price is supposed to reflect supply-demand conditions in the US, the largest
oil consumer in the world, disconnects from other benchmarks from time to time. This
leads to the debate on whether the WTT benchmark has been “broken” and whether oil
market participants should adopt an alternative benchmarks which could better reflect
the supply-demand balance in the oil market (Fattouh, 2007b). Dubai faces the similar
problem to Brent. Its production has shrunk from a peak of around 383,000 b/d in
1991 to 68,600 b/d in 2008. The market participants have therefore begun to allocate

an increasing proportion of their pricing exposure to other benchmarks (Platts, 2014).

These challenges to established benchmarks stress the necessity to review relationships
between crudes prices to see if these benchmarks can still represent the overall price
behavior in the market. In this paper, I try to assess the performance of benchmarks

across time after taking into account the impact of structural breaks on the crude oil
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price and price dependency between crudes. The analysis is not limited to benchmarks

used in practice, but also ‘potential’ benchmarks proposed by previous studies.

This research investigates not only the structural breaks in price series, but also the
structural breaks in price dependency relationships in crude oil markets. For each test,
I locate the structural breaks through tests, and then analyze the corresponding eco-
nomic environments around the structural breaks. Such analysis will help to deepen the
understanding of the impact of economic and geo-political events on crude oil markets.

Specifically, this chapter will answer the following questions:

1. Have there been any significant structural breaks in crude oil prices and price

dependency relationships since 19977

2. If so, what was the reason for these breaks?

3. And if so, what was the impact of these breaks?

4. What was the performance of benchmarks after taking account of any structural

breaks, and do they still behave as price leaders?

This study contributes to the literature in several ways. First, this research provides
evidence of the presence of structural breaks in crude oil markets. The application of
various tests allowing for structural breaks provides a whole picture of the price behavior.
For example, the cointegration test on structural breaks enables us to analyze the breaks
in long-run relationships, while Granger causality tests on sub-periods provide a short-
term view of the price relationship. Second, this analysis is based on dynamic view
i.e. the model is not assumed to be stable over time, as was assumed by Wlazlowski
et al. (2011). Instead, I check the effect of structural breaks on the model. Finally,

this empirical analysis uses a broad dataset of 32 crudes in total, which makes this
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investigation more robust. Moreover, the analysis not only consists of the benchmarks

in practice, but also “potential” benchmarks proposed in the literature.

The outline of this study is organised as follows. The following section will give a review
of the relevant literature. Section 3 describes the data and classification methodology.
In sections 4, 5 and 6, we apply and analyze the unit root test, cointegration test and
Granger causality test with structural breaks. The conclusion and discussion will be

reported in section 7.

3.2 Literature Review

Price dependency among global crude oil markets have been extensively studied using
various models in the literature. Brunetti and Gilbert (2000) found that the New York
Mercantile Exchange (NYMEX) dominated the International Petroleum Exchange (IPE)
in the crude oil markets through the use of cointegrated bivariate FIGARCH models.
Lin and Tamvakis (2001) observed substantial spillover effects between the NYMEX
and IPE when both markets were trading simultaneously through the use of GARCH
and VAR models. Their later paper (Lin & Tamvakis, 2004) applied an autoregressive
conditional duration (ACD) model to examine the information spillover between Brent
and WTT futures, and found that the NYMEX had a dominant effect on Brent. Feng-
bin, Yi, Shuan-hong, and Shou-yang (2008) analyzed information spillover among the
WTI, Brent, Dubai, Tapis and Minas crudes. They applied Hong (2001) tests and
found that WTI and Brent were dominant, and that WTI futures had a slight edge
over those of Brent. Hong (2001) tests were also applied by Fan, Zhang, Tsai, and Wei
(2008) to study spillover in value-at-risks between WTI and Brent, and two-way risk

spillover effects were found. Besides linear causal linkages, Bekiros and Diks (2008) also
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considered the nonlinear causal relationships between daily spot and futures prices of

WTT crude oil.

Most of the above studies are based on a static view i.e. one that assumes that the
parameters in the model are constant over the period being studied. Only a small number
of studies take account of a change of parameters in some periods. Hammoudeh and Li
(2004) examined the impact of the Asian crisis on the behaviour of U.S. and international
petroleum prices under the VECM framework. They found evidence that the causal
relationships in the post-crisis period had either changed direction or weakened. In a
recent paper, Lu et al. (2014) proposed a new time-varying Granger causality test based
on the rolling Hong test and DCC-MGARCH Hong tests. They used these methods
on the daily WTI and Brent futures prices and Dubai and Tapis crude spot prices to
investigate time-varying information spillover effects. In particular, they studied the
impact of significant events on the causal effects. Such events included the Iraq War
in March 2003, OPEC’s announcement of a record production cut in December 2008,
and the Libyan civil war in early 2011. They found that the causal effects of Dubai
and Tapis crudes on Brent and WTI became stronger when such events occurred in
major oil-producing countries, when in normal times the Dubai and Tapis crudes play
subordinate roles. They concluded that the time-varying causal relationships between
global markets indicated that the roles played by crude benchmarks may change over

time, so oil pricing mechanisms should be adjusted gradually.

As stated above, benchmarks have been challenged in recent years. Wlazlowski et al.
(2011) tried to find new price indicators in the crude oil market. They used 32 crudes in
their sample and applied Granger causality tests to establish which crudes drove other
prices and which ones simply followed general market trends. Their empirical results

confirmed the traditional benchmarks of Brent and W'TT as global price setters. They
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also found a third global setter, Russian Urals crude, because it exhibits significant
global price setting behaviour. However, Dubai Fateh, which is used in practice as
benchmark, did not appear to be a price setter, and the authors therefore suggested
that it be given a lower weighting in the assessment of market trends. Candelon et
al. (2013) followed the similar method, but extended the univariate Granger causality
test in extreme risk with the method developed by Hong et al. (2009). They also used
32 crude oil prices, but focused on pattern in periods of extreme price movements. In
both downside and upside price movements, WTI and Brent are price setters due to
the fundamental and speculative components of each market. Mediterranean Russian
Urals and Europe Forcados acted as benchmarks in the periods of extreme downside
price movements, while Ecuador Oriente acted as a benchmark in extreme upside price
movements. Asia Dubai Fateh and Oman Blend, which serve together as benchmarks,
acted as followers rather than leaders. The authors also observed that the integration

level between crude oil markets tends to decrease during extreme periods.

My analysis extends the work of Wlazlowski et al. (2011) by including structural breaks,
and also complements the analysis of Candelon et al. (2013), which only focuses on
extreme upside or downside price movement, by examining the general patterns over the
whole period. My focus is the impact of structural breaks on the time series properties of
price, on the long run price relationship (cointegration) and the evolution of benchmarks

as price indicators.

3.3 Data description and time series properties

I obtained the weekly FOB spot prices per barrel of crude oil for 32 crudes for the period

January 1997 to November 2011 from Thomas Reuters Datastream. I used this data
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because they are comparable in terms of payment (with the exception of Suez Blend
crude prices, which include a 60 day credit) and shipment (all prices are FOB and the
destination ports do not change). This ensures that contractual factors such as time
differentials do not affect the results. Each crude has 776 observations. The descriptive

statistics of these series are in Table 3.1.

TABLE 3.1: Descriptive Statistics of weekly crude oil prices for 32 crudes

Symbol Label Obs Mean Std.Dev. Min Max skewness kurtosis
z] WTI Cushing 776 48.88 28.9 11 142.52 0.75 2.74
x2 Europe Brent 776 48.54 31.04 9.44 141.07 0.83 2.75
x3 Europe Norwegian Ekofisk 776 48.91 31.57 9.55 143.94 0.84 2.78
x4 Canadian Par 776 47.79 28.83 10.06 144.93 0.81 2.94
x5 Canada Lloyd Blend 776 37.54 26.45 5.4 128 1.03 3.23
zg Mexico Isthmus 776 46.27 29.73 8.78 137.87 0.86 2.83
x7 Mexico Maya 776 40.35 27.78 5.8 126.58 0.91 2.88
xg Colombia Cano Limon 776 47.32 30.98 8.45 141.44 0.84 2,77
xg Ecuador Oriente 776 42.4 27.7 7.9 126.14 0.95 2.96
z10 Angola Cabinda 776 47.07 30.46 8.95 137.09 0.86 2.78
11 Cameroon Kole 776 47.19 30.63 8.95 141.91 0.86 2.8
T19 Egypt Suez Blend 776 44.39 29.88 7.6 133.15 0.88 2.8
13 Oman Blend 776 46.43 30.07 9.5 137.45 0.84 2.74
T14 Australia Gippsland 776 50.21 31.97 10.25 145.95 0.82 2.74
T15 Malaysia Tapis 776 51.44 32.77 10.95 151.97 0.83 2.78
16 Mediterranean Russian Urals 776 46.49 30.36 8.73 137.61 0.87 2.78
z17 China Daging 776 47.78 30.5 9.5 139.45 0.87 2.86
18 Saudi Arabia Saudi Light 776 46 30.24 9.65 136.02 0.89 2.81
z19 Saudi Arabia Arab Medium 776 44.59 29.62 9.25 131.77 0.91 2.81
To0 Saudi Arabia Saudi Heavy 776 43.34 29.14 8.5 128.72 0.92 2.81
T91 Asia Murban 776 48.52 31.12 9.83 143.4 0.82 2.74
29 Asia Dubai Fateh 776 46.02 29.92 9.6 136.82 0.85 2.76
To3 Qatar Dukhan 776 47.89 30.97 10.11 142.8 0.83 2.74
Tog Mediterranean Seri K Iran Light 776 46.42 30.35 9.45 136.03 0.85 2.72
To5 Mediterranean Seri K Iran Heavy 776 45.26 29.68 9.2 132.73 0.86 2.71
26 Kuwait Blend 776 45.02 29.46 9 133.04 0.87 2.77
To7 Algeria Saharan Blend 776 49.07 31.4 9.75 142.51 0.83 2.73
Tog Europe Nigerian Bonny Light 776 49.53 32 9.45 146.15 0.82 2.73
T29 Europe Forcados 776 49.43 32.07 9.55 146.21 0.83 2.75
30 Europe Libyan Es Sider 776 47.92 30.59 9.65 138.14 0.84 2.73
31 Indonesia Minas 776 49.52 32.19 9.65 145.51 0.83 2.74
39 Venezuela Tia Juana 776 46.45 29.67 8.85 137.98 0.86 2.83

Oil is a heterogeneous product varying in two crucial dimensions: quality and location
of production. Each dimension could affect the use and price of the oil, therefore 1
classify crudes accordingly. Chemically and physically, crude oil is differentiated in terms

of API gravity', acidity and sulfur content (Bacon & Tordo, 2004). These variations

! American Petroleum Institute(API) gravity is a measure of density of petroleum liquids, usually
given in degrees and placed between 10° and 70°.
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lead to differences in the refining processes and in the products obtained from that
processing. Specifically, the higher the degree of API of a crude, the lighter it is, and
the higher the quality. This is because light crude usually yield a higher proportion
of more valuable final petroleum products, such as gasoline and other light petroleum
products, by a simple refining process of distillation. In contrast, heavy crude oils
have a low share of light hydrocarbons and require more severe refining processes than
distillation, such as coking and cracking, to produce similar proportions of more valuable
petroleum products. Sweet and sour refer to the sulphur content of the crude. Sulphur
causes pollution and refiners have to make heavy investments to remove it. Hence its
content should ideally be low. Low-sulphur content crudes are defined as sweet, while

high-sulphur crudes are sour. The criteria of definition is displayed in Table 3.2.

TABLE 3.2: Definition of quality

Criteria Defined as Criteria Defined as
Sulphur content < 0.5°
API > 35° Light Sweet
26° < API < 35° Medium | Sulphur content> 0.5° Sour
API < 26° Heavy

Location is also important, because crude oil must be transported to a refinery and
the output must be shipped to final users. Following Wlazlowski et al. (2011), I label
the crudes according to their geographical origin (i.e. Europe, America, Sub-Saharan
African, Asia & Australia, Middle East and North Africa). The details for the dataset

is shown in Table A.1, while Table 3.3 gives a summary.
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TABLE 3.3: Summary of crudes analyzed

By quality Number of crudes By Region Number of crudes
Light & sweet 9 Europe 3
Medium & sour 13 America 8
Medium & sweet 6 Middle East 10
Heavy & sour 2 North Africa 3
Light & sour 2 Sub-Saharan Africa 4
Asia & Australia 4

Note: This table presents the classification of crudes by quality and by regions, with the correspond-
ing number of crudes in each group.

3.4 Unit root test with structural breaks: Clemente-Montanes-

Reyes unit root tests

3.4.1 Methodology

To determine whether the data series are stationary or not is critical in the estimation
of economic relationships and modeling fluctuations in economic activity. This is be-
cause the estimation method of standard regression, the Ordinary Least Squares (OLS)
method, is based on the assumption that series fluctuate around a constant long-run
mean, and the variance does not depend on time i.e. the series is stationary. In other
words, if the series has no tendency to return to a long-run deterministic path and its
variance is time-dependent, OLS estimation would give spurious results, with the only
exception of cointegration, in which case the model eliminates the stochastic trends to
produce stationary residuals. Therefore the testing of stationarity is a precondition to

the existence of cointegration relationships.

Normally, the Augmented Dickey-Fuller (Dickey & Fuller, 1979) test is widely used to

test for stationarity (the absence of a unit root). In the traditional view of unit root
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hypothesis, current shocks only have a temporary effect, which cannot be persistent in
the series. However, Nelson and Plosser (1982) found that almost all macroeconomic
time series have a unit root, which implies that the random shocks have permanent effects
on the long-run level of macroeconomics i.e. the fluctuations are not transitory. Perron
(1989) challenged their findings and argued that in the presence of structural breaks,
the standard ADF tests are biased towards the non-rejection of the null hypothesis. In
other words, for the series that are found to be I(1), there may be a possibility that they
are in fact stationary around the structural break(s) I(0), but are erroneously classified
as 1(1). Therefore, most macroeconomic series are not characterized by a unit root,
but rather that only large and infrequent shocks are persistent; so that after small and
frequent shocks, the economy will return to a deterministic trend. Perron (1989) points
out that “Fluctuations are indeed stationary around a deterministic trend function. The
only shocks which have had persistent effects are the 1929 crash and the 1973 oil price
shock”. He then improves the traditional unit root test by including dummy variables

to account for a single exogenous structural break.

However Christiano (1992) criticized Perron’s known assumption of the break date, ar-
guing that in practice, the break date is chosen based on a pre-test examination of the
data, and this “data mining” procedure invalidates the distribution theory underlying
conventional testing. The following studies have developed methodologies for endoge-
nously determining break date rather than applying an exogenous one; they include
Banerjee, Lumsdaine, and Stock (1992), Perron and Vogelsang (1992), Perron (1997),
Lumsdaine and Papell (1997) and Zivot and Andrews (2002). These studies have shown
that bias in the usual unit root tests can be reduced by endogenously determining the
time of structural breaks. The representative studies are Perron and Vogelsang (1992)

and Zivot and Andrews (2002) whose unit root tests allow for one structural break, and
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the Clemente, Montanes, and Reyes (1998) unit root test which allows for two struc-
tural breaks in the mean of the series. The advantage of these tests is that they do not
require a priori knowledge of the structural break dates. Also, since these procedures
can identify the date of the structural break, this facilitates the analysis of whether a
structural break on a certain variable is associated with a particular event such as a

change in government policy, a currency crisis, or war etc.

Ben-David, Lumsdaine, and Papell (2003) caution that “just as failure to allow one
break can cause non-rejection of the unit root null by the Augmented Dickey—Fuller
test, failure to allow for two breaks, if they exist, can cause non-rejection of the unit
root null by the tests which only incorporate one break”. Therefore a superior way
to apply unit root tests in time series that may have structural breaks is to use the
Clemente-Montanes-Reyes unit root tests if the two structural breaks indicated by the
respective tests are statistically significant. If the results of the Clemente-Montanes-
Reyes unit root tests show no evidence of two significant breaks in the series, the results
from the Perron—Vogelsang unit root tests with one structural break are considered.
If these tests show no evidence of a structural break, the ADF and PP tests can be
considered. Through this method, we can avoid the problem pointed out by Baum
(2004): if the estimates of the Perron-Vogelsang and Clemente-Montanes-Reyes unit
root tests provide evidence of significant additive or innovational outliers in the time
series, the results derived from ADF and PP tests are doubtful, because this is evidence

that the model excluding structural breaks is mis-specified.

Based on the above arguments, I apply the Clemente-Montanes-Reyes unit root test to

see if there are two significant breaks in the series. This test offers two models:
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1. an additive outliers (AO) model, which captures a sudden change in the mean of

a series; and

2. an innovational outliers (IO) model, which allows for a gradual shift in the mean

of the series.

3.4.2 Empirical results

Tables 3.4 and 3.5 display the empirical results of the Clemente-Montanes-Reyes unit
root test on the crude oil prices. Despite the breaks in the prices, the null hypothesis of
unit root cannot be rejected in either the AO or IO model. The AO model picks mid-
2005 and early 2011 as optimal break points in most series, while the IO model chooses
late 2004 and mid-2010. Note that the t-statistics in the AO model are much larger
than those in the IO model. This indicates that the AO model is significantly better
at explaining the price series than the IO model. This in turn implies that the series is

more likely to exhibit structural breaks that take place rapidly rather than gradually.

According to Chai, Wang, and Xiao (2013), the abrupt change of oil price in 2005 was not
caused by supply-demand factors because supply-demand unbalance did not occur. At
that moment, oil demand was in decline while supply was slowly increasing. Meanwhile,
the US dollar index was relatively stable. However, there were a lot of breaking-out
events in 2005 which changed the market expectation, shocked the weak and sensitive
oil market and added fuel to the flames in world oil price rise. These events included:
hurricane Katrina, which made a surprise landfall on the Gulf of Mexico, where 30%
of American crude oil production and 24% refining capacity is based; fire hazards at
refineries in America; the death of King Fahd of Saudi Arabia; the kidnapping of oil

operators in Nigeria; the explosion in Iran in mid-February; and the ongoing turbulent
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situation in Iraq. The declining relationship between the US and Iran, as well as the

Iranian nuclear issue also disrupted the global oil market.

The break detected in early 2011, again, seems not to be caused by market fundamentals,
but breaking-out events. Oil supplies remained high at this time, and Saudi Arabia
promised an increase in production. Still, the Mideast and North African crisis led to a
rise in oil prices to the highest level in two years. Due to the political upheaval, Libyan
production also dropped significantly. Despite Saudi promises, the sour type of oil it
exports could not replace the more desirable sweet Libyan oil. Although most Libyan

oil went to Europe, all oil prices reacted due to the fear of instability.

The above analysis demonstrates that the AO model capture sudden changes in the oil
price series. For the IO model, although the structural breaks it detected are not as
significant as those detected by the AO model, they still indicate changes in the market,
but those which are more related to fundamentals. In 2004, the substantial growth of
the global economy, particularly in America, China and India, stimulated the growth of
oil demand and boosted world oil prices. American GDP therefore jumped from 2.8%
in 2003 to 3.8% in 2004. Meanwhile, China imported more fuel and crude oil due to the
shortage of electric power. The overall effect was that the US dollar devaluated further
in 2004. In 2003 and 2004, the percentage of US dollar devaluation was over 11 percent,

while world oil price increased by 44 percent (Chai et al., 2013).

In 2010, the world economy experienced a significant recovery from the recession. This
recovery was mainly due to continued government-led stimulus in the OECD countries,
whose oil consumption turned positive after four consecutive years of negative growth.
At the same time, developing countries continued their oil consumption. In America a

second round of loose quantification policy also provided abundant liquidity and the US



The impact of structural breaks on crude oil prices and price dependency 32

dollars index maintained a downward tendency. Hence the world economy recovery and

cheap US dollar lead to a gradual change of oil prices in 2010.

Tables A.3 and A.4 show that the 15 difference series of price are stationary with two
significant structural breaks. Therefore it can be safely concluded that the price series
are I(1) with structural breaks. The estimation model should therefore be based on
cointegration models. Moreover, the detected structural breaks are located in the second
half of 2008, which is exactly the timing of financial crisis. As 15" difference series measure
the change in price level, these structural breaks reflect the switch of price change in

2008, when oil prices increased to record high and then declined sharply afterwards.

Compared with the results of a traditional ADF test (see Table A.2), structural breaks
does not change the time series property of crude price series, because both tests indicate

they are I(1).

3.5 Cointegration test with structural break: Gregory and

Hansen cointegration test

3.5.1 Methodology

The results of the unit root test indicate that the analysis should be based on coin-
tegration models. In the context of crude oil price series, the existence of long run
cointegration relationships is the supporting evidence of integration. For example, in
the cointegration test for the sweet group, the existence of long run cointegration re-
lationships means that prices for sweet oil from different geographical regions move
towards a long run equilibrium. In other words, there are economic forces that drive the

prices toward equilibrium if deviation happens.
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The conventional cointegration test has the null hypothesis of no cointegration with
the alternative hypothesis of the presence of cointegration. This alternative hypothesis
implies an assumption that the cointegration long-run relationship is constant over time.
However, this assumption may not be valid in practice. The long run cointegration
relationship could have shifted on one point. According to Gregory and Hansen (1996),
cointegration in the presence of structural breaks can be thought of as holding over some
long period of time and then shifting to a new ‘long-run’ relationship. The break can be
a level shift, which is a change in the intercept, a level shift with trend which introduces
a time trend into the level shift model, or it can be a regime shift which changes the
y-intercept and the slope of the model with a time trend. The standard test procedure
is to evaluate modified ADF, Za and Zt statistics in the presence of a one-time regime
shift of unknown timing to determine if the null hypothesis of no cointegration can be

rejected.

In formulas, these three breaks could be expressed as followings:

Define dummy variable D] = 0 before the change point and 1 after the change point.

Level shift: y; = oy + ao D] + Bxt +€; 4, where there is a change in the intercept « after

the break point while the slope coefficient is held constant.

Level shift with trend: y; = o1 + o D] + ot + {2t +€it,t = 1,...n. Here the addition

of Bpt adds a time trend in the level shift model.

Regime shift: y; = a1 + ao D] + B{xs + Bya¢Df +€it,t = 1,...n . Here 53 adds to the

slope coefficient after the break.

For all the tests, the null hypothesis is that there is no cointegration in the system. The

alternative hypothesis is that there is a cointegration with the presence of a structural
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shift. The standard statistics calculated are ADF, the Phillips Z, and the Phillips Z;.

The disadvantages of this test are

1. Tt allows only one structural break;

2. The maximum number of independent variables is 4.

The second disadvantage prevents us from applying this test with structural break on
more than five variables at one time. Therefore it can only be applied to sub-groups.
Within each sub-group, I choose one or two benchmark(s) used in practice or proposed
in the literature as dependent variables in the long-run relationship, and then tested if
there was a cointegration with a structural break between this benchmark and the rest
of the crudes in the sub-group. If there were more than four variables in the sub-group
in addition to the benchmark, I applied the test several times to ensure that every crude

was covered.

3.5.2 Empirical results

3.5.2.1 Cointegration by quality

In the quality section, I choose WTI Cushing and FEurope Brent as benchmarks in the

sweet group; and Iran Light as the benchmark in the sour group?.

Tables 3.6 and 3.7 display the empirical results from the sweet group. From these tables
it can be concluded that the null hypothesis of no cointegration can be rejected in
every test because the results are significant in almost every test, implying that there

is a cointegration relationship with the presence of a structural break. However, we

2 According to Wlazlowski et al. (2011), Iran Light is a price leader in sour group
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TABLE 3.6: Cointegration test with one structural break for the sweet group, with
WTTI as the benchmark

With EFK, CPR, GPL & TPS With SHR, BNL & ESD
Breaking type ADF statistic Breaking date | Breaking type ADF statistic Breaking date
level 212,447 11/02/2011 level 74177 01/04/2011
trend 412,73 11/02/2011 trend -7.92"" 04/03/2011
regime -11.05™" 11/03/2011 regime 27537 11/02/2011
regimetrend -10.86™" 27/08/2010 regimetrend 7167 11/02/2011
Z; statistic Z; statistic
level -16.16""" 01/04/2011 level 9.6 18/02/2011
trend A7 01/04/2011 trend 967" 18/02/2011
regime -16.74™" 18/03/2011 regime -10.54"" 31/12/2010
regimetrend -17.52"" 28/01/2011 regimetrend -10.157" 18/09/2009
Z statistic Z statistic
level — -401.23""" 01/04/2011 level -175.54"7" 18/02/2011
trend  -431.75" 01/04/2011 trend -178.04™" 18/02/2011
regime  -418.94"" 18/03/2011 regime -209.27"" 31/12/2010
regimetrend  -446.56" 28/01/2011 regimetrend -192.89"" 18/09/2009
With CLM, CBD & KLE, With CDQ, FCD & MNS
Breaking type ADF statistic Breaking date | Breaking type ADF statistic Breaking date
level 657" 04/03/2011 level -7.85"" 01,/04/2011
trend -6.62"" 04/03/2011 trend 7847 01/04/2011
regime -5.82" 23/10/2009 regime -8.047" 11/02/2011
regimetrend -5.62 10,/04,/2009 regimetrend -7.94"" 12/02/2010
Z; statistic Z; statistic
level -6.83" 07/01/2011 level 9.7 18/02/2011
trend -6.84"" 07/01/2011 trend 9717 18/02/2011
regime -7.36"" 18/02/2011 regime 11 18/02/2011
regimetrend -6.61""" 07/01/2011 regimetrend 4104777 26,/02/2010
Z statistic Z« statistic
level  -104.92""" 07/01/2011 level -177.08"" 18/02/2011
trend  -105.37"" 07/01/2011 trend -177.8" 18/02/2011
regime  -126.95"" 18/02/2011 regime -224.59"" 18/02/2011
regimetrend ~ -106.84""" 07/01/2011 regimetrend -207.41" 26/02/2010

Note: This table presents the results of the cointegration test with structural breaks for WTI with
the other sweet crudes. The format of the dates in the table is “dd/mm/yyyy”.” " significant at 1%.
Crude names in the tables are abbreviated. See A.1 for full names.

get different break dates with different benchmarks. For WTI, the captured structural
break happened mostly in early 2011 whereas for Brent, the captured structural break
happened between 2006 and 2009. WTT is lighter and sweeter than Brent and normally
traded at +/- 3 USD/bbl compared to Brent. However, in February 2011, WTI was
trading at around 85 USD/bbl while Brent was trading at 103 USD/barrel. The reason
most cited for this difference was that Cushing had reached capacity, due to a surplus of

oil in the interior of North America. At the same time, the price of Brent increased in
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TABLE 3.7: Cointegration test with one structural break for the sweet group, with
Brent as the benchmark

With EFK,CPR,GPL & TPS With SHR,BNL & ESD
Breaking type ADF statistic Breaking date | Breaking type ADF statistic Breaking date
level 618" 02/03,/2007 level -8.06"" 01,/09/2006
trend -6.37"" 11/01,/2008 trend -9 23,/06/2006
regime -19.45™" 10/11/2006 regime -10.52" 11,/08/2006
regimetrend 212547 01,/02/2008 regimetrend -19.49™" 08/12/2006
Z; statistic Z, statistic
level -19.17 21/12/2007 level -17.79" 28/07/2006
trend -19.25™" 21/12/2007 trend -18.817"" 28,/07/2006
regime -20.28""" 21/12/2007 regime -18.68"" 28,/07/2006
regimetrend -20.46""" 21/12/2007 regimetrend =20 18/08/2006
Zo, statistic Zo, statistic
level -497.4577  21/12/2007 level 452727 28/07/2006
trend 502,347 21/12/2007 trend -487.097  28/07/2006
regime -538.7477 21/12/2007 regime -482.6"" 28/07/2006
regimetrend -544.93"°  21/12/2007 regimetrend -528.2"" 18/08/2006
With CLM,CBD & KLE With CDQ, FCD & MNS
Breaking type ADF statistic Breaking date | Breaking type ADF statistic Breaking date
level -5.23" 21/12/2007 level -7.28"" 06,/02/2009
trend -6.13"" 14/11/2008 trend -7.247" 06,/02/2009
regime -5.16 21/12/2007 regime -85 02/01/2009
regimetrend -6.51"" 27/08,/2004 regimetrend -8.547"" 02/01,/2009
Zy statistic Z¢ statistic
level -13.277 29/02/2008 level -14.5"" 13,/02/2009
trend 2147 20/06/2008 trend -14.48™ 13,/02/2009
regime -13.29"" 29/02/2008 regime -15.9777 02/01,/2009
regimetrend -16.02""" 20,/08,/2004 regimetrend -16.3177 27/06/2008
Z statistic Z statistic
level -294.0477  29/02/2008 level 3405477 13/02/2009
trend 23232977 20/06/2008 trend -339.9"" 13,/02/2009
regime -299.16""" 29/02,/2008 regime -388.29""  02/01/2009
regimetrend -390.37"" 20/08/2004 regimetrend -400.317"  27/06/2008

Note: This table presents the results of the cointegration test with structural breaks for Brent and
the other sweet crudes. The format of the dates in the table is “dd/mm/yyyy” o significant at 1%.
Crude names in the tables are abbreviated. See A.1 for full names.

reaction to civil unrest in Egypt and across the Middle East. Since WTI-priced stockpiles
at Cushing could not easily be transported to the refineries on the Gulf Coast, WTI
crude was unable to be arbitraged to bring back the price parity. The detected break in
2011 exactly reflects the disconnection of WTI from other sweet crudes. Moreover, this
event had remarkable influence because it not only caused a level shift, but also shifts in
trend and regime on the long-run relationship among sweet crudes. “A combination of

inflexible pipeline systems, a lack of capacity for shipping crude out of the US Midwest,
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and a surge in deliveries of both Canadian and US domestic crude from new shale plays
means that the WTT dislocation is likely to persist for some time and could get much
worse.” (Fletcher, 2011). Because this dislocation is specific to WTI, the tests with

Brent as a benchmark do not show the same structural breaks in 2011.

However, the breaks detected in the tests with Brent do reflect the continuous tightness
in the market from 2006 to 2009. In mid-2006, crude oil prices reached a high level. The
increases were attributed to geopolitical tensions resulting from North Korea’s missile
launch. The ongoing war in Iraq, and Israel and Lebanon going to war were also causative
factors. From the last quarter of 2007 to the first half of 2008, Hamilton (2009) is of the
opinion that “this episode qualifies as one of the biggest shocks to oil prices on record”
and attributes the price increase of 2007-08 to strong demand confronting stagnating
world production. At the beginning of 2009, oil prices rose temporarily because of
tensions in the Gaza Strip: from 27 December 2008 to 18 January 2009, there was a
three week armed conflict in the Gaza Strip between Israel and Palestinian militants

(BBC, 2009).

In contrast, although Table 3.8 also confirms the existence of a cointegration relationship
with one break in the sour group, the break dates detected do not have a clear pattern.
One possible reason could be the choice of benchmark. According to Montepeque (2005),
the medium and sour crudes do not have a suitable benchmark. The lack of pattern in
Table 3.8 confirms his argument, because a suitable benchmark, as discussed above with
regards to WTI and Brent, should be able to reflect market conditions and hence have

predictable patterns.
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TABLE 3.8: Cointegration test with structural break for the sour group, with Iran
Light as a benchmark

With IMS, ORT, SUZ & OMN With URL, SSL, SAM & SSH
Breaking type ADF statistic Breaking date | Breaking type ADF statistic Breaking date
level -10.72" 10/10,/2003 level -4.79 06,/06/2003
trend -10.72" 10/10/2003 trend -5.65" 08/01/2010
regime -10.117 15/10/2010 regime -5.07 06/06,/2003
regimetrend -10.33"" 19/11/2010 regimetrend -5.87 01,/05/2009
Z; statistic Z,; statistic
level -10.4™* 30/07/2004 level -13.82"" 01/08/2003
trend -10.36™" 30/07,/2004 trend -14.34"" 27/11/2009
regime 412,34 10/09/2004 regime -14.417 15/08/2003
regimetrend -12.35" 10,/09/2004 regimetrend -14.81"" 17/12/2004
Z,, statistic 7., statistic
level 166" 30/07/2004 level -290.29""" 01,/08/2003
trend -165.87" 30/07/2004 trend -305.73""" 27/11/2009
regime -234.317" 10/09/2004 regime -308.14"" 15/08,/2003
regimetrend -233.99""" 10/09/2004 regimetrend -322.16"" 17/12/2004
With DBF, KWT & TJN With LYD & MYA
Breaking type ADF statistic Breaking date | Breaking type ADF statistic Breaking date
level -6.24"" 05/11/2010 level -6.34""" 18/04,/2008
trend -6.14™" 15/10/2010 trend -6.317"" 01/10,/2004
regime -6.37" 05/06,/2009 regime -6.59"" 13/02/2009
regimetrend -6.46"" 21/03/2008 regimetrend -6.89""" 10/09/2004
Z statistic Z,; statistic
level 775 13/08,/2010 level -6.09""" 10/06,/2011
trend -7.767 13/08/2010 trend -6.39"" 10/09,/2004
regime 7917 25/06,/2010 regime -6.73"" 13/06,/2008
regimetrend -8.42™ 23/05/2008 regimetrend -6.79"" 27/06,/2008
7, statistic 7, statistic
level -118.51°"" 13/08/2010 level -70.23™ 10/06/2011
trend -118.517 13/08,/2010 trend -74.65"" 10/09/2004
regime -126.67°" 25/06/2010 regime -86.96""" 13/06/2008
regimetrend -135.59""" 23/05/2008 regimetrend -88.53™"" 27/06/2008

Note: This table presents the results of the cointegration test with structural breaks for Iran Light
and other sour crudes. The format of dates in the table is “dd/mm/yyyy”.*** significant at 1%.
Crude names in the tables are abbreviated. See A.1 for full names.

3.5.2.2 Cointegration by geography

In the regional groups, only the Middle East and North Africa and the American groups
have more than five crudes, which means that these groups will exceed the independent
variable limit of the Gregory and Hansen test. For these two groups, cointegration tests
with structural breaks are applied several times to make sure that every crude in the

group is involved.



The impact of structural breaks on crude oil prices and price dependency 39

TABLE 3.9: Cointegration test with structural break for the Asian group, with TPS as
the benchmark

TPS, GPL, CDQ & MNS
Breaking type ADF statistic Breaking date

Hokok

level 7.1 01/05/1998
trend -7.09° 01/05/1998
regime 734" 16,/01,/2009
regimetrend -10.05™" 28,/07/2000
Z; statistic
level -10.19™"" 13/02/1998
trend -10.217" 29/09,/2000
regime -10.63™"" 13/02/2009
regimetrend -10.84™ 13/02/2009
7, statistic
level -162.91°" 13/02/1998
trend -163.67°" 29/09,/2000
regime -181.85"" 13/02/2009
regimetrend 182777 13,/02/2009

Note: This table presents the results of the cointegration test with structural breaks for the Asian
group. The format of the dates is “dd/mm/yyyy”.*** significant at 1%. Crude names in the table
are abbreviated. See A.1 for full names.

TABLE 3.10: Cointegration test with structural break for the European group, with
Brent as the benchmark

BRT, EFK & URL
Breaking type ADF statistic Breaking date

skokok

level -7.87 17/08/2007
trend 827 08/06/2007
regime -10.2" 15/06,/2007
regimetrend -20.14™" 04/07,/2008
Zy statistic
level -18.08"" 04/05/2007
trend -18.55™" 04/05/2007
regime -19.177 21/12/2007
regimetrend -20.13™ 20/06/2008
Z,, statistic
level -463.81"" 04/05/2007
trend -479.32"" 04/05/2007
regime -498.73"" 21/12/2007
regimetrend -533.44™" 20,/06,/2008

Note: This table presents the results of the cointegration test with structural breaks for the European
group. The format of the dates in the table is “dd/mm/yyyy”.”" significant at 1%. Crude names
in the tables are abbreviated. See A.1 for full names.
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TABLE 3.11: Cointegration test with structural break for the American group, with
WTTI as the benchmark

WTI, CPR, LYD, IMS & MYA WTI, CLM, ORT & TJN
Breaking type ADF statistic Breaking date | Breaking type ADF statistic Breaking date

level -12.06™" 18/03/2011 level 744" 11/03/2011
trend -12.42" 18/03/2011 trend -7.627 11/03/2011
regime -11.18" 04/03/2011 regime 7137 01/04/2011
regimetrend ~ -12.98™" 10/09/2010 regimetrend  -5.79 22/07/2011

Z; statistic Z,; statistic
level -15.02"" 01/04/2011 level 8.7 22/04/2011
trend -15.66""" 01/04/2011 trend -8.83"" 22/04/2011
regime -16.08™" 01/04/2011 regime -9.54"" 18/02/2011
regimetrend  -16.07"" 17/09/2010 regimetrend ~ -8.66" 07/01/2011

Z,, statistic 7., statistic
level -361.13™"" 01/04/2011 level -157.83"" 22/04/2011
trend -383.05""" 01/04/2011 trend -160.22""" 22/04/2011
regime -397.017"" 01/04/2011 regime -184.48"" 18/02/2011
regimetrend -397.45™ 17/09/2010 regimetrend -162.67"" 07/01/2011

Note: This table presents the results of the cointegration test with structural breaks for the American
group. The format of the dates in the table is “dd/mm/yyyy”.”"" significant at 1%. Crude names
in the tables are abbreviated. See A.1 for full names.

All of the tests confirm the presence of a structural break in the cointegration relation-
ships between crudes in the same region. Moreover, there are some interesting results
in relation to regional features. The test for the Asian group captures the break in the
1998 Asian financial crisis, and shows that this regional financial crisis only induced a
shift in the level, not trend or regime (See Table 3.9). The break in trend happens in
2000, when the emerging countries in Asia, especially China, began to develop fast and
demand more energy. Table 3.11 shows that the dislocation problem of WTI discussed
in last section also caused profound structural breaks in cointegration relationships be-
tween local crudes, because almost all detected structural breaks detected happened in
early 2011. The test for the European region, as shown in Table 3.10, indicates a struc-
tural break taking place between crudes in Europe in 2007, when US dollar successively
hit a new low and initiated a concern about inflation in the market, so a large sum of

funds was invested into the oil market for appreciation (Chai et al., 2013).

Crudes from the Middle East and North Africa region are all of similar quality (light /medium
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TABLE 3.12: Cointegration test with structural break for the Middle East and North
Africa group, with DBF as the benchmark

DBF, SUZ, SSL, SAM & SSH DBF, MBN,DKN,IRL & IRH
Breaking type ADF statistic Breaking date | Breaking type ADF statistic Breaking date
level 7127 01/07/2005 level -6.42""" 08/01/2010
trend -7.28"" 01/07/2005 trend -6.45"" 15/01/2010
regime 727 11/05/2007 regime -7.25" 21/03/2008
regimetrend ~ -7.97"" 04,/04,/2008 regimetrend  -6.95"" 30/07/2004
Z; statistic Z,; statistic
level -8.43"" 15/04/2005 level -6.34"" 26,/03/2010
trend 8.4 06,/08,/2010 trend -6.36""" 26,/03,/2010
regime -9.15™" 08/06/2007 regime -7.817 12/09/2008
regimetrend  -9.7"" 23/05/2008 regimetrend ~ -8.47" 28/09/2007
Z,, statistic 7., statistic
level -143.76™"" 15/04,/2005 level -83.34"" 26,/03,/2010
trend -142.31" 06,/08/2010 trend -84.22™" 26,/03/2010
regime -162.517" 08/06,/2007 regime -115.42" 12/09/2008
regimetrend -179.44™" 23/05/2008 regimetrend -132.93""" 28/09/2007

DBF, KWT,SHR & ESD
Breaking type ADF statistic Breaking date

ok

level -6.27 18/02/2011
trend -6.23""" 18/02/2011
regime -6.46"" 08/08/2008
regimetrend  -6.79"" 09/05/2008
Z; statistic
level 753" 04/02/2011
trend 749 04/02/2011
regime 79" 14/11/2008
regimetrend ~ -8.18"" 25/04/2008
Z,, statistic
level -106.78" 04/02/2011
trend -106.22™"" 04/02/2011
regime -118.217 14/11/2008
regimetrend -125.62""" 25/04,/2008

Note: This table presents the results of the cointegration test with structural breaks for the Middle
East and North Africa group. The format of the dates in the table is “dd/mm/yyyy”.*** significant
at 1%. Crude names in the tables are abbreviated. See A.1 for full names.
density and sour), therefore similar conclusion can be drawn as in the sour group as dis-
cussed above i.e. that there is no pattern in this group, possibly due to the lack of a
price leader among this region’s sour crudes. However, an interesting observation can
be made: the test involving Europe Libyan Es Sider (ESD) indicates February 2011 as
a break point, when Libya was experiencing the worst violence and political upheavals,

and its ruler Colonel Muammar Gaddafi used snipers and helicopters to shoot protesters

in the capital city of Tripoli and sent fighter jets to fire missiles at rebel forces. This
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crisis halved the country’s oil production (1% of global oil production) according to an
estimation by Forbes (Katusa, 2011). From Table 3.12, it can be seen that the Libyan

crisis imposed a break on the level and trend of the long-run cointegration relationship.

3.6 Granger causality test with structural breaks

3.6.1 Methodology

For each pair of series, basic Granger causality test is based on the following model:

p p

Tt = Z QTi—1 + Z bmZjt—m (3.1)
=1 m=1
p p

T =Y avig i+ Y dmTiim (3.2)
=1 m=1

where z;; and x;; are two time series variables. The joint significance of coefficients
b, and ¢, tested by F-statistics, shows if lags of one regressor has useful predictive
information of the other. If all the b, are jointly different from zero, the null hypothesis

of x; does not Granger cause z; is rejected, implying that x; Granger causes x;.

However the coefficients may change over time due to the evolution of the economy,
policy changes or other related events. In other words, coefficients may be unstable and
depend on events in the time period. For example, Wlazlowski et al. (2011) found that
the Mediterranean Russian Urals crude could serve as a potential global price setter,
because its past values could predict other crudes’ prices in the Granger causality tests
for the sample period of 1997 to 2006. However, if the sample period is extended to

2011, its role as a price setter is not evident. To check this, the calculation was repeated
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by following the same methodology as Wlazlowski et al. (2011) for the sample period up
to 2011. The method involves the calculation of the fraction of rejection in the Granger
causality tests for a crude with all the other 31 crudes. In Equation 3.2, if z; Granger
causes T, x; is said to be a price setter of x;, and x; is said to be a price taker of ;.
For each crude, there are 31 tests for its price setter characteristics and 31 tests for price
taker characteristics. The fraction of cases from the 31 tests where a crude is seen to be
a price setter is called the price setter factor in Table 3.13, while the fraction where a
crude is seen to be a price taker is the price taker factor in the table. If a crude has a
high price setter factor which is larger than the price taker factor, this crude is viewed
as being able to respond quickly to market changes and having a leading role in price
dependency. In contrast, a low price setter factor combined with high price taker factor
are viewed as an indication of slow market adaptation behavior, indicating a role as a

follower.

Table 3.13 displays the Granger causality tests in different sample periods. The results
from a sample period from 1997-2006 are cited from Wlazlowski et al. (2011). Based
on these results, Wlazlowski et al. (2011) claim that WTI (z1) and Brent (z3) are both
global price setters, but Asian Dubai Fateh (z22) and Oman Blend (x13) do not display
price setter properties in global market. My analysis with sample period from 1997-
2011 shows that WTI (z1) and Brent (z2) are well integrated in the market mechanism,
because they have high scores on both price setter and price taker factors®. There is
little evidence to support the position that Asian Dubai Fateh (z22) and Oman Blend
(z13) are price setters in this analysis. The most significance change is with Russian
Ural’s (x16), which was claimed to be a third global price setter by Wlazlowski et al.

(2011). Russian Urals’ price setter factor decreases from 1 to 0.58, implying that its

3The reason for the difference is that Wlazlowski et al. (2011)’s Brent price is slightly different with
mine.
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price setting role diminished over time; that is, the coefficients of x16 as a regressor in
Equation 3.2 may be unstable. In order to test if there is any structural break in the

coefficients of Russian Urals, the supremum Wald test was applied to them.

The supremum Wald test requires no prior knowledge about the break date. Instead,
it constructs a Wald test for each possible break date in the sample, and compares the
maximum of sample test with what could be expected under the null hypothesis of no
break. If the maximum value of the test statistic exceeds that under the hypothesis of
no break, the null hypothesis is rejected and a structural break is said to have happened
at the date with the maximum test statistic(Kim & Siegmund, 1989; Quandt, 1960;

Andrews, 1993).

3.6.2 Empirical results

Table 3.14 shows the supremum Wald test statistics and the corresponding break date of
the Russian Urals’ coefficients at predicting other crudes’ prices. All of these supremum
Wald test statistics are significant at the 1% level, indicating the presence of a structural
break. The break dates are generally clustered in the period of the 2008 global financial

crisis, although some were carried over to the beginning of 2009.

Table 3.14 only displays the maximum Wald test statistics. In order to observe the
dynamics of Wald test statistics, Figure 3.1 displays all of the Wald test statistics instead
of just the maximum one. From January 1997 to March 2006, the sample period of
Wilazlowski et al. (2011), can be viewed as a peaceful period, the period since 2007 is
quite tumultuous, especially in the middle of 2008, when crude oil prices plummeted from
a peak. The stability of the relationship between the price of Russian Urals and other

crudes was destroyed by the collapse of crude oil prices. Although a structural break in
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TABLE 3.13: Granger causality test results in different sample period

overall 1997-2006 1997-2011
Label setter taker | setter taker
x1 WTI Cushing 1 0.13 1 0.97
To Europe Brent 0.97 0.26 1 0.94
x3 Europe Norwegian Ekofisk 0.71 0.68 0.65  0.39
T4 Canadian Par 0.65 1 0.52 1
x5 Canada Lloyd Blend 0.94 1 0.39 1
T Mexico Isthmus 0.87 0.45 0.97 0.81
7 Mexico Maya 0.71 0.16 0.97 094
s Colombia Cano Limon 0.84 0.26 0.97 0.84
Tg Ecuador Oriente 0.68 0.87 0.77 0.74
10 Angola Cabinda 0.65 0.74 | 0.77  0.48
T11 Cameroon Kole 0.74 0.87 0.55 0.58
12 Egypt Suez Blend 0.55 0.84 0.55 0.58
T13 Oman Blend 0.77 0.84 1 0.97
T14 Australia Gippsland 0.61 0.77 0.97  0.81
15 Malaysia Tapis 0.13 1 0.68 0.97
T16 Mediterranean Russian Urals 1 0.42 0.58 0.61
17 China Daqing 0.35 1 0.45 0.94
18 Saudi Arabia Saudi Light 0.58 0.48 0.65 0.61
19 Saudi Arabia Arab Medium 0.65 0.52 0.74 0.68
220 Saudi Arabia Saudi Heavy 0.61 0.52 0.71 0.65
To1 Asia Murban 0.84 0.81 0.9 0.87
T99 Asia Dubai Fateh 0.68 0.81 0.87 0.84
93 Qatar Dukhan 0.77 0.84 0.9 0.87
To4 Mediterranean Seri K Iran Light 0.84 0.61 0.77 0.42
25 Mediterranean Seri K Iran Heavy  0.84 0.77 0.77  0.42
Tog Kuwait Blend 0.87 0.9 0.94 0.87
To7 Algeria Saharan Blend 0.61 0.58 0.52 0.39
Ta8 Europe Nigerian Bonny Light 0.58 0.81 0.52 0.42
T29 Europe Forcados 0.68 0.71 0.55 0.58
30 Europe Libyan Es Sider 0.77 0.9 0.52 0.52
T3 Indonesia Minas 0.48 1 0.39 1
T39 Venezuela Tia Juana 0.52 0.94 0.77 0.61

Note: The Granger causality test results for the period 1997-2006 is cited from Wlazlowski
et al. (2011) while the test result from 1997-2011 is newly calculated by the same method but
with data from a longer time period. A price setting (price taking) factor of 0.9 implies that
the crude is Granger causing (is Granger caused by) 90% of the other crudes. The same logic
applies to other degrees of price setting/taking factors. If a crude has a high price setting
factors combined with a low price taking factor, this interpreted as strong ability to respond
quickly to market changes. In contrast, a low price setting factor combined with high price
taking factors is viewed as an indication of slow market adaptation.
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TABLE 3.14: Structural break in Russian Urals’ coefficients

Name Supremum Wald Test Statistic Break Date | Name Supremum Wald Test Statistic Break Date
WTI 54.85™" 10/3/2008 | SSL 51.32"" 12/12/2008
BRT 64.15"" 10/3/2008 | SAM 54,817 12/12/2008
EFK 59.69™" 8/15/2008 | SSH 53.817" 12/12/2008
CPR 75.95"" 10/3/2008 | MBN 69.07"" 8/15/2008
LYD 39.81°" 12/26/2008 | DBF 63.75""" 8/15/2008
IMS 54.03™" 12/26/2008 | DKN 70.95™" 8/15,/2008
MYA 66.60"" 1/9/2009 | IRL 55.52"" 1/2/2009

CLM 46.04" 12/26/2008 | IRH 57.62°" 1/2/2009

ORT 68.39™" 12/26/2008 | KWT 57.55"" 8/15,/2008
CBD 61.08"" 1/2/2009 | SHR 57.81°" 8/15,/2008
KLE 61.63™" 8/15/2008 | BNL 62.73"" 8/22/2008
SUZ 55.64"" 8/15/2008 | FCD 61.17" 8/22/2008
OMN 67.88"" 8/15/2008 | ESD 62.177" 2/13,/2009
GPL 63.04™" 10/3/2008 | MNS 62.08"" 10/3/2008
TPS 57.00" 10/3/2008 | TJIN 59.76"" 12/26,/2008
CDQ 47.79™" 11/21/2008

Note: This table shows the supremum Wald test statistics and break date of Russian Urals’ (URL)
coefficients at predicting other crudes’ prices. The null hypothesis is no structural break in the
coefficients of Russian Urals when it is used as regressor to predict the other crude’s prices. The
break date is in “mm/dd/yyyy” format.
* significant at 1%
the coefficients does not necessarily indicate a structural break of the Granger causality
relationship, because the latter depends on the joint significance of coefficients rather
than the coefficients themselves, the presence of a structural break could, to some extent,

explain why the price setting role of Russian Urals disappears if the sample period is

extended to include the 2008 global financial crisis.

It is possible to apply the Granger causality tests to sub-sample period before and after
the structural break date. However, according to Figure 3.1, the Wald test statistics
do not reduce to a low level after the indicated structural break date, particularly for
Angola Cabinda (CBD), Cameroon Kole (KLE), China Daging (CDQ), Saudi Arabia
Saudi Light (SSL), Saudi Arabia Arab Medium (SAM), Saudi Arabia Saudi Heavy
(SSH), Mediterranean Seri K Iran Light (IRL), Mediterranean Seri K Iran Heavy (IRH),

Algeria Saharan Blend (SHR), Europe Forcados (FCD), and Europe Libyan Es Sider
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(ESD). The continuous high Wald test statistics implies that the coefficients of Russian
Urals did not return to a stable state. In fact, a second maximum Wald test statistic
may indicate a second structural break, especially when it has a very close value with
the first maximum one. Because the coefficients are not stable, the inference from the
equation is not robust. Therefore the Granger causality test was not applied to the sub

samples separated by the detected structural date.



The impact of structural breaks on crude oil prices and price dependency 48

FIGURE 3.1: Dynamic Wald test statistics of Russian Urals’ coefficients
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FIGURE 3.1 (cont.): Dynamic Wald test statistics of Russian Urals’ coefficients (Cont.)
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FIGURE 3.1 (cont.): Dynamic Wald test statistics of Russian Urals’ coefficients (Cont.)
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FIGURE 3.1 (cont.): Dynamic Wald test statistics of Russian Urals’ coefficients (Cont.)
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Notes:These figures plots the observation-level Wald test statistics for the coefficients of Russian Urals
(z16 in the equation). The maximum value of Wald test statistics corresponds to the structural break
point indicated by the test. The horizontal scale is in the format of “mm/yy”, and the interval is eight
months.

3.7 Conclusion

This paper investigated the impact of structural breaks on the crude oil prices and price
dependency relationships by incorporating structural breaks in traditional time series
models. The unit root tests with structural breaks identify two structural breaks in
both the abrupt change (AO) model and the gradually shift (I0) model. Through the
analysis of the corresponding market situation, breaks detected by the former model
(i.e. the AO model) relate to breaking-out events such as geo-political issues, while the
breaks in the latter model are more closely related to market fundamentals. Moreover,
the time series properties of crudes do not change if structural breaks are considered:

the crude price series are always I(1).

Cointegration tests with structural breaks confirm the existence of long-run relationships
among crudes with the presence of structural breaks. Moreover, the detected break dates
coincide with identifiable events. W'TT’s dislocation problem in 2011 lead to a break in
its long-run relationship with crudes of same quality or from the same region. This break

is remarkable because it shifts the level, trend and regime of the long-run relationships.
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In contrast, the Asian financial crisis only induced a shift in the level in the long-run
relationships among crudes in Asia. The Libyan crisis in 2011 is also reflected in the

test, although it does not show a great influence.

Granger causality tests with structural breaks are based on the break points detected
by supreme Wald tests. Empirical results show that the 2008 global financial crisis
destroyed the stability of coefficients in the equation of the Granger causality tests,
making the findings of Wlazlowski et al. (2011), that Russian Urals could serve as

potential benchmark invalid over a longer time period.

This analysis illustrates the importance of structural breaks in time series modeling.
Generally speaking, if a break occurs in the population regression function during the
sample, then the OLS regression estimates over the full sample will estimate a relation-
ship that holds “on average”, in the sense that the estimate combines the two different
periods. Depending on the location and the size of the break, the “average” regression
function can be quite different from the true regression function at the end of the sam-
ple, and this leads to a poor estimation and poor forecasts. Therefore, in practice, it is

critical to consider structural breaks and their influence on the conclusion.



Chapter 4

Spillover effects of return and

volatility

4.1 Introduction

Return links and volatility spillovers across capital markets are now of greater interest
to the financial community due to the increasing trend of globalization. Spillover, if
broadly defined, is changes in one financial market in response to changes in factors
in other markets, regardless of whether these are during a crisis or tranquil period.
They reflect co-movement within the market. Spillover effects are transmissions due to
links between markets, and they have important implications for market participants and
policy makers. For example, if return and volatility are found to spread from one market
to another, portfolio managers and policy makers in the latter market should adjust their
actions to prevent contagion risks during crisis periods in the former market. This issue
has been investigated extensively in various asset markets, especially during and after

the recent 2008 financial crisis. Such examples include, but not limited to, K. J. Forbes
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and Rigobon (2002) and Syriopoulos (2007) for stock markets, Barassi, Caporale, and
Hall (2005) and Wang, Yang, and Li (2007) for monetary markets, and Skintzi and
Refenes (2006) and Johansson (2008) for bond markets. Generally these studies find
evidence of significant return and volatility spillovers across markets, and argue that the
degree of spillover is highly dependent on economic and financial integration, as well as

on the coordination of monetary policy.

However, little work has been done on spot crude oil markets. Moreover, the majority of
the current studies on crude oil markets have focused on crudes which have been viewed
as markets are limited because they have focused on crudes which have been viewed
as benchmarks, because these crudes are thought to reflect the bigger picture of crude
oil markets as a whole. Unfortunately these studies have ignored the reality that the
range of traded crudes has expanded rapidly over recent years; the 2010 edition of the
international crude oil handbook describes over 200 types of crude oil, a 25% in crease
from the 160 types of crudes recorded in the 2006 edition. Hamilton (2014) points out
that the main growth in oil supply since 2005 has come from lower-quality hydrocarbons,
not the high-quality benchmarks. Academia has also noticed this problem and has found
evidence that the traditional benchmarks cannot now reflect the true picture of crude
oil markets, for example, see Wlazlowski et al. (2011),Jin, Lin, and Tamvakis (2012) and

Ghoshray and Trifonova (2014).

To understand how return and volatility are transmitted between markets is very im-
portant in crude oil markets. In physical oil markets, agents often have exposure to a
number of different grades of crude oil, which may be priced based on one or more of the
traditional benchmarks; in paper oil markets, agents frequently build portfolios which
include some or all of the benchmarks. More generally, an understanding of volatil-

ity and the channel in which it is transmitted is important for determining the cost of
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capital, for assessing investment and leverage decisions, and for computing the optimal
hedge ratio and portfolio weights. Substantial changes in volatility in crude oil markets

may have significant negative effects on risk-adverse investors (Jin et al., 2012).

The importance of the spillover, combined with the lack of previous attention to the issue
of spot oil markets motivate this study, which seeks to answer the following research

questions:

1. What are the spillover effects in the spot crude oil markets as more low-quality
crudes are joining the markets? Specifically, is the spot crude oil market more or

less integrated with the increasing importance of low-quality crudes?

2. Do benchmark crudes have stronger spillover effects than non-benchmark crudes?

3. Are there any difference between return and volatility spillover patterns?

4. Does the spillover effect behave different in tranquil and crisis periods?

5. What is the trans-group spillover effect? For example, do the return or volatility of
crudes in OPEC countries spill over to non OPEC countries, or vice versa? What

if the crudes are grouped by qualities, or by geographic regions?

By examining 32 crude varieties with both benchmark and non-benchmark crudes, this
research aims to provide a complete and dynamic picture of the spillover effects in spot

crude oil markets.

To this end, I use a recently developed methodology, introduced by Diebold and Yilmaz
(2009b) to construct spillover measures. This methodology circumvents the difficulty of

GARCH-class model at dealing with high dimension variables', and has the benefits of

!There is no clear definition of high dimension time series. In the context of multivariate GARCH
model, data with a few dozen dimensions could be viewed as high dimension, which beyond the analysis
capacity of multivariate GARCH model..
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aggregating spillover effects across markets, distilling information into several measures
and allowing for dynamic analysis. It has been demonstrated to be successful in describ-
ing the cycle and patterns of total spillover effects in various financial markets. B. Zhang
and Wang (2014) apply it to the crude oil market, but their work only included WTI,
Brent and China Daqing. My analysis aims to give a comprehensive analysis about

crude oil market by including more crude varieties.

This study contributes to the literature in the following ways. First, this research pro-
vides a comprehensive analysis about the return and volatility spillover in the spot crude
oil market, with a dataset including crudes of various qualities, geographic sources and
institutional arrangements. Hence this research will provide new evidence about the
integrated nature of the crude oil market. Second, the methodology employed allows
analysis from both static and dynamic perspectives, therefore the time-varying charac-
teristics of spillover can be described. Moreover, the spillover effect from different levels
are discussed, including the systematic, individual, pairwise and group levels. As far as

the author is aware, this is the only study to have such a comprehensive analysis.

In summary, this chapter gives a comprehensive and dynamic analysis of return and
volatility spillover effects in the spot crude oil market. With a sample of 32 crude
varieties, this analysis provides evidence to support the benchmark role of WTI and
Brent in terms of transmitting return and volatility shocks. The dynamic analysis further
shows that their transmitting patterns are different and time-varying. Specifically, Brent
is found to be more influential with respect to return, while WTT is more influential with

respect to volatility, especially since 2007.

The remainder of this chapter is structured as follows: Section 2 provides a review of

the relevant studies of spillover effects in crude oil markets and the development of the
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methodology to do this. Section 3 describes the empirical methodology used to measure
the return and volatility spillover effects in spot crude oil markets. Section 4 presents the
data and static analysis over the whole sample period. In Section 5 a dynamic analysis
is applied and the empirical results are discussed and explained. Section 6 presents a
series of robustness tests, including changing the parameters of the model and applying

various return and volatility measures. Section 7 concludes.

4.2 Literature Review

There are relatively few studies on the relationship between the oil price volatilities
across spot oil markets. The existing literature mainly focuses on transmission, among
spots, forward and futures of the same underlying asset, or between major markets
in different locations. Lin and Tamvakis (2001) studied the volatility spillover effects
between New York Mercantile Exchange (NYMEX) and the International Pertroleum
Exchange (IPE) crude oil contracts in both non-overlapping and simultaneous trading
hours. They found significant spillover effects when both markets were open, and that
the closing price of the previous day on the NYMEX seemed to affect opening price of the
IPE. Their later paper Lin and Tamvakis (2004) applied an autoregressive conditional
duration (ACD) model to examine the information spillover between Brent and WTI
futures, and found that the NYMEX had a dominant effect on Brent futures. Feng-bin
et al. (2008) analyzed information spillover between the WTI, Brent, Dubai, Tapis and
Minas crudes. They use tests developed by Hong Hong (2001) and found that WTI and
Brent were dominant, and that WTI futures had a slight edge over those of Brent. The
tests developed by Hong (2001) were also applied by Fan et al. (2008) to study spillover

in value-at-risk between WTI and Brent, and two-way risk spillover effects were found.
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Chang, McAleer, and Tansuchat (2009) studied the conditional correlations of spot, for-
ward and futures returns of three major benchmarks of the international crude oil mar-
kets (i.e. Brent, WT'T and Dubai). They found evidence of ARCH and GARCH effects
for returns and showed the presence of significant interdependences in the conditional
volatilities across returns for each market. In subsequent research (Chang, McAleer, &
Tansuchat, 2010) they studied the volatility spillover effect across spot, forward and fu-
tures prices in four international oil markets: Brent (North Sea), WTI (USA), Dubai/O-
man (Middle East) and Tapis (Asia-Pacific), for the period of the 30" April 1997 to 10th
November 2008. With the application of a variety of bivariate GARCH-type models,
they found evidence of volatility spillovers from Brent futures returns to Brent spot and
forward returns, from Brent spot returns to WTI spot returns, and from WTI futures
returns to Brent spot returns. However, they do not find spillover from WTI futures
to WTI spot. Moreover, the estimation results show that most of the Dubai and Tapis
returns had volatility spillover effects from the WTI spot and vice versa. Generally
speaking, their empirical work confirms the “marker” crude position of Brent and WTI

which set crude oil prices and influence other crude oil markets.

However, the empirical result of Chang et al. (2010) are somewhat different to the work
of Kaufmann and Ullman (2009) within the context of price discovery. Kaufmann and
Ullman (2009) investigated where changes in the price of crude oil originate and how
they spread by examining causal relationships among prices for crude oils from North
America (WTI), Europe (Brent), and Africa and the Middle East (Dubai) on both spot
and futures markets. Their empirical results indicate that innovations first appear in
spot price for Dubai-Fateh and spread to other spot and futures prices. Essentially they
argue that the primary spot market is the Dubai and the importance of Dubai-Fateh

price stems from both demand (from developing Asian nations, including China and
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India) as well as supply (due to a shift towards more production by OPEC nations).

Another study by Jin et al. (2012) investigated the volatility transmission of WTI, Dubai
and Brent futures markets, mainly focusing on volatility impulse response functions for
two historical shocks, namely the 2008 financial crisis and the BP Deepwater Horizon
oil spill. They found that Brent and Dubai crude were highly responsive to market
shocks, whereas WTI crude showed the least responsiveness of the three benchmarks
used, which raises questions about its predominance as a benchmark crude oil. Lu et
al. (2014) investigated time-varying information spillover effects on the daily WTI and
Brent futures prices and Dubai and Tapis crude spot prices with a Granger-causality
framework. In particular, they studied the impact of significant events on the causal
effects. Such events included the Iraq War in March 2003, OPEC’s announcement
of a record oil production cut in December 2008, and the Libyan civil war in early
2011. They found the causal effects of Dubai and Tapis crudes on Brent and WTI
become stronger when such events occurred in major oil-producing countries, although
in normal time Dubai and Tapis crudes play subordinate roles. They concluded that
the time-varying causal relationships between global markets indicated that the roles
played by crude benchmarks may change over time, so oil pricing mechanisms should be

adjusted gradually.

B. Zhang and Wang (2014) examined the return and volatility spillovers between China
and the world oil market. But they only used WTI and Brent to represent the world
oil market. Their focus was the dynamic role of China Daqing. It was found that
return and volatility spillovers between China and world oil markets are bi-directional

and asymmetric.

From above studies it can be seen that there has been limited research into the return and
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volatility spillover effects on spot crude oil markets. The existing literature focuses on
only a few crudes and has not reached a consensus about the role of benchmark crudes.
It also leaves the following questions unanswered: What would the spillover effects be if
more crudes were included? Will the benchmark crudes have stronger spillover effects
than other crudes? Is there any difference between return and volatility spillover? Are
the spillover effects different between crisis and tranquil periods? This research aims
to answer these questions by studying 32 crude varieties and providing a complete and

dynamic picture of the spillover effect in spot crude oil markets.

Additionally, because spillover effects are transmissions due to links between markets,
this research will also provide evidence relating to the famous “One great pool” hypoth-
esis, which is stated succinctly by Adelman (1984), that “The world oil market, like the
world ocean, is one great pool”. However policy makers have often implicitly held the
opposite assumption - that the world market is fragmented - as evidenced by the efforts
of many importing-country government to seek special arrangement for “secure supply”
from exporters. Likewise, oil exporters have sought “secure outlets” for their crudes. If
the world crude oil market is integrated, such arrangement makes no sense. In addition,

a policy of diversifying suppliers by importers, is senseless in a globally unified market.

Weiner (1991) first challenged the ‘one great pool’ hypothesis by conducting an empirical
examination using two approaches; correlation analysis, which evaluates the relationship
between the changes in the landed prices for crude oil, and an arbitrage model to eval-
uate the same data. The results from both analyses indicated a high degree of market
regionalisation, implying that the world oil market was far from being unified in the pe-
riod studied (1980-1987). Following his approach, a number of studies have attempted to
re-examine the hypothesis with different datasets and more advanced time-series econo-

metric techniques. Such examples include, but not limited to Sauer (1994), R. D. Ripple
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and Wilamoski (1995), Giilen (1999), R. Ripple (2001), Bentzen (2007), Li and Leung
(2011), Ji and Fan (2014) and Giulietti et al. (2014). Most of this literature supports
the integration hypothesis. My analysis will provide evidence from the perspective of d

ynamic spillover effects.

Regarding methodologies, the most commonly used method in the analysis of spillover
effects is multivariate GARCH-class models, which suffers from dimensionality. For
a N-dimensional times series, the volatility matrix consists of N conditional variance
and N(N — 1)/2 conditional covariances. In our case, N = 32, therefore the volatility
matrix contains 528 elements, making it impossible to analyze under GARCH-class
models. I then refer to the methodology developed by Diebold and Yilmaz (2009b). They
constructed spillover measures by forecast error variance decomposition, and illustrated
this method’s wide and flexible applicability to various markets in a series of papers
(see Diebold & Yilmaz, 2009a, 2012, 2013 and 2014). The major advantages of this
methodology is that it is not restricted by the number of dimensions and that it allows
the clear decomposition of total shocks to a given market into domestic market generated
and spillover components across markets. Combined with the rolling w