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Abstract

Oil-air separation is a key function in aero engines with closed-loop oil systems. Aero-
engine separators are employed to separate oil from air before being released overboard. Typi-
cally, these devices make use of a porous medium such as an open-cell metal foam, in order to
enhance oil separation. Although quite scarce, there has been some research aimed at develop-
ing a suitable modelling framework for aero-engine separators. However, numerical modelling
of the air/oil flow through the open-cell metal foams employed in aero-engine separators has
never been properly addressed.

This thesis presents the development of a pore-scale numerical modelling approach to de-
termine the transport properties of fluid flow through open-cell metal foams. Micro-computer
tomography scans were used to generate 3D digital representations of several commercial open-
cell metal foams. A code was developed in Matlab to render the CT images into 3D volumes
and perform morphological measurements on the samples. Subsequently, conventional finite
volume simulations are carried out in order to obtain the airflow and compute the pressure gra-
dient across the investigated samples. Simulations were performed for a wide range of Reynolds
numbers and the feasibility of using Reynolds-averaged Navier-Stokes (RANS) turbulence mod-
els is investigated. Validation was done by comparing the pore-scale pressure gradient results
against experimental measurements. Further simulations were carried out to isolate and analyse
particular effects in more detail, such as wall and entrance effects, fluid compressibility, time-
dependent flow features, anisotropy of the foam structure and the impact of porosity and surface
area on the pressure gradient.

The oil phase within aero-engine separators has the form of disperse droplets. Thus, the oil
phase in the pore-scale simulations was modelled using a Lagrangian particle tracking approach.

Lagrangian simulations were run in steady state and one-way coupled, due to the low mass



fraction of oil normally present within aero-engine separators Converged airflow pore-scale so-
lutions were employed as the base flow for the Lagrangian tracking approach. A simplified
oil capture criterion assumed the droplet trajectory to be terminated upon collision against the
foam solid ligaments. The focus of the present work was on separation of small droplets with a
diameter smaller than 10 um. Hence, a series of calculations were performed using a represen-
tative droplet diameter range, and multiple flow velocities. The outcome of such approach was a
qualitative evaluation of the oil separation effectiveness for several commercial open-cell metal
foams under a representative range of flow regimes. Furthermore, rotational effects which are
experienced by the metal foams within aero-engine separators were modelled using a moving
frame of reference (MRF) approach. Finally, a methodology for upscaling the results obtained
by the detailed pore-scale simulations into a simple macroscopic porous medium model is de-
scribed, showing promising results.

One of the aims of this work was to develop a numerical modelling framework able to pro-
vide an accurate representation of the airflow and a qualitative assessment of the oil capture
within aero-engine separators. The feasibility of using the current state-of-the-art modelling
framework is assessed. The separator design and geometry are based on the oil separation
test rig located at the Karlsruhe Institute of Technology (KIT). Experimental measurements of
the overall pressure drop and oil capture performed at KIT are used to validate the simula-
tions. The methodology presented here overcomes some limitations and simplifications present
in previous similar studies. The upscaled macroscopic porous medium model was applied to
full aero-engine separator CFD simulations. Experiments and simulations were conducted for
three different separator configurations, one without a metal foam, and two with metal foams
of different pore sizes. For each configuration, a variation of air flow, shaft rotational speed
and droplet size was conducted. The focus was on the separation of droplets with a diameter
smaller than 10 um. Single-phase air flow simulation results showed that overall pressure drop

increases with both increased shaft speed and air flow, largely in agreement with the experi-

ii



ments. Oil capture results proved to be more difficult to be captured by the numerical model
and indicate that droplet re-atomization might play a significant role in the oil separation phe-
nomena. Re-atomization, droplet-droplet collisions and droplet breakup were not considered at
the present stage, but could be subject of future work. The modelling framework described here
should not be seen as a definite answer but as an improvement upon the current state-of-the-art
methodology, providing important lessons and recommendations for future work on aero-engine

separators.
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Chapter 1

Introduction

1.1 Background

A closed-loop recirculating oil system is commonly employed in aero engines. The oil is re-
sponsible for lubricating and cooling many engine components including gears, bearings and
splines. As the oil is injected into the bearing chambers, a complex two-phase flow is created
due to the interaction with air. The majority of oil leaves the chamber via the scavenge pipes,
where it eventually flows towards a de-aerator for removal of entrained air and goes back into the
oil tank. The remainder of oil exits the chamber through the air vent, where the air-oil mixture
flows towards an aero-engine separator before being ejected overboard. Since the oil system
is a closed-loop, and releasing oil overboard must be kept to a minimum, air-oil separation is
essential. A simplified diagram of the oil system is shown in Figure 1.1.

Aero-engine air-oil separators are commonly referred to as breathers or de-oilers, having
two distinct designs: one internal to the bearing chamber, and another external. The focus
here is on the external design, which is essentially a mechanical separator. Figure 1.2 shows a
schematic of a typical air-oil separator. The inlet mixture is composed of air and oil mostly in
the form of dispersed droplets. The mixture enters the separator tangentially and oil separation
occurs by means of two physical processes. Primary separation occurs due to the swirling flow
generated by the tangential inlets and rotating shaft, which drives the largest droplets towards
the static chamber walls, where they collide and generally form a thin film of oil, which flows
under gravity, towards the scavenge ports. Smaller droplets tend to follow the air flow into the

secondary separation device. It is common in the literature to use the word breather to refer
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Figure 1.1: Simplified oil system diagram for a typical aero-engine.

to the secondary separation device and its casing instead of the entire separator. This is the
terminology employed hereafter.

The breather is attached to the rotating hollow shaft and its components include a metal
casing, which houses either a set of solid vanes or a porous medium, used to trap the remaining
oil droplets. This research is concerned with the use of a porous medium, more specifically
open-cell metal foams for secondary separation. Droplets flowing through the metal foam are
expected to collide and coalesce onto the foam struts. Open-cell metal foams have interesting
properties such as a high-porosity web-like solid matrix that provides a large surface area per
unit volume, thus maximizing the likelihood of capturing oil whilst maintaining a low pressure
drop. As the breather rotates with the shaft, accumulated oil is directed radially outwards by
centripetal forces, where peripheral drain holes on the breather casing allow the oil back into
the main chamber. Any oil which is not captured within the breather is ejected overboard.
Therefore to summarize, primary separation occurs by centrifuging large droplets against the

outer walls, and secondary separation occurs by trapping and coalescing smaller droplets using



1.1. Background 3

Captured oil

Wall oil film returning to the .
\ main chamber Static chamber walls

Primary separation of \\ /
large droplets
[~a

L \
e e Trajectory of a
Air-oil inlet mixture —| ~ small droplet
| (red arrows)
: Hollow shaft
Axis of rotation ' ‘
\
|
\\} Outlet
1.
i N
/Vl. .| - Porous
7 5 o .
oL ~ A medium
Tangential inlet - \'.. e Secondary droplet \
,\f.".‘./-, separation . Peripheral
v drain holes

Wall oil film™~

Scavenge ports

Figure 1.2: Schematic of a typical aero-engine separator.

a porous medium.

Aero-engine air-oil separators have normally very high separation efficiencies, over 99.8 %
at real engine conditions (Klingsporn, 2004). Highest efficiencies are achieved when operating
at cruise (~10,000 RPM) or maximum take off (~15,000 RPM) engine regimes. Efficiency
worsens at the ground idle regime (~5,000 RPM) but is still over 99 %. However, a common
problem known as breather smoke happens at such low engine rotations (ground idle) and seems
to be independent of the type of breather (metal foam or solid vanes) employed. It is described
as a visible smoke that comes out from the aero-engine separator outlet pipe. Although not fully
characterized, it has been argued that the breather smoke is formed by sub-micron droplets that
are not captured during secondary separation inside the breather. Even though the separation
efficiency is still very high and emissions are environmentally compliant, formation of smoke at
the ground idle regime is highly undesirable and a source of concern for engine manufacturers.

The design and optimization of aero-engine separators is a challenging task, where a com-
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promise between size, efficiency and pressure drop must be made. The use of computational
fluid dynamics (CFD) can offer excellent insights on the underlying two-phase flow phenomena,
especially in areas which are very difficult to measure or reproduce experimentally. The two-
phase flow inside aero-engine air-oil separators can be characterized as being three-dimensional,
turbulent, highly swirling, shear driven and having oil present as droplets, film or mist (sub-
micron droplets). From the numerical modelling point of view, these phenomena are very com-
plex and difficult to model and simulate, very often requiring the use of empirical correlations
derived from simple experiments. This type of approach can be highly case dependent, which
becomes a problem, not to mention the difficulty of devising experiments for cases of practi-
cal importance. Nevertheless, the development of an appropriate CFD methodology is highly
desirable and must be pursued. The next section gives a survey of previous related studies,
with emphasis on the numerical modelling of the two-phase flow within aero-engine separators,

identifying the numerical framework state-of-the-art.

1.2 Previous related studies

Although of great interest for the aerospace industry, there are still very few studies investigat-
ing the flow inside aero-engine separators published in the open literature. Experimental data
concerning the two-phase flow in aero-engine separators is also very scarce due to inherent dif-
ficulties in undertaking relevant measurements. The flow phenomena in air-oil separators has
many similarities with the gas-liquid flow within aero-engine bearing chambers, where there
is a flow of air and oil taking place between a stationary outer casing and a rotating shaft. A
significant amount of research into the droplet and oil film flow in bearing chambers has been
undertaken at the Gas Turbine and Transmissions Research Centre (G2TRC) at the University
of Nottingham and at the Institute of Thermal Turbo-machinery at the Karlsruhe Institute of
Technology (KIT). Some of the work described in this section comes from internal reports and

projects carried out at these two institutions.
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The earliest investigations on several aspects of the flow phenomena occurring in aero-
engine bearing chambers were focused on obtaining experimental measurements to characterize
the air and oil flow within the chamber (Wittig et al., 1993; Chew, 1996; Glahn et al., 1995;
Glahn and Wittig, 1996, 1999). Results from the these studies indicate that a thin film of oil is
formed on the outer casing of the chamber and that the oil is present predominantly as droplets
in the core flow. The data gathered by these experimental studies have helped the development
of a modelling approach for the flow within bearing chambers. Wang et al. (2001) have car-
ried out CFD simulations using an Eulerian-Lagrangian treatment for the flow, to investigate
the initial droplet impact locations in the outer chamber. The air is modelled as a continuous
phase whereas the droplets are tracked using a Lagrangian approach. This modelling framework
was further expanded by Farrall et al. (2001), where an oil film model was developed based on
simplified film models as the one described by Chew (1996).

A preliminary research concerning the numerical modelling of the flow in aero-engine sep-
arators has been carried out by Hossain et al. (2000), using an Eulerian-Lagrangian approach.
One of the main differences between a bearing chamber and an air-oil separator is the pres-
ence of a breather in the latter. A simplified separator geometry was investigated as shown in
Figure 1.3. Oil droplets in the range of 1-100 um were modelled using a Lagrangian discrete
phase model (DPM) and the trajectories were stopped at the entrance of the breather. The metal
foam was modelled using a macroscopic porous medium approach, i.e. the metal foam geome-
try is not explicitly represented, instead the porous zone is treated as a momentum sink using a
volume-averaging method (Whitaker, 1998), and its parameters are determined empirically. The
porous zone is assumed to be isotropic, stationary and the pressure gradient to follow Darcy’s
law (Darcy, 1856). Rotating parts were accounted for by a moving wall approach, i.e., a spec-
ified tangential velocity at the walls. The effects of turbulence on the flow were accounted by
the k — € model (Launder and Spalding, 1974). Results showed the separator pressure drop to

be weakly affected by shaft speed. The critical droplet diameter, which is defined in this context
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as the size of the largest droplet at the metal foam entrance, was found to be in the range of 3-4

um, independent of shaft speed.

Breather
Shaft

Shaft

Breather

\ 28

(@ (b)

Air/oil inlet

Air/oilinlet

Figure 1.3: (a) 3-D rendering of the aero-engine separator geometry (b) Schematic of the sepa-

rator (Hossain et al., 2000).

Eastwick et al. (2006) simulated two distinct separator designs using the same modelling
framework as in (Hossain et al., 2000), comparing the oil separation prior to the breather en-
trance. The first separator design was internal to the bearing chamber (Figure 1.4), and the
second, external (Figure 1.3). Validation data for the air flow was available for the internal de-
sign only, but a number of difficulties were found during the experimental tests and uncertainty
bars of £30 % were assigned. Shaft speeds of 0 to 10,000 RPM were investigated. Both designs
embody a form of cyclonic separation with simulation results suggesting that the external design
is more efficient for aero-engine applications. The choice is justified by a more effective pri-
mary separation, for which a smaller droplet critical diameter was obtained (3 um). Separation
performance was found to be independent of shaft speed.

Dems et al. (2009) further improved the modelling framework, giving more attention to
the numerical part, where the effects of mesh density, turbulence model, flow compressibility,

time-dependency of the flow and spatial discretization scheme where considered. The separator
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Figure 1.4: Schematic of an internal aero-engine separator design (Eastwick et al., 2006).

geometry was a simplification of a real industrial exterior design, as shown in Figure 1.5. The
porous medium model parameters were determined from experimental pressure drop tests on a
commercial open-cell metal foam sample, namely the Retimet 45 pores-per-inch (PPI), suggest-
ing that the pressure gradient is better described by quadratic equation instead of Darcy’s law.
The porous zone was modelled as stationary. It has been argued that this simplification affects
the pressure drop across the breather due to the increased relative velocity between the fluid and
solid structure. When the circumferential velocity within the separator chamber is close to the
shaft speed, the relative velocity has low axial and radial components compared to the tangen-
tial one. With a stationary porous medium, the circumferential velocity component is added and
the air flows through the breather with unrealistic high velocities causing an over prediction of
the pressure drop. As in the previous studies, droplet tracking calculations were stopped at the

breather entrance. Three shaft speeds were studied based on the real engine regimes (ground
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idle, cruise and take off). The air flow simulations showed that flow compressibility must be
accounted for, and that the Reynolds Stress Model (RSM) (Versteeg and Malalasekera, 2007),
gives a better representation of the flow within the separator when compared to the k — € tur-
bulence model. The droplet tracking calculations found the critical diameter to be 4 um (cruise

regime) and 12 um (ground idle and take off regimes).

Drain Holes Retimet

Breather
Hollow Shaft

7

Holder

e

Inletpipe

™™

R

Scavenge Port

Figure 1.5: Simplified geometry of an industrial separator design (Dems et al., 2009).

More recently, a thin-film modelling approach was employed by Verger and Morvan (2011)
to investigate the two-phase flow in an industrial separator design. The work is described in
an internal report at the G2TRC. The modelling approach was similar to the one in (Dems
et al., 2009), with the addition of the thin-film modelling on the separator outer walls. Three
shaft speeds were investigated in the same way as in (Dems et al., 2009). The film model
was employed to qualitatively visualise the oil film flow on the outer wall. Results showed the
tendency of oil pooling at lower shaft speeds, together with a higher risk of droplet stripping and
re-entrainment. Particle tracking calculations showed the critical droplet diameter to be 17 um
(ground idle regime) and 7 pm (cruise and take off regimes). Figure 1.6 depicts the 3-D model

of the separator investigated and a film thickness contour plot on the outer walls.
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Figure 1.6: (a) 3-D model of an industrial separator geometry and (b) film thickness contour

plot (logarithmic scale) (Verger and Morvan, 2011).

On the experimental side, Willenborg et al. (2008) employed non-intrusive optical mea-
surement techniques to investigate the separation efficiency and identify potential optimization
parameters of a commercial separator design (see Figure 1.7), emphasising separation of small
droplets (<10 um). Results showed separation efficiency to increase with both increasing shaft
speed and mean inlet droplet diameter, and decreasing air flow. Pressure drop increased with
both increasing shaft speed and air flow. Additionally, it was observed that sub-micron (= 0.5

um) droplets were able to pass through the breather and leave the separator.

Housing

Metal Foam

Cil outlet

Figure 1.7: Schematic of the separator design investigated by Willenborg et al. (2008).

None of the studies described above have considered the numerical modelling of the sec-
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ondary separation that takes place inside the metal foam in the breather. Phillips (2003) at-
tempted to model a breather design by means of a macroscopic porous media approach using
an idealized two-dimensional annular geometry and including rotational effects by means of a
moving reference frame (MRF). The porous medium parameters were empirically determined
from the Retimet 45 PPI metal foam. Air flow results showed that a quadratic equation is better
suited to describe the pressure gradient in metal foams. The two-phase calculations on the 2-D
annular geometry involved several assumptions and simplifications and the results were not very
conclusive.

The challenge of modelling the secondary separation inside the breather remains one of the
largest gaps yet to be filled in the current modelling framework of aero-engine separators. From
the experimental point of view the task is quite challenging, since the intricate metal foam geom-
etry prevents one from evaluating the air-oil behaviour within the pore space with a reasonable
degree of accuracy. The macroscopic porous media approaches commonly employed are ill-
suited for this particular application due to the nature of the underlying separation phenomena.
As the oil droplets enter the metal foam, they are expected to collide against the foam struts,
where several outcomes are possible after a collision, e.g. stick, splash or rebound. Therefore, if
a macroscopic porous media approach is to be used, it would require experimental input in order
to determine the parameters of the governing flow, and the oil separation effectiveness. Clearly,
such an approach is highly case-dependent, since each type of metal foam would have differ-
ent parameters and coefficient values. In summary, it is not possible to model the oil separation
within metal foams without having at least some information regarding the foam geometry, since
separation is dependent on the interaction between oil droplets and the porous structure.

There exists however, another way of tackling the problem of flow through porous me-
dia that is not case-dependent and is more firmly based on first principles. Direct pore-scale
modelling considers the geometry of a small representative elementary volume (REV) of the

porous material explicitly. Therefore, no experimental input is required to determine the flow
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coefficients and even multiphase flow can be considered (Meakin and Tartakovsky, 2009). The
main difficulty lies in obtaining an accurate description of the porous geometry. If a small REV
of a metal foam sample has its geometry explicitly represented, it may be possible to use an
Eulerian-Lagrangian treatment for the gas-liquid flow and obtain some insight on the separation
phenomena, thus offering a solution to the numerical modelling of secondary separation within

aero-engine separators.

1.3 Aims and objectives

The aim of this research is to develop a numerical framework for the simulation of gas-liquid
flow through open-cell metal foams with application to aero-engine separators. Specific objec-

tives include:

e Develop and validate a model for single-phase air flow within open-cell metal foams.

e Run pore-scale Lagrangian tracking simulations to obtain a qualitative assessment of the

oil separation within open-cell metal foams.
o Investigate the feasibility of including rotational effects in the pore-scale simulations.
e Transfer the pore-scale results into an enhanced macroscopic model of the porous medium.
e Application of the enhanced macroscopic porous medium model to realistic aero-engine
separator simulations.
1.3.1 Proposed methodology

The proposed methodology is illustrated in Figure 1.8, where the intention is to work from
right to left. Firstly, a detailed pore-scale representation for a small REV of an open-cell metal
foam is generated and used to simulate the air flow through a static sample. Validation of this

procedure is carried out by comparing the overall pressure drop against experimental data. Using
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the air flow results obtained from the single-phase simulations, a series of Lagrangian tracking
calculations are performed in order to obtain qualitative oil separation results. Rotational effects
are added to the pore-scale simulation framework by using a moving reference frame (MRF)
approach, in order to simulate the conditions present within real aero-engine separators.

The results obtained from the pore-scale simulations are then volume-averaged and applied
to a macroscopic description of the porous medium, which becomes an integral part of a full

separator simulation.

Macroscopic Microscopic
Full separator
approach approach

Open-cell metal foam REV

Upscale results to a full scale
breather metal foam

Apply the results into a full separator simulation

Figure 1.8: Numerical modelling proposal illustrating the different scales employed in order to

characterize the two-phase flow through open-cell metal foams used in aero-engine separators.

1.4 Thesis structure

Chapter 2 covers the theory related to the fluid flow through porous media, more specifically
through open-cell metal foams. Basic porous media definitions are given, followed by a de-
scription of the governing equations and the fundamentals of the volume-averaging technique.
Several porous media flow regimes and pressure gradient relationships are described. This is

followed by background information on metal foams, including production methods, applica-
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tions and their main characteristics. Finally, an overview of the most relevant pore-scale metal
foam numerical studies is provided.

The basic methodology employed for the development of a pore-scale modelling framework
for open-cell metal foams is covered in Chapter 3. The pore-scale geometry is represented from
micro-computer tomography (UCT) scans, requiring a significant amount of experimental input.
A full set of pressure drop measurements on seven different open-cell metal foam samples are
used as validation data for the air flow simulations. The pCT scans and pressure drop measure-
ments were conducted by a separate research team inside the University of Nottingham and their
work is described elsewhere (Oun and Kennedy, 2014). A brief description of the experimen-
tal methods is given, followed by the development of an image processing technique used to
characterize the samples and generate the three-dimensional geometries employed in the simu-
lations. A series of sensitivity studies are performed on the computational samples in order to
analyse any source of uncertainty arising from the numerical approach.

Chapter 4 describes all the pore-scale simulation results, including single-phase airflow sim-
ulations and Lagragian tracking calculations for the oil flow. Airflow results for all samples are
validated against experimental pressure gradient measurements. Additional simulations are car-
ried out in order to investigate the influence of additional effects, such as flow compressibility,
porosity variation, wall effects, thickness effects, among others. The converged airflow solu-
tions are employed for the Lagrangian tracking calculations, which investigate the effects of
droplet diameter and flow velocity on the separation effectiveness. Finally, a method to transfer
pore-scale results to a macroscopic formulation is described.

Chapter 5 concerns the application of an enhanced porous medium model to a realistic aero-
engine separator design. The geometry simulated is a representation of the oil separation test rig
at the KIT. The airflow simulations are validated by comparing the overall pressure drop against
experimental values. The feasibility of obtaining qualitative oil separation results is evaluated by

performing Lagrangian tracking calculations using the enhanced macroscopic porous medium
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approach.

Lastly, Chapter 6 gives an overall conclusion to the research carried out, covering what
can be drawn from this work and the main limitations associated with the current modelling

framework. Suggestion are made for the paths that may be taken in future similar studies.



Chapter 2

Flow modelling in porous media

This chapter provides an overview of fundamental concepts regarding porous media flow mod-
elling. The fluid flow governing equations are described and basic flow models for porous media
are introduced. Background information regarding metal foams is given, highlighting their basic
properties, types and applications. Statements are made concerning the applicability of classic
porous media approaches to open-cell metal foams. A survey of the most relevant numerical
studies concerning the characterization and simulations of fluid flow in open-cell metal foams

is presented.

2.1 Porous media fundamentals

2.1.1 Porous medium concept

A porous medium is defined as a portion of space that is partly occupied by a solid phase (or
solid matrix) and partly by void space (or pore space), with the latter being occupied by one
or more fluid phases and being distributed throughout the porous medium domain (Bear and
Corapcioglu, 2012). In addition to that, it is required that at least some of pores in the void
space to be interconnected, and these will be part of the effective pore space. The effective pore
space should contain at least one or more continuous paths from one side of the domain to the
other. Unconnected pores contained inside the solid matrix not relevant to fluid flow may even
be considered as part of the solid matrix (Bear, 2013). In some specific cases, the solid matrix
may suffer deformation due to the action of external stresses. However, for the purpose of work

described here, the solid matrix is assumed to be completely rigid without being subjected to

15
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any kind of deformation.

2.1.2 Basic definitions

Let U be a compact set in R3 comprised of two closed sets: Uy, and U, such that U,, UU, = U,
where U denotes the porous medium domain, Uy, and U, represent the solid matrix and pore
(void) space respectively. The solid-pore interface is defined as Uy MU, = Uy, having finite
area, A(Ur) and zero volume, V (Uy) = 0. The total porosity ¢, and specific surface s, are defined

as respectively

¢(U) = ‘gg}’; (2.1)
S(U) = f/(([[];)) 2.2)

If B is defined as the boundary of U, let By and B, be defined as two disjoint subsets of B
with a non-empty intersection with Up. Subsets By and B; are equivalent to two disjoint domain
boundaries. The effective pore space Up,, is defined as the largest subset of U, that connects B

and B,. Therefore, the effective porosity, @.¢ and effective specific surface, s are defined as

V (Unp)
= 23
Pere(U) V(U) (2.3)
A(UmpNUr)
U)=—7"7+— 24
The pore indicator function, J, at a given position vector x is defined as
1 ifxeU,
x(x):= (2.5)

0 ifxeUn
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The pore space of consolidated media such as the ones that will be covered here can be
characterized by means of a pore size distribution. The pore diameter at a given position vector
x in U, is defined as the diameter of the largest sphere D), that contains x and remains entirely

within the pore space, U,, without overlapping the solid matrix, Uy, (Bear, 2013),

dp(x) = max{d,|DyNU, = D, AX € Dy} (2.6)

where d,, is the pore diameter. Thus, by attaching a pore diameter to each point of the pore

space, a pore-size distribution can be defined.

2.1.3 The continuum hypothesis and the representative elementary volume

Fluids are composed of a large number of molecules with intermolecular space in between,
which are in constant movement and colliding with each other. According to the theories of
classical mechanics, their behaviour could be fully described by knowing their current positions
in space and their momenta. However, the number of molecules in any relevant portion of matter
is extremely high, which makes computation of their motion impractical, without mentioning
the difficulty in knowing all their initial positions and velocities. On the other hand, if the typical
length scales being investigated are much larger than the mean free path of the molecules, i.e.
the average distance travelled by a moving molecule, it makes sense to consider the matter as
being a continuum.

The concept of a representative elementary volume, or REV hereafter, is essential to the
continuum approach. A REV is an ensemble of many molecules with a characteristic size
much larger than the mean free path of molecules, but much smaller than the dimensions of the
physical domain being investigated. By averaging the properties over the molecules contained
in the REYV, it is possible to obtain meaningful values about the bulk properties of the material,
such as density or viscosity for example.

Before elaborating how these concepts fit in the context of a porous medium, it is neces-
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sary to define the relevant length scales associated with porous media flow. First, there is the
molecular scale, where effects arising from the motion of the molecules are dominant. Above
the molecular scale comes the microscopic scale (or pore scale), where the characteristic length
scale is given by the average size of the pores or channels. Any fluid present in the interstitial
space can be regarded as being a continuum, as long it satisfies the conditions described previ-
ously. One way of evaluating these conditions are satisfied is by calculating the dimensionless
Knudsen number (Knudsen, 1950), K,,, which is defined as

K, = 2.7

A
L
where A is the mean free path of the molecules and L is a characteristic physical length scale,
which in the case of porous media can be taken as the mean pore size for example. According to
Bear (2013), the continuum hypothesis is applicable to flow in porous media when K, < 0.01.
If K, ~ 1, the flow is in the slip-flow regime and when K, > 1, it is in the Knudsen flow or free
molecular flow. If K, ~ 1, it means that the mean free path of the molecules is comparable to
the length scale of the underlying physical phenomena, meaning that the continuum assumption
is not a good approximation. Finally, the macroscopic scale is reached by zooming out of
the microscopic scale. The macroscopic porous medium properties should remain similar for
a homogeneous medium, e.g. a packing of uniform spheres, or could change gradually for
inhomogeneous media. e.g. layers of soil.

The REV in the context of porous media is a step necessary to pass from a microscopic to
a macroscopic level of description of the porous domain. In that sense, the REV volume, Uy,
with its centroid located in P, can be defined as the smallest subset of the porous domain, U, for
which averaged quantities within Uy are representative of U and the continuum assumption is
valid. Figure 2.1 gives an illustration of the REV determination. There should be a range Uy, <
Uy < Upax, Where Upin and Up,x represent the minimum and maximum REV size respectively.

If the total porosity, @, is chosen as the averaged quantity of interest, Uy, is the minimum



2.1. Porous media fundamentals 19

Figure 2.1: Illustration of the REV Up, with centroid in P, showing the solid matrix, Uy, the

pore space, U, and the solid-void interface Uj.

volume where fluctuations in ¢ have a small amplitude due to the random distribution of pores.
If Uy < Unin, the characteristic length of Uy starts to approach the size of a single pore, and
large amplitude fluctuations in ¢ suddenly begin to take place. Similarly, when Uy > Upax, the
total porosity may undergo gradual changes related to large scale heterogeneities if the porous
medium is inhomogeneous. Figure 2.2 depicts the conceptual selection of the REV size based on
the total porosity of the medium. The concept of REV forms the basis of all volume-averaging

porous medium approaches.

2.1.4 Volume averaging basics

Let V be an averaging volume of a multi-component medium (such as porous media), with M

components. Each component i = 1, ..., M has a volume fraction w; and its corresponding partial

M
volume Vj, such that V = Z Vi and V; = w;V. The scalar quantity y; for component i can be
i=1

defined as the sum of its superficial average and fluctuating component, such as

vi= (i) + v e8)
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Figure 2.2: Conceptual determination of the REV size for a porous medium showing the total

porosity,¢, as a function of the REV size.

where the superficial average, (), is defined as

1
(w) = v /V yidV (2.9)

The intrinsic average, (y;) is given as

. 1
v = [ wav (2.10)
iV

A scalar quantity associated with a particular component can be written as

vi = wi(W) 1D

According to Whitaker (1998), the spatial averaging theorem defines the relation between

the superficial average of the discrete-scale gradient of y; and the continuum-scale of (y;) as

1 M
(Vi) = V(wi) — % Z/ vin;idA (2.12)
i—1 7 Aij
where Aj; is the interface surface area between components i and j, N; is the total number

of components adjacent to i, and nj; is the unit normal vector at the interface Ajj pointing to
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component i. The relation of a time derivative to the time derivative of the average is given by

the transport theorem, written as

AR A o
< 5 >— 5 +V.,-_Z1/Aij v njidA (2.13)

where u;j; is the velocity vector at the interface Aj;. However, for stationary, rigid interfaces,
u;; = 0, which is always the case in the present work.

The volume averaging technique is directly linked with the REV concept. In this context,
the averaging volume can be thought of being the REV itself such that, V = Ujp. It is necessary
that the averaging volume (or REV) be sufficiently large such that it includes all the relevant
morphological properties of the porous medium, and sufficiently small compared to the total
size of the porous domain such that (y;) and (Vy;) can be assumed to be continuous scalar
and vector fields respectively. This imposes one requirement in the length scales chosen for the

REV:

I>d (2.14)

where [ stands for the characteristic length scale of the REV and d is the diameter of an individ-
ual pore. This leads to a macroscopic formulation where only measurable statistical properties

of the porous medium and the fluids are required.

2.2 Fluid flow governing equations

This section presents the governing equations for the flow of a single-phase fluid in clear space
(i.e. void space). Under the continuum hypothesis, the fluid flow of a Newtonian fluid in the
void space can be described by the Navier-Stokes equations along with the mass and energy
conservation equations. The continuity allows the properties of the fluid to be described by

(piecewise) continuous functions in space and time, thus ruling out the creation or destruction



2.2. Fluid flow governing equations 22

of mass, momentum or energy within the fluid’s domain.

The conservation equations are derived in an Eulerian frame of reference, for an infinitesimal
control volume with all the fluxes across the its boundaries set in balance. The conservation of
mass is given as

dp

5, V() =Sn (2.15)

where p is the fluid density, u is the velocity vector and Sy, is a source term which accounts for
added mass to the continuous phase. Eq. (2.15) is the general form of the mass conservation
equation and is valid for both compressible and incompressible flows.
The conservation of momentum in a static reference frame is given by
dpu

7+v(puu):—Vp+v(f)+pg+F (2.16)

where p is the static pressure, 7 is the stress tensor, pg and F are the gravitational and body force

and external body forces terms respectively. For Newtonian fluid, the stress tensor is defined as

Tou|(vat V(u)T)—§VuI 2.17)

where u is the fluid dynamic viscosity, / is the unit tensor and the second term on the right hand
side accounts for the effect of volume dilation.

The conservation of energy is defined as

Ip(e+ L)

T —i—v(pu(e—kluz)) = —V(pu)+ V(Tu) + pfu— vq+ Qs (2.18)

2
where e is the fluid’s internal energy, f is an external force term, q is the heat flux term and Qq

is a heat source term.
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2.2.1 Flow regimes in porous media

Not every flow through porous media is laminar. High speed flow (high Reynolds number)
through porous media can occur and lead to the onset of turbulence within the pore space. This
is even more likely if the interstitial fluid is a gas and if the porous medium is coarse (high
porosity). Since this project is concerned with airflow through highly porous open-cell metal
foams, the onset of turbulence within the pore space is very likely, given the wide range of
flow velocities investigated. The Reynolds number based on the mean pore diameter, Re,, is

commonly employed to characterize flow through highly porous media and is defined as

(2.19)

where d,, is the mean pore diameter and up is the Darcian velocity, which is defined as the

superficial average pore-scale velocity, u, over a representative elementary volume V/,

1
@:—/uW’ (2.20)
Vv

The literature has distinguished essentially four types of flow regimes in porous media

(De Lemos, 2012; Pedras and de Lemos, 2001), which based on Re,,, are identified as:
1. Darcy or creeping flow regime (Re, < 1);
2. Forchheimer flow regime (1 < Re, < 150);
3. Post-Forchheimer flow regime (unsteady laminar flow 150 < Re, < 300);

4. Fully turbulent flow regime (300 < Re,);

One extra flow regime referred to as the pre-Darcy regime has been identified by Dukhan

et al. (2014) at extremely low fluid velocities, but it is not relevant to the work presented here.
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2.2.2 Turbulence modelling

Turbulence is characterized by chaotic, three-dimensional, rotational motion within the fluid.
having a wide range of characteristic length and time scales. In theory, the time-dependent
Navier-Stokes equations fully describe turbulence, but that would require an enormous amount
of information, since taking into account all turbulent length and time scales would be ex-
tremely computationally expensive for any flow relevant to engineering or industrial applica-
tions (Wilcox et al., 1998). However, a turbulence model can be employed instead of trying to
solve the whole range of spatial and temporal scales of the turbulence, greatly facilitating the
solution to the problem.

Most turbulence models rely on what is referred to as Reynolds averaging technique. As tur-
bulence is characterized by random fluctuations, the instantaneous Navier-Stokes equations can
be decomposed into the mean (ensemble-averaged or time-averaged) and fluctuating compo-
nents. This is similar to the volume-averaging technique described previously, but the quantities
are averaged in time (or ensemble) rather than in space. In this way, the velocity components,

using Einstein notation, are decomposed as

uj =t +u (2.21)

where #; and u! are the mean and fluctuating velocity components respectively. Likewise, this

decomposition can be applied to other scalar quantities

p=0+¢ (222)

where @ denotes any scalar such as pressure, energy or species concentration.
Applying this approach to the instantaneous mass and momentum equations and time-
averaging them (and dropping the over-bar on the mean velocity, %) yields the Reynolds-averaged

Navier-Stokes (RANS) equations, written in Cartesian tensor form as
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ap 9
L = (pup) =0 (2.23)

0 0 _dp 0 du; duj 2. du; 0 —

Xj
Egs. 2.23 and 2.24 have the same general form of the instantaneous Navier-Stokes equa-
tions, with the velocities and other flow variables now representing time-averaged (or ensemble-
averaged) values. Eq. 2.24 include additional terms representing the effects of turbulence. The
energy equation can be time-averaged (or ensemble-averaged) in the same way.
The Reynolds stresses — pfu} require additional equations to close the problem. Turbulence
models arise from the modelling of such terms. A common method is based on the Boussinesq

hypothesis, which states that Reynolds stresses might be proportional to mean rates of deforma-

tion (Versteeg and Malalasekera, 2007), thus

— Ju; OJu; 2 Juy,
— / /. = ! J —_ = _— s
puiu’; = (axj + axi) 3 (pk+ut an> 0ij (2.25)

where [, is introduced as the eddy or turbulent viscosity and k = %(ﬁ—i—ﬁ —i—W) is the turbu-

lent kinetic energy per unit mass. The Boussinesq hypothesis is employed in several turbulence
models, including the k-€ and k- models, for which two additional transport equations are
solved (for the turbulent kinetic energy, k, and for either the turbulent dissipation rate, €, or spe-
cific dissipation rate, ®). It should ne noted however, that the Boussinesq hypothesis implies an
isotropic assumption for the normal Reynolds stresses, which is not strictly true. Nevertheless,
this assumption typically works well for many types of flows.

In the present work, variants of the k-€ and k- models are employed as well as the Reynolds
Stress Model (RSM), which solves transport equations for each of the terms in the Reynolds
stress tensor, thus abandoning the isotropic eddy viscosity assumption. The full formulation of

the turbulence models employed here are beyond the scope of the present thesis. However, for
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the sake of completeness, a brief description of the standard k-& model, standard k-@ model and

RSM are provided in the following sections.

2.2.2.1 The standard k- model

The standard k-& model is based on the work of Launder and Spalding (1974), introducing two
transport equations, one for k£ and other for €. The derivation of these transport equations are
based on the best understanding of the relevant physical processes affecting these variables with
a certain degree of empiricism. The derivation of the k-& model assumed the flow to be fully
turbulent and the effects of molecular viscosity to be negligible. Therefore, k is computed from

the following transport equation

2 2 9 w\ ok

where oy, is the turbulent Prandtl number for k, G; accounts for the generation of turbulence
kinetic energy due to the mean velocity gradients, G, represents the generation of turbulence ki-
netic energy due to buoyancy, Yy, is the contribution of the fluctuating dilatation in compressible
turbulence to the overall dissipation rate and Sy is a source term. Details on the modelling of
these extra terms can be found in (Versteeg and Malalasekera, 2007). The turbulent dissipation

rate, € is calculated from the following transport equation

d P 0 W\ oe € g2
E(Pg) +8Tc,~(p8ui) = TxJ + [<Ii+ Ge> axJ +C1£E(Gk+c38Gh) *CZSP? +S8e (2.27)

where o is the turbulent Prandtl number for € and S¢ is a source term. The constants Cj¢, Coe
and Cs¢ along with oy and o are determined from experiments for fundamental turbulent flows.
The eddy viscosity can be computed from k and € as

k2
= pCy S (2.28)
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where C, is a constant determined empirically. Variants of the standard k-& model include
the Re-Normalisation Group (RNG) k-& model by Yakhot et al. (1992), and the Realizable k-
€ model by Shih et al. (1994). Both variants have included refinements over the standard k-¢
model, showing substantial improvements where the flow features include strong streamline

curvature, vortices and rotation.

2.2.2.2 The standard k- model

The standard k-@ model by Wilcox et al. (1998) is a two-equation model that introduces trans-
port equations for the turbulent kinetic energy, k, and the specific dissipation, @, which can be
thought of the ration of € to k. Compared to the k-€ model, the k-@ formulation provides a
better treatment in regions of low turbulence such as wall boundary layers, when both £ and €
tend to zero. However, one of the weak points of the k- model is the sensitivity of solution
values outside the shear layer (free-stream). The transport equation for turbulent kinetic energy,

k, is written as

d d d dk
E(pk) + aTCl(pku,) = TXJ <Fk8xj> + G — Y+ Sk (2.29)

where the newly introduced I'; represents the effective diffusivity of k, Gy is the generation of
turbulence kinetic energy due to mean velocity gradients, Y; accounts for the dissipation of k
due to turbulence and Sy is a source term. The transport equation for the specific dissipation, @

is given as

) ) ) dw
5, (PO)+ 5 —(pau;) = =— (rw ) +Go—Yo+So (2.30)

Xi X j TXJ
where I', represents the effective diffusivity of m, G is the generation of w, Y, accounts for the
dissipation of @ due to turbulence and Sy, is a source term. The terms I'; and I', are calculated

as
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Mi=p+ 2 2.31)
Ok

To=p+ £ (2.32)
Ow

where o} and 0, are the turbulent Prandtl numbers for k and w, respectively. The eddy viscosity

is then computed as

k
U = p6 (2.33)
Details on the derivation of the other terms can be found in (Wilcox et al., 1998). Variants of

the standard k-@ model include the baseline (BSL) and shear stress transport (SST) k- models
by Menter (1994), both of which blend the robust k-® formulation for flow near the wall region

with the k-& formulation for the far field flow.

2.2.2.3 The Reynolds Stress model

The RSM closes the RANS equations by solving additional transport equations for each of the
Reynolds stresses, along with an equation for the turbulent dissipation rate. Thus, for 3-D cases,
seven additional transport equations are solved. However, the RSM is more elaborate than two-
equation models such as the k-€, and is not limited by the assumption of isotropic turbulence
and can account for the effects of streamline curvature, swirl and rapid changes in strain rate in
a more rigorous manner. The RSM transport equations can be derived by taking moments of
the exact momentum equation, however, several terms in the equations still require modelling

assumptions to close the problem. The exact RSM transport equations can be written as
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Local time derivative ~ Cij = Convection Dr ;; = Turbulent diffusion

9, P _ P)
5, (Pui) +a—n(pukufu;):—an pu’ W+ p' (5,<ju;+5,-ku;.)]

Dy ;j = Molecular diffusnon P;j = Stress production

+ i i (ﬁ))— _ a _|_ aul
T Mo ) | =P\ ity g, it
®;; = Pressure Strain &j = Dissipation

— ou, ou; du. Iu;
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F;j = Production by system rotation

G;;j = Buoyancy production

A

Source term

~
— 200 (Wit G+ iteiin )+ Sesut (2.34)

The terms C;j, Dy ;;, P;; and F;; do not require any additional modelling, however Dr;;, G,
®;; and ¢g;; still need to be modelled in order to close the equations. The description of the
additional modelling assumptions required to close the equation set is beyond the scope here,
but can be found in (Speziale, 1990). The eddy viscosity is computed in the same manner as for

the k-€ model, using Eq. 2.28.

2.2.2.4 Near-wall treatment

The no-slip condition associated with solid boundaries greatly affects the turbulent flow in the
region next to them. Very close to a solid boundary, the flow is dominated by viscous effects,
not depending on free-stream parameters, resulting in a thin layer with a linear velocity profile,
commonly known as viscous sub-layer. A buffer region is present right above the viscous sub-
layer, for which the viscous and turbulent (inertial) effects are of similar magnitude. The layer
right above the buffer region is dominated by the turbulent stresses and is commonly known
as the log-law layer (Versteeg and Malalasekera, 2007). The extent of each of these layers is

defined in terms of a dimensionless distance to the wall, y™, given by

yh= (2.35)

where u, is the frictional velocity, y is the distance to the wall and Vv is the kinematic viscosity of
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the fluid. The viscous sub-layer is in practice very thin (y* < 5), and the log-law layer normally
is valid for (30 < y* < 500), with the upper limit dependent on the Reynolds number. The
buffer region lies between these two regions (5 < y* < 30).

Correct modelling of the near-wall flow can significantly impact the overall flow solution.
The straightforward approach would be to have a sufficiently fine numerical grid able to fully re-
solve the phenomena in the boundary layer. However, in many cases this level of grid refinement
would impose very high computational costs, rendering the problem not feasible.

Another approach consists in not resolving the viscosity-dominated inner region. Instead,
semi-empirical formulas referred to as wall functions, are employed to account for this region
and bridge the viscosity-dominated and fully turbulent regions. There exists several different
wall functions available, however, the simulations carried out in the present thesis employed the
use of an enhanced near wall treatment (ANSYS, 2013), which is briefly described here.

The enhanced wall treatment (EWT) is a near-wall modelling approach which formulates the
law-of-the-wall as a single law valid for the entire wall region (viscous sub-layer, buffer region
and logarithmic layer). This is achieved by the use of a blending function as proposed by Kader
(1981), enabling a smooth transition between the linear viscous sub-layer and the logarithmic
layer. The extent of each region is defined by a wall-distance-based turbulent Reynolds number,
Rey, given as

Re, = pyvk (2.36)

U

where y is the wall-normal distance. Therefore, meshes with varying y* values can be employed
with EWT. If the mesh y™ value is within the viscous sub-layer, it will resolve the entire velocity
profile next to the wall. Instead, if the mesh y™ value is within the logarithmic layer, it will make
use of standard wall functions. Finally, if the mesh y™ value is within the buffer layer, it will use
a blending function to have a smooth transition between the viscous sub-layer and logarithmic

region.
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In the viscous sub-layer, the one-equation model of Wolfshtein (1969) is employed to solve
the turbulent quantities and a two-equation turbulence modelling approach is employed for the
logarithmic layer, with a blending function enabling the transition between both. For a complete
description of the EWT formulation the reader should refer to (ANSYS, 2013).

In the context of flow through porous media, the turbulence modelling approaches described
above are applicable for turbulent flow within the interstitial pore space for a given porous
material. Moreover, there have been attempts of employing volume-averaging techniques on
the RANS equations to derive a bulk (macroscopic) turbulence model for porous media, which

will be commented on the following sections.

2.3 Basic flow models for porous media

Fluid flow through porous media is associated with energy dissipation due to the interaction
between the solid and fluid phase. When applied to porous media, the flow governing equations
must account for the porosity of the medium. Thus, the continuity equation can be modified and

written as

5 T V(pup) =Sn (2.37)

9(¢p)
t
By using a volume-averaging technique (Whitaker, 1986), it can be shown that at very low
fluid velocities, the viscous drag dominates the energy dissipation and the Navier-Stokes equa-
tion is reduced to the Darcy’s law (Darcy, 1856) on a macroscopic level, given by

_ K

up m Vp—pg) (2.38)

where the quantity K is referred to as the medium permeability, and it is related to the geometry
of the solid matrix only. The linear relationship between velocity and pressure gradient depicted

in Eq. (2.38) becomes no longer valid at higher flow velocities. Dupuit (Dupuit, 1863) and
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Forchheimer (Forchheimer, 1901) suggested the inclusion of a quadratic term to account for
energy dissipation due to inertial effects at higher flow velocities, resulting in the non-linear

Forchheimer equation

K
uD:—ﬁ(Vp—pg)—Fp|uD|uD (2.39)

where F is the Forchheimer coefficient, which is believed to be fixed for a given class of porous
media (Dukhan et al., 2014). The derivation of F is cumbersome and it is usually obtained from
best-fit to experimental data. Another modification of Eq. 2.38 is given by Brinkman (1949),

adding a diffusion term to account for the effects of confining walls

K
up = —E(Vp —pg) +KVup (2.40)

There have been numerous attempts to derive analytical expressions for K and F as a func-
tion of the medium geometry. Ergun (1952) gives one of the most well-known analysis of this
type, where expressions for K and F are obtained from the solution of a laminar flow through a

bed of packed spheres,

B d2¢3
K e 2.41)
b(1—-9¢)
F == (2.42)

where d is the particle diameter in a packed bed and a and b are parameters that depend on
the medium morphology. Usual values of a and b for laminar flow through packed beds with a

porosity range between 0.35 to 0.5 are 150 and 1.75 respectively.
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2.3.1 Pressure drop relationships

The pressure drop is one of the mostly easily measurable parameters in applications involv-
ing flow through porous media. Since in most cases, the pressure drop can be assumed to be
unidirectional, it makes sense to rewrite the flow model equations aforementioned in terms of
pressure drop. Assuming unidirectional pressure gradient for Eq. 2.38 gives,

Ap

2= —%uD (2.43)

where L is the foam sample streamwise length. Applying the same assumption to Eq. 2.39 gives
Ap M

—= =—Zup—Fpup’ 2.44
I KMD pup ( )

Eq. 2.44 can be written in its non-dimensional form as

Apd> d?
Luuz =11, = ff” —Fd,Re, (2.45)

where I1,, is the dimensionless pressure gradient.

According to Dukhan and Ali (2012a), when gas is forced to flow through metal foam at
high flow speeds the pressure-drop across the foam can become large enough to induce com-
pressibility effects leading to a gas density change. In those cases, the pressure drop should be

computed using the following correction

2 2
_ Pin — Pout

Ap
2pref

(2.46)

where pi, and poy: are the absolute pressure values at the sample inlet and outlet respectively.
Dref 18 the reference pressure at which the fluid properties are calculated (usually pi, or pout).
Eq. 2.46 is obtained by integrating a compressible version of Darcy’s law as a relationship

between the mass flow rate and pressure drop, assuming the fluid as an ideal gas (Bear, 2013).
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2.3.2 Extended models for porous media and their applicability

Various studies have taken the aforementioned porous media flow models in consideration and
extended their applicability. As a full review of these models is beyond the scope of the present
work, only a few of them will be mentioned. Vafai and Tien (1981) used a volume-averaging
approach in order to include inertial and boundary effects in their porous media flow model.
The model was further extended in the work of Vafai (1984) to account for media with variable
porosity. Amiri and Vafai (1994) published an analysis of dispersion effects of a non-Darcian
incompressible flow through porous media. An investigation on the variants related with several
volume-averaged porous media flow models was carried out by Alazmi and Vafai (2000).

All the studies mentioned so far have dealt with laminar flow, however, some authors have
derived volume-averaged flow models that account for turbulence within porous media. In the
study by Antohe and Lage (1997), a two-equation k — € model for incompressible flow within
a fluid saturated rigid porous medium was developed starting from the space-averaged Navier-
Stokes equations. The turbulent quantities are defined by time-averaging of space-averaged
quantities. Results of the analysis have shown that the effect the presence of the porous matrix
damps the turbulence. An alternative k — € turbulence model was developed by Nakayama and
Kuwahara (1999) by spatially averaging the RANS equations. New constants were introduced
by calibrating the model from 2D numerical experiments using a periodic array of squares. A
two-equation turbulence model was derived by Pedras and de Lemos (2001), which showed that
the order of averaging (spatial or in time) of the Navier-Stokes equations is immaterial in regard
to the final expression obtained. Finally, Teruel et al. (2009) derived a k — € turbulence model
validated by means of pore-scale simulations using a staggered arrangement of square cylinders.

The applicability of these volume-averaged flow models depend strongly on the flow regime
for which they have been developed, and on the morphology of the porous medium for which
they were calibrated. As a general remark, these models are suitable for traditional types of

porous media (e.g., packed bed of spheres, granular media). Open-cell metal foams have signif-



2.3. Basic flow models for porous media 35

icant morphological discrepancies when compared to traditional porous media. Firstly, the very
high porosity (often over 80 %) normally associated with open-cell metal foams tends to allow
for much higher fluid velocities compared to traditional media, which might cause the onset of
turbulence within the pore space. Secondly, the peculiar web-like solid structure greatly affects
the local flow field by forming and destroying boundary layers (Dukhan et al., 2014). Even the
volume-averaged turbulence models aforementioned were calibrated for idealized porous media
(e.g array of squares or cylinders), therefore limiting their application to flows within open-cell

metal foams.

2.3.3 Pore-scale flow modelling

Pore-scale modelling constitutes a different branch of porous media flow modelling. A repre-
sentative elementary volume that captures the intricate details of the porous medium is defined
and the pore geometry is explicitly considered and resolved. The level of detail needed for ac-
curately describing the porous geometry is one the main constraints of pore-scale approaches
due to the associated high computational cost. In the last decade, the feasibility of such ap-
proaches has been greatly improved due to the sustained improvement in computational power.
Pore-scale flow modelling can be divided in basically two distinct categories: network models
that use rule-based approaches and direct pore-scale simulations based on first principles.
Network models represent the pore space of a given porous material by a lattice of large
pores connected by narrower throats. The flow phenomena is then represented by incorporat-
ing adequate physics on top of the pore network structure. Fatt et al. (1956) were the first to
introduce such a method, and since then there has been a continued development of such net-
work models to incorporate a varied of processes in porous media. A thorough review of such
models is outside the scope of the present study, however the for a detailed review regarding
network models the reader is referred to Blunt (2001); Blunt et al. (2002); Mukherjee et al.

(2011). While pore network models have been primarily developed to deal with low-porosity
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and low-permeability geological porous media, more recently this approach has been applied
to high-porosity fibrous media (Thompson, 2002; Gostick, 2013). In addition to that, imaging
techniques such as magnetic resonance imaging (MRI) and computer-tomography (CT) scans
have been used to extract realistic networks from the actual pore geometry (Bakke et al., 1997;
@ren and Bakke, 2003; Al-Raoush and Willson, 2005; Al-Kharusi and Blunt, 2007; Blunt et al.,
2013). Figure 2.3 illustrates three different pore networks generated from 3-D images taken of
actual porous rocks. Nevertheless, pore network models still rely on a simplified representation
of the actual porous geometry, which can be problematic when the physics of the process be-
ing investigated strongly depends on the morphology of the medium, e.g. impact of dispersed
droplets.

(a) Estaillades (b) Ketton (c) Mount Gambier

Figure 2.3: Pore networks extracted from the images of real geological porous rocks: (a) Estail-
lades; (b) Ketton; (c) Mount Gambier. The lattice of wide pores (shown as spheres) represent the

pore space which are connected by narrower throats (shown as cylinders) (Blunt et al., 2013).

Direct pore-scale simulations normally resolve the underlying transport processes by numer-
ically solving the governing flow equations. Thus, the problem of fluid flow can be approached
by the use of methods more firmly based on first principles. Theoretically, the flow of a Newto-
nian fluid in the pore space of a porous medium can be accurately described by the continuity
and Navier-Stokes equations using the appropriate boundary conditions. Additionally, if the

flow within the pore space becomes turbulent, there are several turbulence models available
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that can be employed. Although much more computationally expensive than the pore network
models, direct pore-scale have attracted a growing interest from the scientific community in the
last decade. Quite often researchers have been drawn to the use of particle-based numerical
models such as such as molecular dynamics (MD), dissipative particle dynamics (DPD), Monte
Carlo (MC) method, smoothed particle hydrodynamics (SPH) and the Lattice Boltzman method
(LBM) due to their inherent ability of handling complex geometries (Pomeau and Frisch, 1986;
Koplik et al., 1988; Hoogerbrugge and Koelman, 1992; Malevanets and Kapral, 1999; Liu and
Liu, 2010; Boek and Venturoli, 2010). Figure 2.4 shows a simulation of fluid-fluid displacement
carried out using an X-ray image of a Benthheimer sandstone using LBM. Multiphase simula-
tions at the pore-scale are much more challenging than single-phase flow simulations due to the
difficulty to track the complex dynamics of fluid-fluid interfaces, the presence of large density,
viscosity and/or compressibility ratios and the complexity of fluid-fluid-solid contact lines be-
haviour. Thus, most direct pore-scale studies have mainly dealt with idealized cases (Meakin

and Tartakovsky, 2009; Raeini et al., 2012).

t = 5000 1= 10000 t= 15000

t = 20000 1= 25000 1= 30000

Figure 2.4: Lattice Boltzmann simulation of fluid-fluid displacement in a Bentheimer sand-
stone: (a) visualization of the X-ray tomography image with the mineral phase in blue and the
pore space in red; (b) six stages in a lattice Boltzmann simulation of gravity-driven fluid-fluid

displacement in the pore space with only the displacing fluid shown in red (Harting et al., 2005).

The focus of the present work is in using traditional grid-based methods due to their supe-
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rior numerical efficiency and their longer heritage in engineering. With respect to the current
application of airflow with oil in the form of dispersed droplets, due to the small oil volume
fraction normally present in aero-engine separators (< 1%), it may make more sense to track
the oil droplets by using a Lagrangian approach. In that way, the oil droplets are represented as
points within the computational domain, and their interaction with the surrounding airflow takes
place via momentum exchange terms in the governing equations. This overcomes many of the
problems commonly associated with multi-phase modelling in porous media. Therefore, with a
given set of suitable boundary conditions, the governing flow equations can be discretized on a
computational grid using standard CFD approaches such as finite difference, finite element or

finite volume methods.

2.4 Foams

According to Banhart (2001), a foam is defined as an uniform dispersion of a gaseous phase
in either a liquid or a solid, without completely dissolving the gas. The gas phase is generally
arranged in cells, which are separated from each other by portions of liquid or solid. Foams
have a well-defined morphology that results from the minimization of the liquid surface energy.
Solid foams can be obtained by letting the liquid phase solidify, which is normally the case with
metallic foams. Solid foams are a subset of what is commonly referred to as cellular solids,
which are not necessarily made from the liquid state, and can therefore have a very different

morphology.

2.4.1 Foam structure

The basic constituents of a foam are cells, windows, struts and nodes. Cells are where the gas
bubbles were formed. The faces shared between distinct cells are referred to as windows. The
place where the cell walls intersect are called Plateau’s borders or struts. Finally, the location

where the Plateau borders intersect are denoted as nodes. The final morphology of a foam
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is determined by its internal energy, i.e the internal surface area should be minimal, and the
resulting arrangement of cells should be space filling. Figure 2.5 illustrates the basic foam
constituents for an idealized regular cell shape.

Generally, foams can be divided into two categories, dry and wet foams, each with its own
distinguished characteristics. Wet foams have a high liquid fraction, which enables the bubbles
to be easily rearranged, making the entire foam behave like a liquid, easily deforming under
the action of shear forces. By successive reduction of the liquid fraction, a wet foam can be
transformed into a dry foam, which has long straight cell walls, and liquid fractions of typically
< 1%. If the liquid fraction tends to zero, the Plateau borders collapse into cell edges. The
individual cells have their mobility restricted in the case of dry foams, so they are prone to

suffer elastic cell deformation (Kraynik and Reinelt, 1999).

Window
Plateau
border

Plateau
border

(@) (b)

Figure 2.5: Illustration of the basic constituents of a foam using an idealized cell shape. (a)
Two-dimensional cut-plane and (b) 3-D representation of a single cell (Kraynik and Reinelt,

1999).

The search for the optimum cell geometric model has been a long standing problem in
physics, having received many different approaches. For almost 100 years the best solution was
the one given by Lord Kelvin, described in Thomson (1887). The objective was to partition a

three-dimensional space into cells of equal volume with the smallest possible surface area. This
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represents a minimum-surface-energy geometry, which would be thermodynamically preferred
for equilibrium closed-cell foams of vanishing liquid content. Thomson (1887) postulated in that
the ideal cell shape was the so-called tetrakaidecahedron (Figure 2.6a), which is a polyhedron
consisting of six planar quadrilateral faces and eight non-planar hexagons of zero net curvature.
This shape satisfies Plateau’s conditions for a network of foam films, which states that surfaces
which bound the cells meet at 120° and the intersecting lines meet at cos~!(1/3), which is the

tetrahedral angle.

(@ (b)

Figure 2.6: (a) Two Kelvin unit cells; (b) Weaire-Phelan structure.

A counterexample to Kelvin’s cell was proposed by Weaire and Phelan (1994), which re-
duced the surface energy of the packing cells by 0.3 % when compared to Kelvins approach
while still holding Plateaus rules for a periodic cellular matrix. It is known was the Weaire-
Phelan structure (Figure 2.6b), and it differs from Kelvins approach in that it uses two kinds of
polyhedrons, though they both have the same volume. One is an irregular dodecahedron with
pentagonal faces and the second is a tetrakaidecahedron with two hexagonal and twelve pentag-
onal faces. Nevertheless, the cell shape of real foams is seldom similar to those of theoretical
space-filling polyhedrons, since foam forming processes generally do not end up with optimum

cell structures.
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2.5 Metal foams

Using metal as the base material of the foam often results in a structure with very interesting
properties such as high surface area per unit volume, low density, high stiffness and good energy
absorption. Metal foams can be manufactured from a wide of raw materials, e.g. aluminium,
nickel, copper or Inconel alloys. Metal foams are classified as a wet foam, and depending
on their manufacture process and final intended application, their structure can be further sub-
categorized into two major types, namely closed or open-cell.

Both types share the same base structural unit, which is a gas-filled cell. The main difference
as the name suggests, is that in the case of the closed-cell, the thin windows which separate each
cell are present, and the cells are segregated from each other. Since this type of foam has a
relatively high liquid volume fraction (~ 20%), it presents almost exclusively spherical-shaped
cells. This particular morphology grants them a good mass to stiffness ratio, low density and
good energy absorption properties. An example of a closed-cell foam is given in Figure 2.7a.

Open-cell foams on the other hand, have their inter-cellular windows removed during their
manufacturing process as illustrate in Figure 2.7b, therefore presenting an interconnected porous
space, with a high surface area and low density, resulting in a contiguous web-like solid matrix.

It is important to notice that there is some controversy in the naming convention employed
for metal foams. Some researchers prefer to use the term porous metals to define such type
of materials (Hargather and Thole, 2013), whereas others prefer to use the term metal sponge
(Habisreuther et al., 2009). Nevertheless, in the current work, the metal foam terminology, with

closed-cell or open-cell types is employed.

2.5.1 Production processes

There are many different ways of producing cellular solids, and a complete description of those
is beyond the scope of the present work. For a detailed review on many production processes

the reader should refer to Banhart (2001). However, a brief description of the manufacturing
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Figure 2.7: Examples of (a) closed-cell and (b) open-cell metal foams (Ettrich, 2014).

process of open-cell metal foams which are relevant within the context of the present study is

provided below.

2.5.1.1 Electro-deposition

Electro-deposition techniques make use of the ionic state of metals, so that the metal is electri-
cally deposited onto a polymeric preform, which is later removed, therefore the actual foaming
does not occur in the metallic state. The preform is normally a polymeric open-cell foam which
is electro-plated into a electrically conductive slurry. After the metal is deposited, the polymeric
preform is removed by using a thermal treatment and the resulting metallic foam has hollow
struts. The process is illustrated in Figure 2.8. The preferred metals used in this technique are
nickel or nickel-chromium. Retimet (Dunlop, GB) and Recemat (SEAC, The Netherlands) are
two examples of commercial foams that make use of this technique. A wide range of grades

(pore size) is offered and the porosity is often independent of the pore size.

2.5.1.2 Vapour-deposition

Vapour-deposition technique makes use of a solid preform, similarly to the electro-deposition
methods, and a gaseous metal or metallic compounds. The solid preform can be a polymeric

open-cell foam or a lattice-block polymer. A vacuum chamber can be used to generated metal
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Figure 2.8: Illustration of the electro-deposition manufacturing process (Banhart, 2001).

vapour, which is later condensed onto the solid preform, forming a coating film of a certain
thickness. Nickel carbonyl gas can be used to coat the polymeric preform with nickel at rel-
atively low temperatures. After the preform is fully coated, the polymer can be removed by
thermal or chemical treatment. The resulting metal foam is very similar to the ones obtained
via electro-deposition, and also present hollow struts. Commercial nickel foams manufactured

using vapour-deposition are available under the name Incofoam (Canada).

(2) ()

Figure 2.9: SEM images of (a) nickel foam produced by vapour-deposition; (b) transformed

alloyed foam (Walther et al., 2008).

The foam resulting from this process have been transformed into alloyed foams, as described
in the work by Walther et al. (2008). The transformation process starts with the coating of a

nickel foam with a binder followed by a specified metal powder using a spraying technique.
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A heat treatment is applied subsequently, which ensures a homogeneous distribution of the
metal alloy onto the foam surface. Figure 2.9 shows a comparison between scanning electron
microscope (SEM) images of an original nickel foam produced by vapour-deposition and the
transformed alloyed foam. The higher surface roughness resulting from the alloy transformation
process offers a number of advantages for certain applications, e.g. higher surface area and good
adhesion of catalytic coatings. Commercial alloyed foams have been manufactured by Alantum

(Korea).

2.5.2 Applications

Metal foams can be used in a vast number of distinct applications, and the suitability of a given
metal foam for any particular application will depend essentially on the foam morphology, base
material and the production process. Figure shows a schematic of common applications of metal
foams according to their porosity. Typically, closed-cell foams are used in structural applica-
tions, since their morphology does not allow for a fluid to pass through. Common applications
are as energy absorbers, light-weight construction materials, noise control, and load-bearing

components to mention a few.
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Figure 2.10: Typical applications of metal foams according to their porosity. The terms open

and closed have the meaning of high and low porosity respectively (Banhart, 2001).
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Open-cell foams are used in what are often referred to as functional applications (Banhart,
2001), such as heat exchangers, filters, separation devices, catalyst supports, flow distributors
and biological implants. The high surface are per unit volume and low density make them
especially attractive for use in heat enhancement applications, with a considerable amount of re-
search being undertaken in this particular area (Boomsma et al., 2003). Since fluid flow through
open-cell metal foams is of great interest for many applications, obtaining a reasonable un-
derstanding of their transport properties is essential but far from trivial. The foam’s intricate
geometry makes experimental acquisition of detailed flow data troublesome, and normally only
macroscopic quantities such as pressure drop can be easily extracted, drawing many researchers

to employ numerical simulations in order to overcome such limitations.

2.5.3 Previous studies concerning fluid flow

The problem of fluid flow through open-cell metal foams has often eluded the use of typical
porous media modelling approaches. As argued by Boomsma et al. (2003), volume-averaging
approaches are suitable for low pore-based Reynolds numbers (Re, < 100) and intermediate
porosity values (0.3 < ¢ < 0.5), and the morphology of the solid matrix is quite different than
that of a packing of spheres or granulated media. Many researches have since then resorted
to the use of pore-scale modelling approaches in order to overcome these issues. Figure 2.11
illustrates some of the geometries discussed in this section.

The accurate geometrical description of the pore-scale structure of metal foams is far from a
trivial task. There are usually two approaches to this problem. The first makes use of idealized
geometries which have similar characteristics to real foams, such as the Kelvin cell or Weaire-
Phelan structure previously mentioned. The use of such approaches offers a relatively easy way
of representing the porous geometry and have the advantage of being periodic in space. On
the other hand, these idealized structures do not possess the random disorder of real foams. The

second way is to use imaging techniques such as X-ray u-CT or MRI scans of real samples. Non-
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destructive imaging allied with advances made in 3-D image processing techniques have made
it possible to obtain very realistic digital representations of real porous samples and directly
characterize them. However, X-ray uCT and MRI scans are often very time consuming.

Boomsma et al. (2003) Kopanidis et al. (2010) Habisreuther et al. (2009) Eetraschetal. (2007)

Hutter et al. (2011)

Figure 2.11: Illustration of some of the pore-scale REVs employed in various studies.

The earliest pore-scale numerical studies concerning the flow in open-cell metal foams are
the ones by Du Plessis et al. (1994) and further extended by Du Plessis and Diedericks (1997).
These made use of a REV consisting of a set of rectangular prisms to model the open-cell
metal foam structure. An analytical flow analysis was applied to this REV yielding relatively
good qualitative results. A comprehensive investigation of several transport properties of high
porosity open-cell metal foams was carried out by Bhattacharya et al. (2002) by means of both
analytical flow solutions and experiments. A two-dimensional array of hexagonal cells was
employed as the idealized foam structure for the analytical flow calculations.The results showed
that the permeability increases with both porosity and pore size, whilst the inertial coefficient
seems to be a function of only the porosity.

An idealized geometry based on the Weaire-Phelan structure was employed by Boomsma

et al. (2003) to investigate laminar water flow through open-cell metal foams. The computa-
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tional domain consisted of a single Weaire-Phelan unit cell with periodic boundary conditions.
Simulation results under predicted pressure drop by 25% when compared to experimental data,
a fact that was attributed to the lack of wall effects in the simulated domain. Krishnan et al.
(2006) performed a direct numerical simulation (DNS) of single phase laminar flow through
an idealized periodic body-centred-cubic (BCC) structure based on the Kelvin cell. Results for
permeability and heat transfers parameters were presented, showing relatively good qualitative
agreement with literature data.

A simple model based on a cubic lattice of cylinders was employed by Lacroix et al. (2007)
to predict the pressure drop in open-cell ceramic foams, showing good agreement with experi-
mental measurements. Edouard et al. (2008) carried out a survey on various open-cell foam flow
models and reported that standard deviations of up to 100 % can be found between theoretical
values and experiments. Entrance and exit effects were observed in the pressure drop measure-
ments performed by Baril et al. (2008). Results showed the pressure gradient to be dependent
on the foam sample thickness in the direction of the flow. Smaller foams showed a higher
pressure gradient, which decreased with increasing the sample size up until a critical thickness
was achieved. Similar results were found by experiments realized by Dukhan and Patel (2010).
Transverse size effects were reported by Dukhan and Ali (2012b), though it was argued that
these have a smaller magnitude than entrance and exit effects. More recently, Dukhan et al.
(2014) investigated water flow through open-cell metal foams under virtually all flow regimes
(pre-Darcy to fully turbulent), where transition regions were identified from one to another.

Kopanidis et al. (2010) employed the Weaire-Phelan structure to study conjugate heat trans-
fer in open-cell metal foams. Good agreement with literature data was reported, however the
idealized geometry was compared against real foams with different porosities and pore sizes.
Turbulent flow at the pore-scale was investigated by Hutter et al. (2011), where a large eddy
simulation (LES) was carried out in a streamwise-periodic structure akin to a metal foam. Sim-

ulation results agreed well with experiments but proved to be very sensitive to small changes in
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geometrical features of the computational model.

The use of non-destructive imagining techniques such as X-ray uCT and MRI to character-
ize and simulate open-cell metal foams has become increasingly popular over the last decade.
A CT-based image processing technique was developed by Montminy et al. (2004), to generate
accurate 3-D digital representation of real polyurethane foam samples. Additionally, measure-
ments on the computer generated models were able to determine several morphological features
such as strut length distribution, number of pore windows, cell volume distribution and pore
size distribution. Maire et al. (2007) employed X-ray tomography scans to characterize several
samples of cellular solids. Various morphology analysis tools were employed by Vicente et al.
(2006) to investigate the transport characteristics of open-cell metal foams. Characterization of
the pore space was done by the watershed transform, which can identify individual cells in the
interconnected pore space.

In a series of papers, Petrasch et al. (2007, 2008a,b) developed a CT-based method to char-
acterize and simulate reticulate ceramic foams. The porosity, surface-to-volume ratio, minimum
REV size were directly computed from the CT scans using robust approaches. Morphological
measurements performed directly on the tomographic datasets were validated against experi-
mental measurements of porosity and mean pore diameter. The finite volume method was em-
ployed to solve the incompressible Navier-Stokes equations under laminar flow at the pore-scale
for a ceramic foam. Simulations results were used to determine permeability, Forchheimer coef-
ficient and the interface heat transfer coefficient. The pore-scale simulation results were used as
a reference for comparison against several analytical porous media flow models. It was shown
that the analytical models were mostly incapable of achieving agreement with values determined
by the pore-scale simulations.

Magnico (2009) presented an analysis of hydrodynamic properties of open-cell metal foams
using microcomputer tomography and used the lattice Boltzman method to solve laminar flow

through the samples. Results showed that the optimum REV size to be between 2.5 to 4.5



2.6. Summary 49

pore diameters. Habisreuther et al. (2009) analysed pressure drop and tortuosity in open-cell
foams using the finite volume method. A comparison between a stochastic structure based on
the Kelvin unit cell and a MRI-generated foam sample was made. Simulations were run under
laminar regime and pressure drop results were compared against experimental data from liter-
ature showing good agreement for the MRI-generated geometry. Significant modifications in
the idealized structure were necessary in order achieve the same degree of agreement obtained
with the MRI-generated sample. Additionally, a Lagrangian particle tracking approach was em-
ployed in order to measure the sample’s tortuosity. Bodla et al. (2010) investigated several heat
transfer parameters of open-cell aluminium foams using uCT data. Finite volume simulations
were performed in the laminar regime but were not validated against experimental data.

CT scans were used to characterize and simulate reticulate porous ceramic foams by Haussener
et al. (2010). Finite volume techniques were used for heat transfer and flow characterization.
Direct numerical simulations of incompressible laminar flow were carried out by Akolkar and
Petrasch (2012) on X-ray CT-generated ceramic foam samples. Results from the simulations
were compared against several permeability and Forchheimer flow models from literature, all of
which presented some degree of deviation. No experimental measurement of the transport prop-
erties was performed. More recently, Ranut et al. (2014) performed pCT-based finite volume
simulations on open-cell aluminium foams with three different pore sizes in order to determine
pressure drop and heat transfer parameters. Results showed the foams to be slightly anisotropic

when the direction of the flow was varied, but no comparison against experiments was made.

2.6 Summary

The peculiar morphology of open-cell metal foams do not allow for the use of macroscopic
volume-averaging porous media flow models in order to compute their transport properties. In
addition to that, the nature of the flow of dispersed oil droplets within an open-cell metal foam

requires geometrical input for a model to give a qualitative assessment of the oil separation
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effectiveness.

There have been many pore-scale studies concerning fluid flow through open-cell metal
foams. It has been shown by many studies that a correct and accurate representation of the foam
geometry is essential in order to obtain good agreement between simulation and experimental
measurements. The use of non-destructive imaging technique has proven to be fundamental in
the development of more robust pore-scale approaches. Most studies however, are concerned
with laminar flow only, whereas turbulent flow is certainly present in the conditions found within
aero-engine separators. Some authors have investigated multi-phase flow through open-cell
metal foams (Topin et al., 2006; Paczek et al., 2012), however with flow configurations that are
not relevant to the present work.

The present work is aimed at using a pore-scale simulation approach in order to characterize
the two-phase flow within open-cell metal foam samples, under conditions relevant to aero-

engine separators.



Chapter 3

Methodology

This chapter describes the methodology employed for the characterization, pore-scale geometry
generation and simulation of open-cell metal foam samples. Seven distinct commercial foam
samples of different base materials and pore sizes were investigated. Significant experimental
input was used in the form of uCT scans, which have been employed to generate accurate digital
representations of the real foam samples. An in-house Matlab code was developed and used to
perform the three-dimensional volume rendering of the samples. Additional routines for cal-
culating morphological quantities such as porosity, specific surface area, pore-size distribution
and REV size directly from the tomographic datasets are described. Pressure drop measure-
ments were performed on all samples, under a wide range of air flow velocities, and is used
as validation data for the pore-scale simulations. It is important to emphasize that all the ex-
periments (UCT scans and pressure drop measurements) were performed by a separate research
group within the University of Nottingham and are only briefly explained here for clarity. For a
detailed description of the experimental methods the reader should refer to (Oun and Kennedy,

2014, 2015).

3.1 Samples investigated

Seven different commercial foams were investigated: one Recemat® nickel-chromium foam
with 17-23 pores per inch (PPI), three Retimet® nickel foams with 20, 45 and 80 PPI and two
Alantum® Inconel 625 alloy foams with nominal pore sizes of 450 um, 1200 pum and a hybrid

sample with two layers of different pore sizes merged together, namely 580 um and 1200 um.

51
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Figure 3.1 shows images obtained using a scanning electron microscope (SEM) of the Inconel
625 alloy 450 um foam and a pure nickel foam, similar to the Recemat foam, which are manu-
factured via different routes. The web-like solid matrix made up of many struts surrounded by
an interconnected pore space, typical of open-cell foams, is clearly seen. The electro deposi-
tion process employed in the manufacture of the pure nickel foam, generates a smooth surface.
Conversely, the alloy powder spraying process used on the Inconel foams creates a very rough

surface with a granular topology.
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Figure 3.1: SEM images of: (a) Inconel 625 alloy 450 um foam (b) Pure nickel 450 pum foam

3.2 [Experimental data acquisition

The experimental input was essential for the development of the pore-scale simulation method-
ology, therefore, it is reasonable to provide a simplified description of the data acquisition meth-
ods. High resolution X-ray p-CT scanning was employed for generating realistic pore-scale
representations of real metal foam samples. Electric discharge machining (EDM) was used to
cut cylindrical samples from the original foam slabs, ensuring clean cuts and avoiding distor-
tion. A Desktop cone-beam pCT 40 from SCANCO Medical was employed for scanning of the
samples. The instrument presents a trade-off between the scanning resolution and size of the

samples. The scan resolution, defined as /4, is given in voxels, a volumetric pixel which repre-
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sents the smallest detectable sub-volume in 3-D Cartesian coordinates. The cylindrical samples
were placed inside a 8 mm diameter sample holder, so that the maximum isotropic digital reso-
lution of & = 12 um could be achieved. This helps minimize the error in exposure and ensures
that the foam micro-structure is well represented. With the intent of obtaining a larger sample, a
digital resolution of & = 16 pm was employed for the Recemat NC 1723 sample, which enabled

the use of a 12 mm diameter sample holder.
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Figure 3.2: Schematic of the pressure drop experimental apparatus.

Pressure drop measurements were performed on all the samples investigated under a wide
range of air flow velocities, from laminar to turbulent flow regimes. Basically, the test rig con-
sisted of a manual control valve, pressure regulator and filter, a needle valve, a flow meter and
the test section (sample holder), as illustrated in Figure 3.2. The detailed specifications of the
parts are found in (Oun and Kennedy, 2014). The sample holder was designed to hold samples
with a diameter of up to 254+0.2 mm (actual flow diameter of 21.183 mm), and a maximum
streamwise thickness of 30 mm. The pressure transducers were positioned approximately 25
mm away from the sample. The input pressure was regulated and the air flow velocity was
varied according to the desired conditions. Pressure readings were taken after a stabilization pe-
riod to avoid any fluctuations and recorded using a Labview software connected to a computer.

Repeatability tests showed a maximum standard deviation of 5 % in the measurements. The
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cylindrical samples were cut from the foam slabs by EDM, similarly to the samples employed
in the p-CT scans. Note that the samples used for the pressure drop measurements were consid-
erably larger than the ones scanned. Table 3.1 gives the general characteristics of the analysed
samples, including the CT dataset size, scan resolution, and the streamwise length, defined as

Ly, of the samples employed in the pressure drop measurements.

Table 3.1: Characteristics of the analysed samples

Sample Dataset size (voxels) & (um) Ly (mm)
Recemat NC 1723 1024 x 1024 x 292 16 10.01
Inconel 450 pm 1024 x 1024 x 835 12 10
Inconel 1200um 1024 x 1024 x 835 12 10
Inconel 580 + 1200 um 1024 x 1024 x 547 12 6.94
Retimet 20 PPI 1024 x 1024 x 262 12 17.53
Retimet 45 PPI 1024 x 1024 x 262 12 13.93
Retimet 80 PPI 1024 x 1024 x 262 12 13.03

3.3 Image processing

Various image processing routines were written in Matlab using some of its built-in toolboxes,
along with a few community contributed functions (available in the Mathworks website) for
rendering 3-D volumes, performing morphological measurements and computing the minimum
geometrical representative volume (MGRV) size for each sample.

Tomographic datasets are defined as sets of grey values ¥; j; uniformly distributed in a Carte-
sian grid with spacing h. The scanning process generates stacks of N, 8-bit grey-scale images

of Ny x N,, pixels each, corresponding to Ny X Ny x N, voxels!. The 3-D matrix of grey values

Ivoxel as the digital volume unit
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can be regarded as a smoothed representation of the pore and solid space respectively, with a
smoothing kernel of size &, corresponding to the scan resolution.

The pore and solid spaces of porous media have distinct optical densities, which are associ-
ated with local X-ray absorption coefficients, reflecting different phases (solid or fluid) within
the material. The process of digitally identifying these phases and partitioning them into dis-
joint segments is referred to as segmentation. However, it is often necessary to perform image
enhancement operations before segmentation. The resulting images obtained from the CT scan-
ning process are not sharp enough and can present significant light scattering and noise. These
issues are corrected prior to segmentation by applying image intensity adjustments (to enhance
contrast), unsharp masking (sharpens the edges) (Sheppard et al., 2004), and 2-D median filter-
ing (to reduce noise). Due to the nature of the images, it has been noticed that careful selection
of the image adjustment parameters is necessary, since it can greatly affect the final outcome of
the volume rendering procedure. The image intensity adjustment is done by applying a gamma

correction filter defined as

I, =255 x (1/255)7 3.1)

where I and I, represent the original and adjusted intensity values respectively and 7y is the
correction factor.

The image enhancement is followed by segmentation. The solid-pore interface is deter-
mined by defining a grey-value threshold level, Wy. All pixels in the input image with a value
greater or equal than the threshold are replaced with the value 1 for the solid space and value 0
for the pore space, yielding a set of binary values ¥ pi,);ik- The global grey-value threshold level
Yy is determined using Otsu’s method (Otsu, 1975). This process yields a continuous represen-
tation of the solid-pore interface, represented as an iso-surface, ¥(x) = W(. Therefore, the pore

indicator function can be rewritten as
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1 if ‘Pijk(x) < ¥
x(x) = (3.2)

0 if lPijk(X) > lP()

and is used to convert the grey-scale matrix into a 0/1 binary matrix.

Figure 3.3: (a) 2-D cross-sectional reconstruction of the Recemat foam geometry, highlighting

a hollow strut; (b) 3-D rendering of the a 12 mm diameter cylindrical Recemat sample

It is common for open-cell metal foam samples to have hollow struts due to their manufactur-
ing process, constituting a number of disjoint pore regions not relevant to fluid flow. Therefore,
the largest subset of the pore space is computed by the use of a flood fill operation. A starting
voxel is selected from the pore space and added to a labelled subset. All adjacent voxels in the
six-neighbourhood which are within the pore space are subsequently added to the subset, and
the operation is repeated until no connected voxels are left. The largest subset constitutes the
main pore space. The remaining smaller disjoint pores within the struts are artificially closed
by converting their voxels to 1 (solid), since they are irrelevant for the flow simulations. A
second flood fill approach is applied on the solid space, ensuring that no disjoint solid regions
remain. Subsequently, a 3D Gaussian smoothing operation is performed on the volume using

a convolution kernel of size Ay = 5h x 5h x 5h, which prevents a stair-stepped solid-pore in-
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terface to be generated. Finally, the marching cubes algorithm (Lorensen and Cline, 1987), is
applied to generate a triangulated representation of the solid-pore interface, which is converted
to a stereo-lithography (.stl) format. A 2-D cross-sectional reconstruction of the metal foam
geometry is depicted in Figure 3.3a, with the highlighted part showing a hollow strut. The final
3-D rendering of a cylindrical sample with a diameter of 12 mm is shown in Figure 3.3b. Since
the CT scanning resolution and sample holder size were fixed, the sizes of the rendered tomo-
graphic datasets were proportionally (in terms of pore size) different, as shown in Figure 3.4.

The Inconel samples were considerably longer in the axial direction compared to the others.

Inconel 450 pm Inconel 1200 pm Inconel 580+1200 pm

Recemat NC 2733 Retimet 45 PPI Retimet 80 PP1

iy

Figure 3.4: 3-D volume rendering of the tomographic dataset of all the foam samples investi-

gated.

3.4 Morphological characterization

Transport properties of open-cell metal foams strongly depend on the local morphology of the
pore and solid space. The tomographic datasets can be used for direct computation of mor-

phological parameters such as porosity, specific surface, pore size distribution and REV size.
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Additionally, the pore space can be segmented into individual cells, for further characterization
of the samples. Results of all morphological parameters performed in this section are summa-

rized in Tables 3.2, 3.3 and 3.4.

3.4.1 Porosity

The porosity ¢ is determined from the tomographic datasets by counting the number of voxels

in the solid phase and dividing by the total number of voxels from the binarized datasets, namely

N- N7 NZ
Zk;1 Zk):1 Zkzl lP(bz‘n)ijk

o=1-
Ny X Ny X N,

(3.3)

The results of the porosity measurements depicted in Table 3.2 show that the foam samples
investigated are highly porous, with values of total porosity ranging from 0.82 to 0.89. In the
work of Oun and Kennedy (2014), mercury intrusion porosimetry (MIP) was used to determine
the total porosity of the Inconel 1200 pm sample, which showed a value of 0.8870, presenting a
relative error of less than 1% when compared to the tomographic datasets. These results are also
in line with data from Lee et al. (2010), which analysed CT scans of the Inconel 450 and 1200 um
foams and reported total porosity values of 0.8214 and 0.8770 respectively. The total porosity
value of 0.8899 for the Recemat NC 1723 computed from the tomographic dataset compares
well against total porosity values in the range of 0.89 - 0.90 reported by Medraj et al. (2007),
where several samples of the Recemat NC 1723 were analysed. The fraction of unconnected
pore space was shown to be generally quite small (< 1%) for all foam samples. No porosimetry
tests were performed on the other foams. However, since the structure of these foams is similar
to the others and the exact same volume rendering approach was employed, it seems reasonable
to assume that results reported in Table 3.2 are within the same level of accuracy as the other

foam samples.
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Table 3.2: Morphological measurements results for porosity and specific surface area.

Sample Prot Pett Stor ™YY ser (m™1)

Recemat NC 1723 0.8899 0.8872 2584.84  2405.01
Inconel 450 um 0.8208 0.8199 7182.13 7144.25
Inconel 1200 pm 0.8800 0.8767 3761.84 3482.66

Inconel 580+1200 um 0.8542 0.8522 5736.50 5531.48

Retimet 20 PPI 0.8972 0.8960 1586.43 1467.14
Retimet 45 PPI 0.8232 0.8184 3807.97 3455.22
Retimet 80 PPI 0.8593 0.8549 5467.86 5020.86

3.4.2 Specific surface

The specific surface is defined as the solid-pore interface surface area per unit volume and is
determined by applying the Cauchy-Crofton theorem (do Carmo, 1976), using a Matlab routine.
Results showed the specific surface to increase with decreasing pore diameter. Differently from
the porosity, the foam samples analysed here showed a large range of specific surface values,
as Table 3.2 shows. The discrepancy between total and effective specific surface values is es-
pecially noticed in samples with larger pore size, where the unconnected pore space inside the
struts is better captured by the tomography scans.

It is important to notice that values of specific surface are highly dependent on the tomog-
raphy resolution. The surface roughness associated with the Inconel foams, as depicted in Fig-
ure 3.1a, is not fully captured with the tomography resolution employed here, hence the gener-
ated tomographic datasets have considerably smoother surfaces. Experimental techniques such
as the BrunauerEmmettTeller (BET) method (Brunauer et al., 1938) for example, generally can
measure the surface area with a resolution in the scale of nanometres. Oun and Kennedy (2014)
reported a specific surface value of 87.203 x 10°> m~! for the Inconel 450 um foam using BET.

In contrast, Lee et al. (2010) reported a specific surface value of 7088.8 m~! for the Inconel
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450 um foam, computed from CT scans, which is relatively good agreement with the values
computed here, though the CT scan resolution was not specified in their work.

Regarding the feasibility of the tomography generated domains being used for CFD sim-
ulations, Petrasch et al. (2008a) argued that while features smaller than the tomographic scan
resolution (30 um in their work) might be relevant for chemical/adsorption processes, they tend
to not influence the fluid flow significantly, since these small features are usually smaller than
the boundary layer thickness. However, it is important to notice that their work concerned lam-
inar flow through ceramic samples akin to the ones investigated here. Since the boundary layer
thickness generally decreases with increased Reynolds number, the statement made by (Petrasch
et al., 2008a) might not hold under all flow conditions.

About half the samples investigated here have a smooth surface, so the features not captured
with the current scan resolution are indeed extremely small and should not affect the fluid flow
in any significant way. On the other hand, the Inconel samples have a granular rough surface,
and these features are not fully captured by the tomographic scan with the current resolution.
The effect of not capturing these features is not addressed here, due to the lack of data regarding
the actual size of the granules, however one could in theory use a surface roughness model in

order to investigate this effect.

3.4.3 Pore and strut size distribution

The pore size distribution defined by Eq. 2.6 is determined from the tomographic samples by
computing the opening size distribution. Opening is an operation of mathematical morphology,
consisting of an erosion followed by a dilation using the same structuring element (SE), thus
eliminating all geometrical features smaller than the current SE. Morphological opening was
carried out by sequentially inscribing spherical SEs of increasing diameter in the pore space of
the tomographic datasets and counting the remaining number of (pore) voxels, until no more

voxels are left. The opening size distribution is obtained by relating the number of remaining
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voxels with each increase in the SE diameter. Cubical subsets of the original tomographic
datasets were used for determination of the pore size distribution due to heavy computational
costs associated with such operations. A detailed description of the application of this technique
on consolidated porous media can be found in (Maire et al., 2007; Petrasch et al., 2008b). The

mean pore diameter, d,,, is calculated as

4 — Jo dsef(dse)ddse;
' f(;of(dSE)ddSE

(3.4)

where dgg is the SE diameter and f(dsg) is the opening size distribution. The mean pore size
and the coefficient of variance (CV),), defined as the standard deviation normalized by the mean

pore size, are listed in Table 3.3.
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Figure 3.5: Pore size distributions computed as opening size distributions for the Alantum In-

conel 450 um (a) and Inconel 1200 pm (b) respectively.

Figure 3.5 depicts the pore size distributions obtained for the Inconel 450 and 1200 um
foams, where it can be seen that the maxima of both distributions approaches the nominal pore
diameter. Generally, the mean pore diameter computed by opening size distribution was lower
than the nominal pore diameter of the foams. This is expected since the sub-volumes employed
for the calculations included “incomplete” pores next to the boundaries, and is an inherent lim-

itation of this method. Pore size distributions obtained of the other foams are depicted in the
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Figure 3.6: Mean pore diameter as a function of the effective specific surface for all foams.

Appendix A, Section A.1.

The mean pore size is inversely proportional to the specific surface of the foams. Figure 3.6
depicts the mean pore diameter as a function of the effective specific surface for all foam samples
investigated. The pore size increases with decreasing values of specific surface and decreases
with increasing specific surface area. The only foam sample that deviates from this trend is the
hybrid Inconel 580+1200 pum, due to the fact that it has a slightly different morphology since it
is composed of two foams with different pore sizes merged together.

The strut size distribution is computed in exactly the same way as the pore size, but instead
of performing the morphological opening operations in the void space, they are performed in the
solid matrix using spherical SEs of increasing diameter. It should be noted that the strut cross-
section is not always cylindrical, instead it can be convex or concave triangular depending on
the foam type. The mean strut size, d;, is computed in the same way as the mean pore diameter,
and represents the equivalent strut diameter. Results for d and its coefficient of variance (CVy),
are listed in Table 3.3. The mean strut diameter is on average, roughly five times smaller than
the mean pore size. Figure 3.7 shows the strut size distributions computed for the Inconel 450

and 1200 um foams, as a function of the opening SE diameter. The strut size distributions are
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Figure 3.7: Strut size distributions computed as opening size distributions for the Alantum In-

conel 450 um (a) and Inconel 1200 um (b) respectively.

generally wider than the pore size distributions, for all samples. Results obtained for the other

foams are depicted in the Appendix A, Section A.2.

3.4.4 Determination of the minimum geometrical representative volume

The REV is defined here in as the smallest sub-volume of the open-cell metal foam for which
statistically meaningful local average quantities can be obtained. At this stage, the REV is de-
fined in terms of geometric properties, however one must note that the size of REV based on
transport properties may be different. Therefore, the minimum geometrical representative vol-
ume (MGRYV) is defined as smallest subset of the porous medium, U, for which a morphological
quantity, such as the porosity ¢, is computed for subsequent larger subsets of U, until it asymp-
totically reaches a constant value within a band of +6. In that sense, the edge length of a cubic

sub-volume of the porous medium is defined as,

LMGRV75:mln{LSL*‘¢—5<¢(UL*)<¢+6},6 <1 (35)

where Uy- is a cubic subset of U with edge length L* (Petrasch et al., 2008b). This method is

based on the work of Petrasch et al. (2007), where a large subset of the tomographic data is
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Figure 3.8: Effective porosity as function of the normalized sampling cubic edge Lyigry/d), for
the (a) Recemat and (b) Inconel 450 um foams. The dashed horizontal lines denote the +2.5 %

bands.

initially generated, and the porosity ¢ is subsequently calculated in sub-volumes of increasing
size until ¢ converges around an average value @.., satisfying the condition stated by Eq. 3.5.
The MGRYV defines a lower bound for the computational domain size, since a second REV
calculation must still be carried out taking a transport property into account.

The effective porosity is analysed here. For the limiting case where the sub-volume cubic
edge Lygry is zero, ¢ is either O or 1, since the sampling sub-volume is only a point, which
can be located either in the solid or fluid phase. As Lyigry increases, Qs converges around
a mean value within a band of +¢.¢. Figure 3.8a shows @, as function of the sub-volume
cubic edge length normalized by the mean pore size, Lygry/d)y, around six different starting
locations for the Recemat sample. ¢ converges for Lyigrv /dp = 2. The same analysis is shown
in Figure 3.8b for the Inconel 450 pm foam, where ¢ converges at Lyigry /d), = 4. Results for
the minimum MGRYV normalized cubic edge length, Lyigry /a’p, are listed in Table 3.3 for all

samples. Results for other samples are shown in the Appendices, Section A.3.
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Table 3.3: Morphological measurements results for the mean pore and strut diameters along

with their coefficient of variance, and the minimum MGRYV normalized cubic edge length.

Sample dy (mm) CV, (%) dy mm) CVy (%)  Lucry/dp
Recemat NC 1723 1.172 25.5 0.191 28.71 2.03
Inconel 450 ym 0.399 28.8 0.098 29.92 2.32
Inconel 1200 um 1.044 25.4 0.149 32.21 1.88
Inconel 580+1200 pm  0.549 34.7 0.104 36.08 2.55
Retimet 20 PPI 2252 28.4 0.300 31.93 1.39
Retimet 45 PPI 1.033 26.1 0.2151  33.87 1.84
Retimet 80 PPI 0.557 27.6 0.113 29.97 1.95

3.4.5 Watershed segmentation

The pore space of the foams can be segmented into individual cells by using a combination of
Euclidean distance and watershed transforms (Schladitz et al., 2008). This approach allows the
measurement of several cell morphological parameters such as volume, width in each direc-
tion and equivalent sphere diameter. Anisotropy in the pore space and foam structure can be
investigated by using this technique.

The cell segmentation starts by applying the Euclidean distance transform on the 3-D bi-
nary datasets, ¥pin)ijk, generated during the volume rendering process using the algorithm by
Maurer Jr et al. (2003). The distance transform assigns to each pore space voxel a distance
to the solid struts. Subsequently, the generated distance map is inverted and smoothed. The
watershed transform (Meyer, 1994), is analogous to the flooding of a topological surface where
all local minima are water sources. Watershed ridge lines are erected when water from differ-
ent sources meet. Hence, each catchment basin represents a distinct cell in the pore space. In
practice, watershed transform is hampered by over-segmentation due to noise and discretization

effects (Lautensack et al., 2008). The h-minima transform (Pierre, 1999), is applied to the dis-
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Figure 3.9: (a) 2-D cut plane and (b) 3-D visualization of the segmented cells in the sub-volume

for the Retimet 80 PPI foam with each colour representing a different pore cell.

tance map prior to watershed transform, removing local minima if their relative value is below a
certain threshold when compared to the neighbouring values. Finally, the watershed transform
is masked with the solid matrix, yielding the individual porous cells. All watershed pore seg-
mentation calculations were performed on the largest possible rectangular sub-volumes of the
original tomographic datasets.

The concept of cell in the context of foams has been described in Section 2.4.1. Figure 3.9
shows a 2-D cut plane and the 3-D visualization of the segmented cells for a sub-volume of the
Retimet 80 PPI foam. Each cell consists of a convex polyhedron, and mean values for the cell
volume ¥, width in each orthogonal direction (Dayg,by,by,b;) and equivalent sphere diameter
d, , are computed. The cell volume is calculated by counting the number of voxels belonging
to a given cell and multiplying by the (cubed) voxel resolution. The cell width is computed
by taking the distance between the maximum and minimum voxel position in each orthogonal
(X,Y,Z) direction. The average cell width, l_)avg, computes the mean value of the cell width in

the three orthogonal directions. Finally, the equivalent sphere diameter is determined by calcu-

lating the cell volume and computing the diameter of an equivalent spherical volume. Since the



3.4. Morphological characterization 67

5 5

40 40
& &
€30 €30
[} Q
= =
ISy o
é 20 é 20

10 10

% - 10 % 4 6 8 10
bayg (mm) x 10" bavg (mm) x 10"
(a) (b)

Figure 3.10: Examples of the computed cell width distributions for the (a) Inconel 450 um and

(b) Retimet 80 PPI foam:s.

boundaries of the rectangular sub-volumes employed for calculation have incomplete cells, with
ligaments that were chopped due to sub-volume cropping, only interior cells were considered
for computation of cell morphological parameters. Figure 3.10 illustrates the computed average
cell width distribution for the Inconel 450 um and Retimet 80 PPI foams. Table 3.4 shows the

computed mean cell morphological parameters for all samples.

Table 3.4: Mean cell morphological parameters

Sample P(mm3)  bayg(mm)  [by,by,b;|(mm) d, (mm)
Recemat NC 1723 2.185 1.807 1.768, 2.024, 1.629  1.592
Inconel 450 um 0.057 0.510 0.493,0.511, 0.527 0.469
Inconel 1200 pm 0.588 1.183 1.183,1.011, 1.120 0.975

Inconel 580 + 1200 ym  0.108 0.611 0.610, 0.601, 0.641  0.559
Retimet 20 PPI 4.756 2.221 2.223,2.475,1.934 1.950
Retimet 45 PPI 0.494 0.845 0.836, 0.891, 0.808 0.756

Retimet 80 PPI 0.161 0.729 0.734, 0.757,0.694  0.665
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It is interesting to note that measurements of cell width in each spatial direction showed
some anisotropic features, with the cells being slightly elongated along one direction. This
small anisotropy in the cell shape has been previously reported by other studies (Ranut et al.,
2014; Vicente et al., 2006), and it shows that the cell shape is not exactly spherical, instead, it
resembles an ellipsoid. The equivalent sphere diameter is systematically larger than the mean
pore size computed by the opening distribution. This can be attributed to the fact that computa-
tion of d, did not take into account cells next to the domain boundaries, which are significantly
smaller than interior ones because of the sub-volume domain cropping. Nevertheless, in order
to be consistent with similar studies in the literature, the mean pore size, d,, is chosen as the

main characteristic length of the pore space.

3.5 Meshing and computational domain generation

The outcome of the 3-D volume rendering process is a triangulated surface of a foam sample
with triangular edge length A, = h, exported as a stereo-lithography file to a commercial mesh-
ing software, namely Ansys Fluent 15 (ANSYS, 2013). The complexity of the foam structures
required the use of an unstructured grid generation algorithm. A tetrahedral mesh was firstly cre-
ated and used as a template for creation of a polyhedral mesh. Curvature-based grid-refinement
was employed, i.e., the cell mesh size was refined based on the curvature of the foam surface,
where a high level of refinement was achieved due to the intricate features of the geometry.
Away from the foam surface the mesh size increases at a rate of 1.3 until a pre-set maximum
value, to ensure a good resolution of the flow boundary layer. Accurate computation of the
boundary layer is dependent on the mesh resolution next to the foam surface. The numerical
meshes were refined to the point where the first cell next to the surface is within the viscous
sub-layer (y* < 5, although it is worth mentioning that Fluent considers the cell to be within the
linear velocity profile until y* = 11.225). An illustration of the foam surface mesh and a 2-D

cut plane of the pore space mesh are depicted in Figure 3.11.
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Figure 3.11: View of the (a) surface polyhedral mesh and (b) sectional view of the pore space
mesh. The grid size is minimum next to the foam surface and increases towards a pre-set maxi-

mum at a growth rate of 1.3

Mesh independence was investigated by performing simulations on grids of increasing levels
of refinement at Re, = 100 (laminar flow) and Re, = 1000 (turbulent flow), computing the
pressure drop at each level. Additionally, it is important for the computational domain to have a
cross-sectional size perpendicular to the flow direction such that it does not affect the numerical
solution. The minimum domain cross-sectional size orthogonal to the flow was determined
through convergence studies on cubic sub-volumes of increasing size, similarly to the MGRV
calculations described in Section 3.4.4. Computational samples with volumes ranging from
2d, x 2d, x 2d,, to 5d, x 5d, x 5d, were simulated at Re,, = 100 and Re, = 1000, and the
pressure gradient was computed for each sub-volume. All turbulent flow calculations (Re, =
1000) employed the RNG k-¢ turbulence model using the enhanced wall treatment.

Both grid independence and cross-sectional size studies were performed on two samples
which were representative of the entire sample range, namely the Retimet 80 PPI (small pore
size) and the Recemat NC 1723 (large pore size). This seems to be a sensible choice, since all
samples have similar geometrical features, with the main difference being the mean pore size.

The relative convergence of pressure drop (Ca) for the mesh independence study and pressure
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gradient (Cr) of the cubic sub-volumes of increasing size are defined respectively as

Ap; — Ap,

CA: H Di peﬂ” (36)
Aprefi
Ap;/L;) — (Apy,

¢, = 18pi/L) ~ (Apees /L) a7

(AprefZ /LrefZ)

where the subscripts refl and ref2 refer to the finest grid and largest cubic domain evaluated
respectively. The grid convergence plots are shown in Figure 3.12 for both the Retimet 80 PPI
and Recemat samples. Grid independence is achieved when employing a mean pore size to
average mesh length scale ratio (d),/A,,) of approximately 40 or more. However, using this ratio
on all samples would lead to prohibitively large meshes. Therefore a ratio in the range of 30 to
35 was employed for all meshes. The convergence plots showed an error of approximately 1 %
or less compared to the reference solution (d,/A,, = 50) when a ratio in the range of 30 to 35

was used. This level of error was considered acceptable for the current application.
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Figure 3.12: Convergence of pressure drop versus grid refinement for the (a) Retimet 80 PPI

and (b) Recemat samples (A, as the average mesh length).

Analysis of the minimum domain cross-sectional size showed convergence of the pressure
gradient values when a volume of with a cubic edge length, Lgry, of 4d, was used (domain size

of 4d, x 4d, x 4d,,). Convergence plots are depicted in Figure 3.13 for both the Retimet 80 PPI
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and Recemat samples. Therefore, the domain used for the CFD simulations must ideally have
a cross-sectional size perpendicular to the flow direction of at least 4d,, x 4d,. However, this
criterion could not be reached for all samples, due to the tomographic datasets limited size. This
is especially significant for the Retimet 20 PPI sample, because of its large pore size relative to
the tomographic sample size. Nevertheless, all other samples were built with a cross-sectional

size perpendicular to the flow direction larger than 3.25d), x 3.25d,, at least.
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Figure 3.13: Convergence of pressure gradient versus domain size for the (a) Retimet 80 PPI

and (b) Recemat samples (Lggy as the domain cubic edge length).

Figure 3.14 shows a plot of the average y* values calculated at the first cell next to the foam
surface for different levels of mesh refinement, computed from a flow solution at Re,=1000 for
both Retimet 80 PPI and Recemat samples. Even at the smallest d,,/A,, ratios investigated, y™
values are still equal or less than unity, therefore well within the viscous sub-layer. Since the
y* scales linearly with the Reynolds number, and the maximum Re,, values are not expected to
exceed 7,500 in the current work, it is reasonable to assume that the first cell next to the foam
surface will be always within the linear velocity profile region.

The rationale behind the computational domain configuration was that it has to be represen-
tative of the conditions present in the pressure drop measurements. For that reason, two different

configurations were employed. The first one is defined as a rectangular channel consisting of
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Figure 3.14: Average y' values at the first cell next to the foam surface for different levels
of mesh refinement computed from a flow solution at Re,=1000 for the Retimet 80 PPI and

Recemat samples.

an undisturbed inlet and exit regions and an intermediate section containing the foam mesh.
Dirichlet and Neumann boundary conditions were specified at the inlet and outlet respectively.
A uniform velocity profile, ug, was defined at the inlet and a gauge pressure, po = 0, was defined
at the outlet. The walls of the duct have free-slip conditions, and the foam surface is assumed
to be perfectly smooth with a no-slip condition. This computational domain configuration is
representative of the central part of the experimental samples (away from the walls).

The second configuration is defined as sector of a cylindrical channel, with walls on one
of the sides, which is representative of the foam region next to the sample holder walls in the
experiments. This configuration was built with the intent of investigating possible wall effects
on the flow. Figure 3.15 shows a schematic of the computational domain configuration and its
boundaries. The inlet and outlet region were positioned away from the foam at a distance of one
foam streamwise length. Both domain configurations are depicted in Figure 3.16, showing that
the main difference between both configurations if the presence of an additional no-slip wall
condition in the cylindrical channel domain.

The computational domains have been built in order to resemble the conditions of the exper-

imental measurements. The work of Dukhan and Patel (2010) has shown experimental evidence
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Figure 3.15: Schematic of the computational domain and its boundary conditions.
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Figure 3.16: Illustration of the two different computational domain configurations showing a
rectangular (a) and a cylindrical (b) channel. The main difference between both is that one of

the walls of the cylindrical channel has a no-slip boundary condition.

of the presence of entrance and exit effects on pressure drop measurements of flow through
open-cell metal foams. The authors have argued that the streamwise thickness of the sample
might strongly affect the unit-length normalized pressure drop of the foam samples. Therefore,
the streamwise thickness of the computational samples was kept as close as possible to the ex-
perimental ones. Unfortunately, the limited size of the tomographic datasets (as shown in Figure
3.4) have not made it possible to closely match the streamwise thickness of all samples. The
discrepancy between the computational and experimental streamwise thickness of the samples
was more pronounced for the Retimet foams, where the computational samples had a smaller

thickness than the experimental ones.
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Table 3.5: Dimensions and polyhedral mesh count of the computational domains

Sample Domain size (mm)  Domain size (d,) ~ Mesh count (X 10%)
Recemat NC 1723 4.7x4.7x 10 3.63x3.63x7.72 7.713
Inconel 450 pm 2x2x10 5.79 x 5.79 x 28.95 9.868
Inconel 1200 um 3.6x3.6x10 3.87 x3.87 x 10.76 6.217
Inconel 580+1200 um 2.4 x2.4x6.54 4.37%x4.37%x11.92 14.235
Retimet 20 PPI 3.1x44x8 1.50 x2.12 x 3.86 2.157
Retimet 45 PPI 3x3x745 326 x3.26 x8.11 4.720
Retimet 80 PPI 24x24x7.7  4.88x4.88x15.68 5.431

The total mesh count of the computational domains used for comparison against experi-
ments ranged from 0.2 — 1.5 x 107 polyhedral cells depending on the metal foam type. Larger
cell counts were obtained for foams with smaller pore size, due to a greater surface area and
thus requiring a larger number of refined mesh cells next to the foam surface. Table 3.5 summa-
rizes the total mesh count and dimensions of the computational domains used for comparison
against the experiments, where the sample streamwise thickness is given by the largest dimen-
sion. Domain size is also shown in terms of numbers of mean pore sizes in each dimension.
Additional smaller computational domains have also been generated and employed in some nu-
merical studies which will be presented in the next chapter, having the same boundary conditions

as the rectangular channel domain.

3.6 Summary

A tomography-based methodology for characterization procedure of morphological parameters
and pore-scale geometry generation of open-cell metal foams has been described. A total of

seven distinct commercial open-cell metal foams have been scanned by means of computer
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tomography and had their pressure drop experimentally measured under a wide range of air
flow velocities. In-house Matlab routines have been devised for the 3-D volume rendering and
morphological characterization routines performed on all samples.

Morphological measurements performed directly from the tomographic datasets have shown
that all foam samples are highly porous, with a porosity values above 0.82. Comparison of
porosity and specific surface area results against experiments and literature data have shown
good agreement. The pore and strut size distribution was measured using a series of morpho-
logical image operations. Results have shown that the mean pore diameter to vary from approx-
imately 0.4 to 2.25 mm across all the investigated foams. The equivalent strut diameter is on
average more than five times smaller than the mean pore size.

Segmentation of the pore space within the foams was performed by using a combination
of Euclidean and watershed transforms. The outcome of this approach is a segmented pore
space composed of pore cells. Measurement of the cell widths in each Cartesian direction have
shown a certain level of anisotropy, with some cells being elongated along one or more spatial
directions. Moreover, the equivalent sphere diameter was computed and shown to be always
larger than the mean pore size. This is explained by the fact that cells which are next to the
sub-volume were not included in the pore segmentation analysis. On the other hand, mean pore
size computations have to take into account “incomplete” pores which are located right next to
the domain boundaries.

The computer generated representation of the foam geometry is meshed using a commercial
CFD package. Mesh and domain size sensitivity analysis have been carried out to minimize error
arising from the numerical procedure and proper mesh refinement settings have been defined.
Two distinct domains configurations representative of the experimental conditions have been

created for comparison and validation against the pressure drop measurements.



Chapter 4

Pore-scale simulations

This chapter describes the pore-scale simulation results for single and two-phase flow across
open-cell metal foams. The aim of the single phase flow simulations is to obtain reasonably
accurate solutions of the airflow field under a wide range of flow velocities for all samples.
Validation of the airflow simulation results is done by comparing numerical and experimental
values for the pressure gradient across the samples. Furthermore, the pore-scale simulations are
employed in order to gain a better understanding of the pressure gradient behaviour across the
investigated foam samples. For that purpose, several additional features are analysed numeri-
cally, such as wall and entrance/exit effects, fluid compressibility, time-dependent flow features,
porosity variation and foam anisotropy.

The qualitative assessment of the oil capture effectiveness within the foam samples is carried
out by means of Lagrangian tracking calculations. Various droplet tracking simulations are
carried out within the steady state airflow solutions computed for all samples. A simplified oil
capture criterion is employed, neglecting the droplet dynamics phenomena. The effects of the
flow velocity, droplet diameter and foam pore size in the oil capture effectiveness are evaluated.
Rotational effects, which are experienced by metal foams within aero-engine separators, are
accounted for by the use of a moving reference frame (MRF) approach. Finally, a methodology
for transferring the pore-scale simulation results to a macroscopic porous medium model is

proposed.

76
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4.1 Validation procedure

The flow field in the interstitial pore space is expected to be complex with inhomogeneous distri-
butions of velocity magnitude and direction. The pressure gradient, defined as the pressure drop
normalized by the foam streamwise (flow direction) length, Ap/Ly, is the parameter chosen for
validation of the simulation results, since it is accessible experimentally. Therefore, the pressure
gradient in the simulations was calculated by computing the area-averaged static pressure at the
domain inlet and outlet as
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where Ly is the foam thickness, Aoy is the outlet cross-sectional area and Aj, is the inlet cross-
sectional area. In the experiments, inlet and outlet pressure are computed from pressure trans-
ducers positioned 25 mm away from the metal foam sample. For flow in porous media appli-
cations, the pressure gradient is normally plotted versus the Darcian velocity, up, a procedure
which is also adopted here. The experimental values for Darcian velocity where computed by
measuring the volumetric airflow rates upstream the foam samples and dividing by the cross-
sectional flow area. In order to be consistent with the experiments, the Darcian velocity is
computed at the domain inlet in the CFD simulations. Because the flow is considered to be
incompressible, and the inlet section upstream the foam sample is a clear channel, the Darcian

velocity will have the same magnitude as the prescribed inlet velocity for the simulations.

4.2 Airflow solving procedure

The flow governing equations described in Section 2.2 are solved by the finite volume method
using the commercial solver Ansys Fluent 15 (ANSYS, 2013). Airflow is simulated through
static and completely rigid foam samples. The fluid is assumed to be incompressible unless

explicitly stated otherwise. Furthermore, simulations are performed in steady state unless ex-
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plicitly stated otherwise. The Knudsen number (Eq. 2.7) is estimated to be lower than approx-
imately < 10~ for the flow conditions investigated here, therefore showing that the continuum
hypothesis still holds. The SIMPLE algorithm by Patankar and Spalding (1972) is employed
for pressure-velocity coupling. Some cases more difficult to converge employed a fully cou-
pled approach. A second-order upwind scheme was used for the spatial discretization and the
linearised equations were solved using algebraic multi-grid acceleration. A detailed descrip-
tion of the equations and numerical methods employed here is beyond the scope of the present
thesis, and can be found in Versteeg and Malalasekera (2007). A dimensionless convergence

criterion of 1076 was set for the equation scaled residuals together with the monitoring of the

convergence of field-variables in order to ensure the solution has converged.
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Figure 4.1: Convergence of the (a) average static pressure at the domain inlet and (b) average
wall shear stress at the foam surface. Both variables are normalized by the their value at the last
iteration.

Figure 4.1 depicts typical convergence plots for field-variables computed from a steady-state
simulation. It shows the convergence of average static pressure at the domain inlet and average

wall shear stress at the foam surface. Both variables are normalized by their values computed at
the last iteration, which is the converged solution. The variables seem to stabilize around a mean

value after approximately 300 to 400 iterations. Apart from the convergence of field-variables,
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the overall mass and forces balances were checked at the end of simulations to verify for any

imbalances in those quantities.

4.2.1 Turbulence modelling

As the Re,, is expected to range from approximately 120 - 7100, quite above the Darcy regime
and far exceeding the fully turbulent threshold value for many cases, as defined in section 2.2.2,
two Reynolds-averaged Navier-Stokes (RANS) turbulence models were evaluated, namely the
RNG k-€ model used in conjunction with an enhanced near wall treatment and the SST k — @
model. The detailed formulation of the near wall treatment employed for the RNG k-¢ and SST
k — @ can be found in (ANSY'S, 2013). For the cases where Re,, < 300, the flow was considered
to be laminar.

It is important to note that if the flow turbulence were to be fully resolved by means of di-
rect numerical simulation (DNS), an estimation of the Kolmogorov micro-scales (Tennekes and
Lumley, 1972), shows that the mesh refinement would have to increase by a factor of roughly
10, without mentioning the obvious necessity of time discretization, in order to account for the
turbulent time scales. The computational resources available to the present study do not allow

one to solve DNS-type simulations within a reasonable time.

4.3 Comparison to experiments

The square channel domain configuration (Figure 3.16a) was employed for comparison of the
pore-scale simulation results against the experimental measurements. The reason for not em-
ploying the cylindrical domains is that due to the limited size of the tomographic scans, they
had a considerably smaller diameter perpendicular to the flow when compared to the actual
diameter of the experimental samples. A smaller diameter perpendicular to the flow implies
(possibly) greater wall effects. Therefore, the square channel configuration is expected to be

more representative of the conditions found in the experiments.
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Table 4.1: Simulated Re,, range, minimum and maximum average y* values at the foam surface

for each sample.

Sample Re, range minyt maxy"
Recemat 440 - 2650 0.397 1.563
Inconel 450 um 120-1200 0.401 2.112
Inconel 1200 pm 320-3200 0.270 1.613

Inconel 580+1200 um 190 - 1880 0.321  1.801

Retimet 20 PPI 710-7100 0.119  0.857
Retimet 45 PPI 315-3150 0.282  1.685
Retimet 80 PPI 170- 1680 0.255 1.477

The pore-scale simulation results reported in this section concern steady state incompress-
ible airflow. Table 4.1 depicts the pore-based Reynolds number range simulated for each sam-
ple, the minimum and maximum values of the average non-dimensional wall distance, y*, at the
foam surface. The y™ values are computed at the minimum and maximum pore-based Reynolds
numbers within the turbulent regime (Re, > 300) respectively. The choice of Re, range was
based on the available experimental data for each sample.

A comparison between the experiments and numerical solutions obtained with the RNG
k-€ and SST k — o turbulence models was made using the Recemat foam sample. Note that
the computational domain had a streamwise length L, = 10 mm, identical to the experimental
sample. Pressure measurements were taken under a range of up = 2.3 to 26 m/s and simulations
were performed for up = 5 to 25 m/s. Pressure gradient results for the Recemat foam are plotted
in Figure 4.2a as a function of up. Flow streamlines are shown in Figure 4.2b, for a flow velocity,
up = 25 m/s (Re, ~ 2250).

The Recemat pressure gradient simulation results agreed relatively well with the measure-
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Figure 4.2: (a) Simulated pressure gradient for the Recemat sample and (b) simulated flow

streamlines for the Recemat sample for up = 25 m/s (Re, ~ 2250).

ments, showing larger deviations at lower Darcian velocities values, up < 10 m/s (Re, ~ 800).
Results obtained using the RNG k-¢ and SST k — w turbulence models were similar. The per-
meability, K, and Forchheimer coefficient , F, values can be obtained by least squares fitting
a second-order polynomial to the pressure gradient curves, using the Forchheimer equation
(Eq. 2.39). Values of permeability and Forchheimer coefficient computed this way can be sen-
sible to the velocity range employed for the curve fitting procedure. Here, the curve fitting
procedure only considered flow data within the turbulent flow regime (Re, > 300), since most
of the data lies within that regime for all samples.

For the Recemat sample, values of K and F obtained using the RNG k-¢& model presented a
better agreement than values obtained using the SST k — @ when compared against experimental
data, as shown in Table 4.2. Furthermore, cases which employed the RNG k-& model were
more stable numerically, and converged faster. For these reasons, all subsequent pore-scale
simulations reported in this thesis employed the RNG k-€ model. The square of correlation
factor, R?, was greater than 0.99 for all the curve fitting results reported here.

Pressure gradient measurements for the Inconel and Retimet foams were carried out for

up = 2.3 to 49.6 m/s, except for the hybrid Inconel 580 + 1200 pm, where the range up = 2.3
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Figure 4.3: Simulated pressure gradient for the (a) Alantum Inconel samples; (b) for the Retimet

samples

to 26 m/s was considered. All the simulations were performed for up = 5 to 50 m/s, except for
the hybrid Inconel 580+1200 pm, which was limited to the maximum value of up = 25 m/s,
since no pressure gradient measurements were carried out above that. The streamwise length of
the Inconel computational samples was identical to the experimental ones, except for the hybrid
Inconel 580+1200 um, which presented a small discrepancy of 0.40 mm, due to the limited size
of the tomographic scan.

The Retimet foams computational domains were smaller than ones evaluated experimentally
due to the limited size of the tomographic datasets. Figures 4.3a and 4.3b depict the simulated
pressure gradient as a function of up for all the Inconel and Retimet foams respectively. The
pore-scale simulations have been able to reproduce the pressure gradient curves up to a satisfac-
tory level of agreement. Table 4.2 summarizes both the experimental and simulated permeability
and Forchheimer coefficient values obtained for all samples, along with the root-mean-square
(RMS) deviation for each variable (using experimental data as a reference). Generally, perme-
ability showed a greater RMS deviation than the Forchheimer coefficient.

As the flow conditions investigated here are well beyond the Darcy’s regime, and data is

mostly within the turbulent regime, it is reasonable to assume that the pressure losses are mainly
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Table 4.2: Computed values for permeability (m?) and Forchheimer coefficient (m ') along with

the RMS error for each quantity.

Sample Kcpp X 1077 Kexp x 1072 RMSerror (%)  Fopp  Fexp  RMS error (%)
Recemat, RNG k-& 9.46 221 76.6 736 485 340

Recemat, SSTk—®  13.0 2.21 82.9 795 485 388

Inconel 450 pum 0.88 0.54 63.1 3745 4677 199

Inconel 1200 um 2.96 1.48 100.8 1150 1049 452

Inconel 580+1200 um ~ 4.82 17.6 72.6 1254 1050 193

Retimet 20 PPI 13.7 433 68.3 302 382 209

Retimet 45 PPI 2.67 4.24 37.0 1149 1150 0.5

Retimet 80 PPI 2.50 2.78 10.2 1248 1510 17.4

due to inertial effects. Larger pressure gradients are observed in samples with smaller pore sizes,
which present a greater flow restriction due to their larger surface area. Permeability generally
decreases with decreasing pore size whereas the Forchheimer coefficient values normally in-
crease with decreasing the pore size. This same trend was observed in a similar study by Ranut
et al. (2014). Simulation results obtained with the Retimet foams did not show the pressure
gradient to be very sensitive to their smaller streamwise length compared to the experimental
samples.

The reasonably large discrepancies between experimental and simulated permeability and
Forchheimer coefficient values indicate a high sensitivity of these parameters to relatively small
deviations on the pressure gradient. Such large discrepancies have been noted previously in
similar studies (Bhattacharya et al., 2002; Ranut et al., 2014), showing that two separate exper-
imental measurements carried out for a similar type of metal foam can show large discrepan-
cies for permeability and Forchheimer coefficient values. There are several possible sources of
errors, given that each experiment employs a specific sample streamwise thickness, diameter

and velocity range. Dukhan and Patel (2010) noted that there are no standards specifying the
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metal foam test sample size in experiments. Nevertheless, geometrical differences between the
samples employed for the tomographic scans and the ones employed for pressure gradient mea-
surements are the most likely cause for these discrepancies in the present work. Unfortunately,
the level of discrepancy between the two sample sets could not be evaluated in the present work.

It was interesting to note that permeability values showed a greater deviation between ex-
periments and simulations. Since the flow regime investigated here is mostly in the turbulent
regime, it is reasonable to assume that the viscous losses (related to the permeability) are neg-
ligible compared to the inertial losses (related to the Forchcheimer coefficient) within the metal
foam. Therefore, assuming that is the case (fixing the permeability term to zero), the pressure
gradient of the foam samples analysed here can be written as a function of the quadratic term in
the Forchheimer equation (Eq. 2.44), such as

Ap

ap_ 2
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Therefore, the pressure gradient curves obtained by both experiments and CFD simulations
can be fitted using Eq. 4.2 in order to compute the Forchheimer coefficient values. Table 4.3
depicts the results of this procedure, also showing the normalized RMS deviation between ex-
perimental and simulated data (using the experiments as reference). The square of correlation
factor, R?, was higher than 0.99 for all cases. The agreement between experiments and simula-
tions is better using Eq. 4.2. A possible explanation is that, when assuming the pressure gradient
to be governed by Eq. 2.44 (which includes both permeability and Forchheimer coefficient), the
curve fitting procedure is basically searching a 2-D parameter space, which might have an infi-
nite number of permeability and Forchheimer coefficient pairs as solutions. Additionally, it is
reasonable to say that for the flow conditions investigated here, the Forchheimer coefficient is a
more representative parameter than permeability.

Generally, the pore-scale simulations were able to satisfactorily reproduce the pressure gra-

dient results measured in the experiments. For the purposes of this project, an approximated
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Table 4.3: Forchheimer coefficient (m~!) curve fitting results for the experimental and CFD

data using Eq. 4.2 and the normalized RMS deviation.

Sample Fexp Fcep RMS error (%)
Recemat NC 1723 789.62  806.63 2.15
Inconel 450 ym 4019.33  4146.50 3.16
Inconel 1200 um 2157.15 2697.02 25.03
Inconel 580+1200 um 1070.99 1324.16 23.64
Retimet 20 PPI 373.49  326.27 12.64
Retimet 45 PPI 1069.73  1279.59 19.62
Retimet 80 PPI 1382.38 1387.97 0.40

steady state flow field within the pore space is a satisfactory solution. All simulations were car-
ried out using the university’s high performance computing (HPC) facility, employing normally
24 to 32 Intel Harpertown 3 GHz cores, depending on the availability. Moreover, a typical steady
state pore-scale simulation takes between 30 minutes to 2 hours of computing time depending
on the mesh size. It is beyond the scope of the present study to capture the transient effects as-
sociated with complex phenomena such as flow separation, vortex shedding and boundary layer
detachment. A scale-resolving approach such as LES or DNS would be necessary to capture
these phenomena, which would increase the computational costs by several orders of magni-

tude.

4.3.1 Details of the flow field

Figure 4.4a depicts a pressure contour plot on a 2-D cut plane for the Recemat foam, at a
flow velocity, up, of 20 m/s. A complex pressure distribution is caused by the intricate foam

geometry, with stagnation points seen in front of the foam struts. A velocity contour plot on
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a 2-D cut plane for the Recemat foam at up = 20 m/s is depicted in Figure 4.4b. The flow is
separated and accelerated through the pores apertures, showing a preferential flow through large
passages, with high velocity streaks seen through the narrowest gaps. The flow behaviour is
similar to the flow past multiple bluff bodies in this case, with a low velocity region present on
the wake of every solid ligament. Simulation results obtained with the other samples showed
similar behaviour.

The pressure gradient behaviour along the streamwise sample length is more clearly shown
in Figure 4.5a, where the area-weighted averaged dimensionless pressure profile was computed
in multiple cross-sections perpendicular to the flow, and is plotted against the pore size normal-
ized sample streamwise length, z/Ly, with z as the streamwise position inside the foam. The
dimensionless pressure is calculated according to Eq. 2.45. For all cases, the profile shows an
almost linear pressure gradient behaviour, with local fluctuations caused by the intricate foam
morphology. At the exit of the sample, the local pressure falls below the far field pressure, with
the drop becoming more pronounced as the inlet flow velocity, ug, increases. This phenomenon
is likely to be caused by vortices generated at the wake of the foam. The linear pressure gra-
dient behaviour observed here has been reported in similar pore-scale studies (Petrasch et al.,
2008a; Akolkar and Petrasch, 2012). Figure 4.5b shows the velocity profile normalized by the
inlet flow speed. As the incompressible fluid enters the foam, its bulk velocity is immediately
increased due to the reduction in the cross-sectional area, and continues to fluctuate above unity,
proportionally to the cross-sectional area variation along the foam. At the exit, the normalized
velocity gradually goes back to unity, and a small exit effect is present at the wake of the foam.

Simulation results obtained with other foam samples presented similar behaviour, even for
different pore sizes. Figure 4.6 depicts the dimensionless pressure gradient profile across the
Inconel 450 um (d,, = 0.345 mm) and Retimet 45 PPI (d,, = 0.918 mm) foams respectively, for
inlet flow velocities varying from 5 to 30 m/s. The slope of the dimensionless pressure gradient

is steeper in the case of the Inconel 450 um. Nevertheless, both foams show an apparent linear
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Figure 4.4: (a) Pressure and (b) velocity vector contour plots on a 2-D cut plane located at the

centre of the computational sample for simulation results obtained at up = 20 m/s.
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Figure 4.5: (a) Dimensionless pressure profile across the Recemat foam at varying inlet veloc-
ities and (b) normalized velocity profile across the Recemat foam at ug = 20 m/s. The vertical

dashed lines depict the entrance and exit of the foam respectively.

pressure gradient behaviour along their streamwise length. Results for the Retimet 45 PPI foam
showed a pronounced fall in the local pressure right next to the foam exit, which is apparently
absent in the Inconel 450 pm results. One explanation is that the magnitude of this drop in
pressure might be related to exit effects, and that these are proportinal to the pore size. As the
Retimet 45 PPI computational sample has a much smaller normalized streamwise length (Lf/d,,)
when compared to the Inconel 450 um, its results are likely more affected by any size-related
effects.

A foam sample which was quite unique is the hybrid Inconel foam, which was built by
merging a foam with a nominal pore diameter of 580 um with another one with nominal pore
diameter of 1200 um. Analysis of the tomographic dataset indicate that about 55 % of the foam
length is composed of the Inconel 580 um. The computational sample was built with the larger
nominal pore size (1200 um) constituting the first half of the sample (next to the inlet side) and
the smaller nominal pore size (580 um) the other half (next to the outlet side). Figure 4.7a shows
a schematic of the computational foam sample.

The dimensionless pressure gradient profile across the sample for varying air inlet velocities
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Figure 4.6: Dimensionless pressure profile at varying inlet velocities across the Inconel 450 um

(a) and Retimet 45 PPI (b) foams respectively. The vertical dashed lines depict the entrance and

exit of the foam respectively.
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Figure 4.7: Schematic of the Inconel 1200+580 um computational sample employed in the

simulations (a) and (b) dimensionless pressure gradient profile across the sample for varying air

inlet velocities. The vertical dashed lines depict the entrance and exit of the foam respectively.

is plotted in Figure 4.7b. Larger pressure fluctuations are observed across the first half of the

foam streamwise thickness, which is occupied by the foam with a nominal pore size of 1200

um. The fluctuations are significantly smaller in the second half of the sample occupied by the

smaller pore size of 580 um. Experimental measurements showed that the alignment order of
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the pore sizes (whether the 580 or 1200 um is facing the inlet side) has a negligible effect on the
overall pressure gradient. Hybrid foams are relatively novel, and could offer a greater flexibility
in terms of managing the overall pressure gradient in systems which employ open-cell metal

foams.

4.4 Numerical investigations of additional effects

The pressure gradient across open-cell metal foams applied to aero-engine separators should
be kept to a minimum, given the tight operational constraints within aero-engines. Therefore,
it is important to understand the parameters which might affect the pressure gradient across
open-cell metal foams. Even though reasonably accurate results were obtained by the pore-
scale simulations, there are still several factors that should be analysed in more detail, such
as wall and entrance effects, fluid compressibility, time-dependent flow features, anisotropy
of the foam structure and the impact of porosity and surface area on the pressure gradient.
These effects are investigated by means of pore-scale simulations. All simulations described in
the following sections are performed assuming incompressible flow and in steady state, unless

stated otherwise. The RNG k-¢ turbulence model was employed when the flow was not laminar.

4.4.1 Wall effects

Wall effects were evaluated by performing simulations using the quarter of a cylinder domain
configuration. A total of four different samples were employed for this analysis, namely the
Inconel 450 um, Recemat, Retimet 45 and 80 PPI foams. The streamwise length of the compu-
tational samples were identical to the ones employed in the square channel domains as reported
in Section 4.3. It is unlikely that the average porosity of the foam changes near the walls, as hap-
pens in the case in a bed of packed spheres. The nature of wall effects in open-cell metal foams
is mainly viscous, simply due to the additional shear stress next to the wall region. As noted in

the experimental work of Dukhan and Ali (2012b), one way of quantifying the magnitude of the
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wall effects is by computing the Darcy-Weisbach friction factor, defined as

_ 2Ap

)
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f 4.3)

where Ap is the overall pressure drop through the sample. For the current application, it is
interesting to include the pressure gradient (Ap/Ly) and the Reynolds number characteristic
length scale (d)) in the friction factor as well, such that a modified friction factor, f*, can be

defined as
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Therefore, the magnitude of the wall effect can be computed by subtracting the friction
factor obtained with the cylindrical domain from the friction factor calculated from the square
channel domains, where wall effects are absent, such that

f*_ rT:f

%
ref

Wall effect = x 100% 4.5)

where f; is the reference friction factor, computed from the square channel domain results.

*

For comparison purposes, f* and f7;

are taken at the same pore-based Reynolds number. The
magnitude of the wall size effects computed for each of the four foam samples are plotted
in Figure 4.8, which also includes the dimensionless cylinder diameter ratio, defined as the
diameter of the cylinder divided by the mean pore diameter, dcy1/d,,.

The wall size seems to be a function of both the cylinder diameter and the Reynolds number,
however the effect seems different depending on the foam sample. Apparently, for samples with
small mean pore sizes (< 0.5 mm), namely the Inconel 450 um and Retimet 80 PPI, the wall
effect magnitude seems to decrease with increasing Reynolds number. Conversely, the opposite

seems to take place with the other foams, where wall effect increases with increased Reynolds

number. The magnitude of the wall effect is similar to experimental results reported by Dukhan
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Figure 4.8: Wall effect magnitude as a function of Reynolds number based on the cylinder di-

ameter. The dimensionless cylinder diameter for each foam sample is given, defined as dcy1/d),.

and Ali (2012b).

The dependence oj friction factor on the Reynolds number can be explained by the fact that
the boundary layer thickness decreases as the Reynolds number is increased. Therefore, the
velocity gradient in the region close to the wall gets steeper and generates higher shear stresses
in that region. Viscous drag becomes less significant as the Reynolds number increases and
above a certain critical value, pressure losses become proportional to the square of the average
flow velocity. In this region, the friction factor starts to become independent of the Reynolds
number. Figure 4.9 shows a contour plot of the pore velocity normalized by the inlet velocity,
u/up, at a cut plane halfway through the Retimet 45 PPI sample, at two different Re,,. It shows
that region of low velocity right next to the cylinder wall (and foam surface) seems to be slightly
thicker at a lower Reynolds numbers, although the difference is very subtle.

The ratio of pore size to the cylinder diameter, characterized by the dimensionless cylinder
diameter, d.y1/d,, seems to be important as well. As expected, the foam with the smallest

dimensionless diameter, Recemat, presented the highest wall effects. However, the wall effect
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Figure 4.9: Contour plot of the normalized velocity, u/ug, for the Retimet 45 PPI at Re,, values

of approximately (a) 315 and (b) 1250 respectively.

magnitude was not always proportional do the dimensionless cylinder diameter, as the results
obtained for the Inconel 450 um and Retimet 80 PPI foams have shown. Interestingly, the
experiments of Dukhan and Ali (2012b) showed the magnitude of the wall effect increased from
relatively small values with Reynolds number for a foam with large pore size, and decayed with
increased Reynolds number for foams with smaller pore size, attributing such behaviour to the
different foam morphologies. However, it is important to remember that the samples employed
in the experimental measurements had a much larger cylinder diameter (~ 25 mm) than the
ones described in this section. Thus, the magnitude of the wall effect in the experiments was
probably quite small. This further adds credibility to the choice of using the square channel

domains for comparison against the experiments. The wall shear stress, 7,,, can be normalized

as T

o Figure 4.10 shows the normalized wall shear stress contour plot at the cylinder wall for
2Py

Re, values of approximately 315 and 1250 respectively. These results show that the normalized

wall shear decreases with increased Reynolds number.
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Figure 4.10: Contour plot of normalized wall shear stress at plotted at the cylindrical no-slip

wall for the Retimet 45 PPI at Re,; values of approximately (a) 2200 and (b) 6700 respectively.

4.4.2 Entrance/exit effects

There has been experimental evidence showing the sample streamwise length to affect the nor-
malized pressure gradient in open-cell metal foams due to entrance and exit effects Baril et al.
(2008); Dukhan and Patel (2010). At small sample streamwise lengths, the pressure gradient
is sensitive to increases in sample length, although any changes decrease as the sample length
becomes large. Hence, entrance or exit effects decrease asymptotically with sample length.
Although the mechanisms behind entrance and exit effects are not still well understood, it is be-
lieved that they are caused by the sudden acceleration and deceleration of the fluid upon entering
and exiting the porous sample, due to large changes in the flow cross-section area.

The effect of the foam streamwise length is evaluated numerically for the Inconel 450 um
foam. The 3, 4 and 7 mm samples are subsets of the 10 mm tomographic dataset, whereas the
20 mm is generated by combining two 10 mm computational samples together. Note that this
merging procedure will result in small discontinuity in the foam morphology at the merging
position. However, no statistically significant change in porosity or specific surface area was
observed for the combined 20 mm computational sample. The Inconel 450 um sample was

chosen for this analysis for having the largest streamwise thickness relative to the mean pore
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Figure 4.11: (a) Simulated pressure gradient as a function of up for Inconel 450 um samples with
increasing streamwise length and (b) simulated pressure gradient as a function of the normalized

sample streamwise length for different air inlet velocities.

size.

It is clear from Figure 4.11a that the normalized pressure gradient decreases with increasing
sample streamwise length, a trend which was observed experimentally in other studies (Dukhan
and Patel, 2010; Oun and Kennedy, 2014). The pressure gradient for the 10 and 20 mm samples
almost collapse into a single curve for the velocity range investigated, indicating that the crit-
ical streamwise length is likely to be between these values. A plot of the normalized pressure
gradient as a function of the normalized sample streamwise length is shown in Figure 4.11b.
The same trend observed in Figure 4.11a extends across the entire velocity range, being more
pronounced at higher fluid velocities.

The critical thickness for open-cell metal foams is normally given in terms of number of
pore sizes or cells, which makes the comparison between foams with different pore sizes more
meaningful, as noted in (Dukhan and Patel, 2010; Oun and Kennedy, 2014). Apparently, the
critical streamwise length for the Inconel 450 um foam lies between roughly 25 d,, and 50 d,,,
which is in accordance with experimental work publish in literature, which has found critical

thickness values between 30 and 50 d,,.
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As mentioned before, the Inconel 450 um is the largest sample in terms of pore size nor-
malized length. According to the results reported in this section, it is very likely that both
the experimental and computational samples of all foams (with exception of the Inconel 450
um) investigated in the present work have a streamwise thickness smaller than the critical one.
Nevertheless, based on the results shown here and on experimental evidence in the literature,
it is reasonable to assume that entrance and exit effects are present and captured in both the

experiments and the pore-scale simulations.

4.4.3 Time-dependent effects

Steady state RANS calculations often fail to provide accurate predictions of complex flows with
separation, due to inherent unsteady flow features. In open-cell metal foams, flow separation
takes place next to the foam’s solid struts, therefore complex flow patterns such as vortex shed-
ding may take place, giving rise to unsteady flow structures. When the flow is not statistically
stationary, Reynolds averaging is not the same as time-averaging laccarino et al. (2003), and

therefore an unsteady approach is better suited.

Uy / Uo

Figure 4.12: Simulations results showing the evolution of a velocity component perpendicular
to the flow direction normalized by the inlet velocity at a monitor point positioned in the wake

of the Recemat foam sample for inlet velocities of uy = 10 m/s and ug = 15 m/s respectively.
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A set of unsteady RANS simulations were carried out in the Recemat foam sample with
a streamwise thickness of 4.27 mm (intermediary domain size so that computational costs re-
main reasonable). These simulations are performed with the intent to verify and evaluate time-
dependent flow features. Investigation of unsteady flow behaviour was done by monitoring a
velocity component perpendicular to the flow (u,) at predefined monitor points. The monitor
points were located in the wake of the sample, at a distance of 0.2 mm from the centre of the
foam. Time step of each simulation was adjusted in a way that the flow Courant number re-
mained constant regardless of the time step size. The Courant number is defined as

uAt

Cr= A < Crax (4.6)

where Cy is the flow Courant number, At is the time step size, Al is the characteristic mesh length
and C,y is the maximum Courant number value allowed. Here, C,,,, value was kept close to
unity, even though a higher value could be used since an implicit solver is employed. The time
evolution of the streamwise velocity component at a monitor point positioned in the wake of
the foam sample is shown in Figure 4.12 for air inlet velocities of 10 and 15 m/s respectively.
The amplitude and frequency of the unsteady behaviour of the streamwise velocity component
greatly differs depending on the inlet velocity. It also can be seen that the velocity fluctuations
becomes periodic after a certain time for both cases.

The simulations were run for a Darcian velocity range of 5 - 20 m/s. Results obtained
with the unsteady simulations are time-averaged and compared against steady state simulation
results. Note that the time averaging is performed only after the monitored streamwise veloc-
ity component started to show a periodic behaviour. Figure 4.13 shows a comparison of the
normalized pressure gradient between the time-averaged unsteady cases with steady state ones.
The unsteady simulations take at least 10-20 times more CPU time when compared with the
stationary ones. Absolute average difference between both approaches is 2.61 %, therefore not

justifying the consideration of unsteady flow effects, given the extra computational cost and
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Figure 4.13: Comparison between steady state and time-averaged simulation results for the

pressure gradient for the Recemat foam sample with streamwise thickness of 4.27 mm.

marginal difference in the pressure gradient results.

4.4.4 Fluid compressibility effects

Analysis of the pore-scale simulation results for incompressible airflow showed that the Mach
number in the pore space can sometimes exceed 0.3, especially at high inlet airflow velocities.
Under such conditions, fluid compressibility effects can start to become significant and it is
necessary to evaluate their impact when included in the numerical model.

A set of simulations was carried out assuming the air to be a compressible ideal gas. The
inlet and outlet were specified as pressure boundary conditions. Therefore, a pressure gradient is
specified for the domain and the fluid Darcian velocity is computed afterwards. Compressibility
effects were investigated using the Inconel 450 um and Retimet 80 PPI foams respectively. For
comparison purposes, the dimensionless pressure gradient and pore-based Reynolds number
was computed from the experimental data by assuming the air density to vary according to an

ideal gas. Therefore, for each data point, temperature was fixed as ambient, and air density was
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estimated using the inlet pressure and Darcian velocity values. Figure 4.14 shows a comparison
of the dimensionless pressure gradient (Eq. 2.45) between the experiments and the pore-scale
simulations. The dimensionless pressure gradient varies linearly with the pore-based Reynolds
number. A Mach number contour plot is shown in Figure 4.15 for compressible airflow across
the Retimet 80 PPI foam at up = 47.04 m/s, clearly showing several regions where the Mach

number is equal or higher than 0.3.
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Figure 4.14: Comparison of the dimensionless pressure gradient vs. Re, between experiments
and simulations assuming compressible ideal gas for the Inconel 450 um and Retimet 80 PPI

samples.

The permeability and Forchcheimer coefficient can be computed using Eq. 2.45 by per-
forming a linear fit to the dimensionless pressure gradient data. Table 4.4 summarizes the per-
meability and Forchheimer coefficient values obtained from both experiments and pore-scale
simulations. Note that these values are different from the ones obtained when considering the
air to be incompressible, listed in Table 3.2. The discrepancy between experimental and nu-
merical permeability results is much greater when taking into account fluid compressibility,
showing deviations of roughly 700 and 490 % for the Inconel 450 pm and Retimet 80 PPI sam-

ples respectively. On the other hand, better agreement was found between the experimental and
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Figure 4.15: Contour plot on a 2-D cut plane at the centre of the Retimet 80 PPI sample showing

the Mach number for compressible airflow at up = 47.04 m/s.
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Figure 4.16: Dimensionless pressure profile at varying Darcian velocities across the Retimet 80
PPI foam for compressible airflow. Vertical dashed lines denote the entrance and exit of the

foam sample respectively.

numerical Forchheimer coefficient results, showing deviations of approximately 16 and 13 %
for the Inconel 450 um and Retimet 80 PPI foams respectively. At high Reynolds numbers, the
pressure losses along the foam length are mainly due to inertial effects, and the viscous losses

are comparatively small. Thus, the Forchheimer term is likely more significant under these con-
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ditions. For the flow conditions investigated here, the Mach number seems to increase together

with Re,, and compressibility effects becoming stronger at higher Mach numbers.

Table 4.4: Experimental and simulated results for permeability (m?), and Forchheimer coeffi-

cient (m~!) obtained from a linear fit using Eq. 2.45.

Sample Kcpp X 1077 Kexp x 1072 RMSeerror (%) Fcrp  Fexp  RMS error (%)
Inconel 450 ym  5.76 0.69 732.4 4030 4540 113
Retimet 80 PPI  13.5 3.07 340.33 1450 1500 3.31
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Figure 4.17: Comparison of the pressure gradient across the Inconel um foam between simula-

tions assuming incompressible and compressible ideal gas flow respectively.

The pressure gradient behaviour remains linear when considering fluid compressibility. Fig-
ure 4.16 depicts the dimensionless pressure profile across the Retimet 80 PPI sample at different
Darcian velocities. Similarly to results obtained when considering incompressible airflow, the
profile is linear, showing almost an absence of fluctuations due to the foam morphology.

Comparison between the normalized pressure gradient for simulations concerning incom-

pressible and compressible ideal gas flow across the Inconel um foam are depicted in Figure
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4.17. It can be seen that the pressure gradient results given by both approaches start to diverge
at Darcian velocities of over 40 m/s or approximately Re, ~ 2000. Therefore, the Mach number
increases above 0.3 at high Reynolds numbers, and compressibility effects become significant. It
is worth mentioning that the expected velocities next to the metal foam inlet within aero-engine
separators are not expected to exceed 30 m/s at the ground idle engine regime, which is the worst
in terms of oil separation. This corresponds to a range of approximately 1000 < Re, < 1500

depending on the foam pore size and Mach numbers below 0.3.

4.4.5 Anisotropy analysis

Flow in the
Z direction

Flow in the
Y direction

. Flow in the
X direction

Flow simulations
in all orthogonal directions
in a cubical sample

Figure 4.18: Schematic of the anisotropy flow analysis by means of numerical simulations. The
Z direction is fixed as the axial direction of the tomographic datasets. Cubical foam samples are

simulated with the flow aligned with all orthogonal directions.

The effect of anisotropy in the open-cell foam structure is often neglected in many pore-
scale flow studies. As shown by the watershed pore segmentation results in Section 3.4.5 in
Chapter 3, the pore cells of the foams seem to be slightly elongated in one Cartesian direction.

The slight structural anisotropy is normally caused by the removal of inter-cellular material dur-
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ing the manufacturing process. The question of whether the foam anisotropy affects the flow
can be answered by means of pore-scale simulations on cubical foam samples varying the flow
Cartesian (orthogonal) direction. Figure 4.18 depicts a schematic of the anisotropy numerical
analysis. Representative cubical computational samples were generated from the original to-
mographic datasets. Laminar flow was computed varying the flow orthogonal direction, with

Re, = 1200, where the Z axis is the axial direction in the original tomographic datasets.
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Figure 4.19: Simulations results showing the dimensionless pressure gradient along the three
orthogonal directions for the (a) Recemat, (b) Inconel 1200 pum, (c) Retimet 45 PPI and (d)

Retimet 80 PPI foams respectively.

Four samples are investigated, namely the Inconel 1200 um, Recemat, Retimet 45 and 80
PPI. Figure 4.19 shows the variation of dimensionless pressure gradient with Reynolds number

for various samples in all three Cartesian directions. Clearly, varying the orthogonal direction
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of the incoming flow significantly impacts the dimensionless pressure gradient. This effect can
be explained by the different mean pore cell widths in each orthogonal direction found in the
investigated foams. A watershed pore segmentation routine is performed on the cubical samples
used in the simulations, and the pore width in each orthogonal direction is measured, along with
the average XYZ pore width. Table 4.5 shows the results for the average and mean cell width in
each orthogonal direction. For comparison purposes, the mean dimensionless pressure gradient
at all three orthogonal directions is computed for each sample. Thus, the relative deviation from
the mean XYZ and the average dimensionless pressure gradient at each orthogonal direction can
be calculated as
xyz —1T;

e(Ixyz,IT) = Z(W) x 100% 4.7)
i=1

where e stands for the average relative deviation from the mean, ITxyz is the mean dimensionless
pressure gradient along the X, Y and Z directions and IT; is the dimensionless pressure gradient

at the " orthogonal direction.

Table 4.5: Cell width characteristics and the average relative dimensionless pressure gradient

deviation from the mean.

Sample bavg(mm)  [bx, by, bc) (mm) [ex, ey, 2] (%)

Recemat NC 1723  1.159 [1.102, 1.277,1.098] [3.38, -20.26, 16.88]
Inconel 1200 ym  0.854 [0.908, 0.803, 0.850] [-10.49, 7.87, 2.63]
Retimet 45 PPI 0.921 [0.916, 0.954, 0.893] [-1.43,-17.45, 18.88]

Retimet 80 PPI 0.623 [0.632, 0.639, 0.597] [-7.50, -9.68, 17.18]

The dimensionless pressure gradient average relative deviation from the mean is shown in
Table 4.5. Results show that the pore width in a given direction is directly related with the

pressure gradient in that same direction. Larger pore widths in a given spatial direction imply
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in a smaller pressure gradient in that same direction. The opposite is also true, for a small pore
width in a given direction implies in a greater pressure gradient in that same direction. For
example, the pore width of the Recemat foam in the Y direction is roughly 10 % larger than
the mean, whereas the dimensionless pressure gradient is approximately 20 % smaller than the
mean. Conversely, the pore width in the Z direction is about 5 % smaller than the mean, whereas
the dimensionless pressure gradient is roughly 17 % larger than the mean. Given the fact that
the porosity and surface area remained constant for any given foam, the results clearly show a
relationship between pore width and pressure gradient.

The spatial alignment of the samples was not taken into account when performing the pres-
sure gradient measurements employed for validation. Therefore, it is not known if the com-
putational samples employed for comparison against experimental data are spatially aligned in
the same direction as the ones in the experiments. If the alignment between both was different,
this could explain some of the discrepancies found between simulations and experiments. How-
ever, the question of whether these anisotropy effects remain significant if larger samples are

simulated is left open, since larger tomographic datasets would be necessary.

4.4.6 Porosity variation effect

The effect of porosity variation on the pressure gradient can be explored by artificially vary-
ing the porosity of a given tomographic dataset by means of image morphological operations.
The effect of addition or removal of solid material can be simulated by using iterative image
morphological dilations and erosions, as described in the work of Akolkar and Petrasch (2012).
These operations are performed using a spherical structuring element and are therefore isotropic.
Dilations are equivalent to adding solid material at the solid-void interface and erosions are
equivalent to removing material. In this case, the interest is in varying the effective porosity
only, therefore the hollow struts are completely filled using image processing techniques prior

to changing the porosity. In this way, dilations will decrease the effective porosity and erosions
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increase it. Note that the specific surface will also change as a direct consequence of the porosity

variation.

R1, ¢ =0.8787

R3, § ;= 0.8232

Reference sample

Figure 4.20: Volume rendering of the five Retimet 45 PPI samples investigated and their respec-

tive porosity values.

The effective porosity of a Retimet 45 PPI sample is artificially modified in order to in-
vestigate the sensitivity of pressure gradient to porosity variations. Five identical Retimet
45 PPI samples with different effective porosities were simulated under laminar flow, with
Re, = 1—200. Figure 4.21 shows the plot of dimensionless pressure gradient for the five
samples, where sample R3, with ¢egr = 0.8232 is the original unmodified foam.

Results demonstrated that small changes in effective porosity can greatly affect the pressure
gradient across the foam. Table 4.6 shows the effective porosity and specific surface of each
sample and the average deviation of the dimensionless pressure gradient, using sample R3 as
the reference. For example, a decrease of ~ 3 % in @.fr caused an increase of approximately 21
% in I1,,. Increasing the effective porosity caused a decrease in the specific surface, whereas

smaller porosity values increased specific surface values. It is worth mentioning that values of
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Figure 4.21: Simulated dimensionless pressure gradient for the Retimet 45 PPI foam with vary-

ing Re, and porosity.

permeability and Forchheimer coefficient are consequently affected by the porosity variations
as shown in Table 4.6. Permeability increases with increasing porosity whilst Forchheimer

coefficient values decrease.

Table 4.6: Characteristics of the Retimet 45 PPI samples with varying porosity and the dimen-

sionless pressure gradient average deviation (Sample R3 is the reference).

Sample  @ef seft (m~1)  Avg. I, deviation (%) Kcpp x 107° (m?)  Fepp (m™1)
R1 0.8787 2475.39 -33.68 13.4 1095.31
R2 0.8545 2777.04 -18.48 11.2 1390.72
R3 0.8232 3105.84 Reference 9.31 1760.04
R4 0.7939 3228.49 21.05 7.89 2193.95

RS 0.7619 3284.32 48.70 6.54 2773.82
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4.5 Overview of the airflow pore-scale simulation results

For a more general base of comparison, the pressure loss characteristics of the metal foam
samples investigated here can be viewed in terms of non-dimensional flow factors. One of
which is the pore-based Reynolds number already mentioned. Another commonly used non-
dimensional flow parameter is the Darcy-Weisbach friction factor (modified here to include the
sample length and mean pore size), which was defined earlier in Eq. 4.4. Figure 4.22 shows
friction factor values versus pore-based Reynolds number computed from the CFD solutions

obtained for all samples.
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Figure 4.22: Friction factor versus pore-based Reynolds number for all samples investigated.

The Retimet 20 and 80 PPI friction factor behaviour seems to deviate from the other samples.
For the Retimet 20 PPI, this is probably due to its large pore size compared to the other foams.
On the other hand, the Retimet 80 PPI sample has a very peculiar behaviour, since it has a
pressure gradient comparable to the Retimet 45 PPI, which has a mean pore size almost twice
the size of Retimet 80 PPI. Nevertheless, the relationship between friction factor and pore-based
Reynolds number depicted here follows a similar trend as the results reported in the work of (Liu

et al., 2006).
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Table 4.7: Permeability (m?) and Forchheimer coefficient (m~') values calculated from Egs.

2.41 and 2.42 (derived from Ergun equation), and deviation from experiments.

Sample Kgrgun X 10~2 RMS error (%) Fgrgun RMS error (%)
Recemat 14.20 540.20 1430.50 194.65

Inconel 450 um 1.48 172.05 4832.89 3.32

Inconel 1200 um 8.16 453.13 1892.64 11.22

Inconel 580+1200 um  2.94 83.35 3235.55 207.97
Retimet 20 PPI 53.4 23.30 714.23  87.08

Retimet 45 PPI 6.35 49.81 2359.67 104.39
Retimet 80 PPI 4.00 43.96 2738.72  81.18

Table 4.7 shows the permeability and Forchheimer coefficient values computed from the
Ergun equation, using Eqs. 2.41 and 2.42 respectively, along with the RMS error for each
parameter (experimental data as reference). The mean strut diameter was employed as the char-
acteristic diameter for Eqs. 2.41 and 2.42. This is because the Ergun equation was developed
for a packed bed of spheres, using characteristic length of the solid phase (sphere diameter).
Results showed larger deviations between experimental data than the pore-scale simulations.

Section 4.4 attempts to provide a detailed analysis on the pressure gradient behaviour across
open-cell metal foams, also uncovering possible sources of discrepancies between the experi-
ments and pore-scale simulations. Wall effects were investigated by performing a set of simula-
tions on a cylindrical channel computational domain. The results have shown that wall effects
can become quite significant if the dimensionless diameter of the cylinder, dcyi/d,, is small.
In other words, wall effects are larger if the cylinder diameter is small in relation to the foam
pore size, as expected. The test samples measured experimentally had a large dimensionless

diameter, thus minimizing wall effects.
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Entrance effects have been captured in simulations of a foam with varying streamwise thick-
ness. Results have shown that there is a critical streamwise thickness above which the pressure
gradient is no longer affected. The critical thickness is commonly measured in terms of number
of pore sizes. Simulation results have shown the critical thickness of the Inconel 450 um foam
to lie between 25 - 50 d),, which is in agreement with literature data (Baril et al., 2008). How-
ever, these results also show that most samples investigated in the present work probably have a
streamwise thickness smaller than the critical one, in both the experiments and simulations.

Transient simulations performed on a Recemat sample showed the presence of unsteady flow
features. However, time-averaged pressure gradient results showed a negligible difference when
compared to a steady state simulation. Transient simulations take from 10-20 times longer to
run, therefore their use is not justified in the context of the present work. Simulations assuming
air compressibility have shown that the Mach number can increase significantly at higher pore-
based Reynolds numbers (Re, > 2000), and fluid compressibility effects become important.
At high inlet airflow velocities, several regions of the interstitial space within the foam can
show Mach number values larger than 0.3, and pressure gradient results start to deviate from
incompressible simulation results at such conditions.

The watershed pore segmentation results depicted in Chapter 3 have shown a certain level of
anisotropy in the pore space of the investigated foams. Simulations on a cubical sample with the
incoming flow varying along three orthogonal directions have shown that the spatial alignment
of the foam sample may affect the pressure gradient significantly. A direct relation between the
pore width and pressure gradient in a specific spatial direction has been shown. Higher pore
width in a given spatial direction implies a lower pressure gradient in that same direction. Thus,
a certain level of anisotropy in the foam morphology seems to significantly affect the pressure
gradient.

Finally, effect of porosity variation on the pressure gradient has been analysed by artificially

varying the effective porosity of a Retimet 45 PPI sample. Results have shown that the pressure
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gradient is greatly affected by a relatively small (~ 3 — 6%) variation in porosity. A decrease in
the effective porosity causes a greater increase in the pressure gradient. Although these results
were expected, the magnitude of the effect had to be quantified.

Single phase airflow steady state solutions can be employed for performing Lagrangian oil
droplet tracking calculations, with the purpose of obtaining a qualitative assessment of the oil
capture effectiveness. Since the pressure gradient is extremely important in the context of aero-
engine separators, Figure 4.23 depicts the CFD (square channel domain) results of all samples
together, comparing the normalized pressure gradient as a function of the Darcian velocity,

under a range of 0-50 m/s.
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Figure 4.23: Comparison of the simulated pressure gradient gradient of all open-cell metal foam

samples investigated.

Generally, foams with smaller pore sizes show a higher normalized pressure gradient, whereas
samples with the larger pore sizes presented lower normalized pressure gradient values. Mor-
phological characterization results reported in Chapter 3 have shown that the pore size is in-
versely proportional to the specific surface area. Similarly, the computed permeability values

from pore-scale simulations have been found to be inversely proportional to the surface area
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of the foams, with some samples presenting a small deviation from this general trend. Figure
4.24a depicts the CFD permeability values for all foams as a function of the specific surface
area. Permeability is also a function of porosity, but since the samples investigated here have a
relatively narrow porosity range, 0.82-0.89, the specific surface area seems to be a more repre-
sentative morphological parameter. It is interesting to compare results for the Inconel 1200 pm
and Retimet 45 PPI, since both foams have very similar morphological properties. Even though
the Inconel 1200 um has a larger specific surface than the Retimet 45 PPI, it also presents a
higher permeability, which goes against the general trend. This discrepancy is probably caused
by the specific arrangement of the solid matrix of the Inconel 1200 um, since permeability is a

property of the porous medium structure.
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Figure 4.24: Permeability (a) and Forchheimer coefficient (b) values computed from the pore-

scale simulations as a function of the effective specific surface for all foam samples.

Figure 4.24b depicts the computed CFD Forchheimer coefficient values as a function of the
effective specific surface area. The Forchheimer coefficient appears to be proportional to the
effective specific surface of the foam. Furthermore, higher values of the coefficient have been
found to be associated with higher normalized pressure gradient values and vice-versa. Interest-
ingly, the Forchheimer coefficient obtained for the Retimet 80 PPI foam is at the same level of

the Forchheimer coefficnet values obtained for the Inconel 1200 um and Retimet 45 PPI foams,
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even though the specific surface of the Retimet 80 PPI is much larger. Like permeability, the
Forchheimer coefficient is a property of the porous medium structure. This shows that transport
properties are affected by the morphological parameters but also by the specific arrangement of
the solid matrix.

As a general trend, it is expected that foams with larger specific surface to be more efficient
at oil capture, which assumes that a greater blockage of the flow area would cause a larger
number of oil droplets to hit the solid structure, thus being captured. If this assumption is
true, the oil capture effectiveness would also be a function of the permeability and Forchheimer
coefficient, a fact that would likely facilitate the transferring of pore-scale simulation results to
a macroscopic model which can be employed in a full aero-engine separator simulation. The
following section describes a first attempt at obtaining a qualitative assessment of the oil capture

in open-cell metal foams by the use of a series of Lagrangian droplet tracking calculations.
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4.6 Qil phase pore-scale simulations

The assessment of the oil capture effectiveness within open-cell metal foams by means of pore-
scale simulations should be considered as a feasibility study in the present work. To the knowl-
edge of the author, there are no similar studies published in the open literature. Furthermore, no
experimental data to validate the oil separation within open-cell metal foams is available. There-
fore, the approach employed in the present work is qualitative. Nevertheless, it is a first step in
the development of an aero-engine modelling framework that takes into account oil separation
phenomena within metal-foam-based breathers.

The numerical modelling methodology for treating gas-liquid two-phase flow can be basi-
cally distinguished between Eulerian-Eulerian and Eulerian-Lagrangian approaches. Eulerian-
Eulerian methods solve both phases in the same inertial frame of reference, and some models
also require an additional interface tracking algorithm. The volume of fluid (VOF) method by
Hirt and Nichols (1981) is one example of such type of approach. VOF is suited to model im-
miscible fluid phases and has extremely high mesh requirements in order to accurately resolve
the gas-liquid interface. The VOF tends to become very computationally intensive if there is
a very high number of liquid droplets and/or ligaments in the flow. Other Eulerian-Eulerian
methods track the liquid volume fraction instead, and require empirical relationships to account
for the effect of the disperse phase on the continuous one.

An alternative is to employ an Eulerian-Lagrangian approach to model low volume loading
gas-liquid flows. The gas phase is treated as a continuous phase in an inertial frame, whereas the
droplets (or parcels representative of a certain number of droplets) are treated in a Lagrangian
framework, with each representative droplet having its own reference frame. In this context, a
droplet can be regarded as a spherical liquid volume held together by surface tension forces. The
interaction with the gas phase could cause deformation on the droplet shape due to aerodynamic

drag for example. Nevertheless, the focus here is on the motion of droplets with small diameters
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(< 15 um), therefore shape deformation can be considered negligible.

In the commercial solver employed here, Ansys Fluent, the Lagrangian model is referred
to as the Discrete Phase Model (DPM). Numerically, each representative droplet is essentially
a mathematical point that travels along the continuous phase, with an associated diameter and
physical properties. A particle tracking algorithm is employed to solve the Lagrangian phase
equations. The DPM approach is able to calculate the motion of a large number of representa-
tive droplets using relatively low computational resources. One of the drawbacks however, is
that droplet-droplet and droplet-solid interaction phenomena often require the use of empirical

correlations, which are available only for simple idealized cases.

4.6.1 Lagrangian tracking formulation

Within the DPM modelling framework, the fluid phase is treated as a continuum phase by solv-
ing the usual flow governing equations described in Section 2.2, whilst the disperse phase is
solved by tracking a large number of particles through the computed flow field. The particles
can be either solid or liquid. The trajectory of a particle is computed by integrating the force

balance as

dug _ug—ud+g(pd—pg)+F
ot T Pa

(4.8)

with the subscripts g and d referring to the gas and droplet state variables. The term F is
an additional acceleration (force/unit droplet mass) term, and @ is the drag force per unit

droplet mass. 7, is the droplet relaxation time, defined as

di 24
= Pi% 4.9)
18 Ue CpRey
where Rey is the droplet Reynolds number, defined as
d —
Re, = w (4.10)

Ug
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The term F incorporates additional forces acting upon the droplet that arise under special
circumstances. Examples of additional forces include the virtual mass force, and forces due to
a pressure gradient in the fluid. However, these only become significant when the density ratio
between the liquid and gas phases approach unity, which is not the case here.

The term Cp denotes the drag coefficient. Here, the droplets are assumed to be perfectly
spherical and non-deforming. The drag coefficient is expressed by

ar + ﬁ

Cr—a+ 2 411
D 1 Red Re?i ( )

where a1, a; and a3 are constants that apply over several ranges of the particle Reynolds number,
and are given in Morsi and Alexander (1972). The droplets are assumed to be isothermal and
inert, therefore without undergoing energy or mass transfer.

If the Lagrangian phase is affected by the Eulerian phase but not the other way around, it is
referred to as a one-way coupling. However, there might be instances where both phases affect
each other, which is referred to as two-way coupling. When that is the case, the calculations
must be carried out in a transient manner. Thus, the momentum exchange for a droplet passing
through a control volume is expressed as a source term in the momentum equations for the

continuum as

18[1g CpRey X
F= - At 4.12
Z <pdd§ 24 (llg lld)) my ( )

where Ar denotes the flow time step, and i, denotes the mass flow rate of the droplet.
The droplet trajectory equation and any auxiliary equations are solved by stepwise integra-
tion over discrete time steps. The droplet displacement is computed using a trapezoidal implicit

scheme,

1
X! =x¢ + EAt(ugi +ul};) (4.13)
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where the subscripts o and n refer to old and new values respectively, and uy; is the velocity

vector of the i, droplet.

4.6.2 Turbulent dispersion of droplets

The dispersion of droplets due to turbulence in the gas phase is predicted by using a stochastic
tracking approach. The random walk model is employed, where the instantaneous velocity
fluctuations on droplet trajectories are represented by stochastic methods.

The prediction of turbulent dispersion is achieved by integrating the trajectory equations
for individual droplets using the instantaneous fluid velocity, 7 + u/,(¢), along the droplet path.
The random effects of turbulence are included by computing the trajectories in this manner for

a sufficient number of representative droplets.

4.6.2.1 The Discrete Random Walk Model

The discrete random walk (DRW) model simulates the interaction of a droplet with a succession
of discrete stylized fluid phase turbulent eddies. The fluctuating velocity components are defined
as discrete piecewise functions of time. The interval of time in which their random value is kept
constant is defined by the characteristic lifetime of the eddies. Each eddy is characterized by a
Gaussian distributed random velocity fluctuation, ’, v/ and w/, and a time scale, 7,. The values
of the random velocity fluctuation components that prevail during the lifetime of a turbulent

eddy are sampled assuming they obey a Gaussian probability distribution,

i =V (4.14)

where ¢ is normally distributed random number and the remainder of the right-hand side ac-
counts for the local root-mean-square (RMS) velocity fluctuations. Assuming the kinetic en-
ergy of turbulence is isotropic in the flow, the values of the RMS fluctuating components can be

defined as
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ViE ViV [X @15

where k is the turbulent kinetic energy. This is valid for the k-¢, the k-@ models and their

variants. The characteristic lifetime of an eddy is defined as a constant, such as

7, =21}, (4.16)

with 77 ~ CLg, where T is the integral time, k and € are the turbulent kinetic energy and
dissipation rate respectively, and Cy, is a constant that depends on the turbulence model. The

characteristic lifetime of an eddy can also be defined as a random variation about 77, such as

T.=—T;In(A) 4.17)

where A is a uniform random number greater than zero and less than 1. The droplet eddy

crossing time is defined as

L,
feross = —TrIn |:1 - < ):| (418)
7 |ug—uq |

where L, is the eddy length scale, 7, is the droplet relaxation time and | ug —ugq | is the magnitude
of the relative velocity.

The droplet is assumed to interact with the continuous phase eddy over the smallest of the
eddy lifetime and crossing time. After this time is reached, a new value of the instantaneous
velocity is computed by applying a new value of {. Thus, the only inputs the DRW model

require are the value of the constant Cy, and the choice of eddy lifetime prediction method.

4.6.3 Simplifications, assumptions and boundary conditions

Nearly every numerical model involves a certain number of simplifications and assumptions

due to unknown physics (lack of information regarding initial or boundary conditions) and time
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constraints aimed at reducing the computational costs. Some knowledge concerning the form
and behaviour of the oil phase next to the metal foam region is necessary in order to make the
right assumptions and develop a suitable CFD approach.

As mentioned previously, there is no experimental data available concerning the oil flow
within open-cell metal foams. The scarcity of information regarding the oil phase poses a prob-
lem in the development of an appropriate numerical approach. The best information available
in order to estimate the boundary conditions around the metal foam region within aero-engine
separators come from experiments and in-house CFD simulations performed for an industrial
aero-engine separator design.

Willenborg et al. (2008) have measured performed measurements in an aero-engine separa-
tor which employed a Retimet 45 PPI foam. Results have shown the presence of sub-micron
droplets (~ 0.5 um) at the separator outlet, thus not being captured by the metal foam. However,
it was not possible to measure the droplet diameter distribution at the foam entrance region. CFD
simulations conducted by Verger and Morvan (2011) have shown that the maximum droplet size
able to reach the metal foam entrance was dependent on the shaft rotational speed. The worst
case scenario happened at lower rotational speeds, and droplet diameters up to 12 um were
observed at the porous medium inlet.

As noted in Willenborg et al. (2008), the main concern in terms of separation effectiveness
is with small droplets, which normally represent a very small portion of the typical oil flow at
real engine conditions. More recently, unpublished experiments conducted at the KIT employed
an oil mass fraction of up to 2 % at the inlet of the aero-engine separator test rig. Since not all
the oil manages to get to the metal foam entrance, it is safe to assume that the quantity of oil at
the metal foam inlet should be less than 2 % mass fraction at that experimental configuration.
Here, a conservative oil mass fraction value of 5 % is assumed at the metal foam entrance for
all DPM simulations. No droplet diameter distribution is assumed, instead, separate uniform

sized droplet calculations are performed for diameters ranging from 0.1 - 15 um. This way, the
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oil separation effectiveness can be evaluated qualitatively for each individual droplet diameter.
This choice of diameter range is quite arbitrary, however, the limited literature data points that
this diameter range is the most problematic in terms of oil separation.

The modelling of all physical effects related to droplet dynamics can be very computation-
ally intensive even for a single droplet. Droplet deformation and breakup are not taken into
account in the present work, which is reasonable given the small droplet sizes being analysed.
No dynamic interaction with the metal foam solid structure is considered, such as film forma-
tion, splashing, rebounding or stripping. Even though liquid film models are available in Ansys
Fluent, they have a limited range of applicability. The complexity of the solid structure of the
foams and the small length scales involved here are likely render such models ill-suited for the
present study.

A simplified oil capture criterion is employed, assuming the droplet trajectory to be termi-
nated if it hits the solid structure of the foam. It is assumed that the droplet always sticks to the
foam surface if it comes in contact with it. Even though this approach might not be realistic in a
sense that all the droplet-solid interaction phenomena is being neglected, it offers a simple way
to qualitatively evaluate the separation effectiveness. However, it should be noted that in reality,
it is likely that the oil accumulates and forms a film on the surface of the foam. Oil extinc-
tion curves can be obtained by computing the impact normalized (streamwise) location (z/Ly)
of each droplet along the entire metal foam length. In that way, the fraction of captured (or
non-captured) droplets can be computed as a function of the normalized metal foam streamwise
length. Figure 4.25 shows a schematic of the oil capture approach employed here, illustrating
examples of the trajectories of a non-captured and captured droplet respectively.

Gasoil-liquid (C;¢Hz9) material properties were used for the oil phase. An inlet oil mass
fraction of 5 % results in a volume fraction of approximately 0.008 %, which is an important
parameter in order to estimate the interaction between the gas and oil phase. According to

Eaton (2009), the dispersed phase can have a very strong effect on the gas-phase flow, even at
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Figure 4.25: Schematic of the oil droplet capture criterion employed. It depicts examples of the

trajectories for a non-captured and captured droplet respectively.

particle volume fractions below 0.1 %. Alternatively, Elghobashi (1994) argues that interaction
between the gas flow and disperse phase can take place between volume fractions of 0.0001
- 0.1 %, with particle-particle interactions being negligible. The oil volume fractions values
considered here are within an intermediate range where interaction with the continuous phase
may become important. Taking into account the interaction with the gas phase implies the
need of a transient simulation, which could raise the computational costs by more than one
order of magnitude, compared to a steady state Lagrangian approach. However, Kulick et al.
(1994) showed by means of experiments that the interaction between small dense particles and
airflow has mainly attenuated the fluid turbulence, whereas the fluid velocity profiles remained
virtually unchanged. In view of these results, and to reduce computational costs, it was decided
to not take into account the effect of the droplets on the gas phase. Furthermore, droplet-droplet
interactions are neglected.

All Lagrangian calculations are performed one-way coupled and in steady-state, using con-
verged pore-scale solutions of the airflow. The results obtained using the square channel com-
putational domains are employed. The effect of the airflow velocity on the droplet capture is
evaluated by performing the Lagrangian simulations under different airflow velocities, ranging

from 5 - 50 m/s. The droplets are injected from a plane located next to the air inlet, assuming
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the same velocity of the incoming airflow. The droplet dispersion due to turbulence is taken into
account by the use of a random walk stochastic model.

Since converting the oil injection mass flow rate into the actual number of droplets often
results in a prohibitively high number, the concept of droplet parcel is employed. A parcel can
be seen as a representative droplet, with a specified diameter and a relaxation time associated
with a single droplet. Therefore, the DPM model actually tracks a number of parcels, each
being representative of a certain real number of droplets, and containing a fraction of the total
mass flow injected. A sensitivity analysis showed that a total number of 25,000 droplet parcels
can produce statistically representative oil capture results that are independent of the number of
injected parcels. The gravitational force is neglected due to the small droplet mass and relatively
large inertial forces. Table 4.8 provides an overview of the Lagrangian model assumptions and

settings.

Table 4.8: Overview of the DPM settings and model assumptions

DPM setting Model assumption

Droplets, gasoil-liquid (C16Hz9) inert, spherical

Droplet energy transfer no

Droplet mass transfer no

Forces considered aerodynamic drag
Droplet breakup no
Droplet-droplet interaction no

Droplet splashing, rebounding no

Film formation no

Turbulent dispersion yes

Coupling one-way

Diameters investigated (um) 0.1,0.5,1, 3,5, 10
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Droplet injection velocity same as air
Airflow velocities considered (m/s) 5, 10, 20, 30, 40, 50
Droplet injection location distributed over the air inlet

Number of droplet parcels injected 25,000

4.6.4 Qil capture results

The oil capture criterion assumes the termination of the droplet parcel trajectory if it intercepts
the foam surface. Therefore, the main separation mechanism here is the droplet’s inertia and the
only force acting on the droplets is the aerodynamic drag. The flow streamlines diverge as they
approach the metal foam ligaments, since the air passes around the foam solid ligaments. In the
case of droplets, if they have sufficient inertia, they tend to follow different trajectories from the
fluid streamlines. Typically, the more inertia the droplet has, the larger the deviation from the
fluid streamlines, therefore, if the amount of deviation from the fluid streamlines is large enough,
the droplet may end up intersecting the solid ligaments and get captured. It is worth mentioning
that the size of the foam solid ligaments here is roughly more than 10 times the size of the
largest droplet diameter investigated. Figure 4.26 illustrates the oil droplet trajectories across
the Retimet 45 PPI foam for an inlet velocity of 20 m/s and three different droplet diameters:
0.5, 1 and 3 um. Clearly, as the droplet diameter increases, so does the number of droplets
captured as they pass through the metal foam, since larger droplets have more inertia.

The fraction of escaped or free droplets, 74, is defined as the number of non-captured
droplets divided by the total number of droplets injected. In order to determine when a droplet
has hit the foam, the full trajectory data is exported from Ansys Fluent and read by a Matlab
script, which computes the final streamwise position, z, of all droplet trajectories, and then

normalizes it by the mean pore size of the given foam sample, such that z/d,. Thus, the fraction
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Figure 4.26: Droplet trajectories through the Retimet 45 PPI foam for an inlet velocity of 20 m/s
and three uniform droplet diameters: 0.5, 1 and 3 um. The number of trajectories was reduced

for illustration purposes.
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Figure 4.27: Lagrangian simulations results showing oil capture curves for the Retimet 45 PPI
for different droplet diameters. Results are shown for six Darcian velocities: (a) 5, (b) 10, (¢)

20, (d) 30, (e) 40 and (f) 50 m/s.
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of non-captured droplets is computed along the entire length of the foam, generating distinct oil
capture curves for each droplet diameter and flow velocity. Figure 4.27 shows the oil capture
curves obtained with the DPM simulations performed on the Retimet 45 PPI foam at Darcian
velocities of 5, 10, 20, 30, 40 and 50 m/s and six different droplet diameters. Oil capture curves
obtained for other foam samples are depicted in Appendix B.

These results show that the flow velocity has a significant impact on the oil capture for
intermediate diameters of 0.5 to 3 um. Higher droplet inertia implies in a greater deviation from
the flow streamlines, thus leading to a higher probability of collision against the foam ligaments.
A marginal increase in the oil capture is observed for larger droplet diameters (5 and 10 um)
when the flow velocity is increased, since the oil capture is already very high even at low flow
velocities. Conversely, for the smallest diameter of 0.1 um, no clear pattern seems to emerge,
and the majority of droplets tend to pass unnoticed through the foam, with the fraction of free
droplets seeming to be independent of the flow velocity.

Oil capture results obtained for the other foams showed a very similar pattern, but with dif-
ferent values of oil capture depending on the foam. Perhaps unsurprisingly, foams with a smaller
pore size and larger specific surface area showed an increased oil capture when compared with
foams with larger pore sizes and smaller specific surface area. In order to perform a meaningful
comparison between the oil capture results obtained for different foam samples, values of the
fraction of free droplets computed at the normalized position of z/d, = 5, are plotted together in
Figure 4.28 for four different droplet diameters, 0.5, 1, 3 and 5 um. The Retimet 20 PPI was left
out of this analysis due to the fact that it had a total normalized streamwise length smaller than
5 pore sizes. Results clearly show the fraction of free droplets at z/d, = 5 decreases with an
increase in the flow velocity for all samples, with this effect being more significant for smaller
droplet diameters.

A closer inspection in the results displayed in Figure 4.28 show some interesting insights.

The Inconel 450 um sample yielded the highest oil capture, as expected. However, it does so at
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Figure 4.28: Fraction of non-captured droplets computed at the normalized position z/d, =5
versus the Darcian velocity for four different droplet diameters, (a) 0.5, (b) 1, (c) 3 and (d) 5

pm.

the expense of having a higher pressure gradient, as shown in Figure 4.23. The hybrid Inconel
12004580 pm, which has the second highest pressure gradient, showed also the second highest
oil capture results for droplet diameters of 0.5 and 1 um. Interestingly, this trend is not observed
for droplet diameters of 3 and 5 um. For these two larger diameters, the Inconel 1200 um sample
showed a better oil capture than the Inconel 1200+580 um foam. This is a largely unexpected
result, since the Inconel 1200 um sample has a smaller specific surface area. The results depicted
in Figure 4.23 show that the Retimet 45 PPI, 80 PPI and the Inconel 1200 um presented very

similar pressure gradients. However, very distinct oil captured results were obtained for these
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Figure 4.29: Fraction of non-captured droplets computed at the normalized position z/d, =5

versus the specific surface for four different droplet diameters, (a) 0.5, (b) 1, (¢) 3 and (d) 5 um.

three foam samples. The Retimet 80 PPI showed a particularly low oil capture, even lower than

the Recemat capture results for diameters of 3 and 5 y, which was quite surprising given that the

Recemat has a much larger pore size.

It has been shown before that the pressure gradient of the foams is roughly proportional

to their specific surface area. Oil capture was also expected to be roughly proportional to the

specific surface area, since a larger value of surface area normally implies a greater number

of foam solid ligaments per unit volume, therefore increasing the chances of droplet impact.

Figure 4.29 shows the fraction of non-captured droplets at z/d, = 5, plotted as a function of the

specific surface area, under different flow velocities and for four droplet diameters: 0.5, 1, 3 and

5 um (from top left, clockwise direction). The fraction of free droplets computed for droplet
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diameters of 0.5 and 1 um showed to be inversely proportional to the surface area. However, the
free droplets fraction computed for larger diameters, namely 3 and 5 um, did not show any clear
trend, with the Retimet 80 PPI showing the worst droplet capture relative to its specific surface
area. These results seem to imply that the likelihood of a droplet being intercepted by a foam
ligament is not only a function of the specific surface area, but also of the particular morphology
of the foam solid matrix.

The behaviour of suspended inertial particles in a flow can often be described by the dimen-
sionless Stokes number, which is defined as the ratio of the characteristic particle (or droplet)

time to the characteristic time of the flow or obstacle, namely

t
Stk= 4 (4.19)
fo

where 77 and #y are the characteristic time of the droplet and flow respectively. A droplet with
a low Stokes number tends to follow the flow streamlines whereas a droplet with a high Stokes
number is dominated by inertia and tends to follow its own initial trajectory. For small spherical

droplets in an incompressible flow, the Stokes number can be calculated as

204 ((da\’
tk=—( — | R 4.2
3 ¢ ( L ) © (20

with the subscripts d and f denoting the droplet and flow state variables respectively. L is the
characteristic length scale of the flow and Re is the flow Reynolds number based on this same
length scale. In the context of the present work, the Stokes number can be recast in terms of the

appropriate length scales characteristic of the pore-scale flow,

2001 [ ds\>
Stk — ZPol <"> Re,, 421
9pair dp

where poii and p,i; are the density of the oil and air phase respectively, and d; is the droplet

diameter. Thus, the Stokes number can be plotted as a function of the capture efficiency, which
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is defined as

E=1-ny (4.22)

where & stands for the oil capture efficiency. There are similarities between the oil separa-
tion phenomena described by the pore-scale simulations performed here and particle deposition
studies carried out on an array of cylinders (Haugen and Kragset, 2010). The oil capture ef-
ficiency at z/d, =5 is plotted in Figure 4.30 as a function of the Stokes number of for all
samples simulated, except the Retimet 20 PPI. The Stokes number is taking into account all
droplet diameters and flow inlet velocities. The S-shaped capture efficiency curve is typically
characteristic of dilute particle flows where the inertial effects are the dominant cause of particle
deposition (Konstandopoulos et al., 1993). For Stoke numbers below 0.1, the capture efficiency
is quite small and remains rather constant independently of the Stokes number. However, for
0.1 < Stk < 1, the oil capture efficiency increases dramatically with increasing Stokes number.
Stokes number values above 1 are associated with a very high capture efficiency, which remain
stable with increasing Stokes numbers.

Results obtained with the Lagragian simulations are able to provide a general picture of oil
capture effectiveness of the foam samples investigated. However, one should bear in mind the
several limitations of the current modelling methodology. According to Haugen and Kragset
(2010), the interception of a particle by a solid body, such as a cylinder for example, can be
heavily influenced by the boundary layer characteristics next to the solid surface. Therefore,
most studies tend to employ very fine levels of discretization next to the solid surface in order to
fully resolve the boundary layer (most numerical particle deposition studies deal with simulating
a single or several cylinders at most). Here, even though the mesh was refined up to a point
where the cells next to the foam surface are located within the viscous sub-layer (y* < 5), it
remains an open question whether this level of refinement was sufficient to accurately resolve

all relevant boundary layer flow features.
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Figure 4.30: Oil droplet capture efficiency as a function of the Stokes number for all foams

analysed at the normalized position z/d, = 5 (with excepetion of the Retimet 20 PPI).

Additionally, virtually all phenomena related to droplet dynamics were neglected at the
present stage. The oil film formation was not allowed to take place upon droplet impact onto
the foam surface. Moreover, no splashing, stripping or rebound of droplets was allowed either.
The reason for these simplifications are mainly due to the lack of an appropriate numerical
framework for modelling these phenomena. Furthermore, the simplified mathematical models
which are available tend to rely heavily on empirical correlations obtained from idealized test
cases, carried out in conditions far different from those present here. As stated in the review by
Yarin (2006), there is still a lot of improvements yet to be made in order to have reliable and
computationally cost effective droplet-impact-related models. Nevertheless, the Lagrangian oil
capture approach described here offers a first glimpse on modelling the disperse gas-liquid flow

in open-cell metal foams.
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4.7 Rotational effects

The open-cell metal foams employed within aero-engine separators are subjected to rotation
because they are rigidly attached to the separator’s hollow shaft. It was not possible to reproduce
these conditions in the airflow pressure gradient measurements, however, rotational effects can

be added to the numerical pore-scale modelling approach.

4.7.1 Moving reference frame formulation

Rotating geometries in grid-based numerical simulations can be taken into account by using a
moving frame of reference (MRF). For the continuous phase, this results in the addition of two

terms in the usual momentum conservation equation

dpu’
ot

+V(pu't)+2p(Qxu )+ (Qx (QxX))=-Vp+V(T)+F (4.23)

The first addition is a Coriolis term of the form 2p(Q x u’) where u’ is the velocity vector
of the fluid relative to the rotating frame and € is the a vector acting along the axis of rotation.
The second term is a centrifugal term of the form (Q X (Q x x')) where X is a position vector
relative to the rotating reference frame.

For the Lagrangian phase, the additional forces term, F, in Eq. 4.8 can also include forces
that arise due to the rotation of the frame of reference. For a rotation defined on the Z axis, for

example, the forces acting on the droplets in the Cartesian X and Y directions are given by

p 2 p
1—— Jox+20 | uz,— —u, 4.24
( Pd) <d’} Pa }> (329

where u, , and u, are the droplet and fluid velocity in the Cartesian Y direction, @ is the angular

velocity and

(1 . p) 0>y +20 <ud7x — pux> (4.25)
Pa Pa
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where u4 , and u, are the droplet and fluid velocity in the Cartesian X direction.

4.7.2 MRF simulations

Only one sample was simulated using the MRF approach, which was the Retimet 45 PPI foam.
Based on data obtained from a full aero-engine separator simulation, it was possible to create a
computational domain where conditions representative of the ones within a real breather could
be reproduced. The metal foam employed in real aero-engine separators has normally the form
of an annulus. Based on the annulus dimensions employed in the simulations by Verger and
Morvan (2011), the pore-scale computational sample analysed here is constructed as a subset of
the full metal foam annulus, located midway between the inner and outer radius of the annulus.
Therefore, the pore-scale sample is representative of the conditions that would be found within
the interior of a metal foam annulus in a typical aero-engine separator.

Therefore, the computational domain is set as the sector of an annulus, with periodic bound-
ary conditions on the tangential direction. The initial metal foam sample had to be mirrored in
order to enable the use of periodic conditions, thus the final sample employed in the simulations
is actually two identical samples, as Figure 4.31 illustrates. Figure 4.32 depicts a schematic of
the computational domain, showing the location of the periodic boundaries, the flow and ro-
tation directions. Note that the mirroring of the samples introduces some deformations to the
foam morphology next to the reflection plane, however this did not significantly change the
main morphological parameters such as porosity and specific surface area. The flow solving
procedure is identical to the static sample cases.

Two rotational velocities were considered, 2000 and 6000 RPM. The entire domain is set in
a moving reference frame with a specified rotational velocity, and the incoming airflow is set in
an absolute frame of reference, with an inlet velocity range of 5-50 m/s. The flow is allowed to
leave and enter the domain through the periodic boundaries. The pressure gradient is computed

in the same way as for the static domain simulations, computing the difference between the
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Two identical samples
merged together

Mirror plane

Figure 4.31: Schematic computational foam sample employed for the MRF simulations. Two
identical foam samples are merged and mirrored in relation to each other so that periodic bound-

ary conditions can be applied.

Outlet

Foam rotation
direction

Periodic boundary

Flow direction

Figure 4.32: Schematic of the MRF computational domain. The walls in blue show the peri-
odic boundaries. The air is injected from the inlet in an absolute frame of reference and the

computational domain is set in a moving reference frame with a rotational velocity.
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Figure 4.33: Comparison between the simulated pressure gradient for the static Retimet 45 PPI

sample, and the MRF Retimet 45 PPI samples at 2000 and 6000 RPM respectively.

area-weighted average static pressure at the inlet and outlet respectively. Figure 4.33 shows a
comparison of the pressure gradient curves obtained for the static and MRF Retimet 45 PPI
simulations at 2000 and 6000 RPM respectively. The results show the pressure gradient in the
inlet/outlet direction seems to be attenuated by the metal foam rotation.

Figure 4.34 shows a comparison between the static pressure contour plots computed for the
MREF cases at 2000 and 6000 RPM for an inlet velocity of 20 m/s. Note that the direction of
rotation is from right to left in the contour plot. Results do not show a very large difference in
overall pressure gradient behaviour along the streamwise length of the foam sample. The largest
discrepancies are observed next to the foam entrance and wake respectively.

On the other hand, velocity and vector contour plots obtained for the two rotational velocities
investigated show very large differences as Figure 4.35 depicts. Both cases shown are for the
same air inlet velocity of 20 m/s. Results clearly show that an increase in the rotational velocity
causes a significant change in the direction of the velocity vectors within the pore space, as

indicated by the vector arrows. Furthermore, since the contour plot shows the velocity in an
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Figure 4.34: Static pressure contour plots for the MRF simulations at 2000 and 6000 RPM

respectively, under an air inlet velocity of 20 m/s.
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Figure 4.35: Velocity and vector contour plots for the MRF simulations at 2000 and 6000 RPM

respectively, under an air inlet velocity of 20 m/s.
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absolute frame of reference, higher velocity magnitude values are observed in the interstitial

space of the 6000 RPM case.

4.7.3 MRF Lagrangian simulations
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Figure 4.36: Illustration of the simulated 1 um droplet trajectories across the rotating Retimet
45 PPI using MRF at 2000 and 6000 RPM respectively. The total number of trajectories was

reduced for illustration purposes. Rotation direction is from right to left.

Lagrangian oil droplet tracking calculations are carried out using the MRF airflow solutions
in the same way as for the static samples. Since the oil capture effectiveness in the simulations
increases with an increase in the droplet’s inertia, one can expect that higher oil captures would
be observed in the MRF cases. When the rotational speed is high relative to the incoming
air velocity, the droplet trajectories will be dominated mainly by rotational effects. In those
cases, many of the droplets may end up leaving and entering the domain through the periodic
boundaries, periodically recirculating through the domain. This will increase their overall path
length and consequently, chance of colliding against the foam ligaments. Figure 4.36 depicts
the trajectories of 1 um droplets for the MRF Retimet 45 PPI cases at 2000 and 6000 RPM

respectively, at an inlet air velocity of 20 m/s. These results clearly show that the entrainment
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Figure 4.37: Oil capture curves showing the fraction of non-captured droplets versus the pore-

size normalized foam streamwise position, for a droplet diameter of 0.5 pum at air inlet velocities

of (a) 10, (b) 20, (c) 30 and (d) 40 m/s.

of air caused by the rotation of the foam seems to enhance the likelihood of droplet collision.

The increase in the droplet capture due to rotation is clearly shown in Figure 4.37, which de-

picts oil capture curves along the sample streamwise length with and without rotation, obtained

for a droplet diameter of 0.5 um. Starting from the top left in the clockwise direction, results

are shown for air inlet velocities of 10, 20, 30 and 40 m/s respectively. In the case of a static

sample, increasing the inlet air velocity always results in an increase of the droplet capture along

the foam. Conversely, for the MRF cases, an increase in the air inlet velocity actually reduces

the droplet capture. These results corroborate the arguments stated previously, since an increase
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air velocity relative to the rotational speed implies in a smaller chance for the droplets to un-

dergo periodic recirculation, thus decreasing their overall path length and consequently, chance

of collision.
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Figure 4.38: Oil capture curves showing the fraction of non-captured droplets versus the pore-
size normalized foam streamwise position, for a droplet diameter of 1 um at air inlet velocities

of (a) 10, (b) 20, (c) 30 and (d) 40 m/s.

Figure 4.38 shows exactly the same type of results depicted in Figure 4.37, but for a droplet
diameter of 1 um. Comparison of the oil capture curves between the static and the MRF DPM
results at 2000 and 6000 RPM respectively, shows a similar behaviour to the 0.5 ym diameter
results. In all cases, the droplets are injected normal to the inlet in an absolute frame of reference.

Therefore, due the larger momentum associated with the 1um droplets, they tend to continue
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on their initial trajectory, being less affected by the rotation of the foam. Figure 4.39 further
validates this observation, by showing a comparison of the oil capture curves between the static

and MREF cases for a droplet diameter of 3 um.
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Figure 4.39: Oil capture curves showing the fraction of non-captured droplets versus the pore-
size normalized foam length, for a droplet diameter of 3 pum at air inlet velocities of (a) 10, (b)

20, (¢) 30 and (d) 40 m/s.

At a first glance, oil capture results using a rotating open-cell metal foam seems to enhance
droplet capture, at least qualitatively, according to the oil capture criterion employed here. How-
ever, it is important to bear in mind that this behaviour may not be the case in reality, due to
the fact that droplet dynamics effects, such as film formation, splashing and stripping for ex-

ample, may lead to secondary droplet atomization. Nevertheless, the insights obtained with the
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current CFD approach may serve as a starting point for future studies that take these additional

phenomena into account.

4.8 Macroscopic transferring of pore-scale simulation results

One of the main objectives of the present work is to use a pore-scale simulations to extract in-
formation otherwise inaccessible when using macroscopic modelling approaches, or for which
there is no experimental data available. The results obtained with the pore-scale simulations
should be volume-averaged in a way that they can be employed into a macroscopic flow mod-
elling approach, i.e. a formulation that is able to capture the effects caused by the presence of a
porous medium on the two-phase flow but that does not explicitly represent the porous geometry.
The transferring of the data gathered by the pore-scale simulations to macroscopic quantities is

done for the airflow and Lagrangian tracking calculations respectively.

4.8.1 Transferring of airflow data

A macroscopic porous media flow model essentially incorporates an empirically or numerically
determined flow resistance within a region which is defined as porous”. Considering the gov-
erning equations used to describe “’clear” flows in Section 2.2, the macroscopic porous media
model essentially acts as a momentum sink, and is accounted for as a source term in the mo-
mentum equations. Therefore, the macroscopic transferring of the airflow data is described here
in the context of the formulation employed by the commercial CFD solver used here, namely
Ansys Fluent.

The porous media formulation calculates the superficial fluid velocity based on the volumet-
ric flow rate for the porous region, which provides a good approximation of the bulk pressure
loss across the medium for highly porous materials. The porous media model adds a momentum
source term to the standard fluid flow equations composed of a viscous resistance term and an

inertial loss term, such as
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3 3 1
Si=— ( Qij,uuj—i—ZCi]Ep\u]uj (4.26)
j=1 j=1

where S; is the a source term in the i/ Cartesian direction in the momentum equations,

u| is the
velocity magnitude and Q and C are prescribed matrices that account for the viscous and inertial
resistance terms respectively. For flows at very low Re,, the flow is in the Darcy regime, and the
energy dissipation caused by the porous medium is mainly due to viscous losses. However, for
higher velocity turbulent flows such as the ones investigated here, an additional inertial loss term
is necessary to accurately describe the pressure gradient across the porous material. Therefore,

for the case of a homogeneous porous medium, Eq. 4.26 can be simplified to

u 1
S; ( u,—i—szp\u]ul) 4.27)

where K is the permeability and C; is the inertial resistance factor. In this case, Q and C are
specified as diagonal matrices with 1/K and C, on the diagonals respectively. It is clear that
Eq. 4.27 will introduce a pressure gradient that is a quadratic function of the flow velocity, as in
the Forchheimer equation, Eq. 2.44. Therefore, only two input parameters are necessary for the
macroscopic porous media model: the permeability, K, and the coefficient C,, which is related
to the Forchheimer coefficient, F', such as C; = 2F. Values for permeability and Forchheimer
coefficient have been computed from the pore-scale simulations, and are listed in Table 4.2.
These values are employed in the macroscopic porous media model used here.

It is assumed that the porous medium region has no effect on the turbulence, such that the
conservation equations for turbulent quantities are solved as if there was no porous medium
present. According to Antohe and Lage (1997), this assumption is reasonable for high porosity

media such as the ones analysed here.
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4.8.2 Transferring of oil capture data

The macroscopic transferring of the oil capture curves is not as straightforward as for the airflow
data, and a certain degree of approximation is inherently necessary. The oil extinction curves
obtained by computing the impact streamwise location of each droplet along the entire metal
foam length can be used in order to derive a function that relates the droplet diameter, flow
velocity and capture effectiveness for a given foam sample. For that purpose, the oil capture can
be plotted as a function of the streamwise distance travelled by the droplet inside the foam, z.
As shown in Figure 4.27, the oil capture curves have an exponential-like shape, and the data can

be fitted using an exponential equation such as

Nsa = expP? (4.28)

where f3 is the curve fitting coefficient. Figure 4.40 shows an example of the exponential curve
fitting, where the fraction of non-captured droplets, 774, is plotted as a function of the distance
travelled by the droplets inside the foam, z. Eq. 4.28 is fitted to two oil capture curves obtained
from pore-scale simulations and the square of the correlation coefficient, R?, is shown for both
curves.

Although some small deviations are present, the overall quality of the curve fitting is good,
and square of the correlation coefficient was always larger than 0.95. The curve fitting procedure
is applied for all the oil capture curves obtained by the Lagrangian simulations for a given foam
sample, and a value of the coefficient f3 is obtained for each curve. The coefficient f3 is therefore
a function of both the droplet diameter and air flow velocity. However, instead of using the
droplet diameter and airflow velocity, it is better to use dimensionless quantities. In that sense,
B is assumed to be a function of the pore-based Reynolds number, Re,,, and the droplet diameter
normalized by the mean pore diameter, dy/d,. Thus, B values can subsequently be fitted by a

k' order polynomial surface of the form:
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Figure 4.40: Illustration of two typical oil capture curves, with the fraction of non-captured
droplets, 14, plotted as a function of the distance travelled by the droplets inside the foam, z,
for a droplet diameter of (a) 0.5 um and (b) 3 um. The curves are fitted using Eq. 4.28 and the

square of the correlation coefficient is shown.

B=aoo+aipxxi+aop;*x2+...+ai—1*x *x];l +ao k *xé 4.29)

where x; and x, account for the two independent variables ( d;/d, and Re,) and a represents
the polynomial coefficients. Figure 4.41 shows the outcome of the surface fitting approach for
the oil capture data obtained from the Retimet 45 PPI Lagrangian simulations.

The outcome from the surface fitting approach is a function that relates the fraction of free
(non-captured) droplets with the distance travelled within the porous region, the normalized
droplet diameter and flow pore-based Reynolds number. Although the overall quality of the
surface fitting approach is good, the fitted surface tends to produce negative 3 values at very
low d;/d, and Re, values. In the present context, high B values imply higher chances of a
droplet being captured, and 3 = 0 is the equivalent of a droplet having 0 % chance of being
captured. Therefore, negative 3 are not physical and should be avoided, or assumed to be equal
zero. For the sake of completeness, this undershoot of 8 values in the surface fitting could

not be avoided even when more data points were used (meaning Lagrangian oil capture results
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Figure 4.41: Tllustration the outcome of the surface fitting approach. Values of B are shown as
blue points, and plotted as a function of d;/d, and Re,. The surface is fitted using a 5" order

polynomial.

comprising more droplet diameters and flow velocities). Furthermore, changing the order of the
surface polynomial did not prevent this undershoot either. Therefore, the condition max(f3,0)
was employed for the surface fitting.

An user-defined function (UDF) was written in order to implement this oil capture function
in Ansys Fluent 15. At each Lagrangian calculation step, each droplet parcel will have a certain
probability of being captured, depending on the distance travelled inside the porous medium,
the droplet diameter and its velocity. Therefore, the UDF works by tracking the droplets that
are travelling inside the porous region, and randomly terminating their trajectory according to a

probability that is computed based on the outcome of the surface fitting approach.

4.8.2.1 Droplet/particle capture UDF

The capture of the droplets as they pass through the porous region is achieved in an analogous
way to the modelling of radioactive decay. Here, rather considering the probability that a nuclei

will decay in a given time, we have the probability, P(z), that a droplet can travel some distance,
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Z, through the porous medium without it being captured

P(z) = exp(—B2), (4.30)

where B is the equivalent of the reciprocal of the decay constant in radioactive decay. So, when

z =0, it is certain to not have been captured, as z — oo, then it is certain to have been captured.
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Figure 4.42: Schematic of the transit of a droplet through a mesh cell in Fluent.

In Fluent, each particle that is being tracked as part of the DPM steps forward in space in a
number of increments, governed by the particle timestep A¢,. This is not to be confused with the
flow timestep, which can be completely different. Depending on the mode of operation, Fluent
works out the size of the particle timestep based on the velocity in, u, and size of, Az, the cell
which the particle is in (Figure 4.42). Fluent tries to ensure that the particle will take n steps
through the cell, where 7 is typically 5.

As the droplet/particle moves through the cell, the UDF that was written for the purpose,
calculates the distance the particle moves in a timestep, uAf;. A random number generator
then produces a number, Ag;, between 0 and 1. If Ay; < BuAtsy, then the droplet is deemed
to have been captured and the mass of the droplet is stored in a user-defined memory (UDM),

which keeps a tally of the mass of droplet(s) captured in that mesh cell. When captured, the
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droplet is removed from the droplets being tracked and ceases to exist. Rather than explicitly
calculate uAr,, the UDF finds the difference between the droplet’s coordinates from the previous
and current particle timestep, leaving the calculation of these positions to the particle tracking
algorithm.

To calculate 3 at each particle timestep, the pore-based Reynolds number, Re,, and the
normalised droplet diameter, dy/d), are calculated and S is found from Eq. 4.29.

The key aspect of this approach is that it is stochastic and treats every particle timestep as
distinct and independent. There is no cumulative effect implicit in this method, the droplet is
unaware that it may have travelled some distance through the porous medium already. In many
ways, it mimics the real experience of the droplet, where at each instant there is a chance that it
may encounter a filament inside the metal foam, something that is not influenced from whence

it came. Details of the UDF code are shown in Appendix D.

4.8.3 Validation of the enhanced macroscopic porous model

A simple test case was devised in order to validate the enhanced macroscopic porous model
described here. The validation is done by comparing the results of the macroscopic model
simulations against pore-scale results. Thus, a computational domain with the same dimensions
as the pore-scale domain employed for the Retimet 45 PPI simulations is created. Figure 4.43
illustrates the computational domain of the macroscopic model validation case. The dimensions
are exactly the same as for the square channel domain employed in the Retimet 45 PPI pore-
scale simulations. The main difference is that instead of explicitly representing the metal foam,
a porous region is defined instead. A hexahedral mesh was employed with a total mesh count
of 10,000 cells. For comparison purposes, the pore-scale domain for the Retimet 45 PPI had
4.72 x 10° mesh cells.

The boundary conditions are exactly the same as the ones used in the pore-scale simulations,

except for the porous region. Viscous and inertial resistance coefficients were defined for the
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Figure 4.43: Illustration the computational domain used for validation of the macroscopic
porous media model. Domain dimensions are identical to the pore-scale square channel domain
employed for the Retimet 45 PPI simulations. A porous region is defined instead of explicitly

representing the Retimet 45 PPI porous geometry.

porous region using the values of permeability and Forchheimer coefficient computed from the
pore-scale simulations results for the Retimet 45 PPI. Simulations are carried out for incom-
pressible steady state airflow using the RNG k-¢ turbulence model, under a velocity range of
up =5-—50m/s.

Similarly to the pore-scale simulations, the pressure gradient is calculated across the porous
region. Figure 4.44 shows a comparison between the pressure gradient curves obtained by
the pore-scale and macroscopic model simulations respectively, showing excellent agreement.
Moreover, Figure 4.45 depicts the static pressure contour plots for both approaches, showing
the pressure gradient behaviour along the foam region. In the case of the pore-scale simulations,
a complex pressure distribution is seem due to the complex foam geometry, whereas a linear
pressure gradient is observed for the macroscopic case. However, it has been shown in Section
4.3.1, that taking the area-weighted averaged pressure profile in multiple cross-sections perpen-
dicular to the flow, yields an apparent linear pressure gradient profile for the pore-scale results.
Thus, the excellent agreement between both approaches shows that the macroscopic model is

able to accurately reproduce the pressure gradient along the foam samples.
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Figure 4.44: Comparison of the pressure gradient curves obtained by the pore-scale and macro-

scopic model simulations for the Retimet 45 PPI foam.
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Figure 4.45: Comparison of the static pressure contour plots obtained by the pore-scale and

macroscopic model simulations for the Retimet 45 PPI foam, at up = 20 m/s.

Lagrangian oil droplet tracking calculations are performed using the same settings as the

ones used for the pore-scale simulations. For that purpose, the droplets are injected in a plane

located halfway between the inlet and porous region entrance. A UDF is employed in order to

randomly terminate the droplet trajectories according to a probability computed from the surface

polynomial equation obtained from the pore-scale oil capture results. Therefore, for validation

purposes, oil capture curves can be extracted in exactly the same way as for the pore-scale
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Figure 4.46: Droplet trajectories through the macroscopic Retimet 45 PPI foam model for an in-
let velocity of 20 m/s and two uniform droplet diameters: 1 and 3 um. The number of trajectories

was reduced for illustration purposes.

simulations. The termination of droplet trajectories due to the macroscopic oil capture model is
clearly seem in Figure 4.46, which shows a the trajectories across the macroscopic Retimet 45
PPI foam model at an inlet velocity of 20 m/s and two uniform droplet diameters: 1 and 3 ym. In
the same sense as for the pore-scale Lagrangian simulations, as the droplet diameter increases,
so does the probability of it being captured, or in the context of the UDF, having its trajectory
terminated.

In order to perform a meaningful comparison between the oil capture results obtained for
the pore-scale and macroscopic simulations, the fraction of free droplets for both approaches
is computed at the normalized position z/d, = 5, and plotted together in Figure 4.47 for four
different droplet diameters, 0.5, 1, 3 and 5 um, at varying flow velocities. The results obtained
with the macroscopic oil extinction model showed an overall good agreement with the pore-
scale results. Larger deviations from the pore-scale results are observed for a droplet diameter
of 0.5 um, at lower flow velocities. This was expected, as the surface fitting procedure described
previously produces negative 8 values within a small region which is representation of small
droplet sizes and low flow velocities. It is important to mention that in the UDF, negative 3
were not allowed and considered to be zero instead.

Figure 4.48 depicts the oil capture curves computed from the pore-scale and macroscopic
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Figure 4.47: Comparison between the results obtained by the pore-scale and macroscopic model
Lagrangian calculations showing the fraction of non-captured droplets computed at the normal-
ized position z/d, = 5 versus the Darcian velocity for four different droplet diameters, (a) 0.5,

() 1,(c)3 and (d) 5 pm.

simulations respectively. The results show the fraction of free droplets as a function of the
normalized streamwise foam length at a flow velocity of 20 m/s, for four droplet diameters,
0.5, 1, 3 and 5 um. Again, worst agreement between both approaches happens for the smallest
droplets sizes, and is specially troublesome for the 0.5 um diameter.

The transferred results obtained for the other foams showed very similar trends. The surface
fitting approach employed here seems to have a reduced accuracy for the oil capture results ob-

tained at low flow velocities and for smaller droplet diameters. Nevertheless, the main objective
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Figure 4.48: Comparison between the results obtained by the pore-scale and macroscopic
model Lagrangian calculations showing the oil capture curves computed from the pore-scale
and macroscopic model calculations respectively. Results are shown for four droplet diameters,

(a) 0.5, (b) 1, (c) 3 and (d) 5 um.

of the present work is to provide a qualitative evaluation of the oil capture effectiveness in sev-
eral commercial open-cell metal foams. Given the fact that the pore-scale Lagrangian oil capture
results already take into account a certain degree of uncertainty, it is reasonable to say that the
macroscopic oil capture model described here still provides a good qualitative agreement of
the droplet extinction rates throughout the foam samples. Furthermore, the enhanced macro-
scopic model can be easily implemented in a commercial CFD solver, with very low associated

computational costs.
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4.9 Summary

This chapter described the application of a pore-scale modelling methodology to solve single
and two-phase flow across several commercial open-cell metal foams. The pore-scale computa-
tional domain consisted of a rectangular channel with free-slip enclosing walls. The simulations
were run at the HPC facility in the university, using 24 to 32 processor cores in parallel, depend-
ing on the availability. Converged steady state solutions took an average of 0.5-2 hours to be
reached. The airflow simulations were able to reproduce well the experimental pressure gradient
curves for the samples analysed. Some relatively large discrepancies were observed between ex-
perimental and numerical values of permeability and Forchheimer coefficient for some samples,
which indicate a high sensitivity of these parameters to small deviations on pressure gradient
values. Interestingly, the work of Ranut et al. (2014) highlighted that this level of discrepancy
is rather commonly found in similar studies, even showing that two different experiments per-
formed for the same metal foam can yield distinct values of permeability and Forchheimer co-
efficient. There are several possible factors that can influence the pressure gradient behaviour in
open-cell metal foams, such as wall effects, entrance/exit effects, time-dependent flow features,
fluid compressibility and anisotropy of the foam structure.

These additional effects were numerically investigated here. A number of separate test cases
and computational domains were devised in order to do so. Walls effects were analysed by
simulating airflow through a cylindrical-like domain. Results showed that the pressure gradient
across the foam can be strongly affected by wall effects if the cylinder radius relative to the mean
pore size is small. Since the radius of the samples employed in the pressure gradient experiments
was large relative to the pore size (for all samples), the use of a rectangular channel showed to
be more appropriate for the purpose of validation against experimental measurements.

Size-related effects on the pressure gradient have been observed experimentally in a number

of studies in the literature. The pore-scale numerical simulations performed here were able to re-



4.9. Summary 154

produce size-related effects on the pressure gradient by solving the airflow in samples of varying
streamwise thickness. Simulated pressure gradient results showed that the critical streamwise
thickness for the sample investigated lies between 25 to 50 pore sizes, a value that agrees well
with literature results (Dukhan and Patel, 2010). This also highlights the importance of the
use of computational domains which have a similar streamwise thickness to the experimental
samples for validation purposes.

Unsteady flow simulations were carried out to investigate time-dependent flow features and
whether they affect the overall pressure gradient across the samples. Simulation results showed
the presence of a certain level of unsteadiness in the flow, by monitoring the streamwise ve-
locity component in several points in the wake of the foam sample. However, a comparison
between the pressure gradient obtained by the steady state and time-averaged unsteady simula-
tions showed a negligible difference between both approaches. Given the fact that the unsteady
simulations are roughly one order of magnitude more expensive to compute, their use is there-
fore not justified in the context of the present work.

Fluid compressibility effects can become significant when Mach number values higher than
0.3 are reached within the pore space. Such conditions have been observed at high pore-based
Reynolds numbers (Re, >2000), as shown by simulations assuming the air as an ideal gas.
Moreover, a comparison between incompressible and compressible simulations showed that
the pressure gradient results obtained by both approaches start to diverge from each other at
high flow velocities. Assumption of fluid compressibility has also shown to affect permeability
and Forchheimer coefficient values, showing better agreement between experimental and com-
putational Forchheimer coefficient values. On the other hand, a greater discrepancy between
permeability results was observed.

As shown in Ranut et al. (2014), the shape of the pores may be elongated along one particular
direction due to the foam manufacturing process and changing the orientation of the sample

against the flow direction may cause a deviation of up to 20 % on the pressure gradient. The
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anisotropy on the foam structure was investigated numerically, and results have shown that there
is a certain degree of anisotropy in the solid matrix of the samples analysed here. Variation of the
spatial alignment of the foam sample with the flow direction has shown that the pressure gradient
results can have deviations up of to 20 % relative to the mean pressure gradient, similarly to
results obtained in Ranut et al. (2014).

Finally, artificially varying the porosity of a given foam sample has been shown to strongly
affect the pressure gradient across the foam. Changes in porosity will consequently have an
effect on permeability and Forchheimer coefficient values. Therefore, an accurate description
of the pore-scale geometry is essential in order to obtain accurate flow results. In summary, the
numerical modelling framework described here can be used to compute the transport properties
of single phase flow in open-cell metal foams with a reasonable level of accuracy.

The dispersed oil phase flow was simulated using a Lagrangian tracking approach. One-
way coupling was assumed given the low mass fraction of oil within aero-engine separators and
all droplet calculations were performed in steady state. Converged airflow pore-scale solutions
were employed as the base flow for the Lagrangian tracking approach. A simplified oil cap-
ture criterion was employed which assumed the droplet to be extinct when colliding against the
foam solid ligaments. Note however that this approach is neglecting complex droplet dynam-
ics phenomena such as splashing, stripping and film formation, mainly because of the lack of
computationally-efficient models capable of modelling accurately such phenomena.

Nevertheless, the Lagrangian tracking calculations were able to provide a good qualitative
evaluation of the droplet capture effectiveness in the samples analysed. The droplet’s inertia
is apparently the determining factor in the oil capture given the criterion employed here. In-
creasing the droplet momentum enhances its probability of deviating from its initial trajectory
and intercepting the foam solid structure. Therefore, the oil capture effectiveness will vary ac-
cording to the flow velocity and droplet size. Sub-micron droplets were shown to be the most

problematic, and presented a low chance of being captured whilst travelling inside the foams.
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Increasing flow velocity was shown to increase the probability of droplet capture. Based on the
results shown here, it is reasonable to say that escaped sub-micron droplets are the most likely
cause of breather smoke.

The rotation of the metal foams was simulated by using a MRF approach, with the purpose
of reproducing conditions similar to the ones found in aero-engine separators. Airflow results
showed the pressure gradient in the streamwise direction to be weakly affected by the rotation
of the foam, and rotational effects seemed to attenuate the streamwise pressure gradient. Oil
capture results obtained by means of Lagrangian tracking calculations showed that the rota-
tion of the foam essentially increases the likelihood of droplet collision against the foam solid
ligaments.

Finally, a methodology for transferring the pore-scale results into a macroscopic formulation
is presented. The effect of the foam sample in the airflow is quite straightforward to represent
macroscopically, mainly requiring the use of a momentum source term which accounts for the
pressure gradient imposed by the presence of the foam sample. Macroscopic transferring of
the pore-scale oil capture results was more laborious, and required a certain degree of approx-
imation. Nevertheless, the oil capture curves computed across