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Abstract

Fuzzy logic systems (FLSs) are widely accepted for their ability to model and handle

uncertainty. Type-2 fuzzy sets (T2 FSs) were introduced as an extension of type-1

fuzzy sets (T1 FSs). They are characterised by membership functions (MFs) that are

themselves fuzzy for which the membership degrees are expressed as FSs on [0,1],

and have been widely accepted as capable of modelling uncertainty with more detail

than T1 FSs. Interval type-2 fuzzy sets (IT2 FSs) are a special type of (general) T2 FSs

and currently the most widely used, due to their reduction in computational cost. The

study of T2 FLSs is a rapidly growing research area with a wide range of application

domains.

Capturing the uncertainty arising from system noise has been a core feature of

FLSs for many years. Since the concept of T2 FSs was introduced, a recurring question

in research considering the application of T2 FSs is,‘How much uncertainty in a given

context warrants the use of T2 FSs and systems over their T1 counterparts?’ In other

words, while a main issue in the application of FLSs is the estimation of parameters

such as the type of fuzzy sets (FSs) and their parameters, as well as the number

of rules, an even more fundamental question is whether T1 or T2 FSs should be

used. More specifically, ‘How should T2 FSs be shaped in order for them to capture

the uncertainties in a given application?’ Although there is experimental evidence

showing improvements in terms of the uncertainty handling of interval type-2 fuzzy

logic systems (IT2 FLSs) over their T1 counterparts, no systematic way of determining

the potential advantages of employing T2 FLSs over T1 has yet been developed.

In an effort to relate the size of the footprint of uncertainty (FOU) of employed

IT2 FSs to uncertainty levels and vice versa in a given application, this thesis shows



the relationship between the size of the FOU of IT2 FSs and the uncertainty levels in

a given application and explains how this knowledge can be exploited to inform the

design of FLSs. To provide insight into this challenging aim, a detailed investigation

of the ability of both T1 and IT2 FLSs to model different levels of uncertainty/noise is

conducted. Design methodologies that systematically vary (blur) the size of the FOU

of the IT2 FSs are introduced, enabling the comparison of FLSs that are equivalent in

all but the size of the FOUs of the employed FSs.

We describe an application-driven investigation into the relationship between the

FOU size of the FSs and the level of uncertainty in applications by using time series

prediction (TSP) as a well-defined and well-controlled sample application. Thus,

TSP is used as a platform to comprehensively compare different FLSs with various

FOUs. Through contrasting the performance of these resulting FLSs in the face of

inputs with varying uncertainty levels in a rich set of TSP experiments, a distinct

pattern of performance arising from the different levels-of-uncertainty and FOU-size

combinations is explored and captured, showing a direct relationship between FOU

size and uncertainty levels. For example, as the noise level increases, the FOU size

that gives the best performance increases. Based on this, we provide guidelines for the

selection of appropriate FOU sizes for given levels of uncertainty in a given application

and propose an approach to quantifying the commonly used linguistic labels, ‘low’,

‘medium’ and ‘high’ through FS models.

Finally, going beyond the question of selecting the most appropriate FOU at design

time, we conduct some initial work on the appropriate adjustment of FOUs at run

time, i.e., when uncertainty levels vary. Specifically, we explore the application of

optimisation methods to refine FOU sizes in IT2 FSs.

iv



Acknowledgements

In the name of Allah, the Most Gracious and the Most Merciful

Alhamdulillah, all praises to Allah Almighty for His blessing and granting me the

chance, health, strength, ability and time to complete this thesis.

First of all, I would like to express my gratitude to my supervisors, Christian

Wagner and Jon Garibaldi, for their guidance, continuous and constant support, en-

couragement, motivation and constructive comments and suggestion during the entire

journey of conducting this research.

I would like to thank my office colleagues, Simon Miller, Ian Dent, Alexandros

Ladas and Robert Miles for being interesting, helpful and great companions.

My thanks also goes to Jerry Mendel, for his constructive comments on our paper

presented in WCCI2014.

I would like to thank my examiners, Professor Qiang Shen and Professor, Robert

John for their fair assessment of the thesis and their constructive comments for im-

provement.

I would like to thank the Ministry of Defence in Saudi Arabia for sponsoring me

and offering me this opportunity to study for a PhD. I also thank the Saudi Arabia

Cultural Bureau in the United Kingdom, for their support and valuable advice during



my study. Both sponsors were helpful and providing a great service whenever I require

one.

I thank all of my friends, in Saudi Arabia, the UK and elsewhere around the world

for their valuable friendship and for the support throughout the years that made my

life in the UK much easier. My special thanks goes to my brother-in-law, Hussain

Alqahtani for his endless support and encouragements during my stay in UK. Also,

my special thanks to my friends, Saeed Alqahtani, Mazin Bukhari, Fawaz Alanzi and

Sultan Alahmri for their special care, encouragements and support during my study.

I wish to thank all of my family in Saudi Arabia for their support and encour-

agement, and especially my mother. Although several thousand miles away, their

unconditional love made my study period here much more bearable.

I would like to show deep gratefulness to my wife, Hind, without whom this effort

would have been worth nothing. For her sacrifice, patience, supports, unlimited love,

and accompany throughout the PhD journey. My endless love goes to my children,

Ghadi, AbdulSalam, AbdulWahab, Ghala and Mohammed, for their patience and

filling my life with happiness. The nights away from the family while attending

conferences and the busy days while conducting research and writing this thesis were

truly difficult.

Finally, my thanks go to all the people who have supported me in any respect

during the completion of the thesis.

vi



Abbreviations and their Definitions

Abbreviation Definition

CB Controlled Blurring

COG Centre of Gravity

COS Centre of Sets

dB Decibel

DOU Domain Of Uncertainty

FLC Fuzzy Logic Control

FLS Fuzzy Logic System

FOU Footprint Of Uncertainty

FS Fuzzy Set

GT2 FS General Type-2 Fuzzy Set

IK Ikeda (time series)

IT2 FLS Interval Type-2 Fuzzy Logic System

IT2 FS Interval Type-2 Fuzzy Set

KM Karnik-Mendel

LMF Lowe Membership Function

LZ Lorenz (time series)

MF Membership Function

MG Mackey-Glass (time series)

MISO Multiple Inputs Single Output

NF Noise Free

NFTrain Noise Free Training

vii



Abbreviation Definition

NSFLS Non-Singleton Fuzzy Logic System

NTrain Noisy Training

O-CB Optimised Controlled Blurring

RMSE Root Mean Squared Error

SA Simulated Annealing

SB Standard Blurring

SFLS Singleton Fuzzy Logic System

SNR Signal-to-Noise Ratio

SP-CB Shape-Preserving Controlled Blurring

T1 FLS Type-1 Fuzzy Logic System

T1 FS Type-1 Fuzzy Set

T2 FLS Type-2 Fuzzy Logic System

T2 FS Type-2 Fuzzy Set

TSP Time Series Prediction

UMF Upper Membership Function

WM Wang-Mendel

viii



Contents

List of Figures xv

List of Tables xix

1 Introduction 1

1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Aim and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Contributions Overview . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Organisation of the Thesis . . . . . . . . . . . . . . . . . . . . . . . 10

2 Literature Review 12

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Fuzzy Systems and Uncertainty . . . . . . . . . . . . . . . . . . . . . 13

2.3 Type-1 Fuzzy Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3.1 Properties of Type-1 Fuzzy Sets . . . . . . . . . . . . . . . . 19

2.3.2 Type-1 Fuzzy Set Operations . . . . . . . . . . . . . . . . . . 21

2.4 Type-1 Fuzzy Logic Systems . . . . . . . . . . . . . . . . . . . . . . 22

2.4.1 Fuzzifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4.2 Rule Base . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25



Contents

2.4.3 Inference Engine . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4.4 Defuzzifier . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.5 Type-2 Fuzzy Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.5.1 General Type-2 Fuzzy Sets . . . . . . . . . . . . . . . . . . . 28

2.5.2 Interval Type-2 Fuzzy Sets . . . . . . . . . . . . . . . . . . . 29

2.5.3 Footprint of Uncertainty . . . . . . . . . . . . . . . . . . . . 30

2.5.4 Interval Type-2 Fuzzy Set Operations . . . . . . . . . . . . . 31

2.6 Type-2 Fuzzy Logic Systems . . . . . . . . . . . . . . . . . . . . . . 32

2.6.1 Fuzzifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.6.2 Rule Base . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.6.3 Inference Engine . . . . . . . . . . . . . . . . . . . . . . . . 34

2.6.4 Type-Reducer . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.6.5 Defuzzifier . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.7 Transitioning from Type-1 to Type-2 Fuzzy Sets and Systems . . . . . 37

2.7.1 Transitioning from Type-1 to Type-2 Fuzzy Sets . . . . . . . 37

2.7.2 Transitioning from Type-1 to Type-2 Fuzzy Systems . . . . . 39

2.8 Time Series Prediction . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.8.1 Additive Noise . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.9 Learning and Optimisation of Fuzzy Logic Systems . . . . . . . . . . 43

2.9.1 Rule Creation for Fuzzy Logic Systems . . . . . . . . . . . . 44

2.9.2 Optimisation of Fuzzy Logic Systems . . . . . . . . . . . . . 45

2.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3 Investigative Approach 49

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

x



Contents

3.2 Requirements for Transitioning from Type-1 to Type-2 Fuzzy Sets and

Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2.1 The Uncertainty Indicator . . . . . . . . . . . . . . . . . . . 52

3.2.2 The Controlled Blurring Method . . . . . . . . . . . . . . . . 55

3.2.3 The Shape-Preserving Controlled Blurring Method . . . . . . 57

3.2.4 The Optimised Controlled Blurring Method . . . . . . . . . . 59

3.3 Fuzzy Logic System Design and Evaluation . . . . . . . . . . . . . . 61

3.3.1 Data Generation . . . . . . . . . . . . . . . . . . . . . . . . 62

3.3.2 Type-1 Fuzzy Sets Design and Rule Base Creation . . . . . . 62

3.3.3 Interval Type-2 Fuzzy Sets Creation . . . . . . . . . . . . . . 63

3.3.4 Fuzzy Logic Systems Evaluation . . . . . . . . . . . . . . . . 63

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4 An Investigation into the Controlled Blurring for the Generation of In-

terval Type-2 Fuzzy Sets 66

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.2 The Controlled Blurring Method Details . . . . . . . . . . . . . . . . 67

4.3 Experimental Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.3.1 Mackey-Glass Time Series . . . . . . . . . . . . . . . . . . . 73

4.3.2 Ikeda Time Series . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3.3 Lorenz Time Series . . . . . . . . . . . . . . . . . . . . . . . 74

4.4 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . 75

4.4.1 Data Generation . . . . . . . . . . . . . . . . . . . . . . . . 76

4.4.2 Type-1 Fuzzy Sets Design and Rule-Base Creation . . . . . . 78

4.4.3 Interval Type-2 Fuzzy Sets Creation . . . . . . . . . . . . . . 82

xi



Contents

4.4.4 Fuzzy Logic Systems Evaluation . . . . . . . . . . . . . . . . 83

4.5 Results Analysis and Discussion . . . . . . . . . . . . . . . . . . . . 84

4.5.1 Relationship Between FOU Size, Uncertainty Levels and FLS

Performance . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.5.2 Determining Optimal FOU Sizes Based on Known Levels of

Uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5 An Investigation into the Shape-Preserving Controlled Blurring for the

Generation of Interval Type-2 Fuzzy Sets 99

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.2 The Shape-Preserving Controlled Blurring Method Details . . . . . . 101

5.3 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . 106

5.3.1 Data Generation . . . . . . . . . . . . . . . . . . . . . . . . 107

5.3.2 Type-1 Fuzzy Sets Design and Rule-Base Creation . . . . . . 109

5.3.3 Interval Type-2 Fuzzy Sets Creation . . . . . . . . . . . . . . 110

5.3.4 Fuzzy Logic System Evaluation . . . . . . . . . . . . . . . . 118

5.4 Analysis and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 119

5.4.1 Mackey-Glass Time Series Results . . . . . . . . . . . . . . . 128

5.4.2 Lorenz Time Series Results . . . . . . . . . . . . . . . . . . 132

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6 An Exploration into the Optimised-Controlled Blurring for the Tuning

of Interval Type-2 Fuzzy Sets 140

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

xii



Contents

6.2 The Optimised Controlled Blurring Method Details . . . . . . . . . . 143

6.2.1 Initial Solution . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.2.2 Simulated Annealing Parameters . . . . . . . . . . . . . . . . 146

6.3 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . 149

6.3.1 Data Generation . . . . . . . . . . . . . . . . . . . . . . . . 150

6.3.2 Type-1 Fuzzy Sets Design and Rule Base Creation . . . . . . 152

6.3.3 Interval Type-2 Fuzzy Sets Tuning (FOU Selection) . . . . . . 154

6.3.4 Fuzzy Logic Systems Evaluation . . . . . . . . . . . . . . . . 156

6.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 163

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

7 Linguistic Naming of the Uncertainty Levels 168

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

7.2 General Model for Linguistic Uncertainty Quantification . . . . . . . 169

7.2.1 Step 1: Define the Uncertainty Regions . . . . . . . . . . . . 172

7.2.2 Step 2: Define the Membership Functions . . . . . . . . . . . 172

7.2.3 Step 3: Normalise and Assign Membership Value . . . . . . . 172

7.3 Analysis and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 175

7.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

8 Conclusions 182

8.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

8.1.1 The Uncertainty Indicator . . . . . . . . . . . . . . . . . . . 184

8.1.2 Controlled Blurring Method . . . . . . . . . . . . . . . . . . 185

8.1.3 Shape-Preserving Controlled Blurring Method . . . . . . . . 186

xiii



Contents

8.1.4 Optimised Controlled Blurring Method . . . . . . . . . . . . 187

8.1.5 Determining FOU Sizes Based on Known Levels of Uncertainty188

8.1.6 Giving Meaning to Linguistic Uncertainty Labels . . . . . . . 189

8.2 Limitations and Future Directions . . . . . . . . . . . . . . . . . . . 190

8.2.1 FOU Creation Methods in Real World Applications . . . . . . 190

8.2.2 Exploring General Type-2 Fuzzy Sets and Systems . . . . . . 191

8.2.3 Rule Base Creation Method . . . . . . . . . . . . . . . . . . 191

8.2.4 Optimisation Method . . . . . . . . . . . . . . . . . . . . . . 192

8.2.5 Modelling Uncertainty in the Input Fuzzy Sets Using Non-

singleton Fuzzification . . . . . . . . . . . . . . . . . . . . . 192

8.2.6 Establishing the Inverse Process . . . . . . . . . . . . . . . . 193

8.2.7 Measuring Uncertainty in Fuzzy Sets . . . . . . . . . . . . . 193

8.2.8 Uncertainty Quantifications . . . . . . . . . . . . . . . . . . 194

8.3 Publications Produced . . . . . . . . . . . . . . . . . . . . . . . . . 194

8.3.1 Journal Publications . . . . . . . . . . . . . . . . . . . . . . 194

8.3.2 Conference Publications . . . . . . . . . . . . . . . . . . . . 195

8.3.3 Presentations . . . . . . . . . . . . . . . . . . . . . . . . . . 196

References 197

xiv



List of Figures

1.1 An illustration of uncertainty/FOU size relationships . . . . . . . . . 5

1.2 Different IT2 FSs around a T1 principal MF . . . . . . . . . . . . . . 6

2.1 An example of the three types of FSs with view of the secondary MFs. 16

2.2 An example of a trapezoidal membership function and some of its

properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 Examples of four T1 MFs. . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 Examples of fuzzy operations using two T1 FSs A and B. . . . . . . . 23

2.5 A type-1 fuzzy logic system. . . . . . . . . . . . . . . . . . . . . . . 23

2.6 Examples of the fuzzification of a crisp input. . . . . . . . . . . . . . 25

2.7 Interval type-2 fuzzy logic system. . . . . . . . . . . . . . . . . . . . 33

2.8 An example of chaotic time series. . . . . . . . . . . . . . . . . . . . 40

3.1 Illustration of the generic process of designing and evaluating IT2 FSs

and systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2 Triangular IT2 FSs and their Uncertainty Indicators. . . . . . . . . . . 53

3.3 Gaussian IT2 FSs and their Uncertainty Indicators. . . . . . . . . . . 54

3.4 Example of the controlled blurring of a T1 MF to create IT2 FSs using

the CB method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

xv



List of Figures

3.5 Example of the controlled blurring of T1 MF to create IT2 FSs using

the SP-CB method. . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.6 Example of the creation, optimisation of IT2 FSs and selecting the

FOU size using the O-CB method. . . . . . . . . . . . . . . . . . . . 60

4.1 An illustration of the IT2 FS design for a T1 MF and parameter c = 0.50. 70

4.2 Illustration of the uniform design of triangular IT2 MFs using CB

method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.3 Illustration of the uniform design of Gaussian IT2 MFs using CB

method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.4 Flowchart of to design and evaluate IT2 FLSs for the CB method. . . 77

4.5 Training and testing data of the three time series. . . . . . . . . . . . 79

4.6 Triangular T1 and two examples of IT2 MFs used in the design of the

TSP FLSs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.7 Gaussian T1 and two examples of IT2 MFs used in the design of the

TSP FLSs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.8 RMSE values of 11 FLSs using testing data corrupted with uniform

noise at 12 SNR levels. . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.9 MG TSP using IT2 FLS with two FOU sizes at two noise levels. . . . 92

4.10 IK TSP using IT2 FLS with two FOU sizes at two noise levels. . . . . 92

4.11 LZ TSP using IT2 FLS with two FOU sizes at two noise levels. . . . . 93

5.1 Illustration of the design methods of triangular IT2 MFs with the FOU

size parameter c = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.2 Illustration of the design methods of trapezoidal IT2 MFs with the

FOU size parameter c = 0.5. . . . . . . . . . . . . . . . . . . . . . . 104

xvi



List of Figures

5.3 Illustration of the design methods of Gaussian IT2 MFs with the FOU

size parameter c = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.4 Flowchart of to design and evaluate IT2 FLSs for the SP-CB method. 108

5.5 Triangular T1 and two examples of IT2 MFs used in the design of the

TSP FLSs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.6 Trapezoidal T1 and two examples of IT2 MFs used in the design of

the TSP FLSs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.7 Gaussian T1 and two examples of IT2 MFs used in the design of the

TSP FLSs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.8 Sample FLSs outputs for MG TSP by applying the SP-CB method

with different settings. . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.9 Sample FLSs outputs for LZ TSP by applying the SP-CB method with

different settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.10 The average RMSE of the TSP for the MG TSP and triangular MFs. . 129

5.11 The average RMSE of the TSP for the MG TSP and trapezoidal MFs. 130

5.12 The average RMSE of the TSP for the MG TSP and Gaussian MFs. . 131

5.13 The average RMSE of the TSP for the LZ TSP and triangular MFs. . . 133

5.14 The average RMSE of the TSP for the LZ TSP and trapezoidal MFs. . 134

5.15 The average RMSE of the TSP for the LZ TSP and Gaussian MFs. . . 135

6.1 Illustration of the FOU design of IT2 triangular MFs. . . . . . . . . . 144

6.2 Illustration of the FOU design of IT2 Gaussian MFs. . . . . . . . . . 145

6.3 Simulated annealing pseudo code. . . . . . . . . . . . . . . . . . . . 147

6.4 Metropolis acceptance procedure. . . . . . . . . . . . . . . . . . . . 148

6.5 A flowchart of using O-CB method to tune and evaluate IT2 FLSs. . . 150

xvii



List of Figures

6.6 The initial T1 MFs initialised for 4-inputs and 1-output. . . . . . . . . 153

6.7 The resulting FOU (the same FOU size for both FSs) for the 4-inputs

of the IT2 FLS using triangular MF. . . . . . . . . . . . . . . . . . . 157

6.8 The resulting FOU (different FOU size for each FS) for the 4-inputs

of the IT2 FLS using triangular MF. . . . . . . . . . . . . . . . . . . 158

6.9 The resulting FOU (the same FOU size for both FSs) for the 4-inputs

of the IT2 FLS using Gaussian MF. . . . . . . . . . . . . . . . . . . . 159

6.10 The resulting FOU (different FOU size for each FS) for the 4-inputs

of the IT2 FLS using Gaussian MF. . . . . . . . . . . . . . . . . . . . 160

6.11 Sample output results of the optimal selected FOU size. . . . . . . . . 164

6.12 The cumulative prediction error for triangular MF. . . . . . . . . . . . 165

6.13 The cumulative prediction error for Gaussian MF. . . . . . . . . . . . 165

7.1 Normalized minimum RMSE values of uniform noise for triangular

and Gaussian FSs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

7.2 Normalized minimum RMSE values of Gaussian noise for triangular

and Gaussian FSs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

7.3 Illustration of the steps of uncertainty quantification. . . . . . . . . . 173

7.4 Uncertainty quantification of the noise levels for the MG, IK and LZ

time series using uniform noise. . . . . . . . . . . . . . . . . . . . . 176

7.5 Uncertainty quantification of the noise levels for the MG, IK and LZ

time series using Gaussian noise. . . . . . . . . . . . . . . . . . . . . 177

7.6 Uncertainty quantification using 5 FSs. . . . . . . . . . . . . . . . . . 178

7.7 IT2 FSs collection operation. . . . . . . . . . . . . . . . . . . . . . . 180

xviii



List of Tables

1.1 Sample articles citing the presence of large amounts of uncertainty in

their applications. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 KM method to find the end points of an IT2 FS. . . . . . . . . . . . . 36

4.1 Average RMSE values for MG TSP for triangular MFs for both uni-

form and Gaussian noise. . . . . . . . . . . . . . . . . . . . . . . . . 85

4.2 Average RMSE values for MG TSP for Gaussian MFs for both uniform

and Gaussian noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3 Average RMSE values for IK TSP for triangular MFs for both uniform

and Gaussian noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.4 Average RMSE values for IK TSP for Gaussian MFs for both uniform

and Gaussian noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.5 Average RMSE values for LZ TSP for triangular MFs for both uniform

and Gaussian noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.6 Average RMSE values for LZ TSP for Gaussian MFs for both uniform

and Gaussian noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.7 Example optimal FOU sizes. . . . . . . . . . . . . . . . . . . . . . . 94

4.8 Intervals with optimal FOU sizes. . . . . . . . . . . . . . . . . . . . 95

xix



List of Tables

4.9 Example computation for SNR=20 dB in table 4.8. . . . . . . . . . . 95

5.1 Number of rules generated for T1 FLSs using triangular, trapezoidal

and Gaussian FLSs. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.2 Values of δ for triangular, trapezoidal and Gaussian FSs with MG and

LZ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.3 Triangular,trapezoidal and Gaussian FSs at different c values for the

CB and the SP-CB methods. . . . . . . . . . . . . . . . . . . . . . . 116

5.4 The general structure of the experiments for each of MG and LZ. . . . 117

5.5 Average RMSE values for MG time series prediction for triangular MFs.120

5.6 Average RMSE values for MG time series prediction for trapezoidal

MFs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.7 Average RMSE values for MG time series prediction for Gaussian MFs.122

5.8 Average RMSE values for LZ time series prediction for triangular MFs.123

5.9 Average RMSE values for LZ time series prediction for trapezoidal

MFs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.10 Average RMSE values for LZ time series prediction for Gaussian MFs.125

6.1 Average RMSE results of testing the optimised FLSs with triangular MF.161

6.2 Average RMSE results of testing the optimised FLSs with Gaussian MF.162

7.1 Detail of data underpinning Figure 7.3(a). . . . . . . . . . . . . . . . 174

7.2 Detail of data underpinning Figure 7.3(b). . . . . . . . . . . . . . . . 175

7.3 Detail of data underpinning Figure 7.3(c). . . . . . . . . . . . . . . . 175

xx



Chapter 1

Introduction

1.1 Background and Motivation

Uncertainty exists in almost all real life situations. In general, uncertainty is an

attribute of information and emerges whenever a situation is imprecise, noisy, vague

or incomplete. Therefore, it is crucial for intelligent systems working in complex

and dynamic environments to have the ability to handle uncertain information and

to reason with incomplete knowledge. Frameworks such as probability theory and

fuzzy logic sets and systems are established concepts and techniques that are used for

modelling uncertainty in such environments. This thesis is concerned with modelling

uncertainties with fuzzy sets (FSs) and fuzzy logic systems (FLSs). The choice of

FLSs is based on their attractive capability to model variables in human-like terms

that are seen through the introduction of the linguistic variables. Additionally, it has

been shown that T2 FLSs as an extensions of T1 FLSs have the ability to provide a

more fine-grained model of uncertainty.
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Since type-1 fuzzy sets (T1 FSs) were introduced by Zadeh in 1965 [1], FLSs have

been accepted as a methodology for building systems that can deliver excellent perfor-

mance in the face of uncertainty and imprecision [2–5]. FLSs have been successfully

implemented in many real world applications, including modelling and control [6],[7],

the forecasting of time series [8–10] and data mining [11],[12].

Type-1 fuzzy logic systems (T1 FLSs) that operate on T1 FSs are the most well-

known and widely used type of FLS. However, T1 FLSs, when compared to type-2

fuzzy logic systems (T2 FLSs), only handle a limited level of uncertainty (when using

the same number of FSs). Real-world applications are often faced with multiple

sources of high and/or varying levels of uncertainty [13]. In 1975, Zadeh [14] recog-

nized this potential limitation and introduced the concept of type-2 fuzzy sets (T2 FSs)

as an extension to T1 FSs. T2 FSs, as more complex models, are considered more

suited to modelling uncertainty. Their additional complexity arises from the inclusion

of a footprint of uncertainty (FOU) and a third dimension, offering extra degree of

freedom to T2 FSs in comparison to T1 FSs [13],[15] (i.e., T2 FSs are described

by MFs that are characterized by more parameters than are MFs for T1 FSs [16]).

While the latter effectively means that an optimally configured General T2 (GT2) FLS

will provide at least the same performance as an equivalent (in terms of number of

FSs and rules) optimally configured IT2 FLS which in turn will provide at least the

same performance as an equivalent optimally configured T1 FLS [17], it is the same

complexity which makes T2 FLSs computationally demanding in comparison to those

that employ T1 FSs.

The computational and design complexity of general T2 FLSs has been widely

investigated recently [5],[18–27]. Generally, the computational complexity of general
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1.1 Background and Motivation

Table 1.1 Sample articles citing the presence of ‘large amounts of uncertainty’ in their
applications as the reason for employing T2 FLS.

Author(s) Ref. no. Quote

Lin et al. [32] ‘Due to the rule uncertainties and the training data corrupted by

noise, the circumstances are too uncertain to determine exact

membership grades. A new direct adaptive interval type-2 fuzzy

controller is developed to handle such uncertainties for a class of

multi-variable non-linear dynamical systems involving external

disturbances’

Wagner and

Hagras

[33] ‘The type-2 Fuzzy Logic Controller (FLC) has started to emerge

as a promising control mechanism for autonomous mobile robots

navigating in real world environments. This is because such

robots need control mechanisms such as type-2 FLCs which can

handle the large amounts of uncertainty present in real world

environments’.

Baklouti

and Alimi

[34] ‘Motion planning of mobile robots in unknown and dynamic

environments is faced with a large amount of uncertainty’.

T2 FLSs has favoured the application of simplified interval type-2 fuzzy logic systems

(IT2 FLSs) [28–31] which today are the most commonly used kind of T2 FLS. IT2

FLSs employ IT2 FSs, which are a special case of a GT2 FSs where all the secondary

membership grades are equal to one and therefore only differentiate themselves from

T1 FSs by their FOU.

Many researchers favour IT2 FLSs over T1 FLSs because of their potential to

model and handle the effects of uncertainty [35–37] while maintaining the number

of FSs and rules constant. To illustrate, Table 1.1 provides a sample of some articles
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which directly cite the presence of ‘large amounts of uncertainty’ in their given

applications as the reason for employing T2 FSs.

In terms of the actual application of T2 FLSs, a recent review of industrial appli-

cations of T2 FLSs and FSs by Dereli et al. [38] showed that there were different

reasons that the studies chose T2 FLSs for their applications. The authors summarise

these reasons in three groups. (1) ‘To handle more uncertainty’, (2) ‘To investigate

the effectiveness of type-2 FSs and to compare with type-1 FSs’ and (3) ‘The non-

existence of an approach previously employing them for a certain problem type’ [38].

It is important to note that the authors of many of the papers reviewed in [38] that

considered T2 FSs in their studies aimed to design systems that would perform well in

the face of ‘high levels of uncertainty’, without quantifying ‘high’ either in general, or

in the case of their specific application.

This is a common criticism of the given rationale for the application of T2 FSs and

FLSs both from within and from beyond the FS research community. Consequently, it

is important to investigate carefully what level of uncertainty warrants the application

of T2 FSs and how this level can be precisely quantified. In other words, while it

has been shown that IT2 FLSs can provide an improvement in terms of their ability

to handle ‘more uncertainty’ than their T1 counterparts [38],[39], no systematic way

of determining the potential advantage of employing T2 FSs over T1 FSs has been

developed so far.

In the T2 literature it is common for the use of T1 FSs to be recommended when

the level of uncertainty is low. When the uncertainty situation is medium and/or high,

IT2 FSs are recommended. As noted, this is usually done without a clear quantification

of the uncertainty qualifiers (i.e., low, medium or high) and without specifying the
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Low L
Medium M

High H

Uncertainty level

FOU Size

Figure 1.1 An illustration of uncertainty/FOU size relationships

actual FOU size appropriate for the given level of uncertainty (e.g., see Figure 1.1 for

an illustration).

More to the point, even though it is well known that IT2 FSs reduce to T1 FSs

when all uncertainty disappears (and as such their FOU) (e.g., in Figure 1.2(a), if the

uncertainties about the left and right end points disappear, then the dashed triangular

T1 MF remains.), the question of ‘T2 or T1?’ is often considered binary, even though

intuitively the answer is continuous in nature, i.e., as the amount of uncertainty

increases, the FOU of the FSs grows from initially T1 FSs to wider and wider IT2 FSs.

This suggests the more appropriate question is, ‘How wide should the FOUs of the

employed FSs be?’, rather than ‘should T1 or IT2 FSs be used?’ In this thesis, we

address this challenging question by investigating the relationship between the FOU

size of FSs and the level of uncertainty.

To explain the context and focus of this thesis, a number of potential methods for

the creation of an IT2 FS by expanding an FOU around a principal T1 MF are shown

in Figure 1.2. Figure 1.2(a) shows a standard blurring (SB) method which preserves

the original T1 MF, but for which the size of the FOU (i.e. the width of a vertical

slice for a given x) does not remain constant. This is unintuitive in many applications,

in particular when the mound of uncertainty for a given variable (e.g., a sensor) is

known in advance. We may not expect that the uncertainty varies in the degree of

membership, certainly not as strongly as is shown in Figure 1.2(a). Figure 1.2(b)
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(a) (b) (c)

Figure 1.2 Different IT2 FSs around a T1 principal MF (dashed). (a) Conventional IT2
FSs created using SB. (b) IT2 FS created using CB. (c) IT2 FS created using SP-CB.

shows a controlled blurring (CB) approach which preserves a uniform/constant level

of uncertainty throughout the support of the lower membership function (LMF) of the

FS, but does not maintain the shape of the original T1 MF (triangular in this case).

Finally, in Figure 1.2(c), a shape-preserving controlled blurring (SP-CB) approach

enables both constant uncertainty in memberships over the LMF and at the same time,

the LMF and the upper membership function (UMF) keep their original T1 MF shape

(a dashed line). Thus, the latter approach (SP-CB) enables both the adaptation of the

IT2 FS for known levels of uncertainty (i.e., by increasing FOU size with increasing

uncertainty) and the systematic comparison to the original (in this case triangular)

T1 FLS to the resulting new IT2 FLS(s). This thesis adopts and details the CB and

the SP-CB approaches and highlights the potential advantages and disadvantages of

each approach in theoretical work and applications. A detailed investigation of the

ability of both T1 FLSs and IT2 FLSs to model different levels of uncertainty/noise is

conducted.

1.2 Aim and Objectives

The main aim of this thesis is to answer the following research question: ‘What is the

relationship between the size of the FOU of an IT2 FS and the uncertainty levels in a
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given application and how can understanding this relationship inform the design of

FLSs?’

According to this aim, the research objectives are as follows:

1. To develop a process that enables the systematic transition from T1 to IT2 FSs

in order to enable the comparison of FLSs which are equivalent in all but the

size of the FOUs of the employed FSs. This will enable the systematic relating

of FOU size to levels of uncertainty in a given application and vice versa.

2. To develop a comprehensive FLS design and evaluation process that describes

the initial design of the T1 FLSs for a given application and its subsequent

transformation into one or more IT2 FLSs under different levels of uncertainty.

3. To develop an analytical method that enables the selection of the FOU size in

response to a known quantification of uncertainty in commonly used linguistic

terms such as ‘low’, ‘medium’, and ‘high’. This will provide an approach to

develop FS based models that quantify such linguistic terms.

4. To refine the FSs and select the optimal FOU size in a given application faced

with varying levels of uncertainty in order to enable better adaptation in real

world applications by utilising the optimisation of IT2 FLSs.

5. To conduct a set of experiments to comprehensively evaluate the FLSs’ perfor-

mance using the developed methodologies.
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1.3 Contributions Overview

This section provides a general overview of the thesis contributions. In this thesis, the

uncertainty indicator is presented in order to study the uncertainty modelling of IT2

FSs. The uncertainty indicator is intended to show the amount of uncertainty captured

by FSs and modelled by their FOUs. Specifically, the uncertainty indicator is the size

of the primary membership interval at a given value, e.g., x for a given IT2 FS. With

an assumption that a specific and constant level of noise/uncertainty associated with

a given variable (e.g., level of measurement imprecision) is known and modelled by

an IT2 FS, then, this FS should reflect the present level of uncertainty throughout its

membership as far as possible (i.e., excluding its edges). Therefore, an FOU creation

method should result to an equal amount of uncertainty to be captured over the primary

domain of the MF, at least within the “core” of this FS (i.e., the support of the LMF).

To achieve this, we propose two design methodologies that systematically vary (blur)

the size of the FOU of IT2 FSs, enabling the systematic relating of FOU size to levels

of uncertainty and vice versa. The two approaches are developed to create an FOU of

an IT2 FS from an original T1 FS by transitioning from T1 to IT2 FSs for different

levels of uncertainty (noise).

The first proposed method is a controlled blurring method used to create an FOU of

an IT2 FS from an original T1 FS and maintain the level of uncertainty captured in the

primary memberships of the FS constant, but not maintain the original T1 MF shape.

The second proposed method is a shape-preserving controlled blurring method that

follows a similar methodology as the first approach and also keeps the IT2 FS shape

(LMF and UMF) the same as the original T1 MF. These two features are important as
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they enable the systematic relating of FOU size to levels of uncertainty and vice versa

and enable an intuitive comparison of the T1 and T2 FSs.

Through a well-defined sample application domain that contrasted the performance

of these resulting FLSs in the face of inputs with varying signal-to-noise ratios (SNRs)

in a rich set of time series prediction (TSP) experiments, a distinct pattern of perfor-

mance arising from the different levels-of-uncertainty and FOU-size combinations is

explored and captured.

It is worth noting that the main objective of this thesis is not to achieve optimal

performance in a given application (such as a TSP), but to provides the optimal size

of the FOUs (from T1 to T2) for given levels of uncertainty/noise. This process will

provide significant insight into the relationship levels/amount of uncertainty and the

appropriate FOU size in a given domain.

Based on this, we provide a guidelines for the selection of appropriate FOU sizes

for given levels of uncertainty and propose an approach to quantifying the commonly

used linguistic labels such as ‘low’, ‘medium’ and ‘high’ through FS models.

To refine the FSs for existing systems and select the optimal FOU size in a

given application faced with varying levels of uncertainty in order to enable a better

adaptation in real world applications, an optimised controlled blurring method used

for optimising IT2 FLS, in which the controlled blurring method is adopted. Then, the

design parameters are tuned through an optimisation method. The controlled blurring

approach has few parameters to be tuned as only a single extra parameter is added

to a T1 MF that is used to define IT2 MFs. We demonstrate the approach through

application to a TSP problem, using training data sets corrupted with different levels

of noise.

9
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1.4 Organisation of the Thesis

The thesis is organised as follows:

• Chapter 2 provides the essential background and an overview of the relevant

literature. It provides a detailed discussion of fuzzy logic sets and systems

including T1 and T2 FSs and systems. In addition, TSP as an application and

FLS optimisation and learning techniques are presented.

• Chapter 3 is pivotal for the argument of the whole thesis. It provides details on

the main investigative framework that covers the detailed analysis and presenta-

tions of the FOU creation methodologies and their empirical evaluation. It also

discusses the potential of a large number of T2 FS generation algorithms and

outlines the subset of three specific cases addressed in this thesis.

• Chapter 4 provides an investigation into the controlled blurring approach for the

creation of IT2 FSs and associated set of experiments to explore the relationship

between FOU size and uncertainty levels.

• Chapter 5 provides an investigation into the shape-preserving controlled blurring

approach with different properties, in combination with a comprehensive set of

experiments to study another FOU creation method using different configura-

tions, such as training FLSs using training data corrupted with different noise

levels and singleton and non-singleton fuzzifications.

• Chapter 6 provides an exploration into the optimised controlled blurring ap-

proach, particularly focusing on the controlled blurring approach by utilising

the simulated annealing algorithm, to refine the FSs for existing systems and
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select the optimal FOU size in a given application faced with varying levels of

uncertainty in order to better adapt in real world applications.

• Chapter 7 gives the steps used to quantify and model linguistically expressed

uncertainty levels such as ‘low, medium, high’ that are commonly used in the

fuzzy systems field to describe the levels of uncertainty in given applications.

• Chapter 8 draws conclusions, lists the contributions arising from this work,

mentions the limitations and suggests some interesting potential directions for

future research arising from this thesis.

11



Chapter 2

Literature Review

2.1 Introduction

This chapter presents the necessary foundation for the presentation and definitions of

the methodology used in the following chapters and the application of the investigative

approach presented later in thesis.

As stated, the focus of this thesis is to study the behaviour of FLSs with differ-

ent FOU sizes (from type-1 to type-2) exposed to different, well defined uncertain-

ty/noise. This process will provide significant insight into the relationship between

levels/amount of uncertainty and appropriate FOU size.

We first introduce in this chapter fuzzy systems and their ability to model and

handle uncertainty showing the different uncertainty models of the three common FSs,

i.e. T1, IT2 and GT2. Then we provide a review of T1 and IT2 FLSs.

This chapter will also present TSP as a well-defined sample application.

Learning and optimisation of FLSs are two different methods that are employed.

In FLS learning problems, an approach used to generate the system rule base and its
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parameters that define the FSs from a given input-output data is performed. Conversely,

in optimisation problems, a predefined rule base and initial system parameters are used

and the objective is to search for and find a better set of parameters defining the FLSs.

Both of these methods will be generally presented in this chapter as their concepts are

used in this thesis.

The rest of this chapter is organised as follows: Section 2.2 introduces fuzzy

systems and uncertainty followed by Section 2.3 that covers type-1 fuzzy sets. Section

2.4 introduces the general concepts of type-1 fuzzy logic systems. Section 2.5 is

dedicated to reviewing type-2 fuzzy sets followed by the general concepts of type-2

fuzzy logic systems in Section 2.6. In Section 2.7, transitioning from type-1 to type-2

fuzzy sets and systems is detailed. Section 2.8 introduces time series prediction as an

application area followed by Section 2.9 that presents the learning and optimisation of

fuzzy logic systems. Finally, Section 2.10, provides the chapter summary.

2.2 Fuzzy Systems and Uncertainty

Fuzzy set theory was first introduced by Zadeh [1] in 1965. The field of FSs has

evolved over the last 50 years and FSs have been accepted as an adequate method-

ology for developing systems that are able to deliver adequate performance in the

face of uncertainty and imprecision [39–42]. Hence, FLSs have been successfully

implemented in many real world applications and are used in many areas. In addition,

FS theory provides a simple and efficient method of designing FLSs that is close to

human thinking and perception [43].

In particular, fuzzy logic control (FLC), as one of the earliest applications of FLSs,

has become one of the most successful applications. The first FLC was developed in
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1975 by Mamdani and Assilian to control a steam engine in a laboratory [44]. The first

industrial application of fuzzy logic was developed in 1976 by Blue Circle Cement and

SIRA in Denmark for a cement kiln controller that went into operation in 1982 [45].

In 1987, the Sendai subway system in Japan operated an automatic train controller

based on fuzzy logic systems. Since then, FLSs have been applied with great success

to many applications. Recently, FLSs have been used in many real-world applications

used in people’s daily lives such as washing machines, air conditioners, video cameras,

medical diagnosis systems, car braking systems, etc. [6],[40],[46].

FLSs are widely accepted for their ability to model and handle uncertainty. Several

efforts have been made to define the uncertainties in FLSs and their underlying sets. A

general discussion about uncertainty was presented by Klir and Weirman [47] showing

three types of uncertainty: fuzziness, strife and non-specificity. Fuzziness (vagueness)

results from the imprecise boundaries of FSs [13]. Non-specificity (imprecision) is

linked to information-based imprecision. Strife (discord) expresses conflicts among

the various sets of alternatives [13].

The T1 FLS is the most common and widely used FLS. T1 FLSs are based on T1

FSs and have been successfully applied in many applications, such as control systems

(especially for the control of complex non-linear systems that are difficult to model

analytically [48],[49]), decision making, classification problems, system modelling

and others [50]. However, it has been shown that there are limitations in the ability of

T1 FSs to directly model and minimise the effects of uncertainty [51], [3], [13]. This

is because T1 MFs are precise [13] and their membership grade is a crisp value (see

Figure 2.1(a)).
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Recently, a significant increase in research has been devoted to more complex forms

of fuzzy logic such as IT2 FLSs and, more recently, GT2 FLSs. This advancement

is due to the realisation that T1 FSs can only handle a limited range of uncertainty

whereas T2 FSs allow for better modelling of uncertainty as they encompass an FOU,

which, associated with their third dimension, gives more degrees of freedom to the

use of T2 FSs in comparison to T1 FSs (i.e., T2 FSs are described by MFs that are

characterized by more parameters than are MFs for T1 FSs [16]).

T2 FSs was introduced by Zadeh [14] in 1975 as an extension of the concept of

T1 FSs, characterised by MFs that are themselves fuzzy for which the membership

degrees are expressed as FSs on [0,1], have been widely accepted as more capable

of modelling higher orders of uncertainty than T1 FSs [4],[16, 52–55]. Mendel [13]

argued that T1 FSs are inadequate to model many types of uncertainty that can be

present in an FLS, whereas T2 FSs are able to handle them including the three types

of uncertainty : fuzziness, strife, and non-specificity. IT2 FSs [13] are a special

case of GT2 FSs and currently the most widely used due to their great reduction in

computational cost. It has been shown in the literature many types of FSs such as

interval-valued FSs, gray set, intuitionistic FSs, etc. [56],[57]. For more details about

the definitions and the relationships between different FSs can be found in [58]. IT2

FSs will be the focus of this thesis. There is a rapidly growing field of research on IT2

FLSs with much associated evidence of successful applications [4].

Figure 2.1 shows the three different types of fuzzy sets. A T1 FS shown in Figure

2.1(a), an IT2 FS shown in Figure 2.1(b) and a GT2 FS shown in Figure 2.1(c). These

figures also show the secondary MFs (third dimension) of the three fuzzy sets using

the same input x = x′. It is important to consider the uncertainty models provided
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Figure 2.1 An example of the three types of FSs with view of the secondary MFs
(defined in Section 2.5.1) with same input x′ (a) type-1 fuzzy set, (b) interval type-2
fuzzy set and (c) general type-2 fuzzy set.
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by these three types of FSs. In the T1 FS, the degrees of membership are specified

as crisp numbers taking values within the interval [0,1]. In the GT2 FS, the degrees

of membership are themselves fuzzy and each is specified as a T1 FS (a secondary

membership function). In a case when the secondary MF is equal to 1, then GT2 FS

will reduce to an IT2 FS. The T1 FS is depicted in Figure 2.1(a), showing the value

of the primary domain (membership) at x = x′ that takes only one value, a, at which

the secondary grade equals 1. So, in the case of the T1 FS, there is no uncertainty

associated with the primary membership value at each x value [13]. For an IT2 FS

(as shown in Figure 2.1(b)), the primary domain (membership) at x = x′ takes values

within the interval [a,b] and each point in this interval has a secondary membership

equal to 1. Hence, an IT2 FS contains a maximum amount of uncertainty that is equally

distributed over the interval [a,b] [59]. For a GT2 FS (as shown in Figure 2.1(c)), the

primary (domain) membership at x = x′ also takes values within the interval [a,b], but

is different from the IT2 FS since each point in this interval has a different secondary

membership. Overall, it can be observed that the uncertainty that is associated with a

GT2 FS is located between the uncertainty of a T1 FS and an IT2 FS [59].

While this thesis focuses on IT2 FLSs, it also provides background material about

T1 FLSs. Thus, before we can explain what T2 FSs and systems are, we must explain

what T1 FSs and T1 FLSs are because T2 FSs build upon T1 FSs.

2.3 Type-1 Fuzzy Sets

A fuzzy set was defined originally by Zadeh [1] as an extension of a (classical) crisp

set. In crisp sets, the membership of elements is a binary value, which allows an

element to either belong (full membership) or not belong to the set (no membership
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at all). In contrast, FSs permit partial membership so that an element may partially

belong to a set. In a crisp set, the membership or non-membership of an element x in

the crisp set A is described by the membership function (MF) (also called characteristic

function) µA of A, where [13],[60],[61]

µA(x) =

 1, if x ∈ A

0, if x /∈ A
(2.1)

Fuzzy set theory extends this concept by defining partial memberships, which can

take values in the interval [0,1]. In a T1 FS (see Figure 2.1(a)) also called simply a FS,

A is defined on a universe of discourse X and the MF for A is µA : X → [0,1] [13]. For

each element in the set, x ∈ X , the value of µA(x) is the degree of membership of x in

A between zero and one. A fuzzy set A in universe of discourse X can be represented

in pairs of x and the value of its MF, µA(x) as [13]:

A = {(x,µA(x)) | ∀x ∈ X} (2.2)

If the fuzzy set A has a continuous universe of discourse X , it can be written as [1],

A =
∫

X
µA(x)/x, (2.3)

where the integral sign denotes union, and the division sign represents association

(the collection of all points x ∈ X with associated MF µA(x)). If the fuzzy set A has a

discrete universe of discourse X , it can be written as [1],

A = ∑
X

µA(x)/x, (2.4)
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where the summation sign denotes the set-theoretic operation of union and the division

(slash) sign represents association (the collection of all points x ∈ X with associated

MF µA(x)).

2.3.1 Properties of Type-1 Fuzzy Sets

To describe T1 FSs more specifically, we will define some of their properties [14],[62],[63].

The ‘support’ of a T1 FS A defined on X is a crisp set that contains all the elements

of X (x ∈ X) that have non-zero membership grades in A (i.e., µA(x)> 0) and is defined

as:

support(A) = {x ∈ X | µA(x)> 0} (2.5)

A T1 FS that has a single point in X as the support with µA(x) = 1 is called a

‘singleton’ T1 fuzzy set (see Figure 2.3(a)).

The ‘core’ of a fuzzy set A is the set of all points x ∈ X such that µA(x) = 1:

core(A) = {x ∈ X | µA(x) = 1} (2.6)

The ‘height’ of T1 FS A is the largest membership value, and it is defined as

follows:

height(A) = suppx∈X(µA(x)) (2.7)

A fuzzy set A is called ‘normal’ when height(A) = 1 and it is called ‘subnormal’

when height(A) < 1.
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Figure 2.2 An example of a trapezoidal membership function and some of its properties

One of the most important concepts of fuzzy sets is the concept of an α-cut. The

α-cut of an FS A is the ‘crisp’ set of all elements that have a membership value greater

than or equal to α . A T1 FS A is defined on X and α is a number in [0,1], an α-cut,

Aα is defined by [61]:

Aα = {x ∈ X | µA(x)≥ α} (2.8)

These properties are illustrated by the trapezoidal membership function A in Figure

2.2

The membership functions commonly used in practice are singleton, triangular,

trapezoidal, Gaussian, and bell-shaped [13]. Generally, MFs can either be chosen

by experts (users) or they can be created using optimisation methods [64],[65],[66].

Examples of singleton, triangle, trapezoidal and Gaussian MFs are depicted in Figure

2.3.
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Figure 2.3 Examples of four T1 MFs (a) Singleton MF, (b) triangular MF, (c) trape-
zoidal MF and (d) Gaussian MF.

2.3.2 Type-1 Fuzzy Set Operations

Corresponding to the crisp set operations of union, intersection and complement, fuzzy

sets have the same operations and are called Zadeh’s operations as they were initially

defined in Zadeh’s paper [1].

Assume T1 FSs A and B are two subsets of X and are defined by their MFs µA(x)

and µB(x). The union of A and B is defined by µA∪B(x):

µA∪B(x) = max[µA(x),µB(x)], ∀x ∈ X (2.9)

The intersection of A and B is defined by µA∩B(x):

µA∩B(x) = min[µA(x),µB(x)], ∀x ∈ X (2.10)

21
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The product of A and B is defined by µA∗B(x):

µA∗B(x) = prod[µA(x),µB(x)], ∀x ∈ X (2.11)

The complement of A is defined by µ
A′ (x):

µ
A′ (x) = 1−µA(x), ∀x ∈ X (2.12)

Thus the intersection, product and union operations are used to combine T1 FSs.

They are equivalent to the operators ‘AND’ and ‘OR’ used in classical logic. Examples

of the union, intersection, product and complement of the two T1 FSs A and B using

(2.9), (2.10), (2.11) and (2.12) are depicted in Figure 2.4. While, different t-norms and

t-conorms have appeared in the literature [67–69] and were developed to generally

define the operations, µA∪B(x) and µA∩B(x), in this thesis only product t-norm (2.11)

that is used by the inference engine to combine the firing strengths from multiple

antecedents and the maximum t-conorm (2.9) that is used to combined output fuzzy

subset by taking the maximum (union) over all of the fuzzy subsets.

2.4 Type-1 Fuzzy Logic Systems

T1 FLSs are also known as fuzzy rule-based systems that can be considered as systems

that map crisp inputs into outputs by utilising fuzzy sets theory [70]. The main types

of FLSs are Mamdani [71] and Takagi & Sugeno [72]. In this thesis, the Mamdani

method is used because the core part of our investigations has been trying to capture

the linguistic uncertainty, thus, using FSs in the whole FLS (including in the output
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Figure 2.4 Examples of fuzzy operations using two T1 FSs A and B. (a) Intersection
of two FSs, (b) union of two FSs,(c) product of two FSs and (d) complement of an FS.
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Figure 2.5 A type-1 fuzzy logic system.
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modelling) is intuitive and valuable. In the also popular Takagi & Sugeno FLSs, the

output is characterised by a function, rather than a FS, thus it is not couched in the

context of using linguistic terms. The well-known Mamdani fuzzy model contains

four components: fuzzifier, rule base, inference engine and defuzzifier [13]. Figure

2.5 shows these components. As shown, crisp inputs are first fuzzified into type-1

fuzzy input sets. These activate the inference engine and the rule base to produce

output T1 FSs, which are then combined to produce an aggregated T1 output FS.

Finally, a defuzzifier produces a crisp output from the fuzzy output set(s) resulting

from the inference engine. Further details on T1 FLSs can be found in [13],[73]. The

background and description of each of these components in the context of T1 FLSs

are summarised below.

2.4.1 Fuzzifier

The fuzzifier maps crisp inputs into a membership grade of one or more T1 FSs,

based on the given membership functions. This is achieved by evaluating the crisp

inputs and assigning each input a membership degree µA(x) in its input FS. According

to the type of fuzzification [13], T1 FLSs can be divided into singleton fuzzy logic

systems (SFLSs) and non-singleton fuzzy logic systems (NSFLSs). A non-singleton

T1 FLS has the same structure as a singleton T1 FLS, and they share the same type of

rules; the only difference is the type of fuzzification. The majority of FLSs are using

SFLS because singleton fuzzification is simpler and faster to compute. In singleton

fuzzification, inputs are considered to be singleton FSs (see Figure 2.3), while non-

singleton fuzzification models the FLS inputs as FSs. Non-singleton fuzzification

allows better modelling of input uncertainties by modelling inputs as fuzzy sets and
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Figure 2.6 Examples of the fuzzification of a crisp input using (a) singleton and (b)
non-singleton fuzzification.

modelling linguistic uncertainty using antecedent FSs in two steps [74]. To better

cope with noisy and imprecise input measurements, the non-singleton fuzzifier is an

efficient choice [75]. Figure 2.6 shows singleton and non-singleton fuzzification. More

details on non-singleton fuzzification can be found in [13],[76–78]. A rich discussion

on fuzzification, membership function creation and desired output can be found in

[79].

2.4.2 Rule Base

Fuzzy rule base (set of fuzzy rules) is the core part of an FLS that is used in the

inference process. The most commonly used are: Mamdani [71], where the rule

consequents are FSs, and Takagi & Sugeno [72], where the rule consequents are crisp

functions of the inputs. The rules can be expressed as a collection of conditional

statements in the form IF–THEN statements. Without a loss of generality, the multiple

inputs single output (MISO) system with the output variable y is considered here. In
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Mamdani-type fuzzy rules (first used by Mamdani in 1977), each rule is in the form of

(2.13) with n inputs x1 ∈ X1, . . . ,xn ∈ Xn and one output y ∈ Y .

IF x1 is A1 and x2 is A2 . . . and xn is An THEN y is B, (2.13)

where x1,x2, . . . ,xn are the input variables to the FLSs and A1,A2, . . . ,An are the input

FSs in the antecedent part and y is the output variable and B is the output FSs.

A fuzzy rule contains two parts, the IF part called the antecedent part and the

THEN part called the consequent part. To generate these rules, many methods can be

used such as deriving them from experts or from given numerical data sets as shown by

[10],[80],[81] where they generated fuzzy rules from training data. FSs are associated

with the terms shown in the antecedent or consequent parts of rules and MFs are used

to describe these FSs [13].

2.4.3 Inference Engine

The inference engine in the Mamdani type (Equation (2.14)) provides a mapping

of input FSs to output FSs using the rules (see (2.13)) from the rule base and the

connecting operators such as the union (OR in classical logic) or the intersection

(AND in classical logic). The result is an output fuzzy set by using (2.14), then the

defuzzifier converts them to a crisp output. In this thesis, the inference system uses

the AND operator for connecting inputs. The Mamdani implication (inference) [13]:

µA∗→B(x
∗∗,y)≡ µA∗ (x

∗∗)⋆µB(y), (2.14)
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where ⋆ is product or minimum operation, A∗ ∈ A1,A2, . . . ,An, x∗∗ ∈ x1,x2, . . . ,xn,

µA∗ (x
∗∗) is the input MF and µB(y) is the consequent MF.

2.4.4 Defuzzifier

Once the inference system has produced output fuzzy sets, the defuzzifier in the

Mamdani model converts them into crisp values. In general, there are many methods

(defuzzifiers) that have been proposed in the literature for the defuzzification of type-1

fuzzy sets such as centroid (also known as centre of gravity (COG)), centre of sets

(COS), height and centre of sums [13]. The centroid method is one of the most

commonly used defuzzification strategies. It returns the COG value and it is the one

used in this thesis. The process to find the crisp output using yCOG(X) is defined using

(2.15) [13]:

yCOG(X) =
∑

N
i=1 yi µB(yi)

∑
N
i=1 µB(yi)

, (2.15)

where µB(yi) is the aggregated value of µB(y), N is the number of discretized points

that are used to find the COG of B and yi is the output variable. For more complete

details, sources such as [13],[82],[83] have provided comparisons of different methods

of defuzzification.
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2.5 Type-2 Fuzzy Sets

2.5.1 General Type-2 Fuzzy Sets

The concept of GT2 FSs was introduced by Zadeh in 1975 [14] as an extension of the

concept of T1 FSs. A T2 FS is characterised by a fuzzy MF that has a membership

grade for each element of the set as a fuzzy set in [0,1], whereas, a T1 FS has a

membership grade with a crisp value in [0,1]. T2 FSs also known as fuzzy valued

fuzzy sets or fuzzy-fuzzy sets [84] referring to their MF having fuzzy values.

A T2 FS also known as a GT2 FS (see Figure 2.1(c)), Ã, may be represented as

[18]:

Ã = {((x,u),µÃ(x,u)) | x ∈ X ,u ∈ Jx ⊆ [0,1]}, (2.16)

where Jx is the primary membership of x and µÃ(x,u) ∈ [0,1] is the secondary MF. Ã

in (2.16) can also be defined as:

Ã =
∫

x∈X

∫
u∈Jx

µÃ(x,u)/(x,u), Jx ⊆ [0,1], (2.17)

where
∫

denotes union. For discrete universes of discourse, set Ã is defined as:

Ã = ∑
x∈X

∑
u∈Jx

µÃ(x,u)/(x,u), Jx ⊆ [0,1], (2.18)

GT2 FSs have limited use in practice due to the significant increase in computa-

tional cost during their implementation processes. However, in recent years, some

advances in GT2 FLSs research including faster type-reduction methods are achieved

enabling more practicality. Gafa and Coupland [85] introduced a recursive algorithm
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to reduce some of the computations complexity of GT2 type-reduction. More practical

type-reducers were proposed including Coupland and John [19] where they intro-

duced the geometric defuzzifier based on the geometric representation, the sampling

algorithm proposed by Greenfield et al. [26], which uses a random samples of em-

bedded sets to find an approximation to the exact value and the importance sampling

defuzzifier introduced by Linda and Manic [86].

The recent developments of T2 FSs theory and applications have shown for exam-

ple how to model interval-based data using GT2 FSs based on zSlices [87]. It has also

been shown that the GT2 FLSs that employed GT2 FSs outperform their T1 and IT2

counterparts in case of the presence of perturbations [88] and when the uncertainties

at different levels increase [89].

2.5.2 Interval Type-2 Fuzzy Sets

IT2 FSs (see Figure 2.1(b)) are characterised by their secondary MFs which only

take the values of one or zero. This reduction greatly simplifies the computational

complexity required in processing GT2 FSs [13],[90],[27]. When all the secondary

grades µÃ(x,u) are equal to 0 or 1, then, Ã is an IT2 FS. Following (2.17), an IT2 FS

Ã can be expressed as [13]:

Ã =
∫

x∈X

∫
u∈Jx

1/(x,u) Jx ⊆ [0,1] (2.19)

IT2 FSs are easier to compute than GT2 FSs and this is the main driver for their

wide usage in real world applications (e.g., in control [91] and in the supplier selection

problem [92]).
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2.5.3 Footprint of Uncertainty

The term ‘footprint of uncertainty’ (FOU) (see Figure 2.1(b)) provides a very useful

verbal and graphical representation of the uncertainty in the primary memberships of

an IT2 FS [13]. The domain of the primary membership Jx defines the FOU (the union

of all primary memberships) of FS Ã [13]:

FOU(Ã) =
⋃

∀x∈X

Jx (2.20)

The lower membership function (LMF) is denoted µ
Ã
(x) (or LMF(Ã) and the

upper membership function (UMF) is denoted µ Ã(x) (or UMF(Ã) of Ã are two T1

MFs that bound FOU(Ã) (e.g., see Figure 2.1(b)). The support of LMF(Ã) is the crisp

set of all points such that LMF(Ã)> 0 and the support of UMF(Ã) is the crisp set of all

points such that UMF(Ã)> 0. Alternatively, the FOU of an IT2 FS Ã can be described

by its lower LMF and UMF [15]:

FOU(Ã) =
⋃

∀x∈X

[µ
Ã
(x),µ Ã(x)] (2.21)

As an IT2 set is completely defined by its FOU [93], i.e., its LMF and UMF,

computation is drastically simplified in comparison to GT2 FSs.

Mendel and John [94] introduced the concept of the domain of uncertainty (DOU)

for a T2 FS, Ã , as:

DOU(Ã) =
⋃

∀x∈X

Jx (2.22)

Here, the DOU is the union of all the primary memberships of Ã. They developed this

concept to differentiate between two different primary variables, namely, ‘naturally
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ordered’ variables (e.g., temperature, pressure, etc.) and not ‘naturally ordered’

variables (e.g., beautiful, happy, etc.). This concept also helps distinguish T2 FSs

as discrete, continuous or hybrid. For continuous T2 FSs with a ‘naturally ordered’

primary variable, as in this thesis, the DOU is equal to the FOU, i.e., DOU(Ã) =

FOU(Ã) [94]. However, since the term FOU is already firmly established in the T2

literature, we will continue to use it in this thesis.

2.5.4 Interval Type-2 Fuzzy Set Operations

The following is a summary of the set-theoretic operations for the union and intersec-

tion of two IT2 FSs and also the complement of an IT2 FS because these operations

are widely used in IT2 FLSs.

The union of two IT2 FSs, Ã and B̃ , is equivalent to the ‘OR’ operation in boolean

and is defined by:

Ã∪ B̃ = 1/[µ
Ã
(x)∨µ

B̃
(x),µ Ã(x)∨µ B̃(x)], ∀x ∈ X (2.23)

The intersection of two IT2 FSs, Ã and B̃ , is equivalent to the ‘AND’ operation in

boolean and is defined by:

Ã∩ B̃ = 1/[µ
Ã
(x)∧µ

B̃
(x),µ Ã(x)∧µ B̃(x)], ∀x ∈ X (2.24)

The complement of an IT2 FS Ã, denoted Ã is:

Ã = 1/[1−µ Ã(x),1−µ
Ã
(x)], ∀x ∈ X (2.25)
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As shown, µ
Ã
(x) and µ

B̃
(x) are the lower MFs, µ Ã(x) and µ B̃(x) are the upper

MFs, ∨ is the max function and ∧ is the min function.

2.6 Type-2 Fuzzy Logic Systems

The IT2 FLS is depicted in Figure 2.7 and has five components: fuzzifier, inference

engine, rule base, type-reducer and defuzzifier. It is very similar to the structure of a

T1 FLS with the only difference being the introduction of a type-reducer component

[13]. An IT2 FLS employs IT2 FSs to represent its inputs and outputs. An FLS

that uses at least one T2 FS (IT2 FS) is referred to as a T2 FLS (IT2 FLS). In a T2

FLS, crisp inputs are first fuzzified, most commonly into fuzzy singletons, resulting

in so-called Singleton T2 FLSs. The fuzzified inputs activate the inference engine

and the rule base to produce output T2 FSs, which are then combined to produce

an aggregated T2 output FS. They are then processed by a type-reducer such as the

centroid type-reducer, which performs a centroid calculation, leading to T1 FSs known

as type-reduced sets [13]. The defuzzifier finally defuzzifies the type-reduced type-1

fuzzy outputs to produce crisp outputs. Further detail on T2 FLSs can be found for

example in [13]. The background and description of each of these components in the

context of IT2 FLSs are summarised below.

2.6.1 Fuzzifier

In fuzzification, the fuzzifier maps a crisp input into a membership grade of one or

more IT2 FSs, based on the given membership functions (the antecedents part of the

rules) using the upper µ Ã(x) and the lower µ
Ã
(x) membership functions and then finds
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Figure 2.7 Interval type-2 fuzzy logic system.

an interval that will be used in the inference engine. In the case of interval type-2

fuzzy logic systems, the resulting fuzzified value is an interval type-1 fuzzy set.

2.6.2 Rule Base

General form of the rules of T1 FLSs are shown in (2.13). The difference between T1

and IT2 FLS rules is related to the nature of the membership functions. The structure

of the rule base remains exactly the same in the IT2 FLS case, but now some or all of

the FSs used in the system are IT2 FSs. Without the loss of generality the multiple

inputs single output (MISO) system with output variable y is considered here. As for a

T1 FLS, the IT2 FLS has n inputs x1 ∈ X1, . . . ,xn ∈ Xn and one output y ∈ Y and each

rule is of the form in (2.26).

IF x1 is Ã1 and x2 is Ã2 . . . and xn is Ãn THEN y is B̃, (2.26)

where x1,x2, . . . ,xn are the input variables to the FLSs; Ã1, Ã2, . . . , Ãn are the input IT2

FSs in the antecedent part; y is the output variable and B̃ is the output IT2 FS. When

some or all of the antecedent and consequent T2 FSs are IT2 FSs, then it is called an

interval type-2 fuzzy logic system (IT2 FLS). These are the FLSs used in this thesis.
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2.6.3 Inference Engine

The inference engine provides a mapping of input IT2 FSs to output IT2 FSs using

the rules (see (2.26)) from the rule base and operators such as join (⊔) and meet (⊓)

operators [18] which are used instead of union and intersection operators. Equations

(2.27) and (2.28) are the meet and join operations for IT2 FSs. The result of their

operations in inference engine is the output fuzzy sets that are passed into the type-

reduction. The type-reducer transforms them into type-1 fuzzy reduced sets that can

be defuzzified to a crisp output.

Let F =
∫

υ∈F 1/υ and G =
∫

w∈G 1/w be two interval sets with domains υ ∈

[l f ,r f ]⊆ [0,1], and g ∈ [lg,rg]⊆ [0,1] respectively. Then, the meet (⊓) between F and

G, Q = F ⊓G =
∫

υ∈Q 1/q, under minimum or product is [29]:

Q = F ⊓G =
∫

q∈[l f ∗lg,r f ∗rg]
1/q, (2.27)

where q = υ ∗w. The join (⊔) between F and G, Q = F ⊔G =
∫

υ∈Q 1/q, is given by

[29]:

Q = F ⊔G =
∫

q∈[l f∨lg,r f∨rg]
1/q, (2.28)

where q = υ ∨w. From equations 2.27 and 2.28, the meet and join operation of interval

sets are determined by [l f ,r f ] and [lg,rg] which are the two end-points of each interval

set.
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2.6.4 Type-Reducer

This component of an IT2 FLS is used to reduce IT2 FSs resulting from the inference

engine to T1 FSs known as type-1 fuzzy reduced sets by performing one of the

type-reduction methods. There are many type-reduction methods that have been

reported in the literature such as centroid, center-of-sums, height, modified-height

and center-of-sets type-reducers [95],[13]. As in T1 FLSs, where the center-of-sets

defuzzification step drastically simplifies computation but sacrifices precision, in IT2

FLSs, the center-of-sets type reduction facilitates computation but omits detail. As

this thesis focusses on the detailed modelling of uncertainty rather than performance,

we thus choose centroid type-reduction.

The most widely used algorithm for performing centroid type-reduction is the

Karnik-Mendel algorithm (KM) [95]. An improved version of KM has also been

developed and is called Enhanced Karnik-Mendel Algorithm (EKM) [96]. Alternatives

to these algorithms include the one introduced by Greenfield [97] known as the

collapsing method, uncertainty bound method [98], the WuTan (WT) method [99], the

Nie-Tan (NT) method [100] and others [101].

The Centroid of an Interval Type-2 Fuzzy Set

Given an IT2 fuzzy set Ã with MF µÃ(x), its centroid, C
Ã
, is defined as follows [13]:

C
Ã
=

∫
θ1∈Jxi

. . .
∫

θN∈JxN

1
/

∑
N
i=1 xiθi

∑
N
i=1 θi

(2.29)

The centroid C
Ã

is an interval C
Ã
= [yl ,yr ], where yl is the minimum of all centroids

of the embedded T1 FSs in the FOU of Ã and yr is the maximum of all centroids of

the embedded T1 FSs in the FOU of Ã.
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Table 2.1 KM method to find the end points of an IT2 FS [95],[13],[102],[103].

Step KM algorithm for cl KM algorithm for cr

cl = min
∀θi∈[µ Ã

(xi),µ Ã(xi)]
(

N

∑
i=1

xiθi/
N

∑
i=1

θi) cr = max
∀θi∈[µÃ(xi),µÃ(xi)]

(
N

∑
i=1

xiθi/
N

∑
i=1

θi)

1 Initialise θi by setting θi = [µ
Ã
(xi)+µ Ã(xi)]/2, i = 1,2, . . . ,N and then compute

c′ = c(θ1,θ2, . . . ,θN) =
N

∑
i=1

xiθi/
N

∑
i=1

θi)

2 Find k(1 ≤ k ≤ N −1) such that xk ≤ c′ ≤ xk+1

3 Compute Compute

cl (k) =
∑

k
i=1 xiµ Ã(xi)+∑

N
i=k+1 xiµ Ã

(xi)

∑
k
i=1 µ Ã(xi)+∑

N
i=k+1 µ

Ã
(xi)

cr(k) =
∑

k
i=1 xiµ Ã

(xi)+∑
N
i=k+1 xiµ Ã(xi)

∑
R
i=1 µ

Ã
(xi)+∑

N
i=k+1 µ Ã(xi)

4 Check if cl(k) = c′. If yes, stop and set

cl(k) = cl and k = L. If no, go to Step 5.

Check if cr(k) = c′. If yes, stop and set

cr(k) = cr and k = R. If no, go to Step 5.

5 Set c′ = cl(k) and go to Step 2. Set c′ = cr(k) and go to Step 2.

Note that x1 ≤ x2 · · · ≤ xN

The centroid C
Ã

is an interval T1 FS that is completely characterised by its left and

right end points yl and yr . KM algorithm [95] shows that yl and yr can be found from

the LMF and UMF of Ã as follows:

yl =
∑

L
i=1 xiµ Ã(xi)+∑

N
i=L+1 xiµ Ã

(xi)

∑
L
i=1 µ Ã(xi)+∑

N
i=L+1 µ

Ã
(xi)

(2.30)

yr =
∑

R
i=1 xiµ Ã

(xi)+∑
N
i=R+1 xiµ Ã(xi)

∑
R
i=1 µ

Ã
(xi)+∑

N
i=R+1 µ Ã(xi)

(2.31)

where µ Ã and µ
Ã

are respectively the upper and lower membership functions of Ã.

The L and R are known as switching points that are calculated by the Karnik-Mendel

algorithm, are summarised in Table 2.1 [95],[13],[102],[103].
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2.6.5 Defuzzifier

After type reduction, defuzzification is usually taken as the mean (average) of the two

end points of the type-reduced set, yl and yr [27]:

y =
yl + yr

2
(2.32)

2.7 Transitioning from Type-1 to Type-2 Fuzzy Sets

and Systems

2.7.1 Transitioning from Type-1 to Type-2 Fuzzy Sets

FLSs have been commonly attributed with the ability to model and handle uncertainty.

Since T2 FLSs have the potential to handle and model ‘higher level’ of uncertainty

than T1 FLSs, they are considered for use in many applications. During the design of

T2 FLSs, uncertainties are captured by the FOUs of the T2 FSs. The FOU is a useful

concept in IT2 FSs since an IT2 FS is completely described by its FOU [93] and this

distinguishes it from a T1 FS.

In terms of the creation of T2 FSs, the common technique is to ‘blur’ individual

T1 FSs to generate a T2 FS. In the literature considering IT2 FLSs, there are many

methods used to define an FOU to represent IT2 FSs by transitioning from T1 to IT2

FSs through the technique of blurring. For example, [9],[104] and [77] apply blurring

to the T1 MFs while [105] introduces variations to the T1 MFs to generate an IT2 MF.

A construction of symmetric or non-symmetric FOUs was proposed in [106–108],

where each lower membership function (LMF) and upper membership function (UMF)
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used was a standard T1 MF such as triangular, trapezoid or Gaussian. IT2 FSs have

also been modelled as geometric objects [109],[19] by utilising two poly-lines, one for

the UMF of the set and one for the LMF of the set. Ellipsoidal IT2 MFs were created

in [110] by introducing an additional parameter into triangular T1 MFs. Diamond

shaped MFs [111] were proposed, which have certain values at the endpoints while the

middle of the MF captures uncertainty. An FOU of IT2 FS was also created in [112],

where the left endpoint and the right endpoint of the LMF and UMF are identical to

the T1 FS while the FOU is created using a given parameter of the triangular IT2 FSs.

The ‘merging’ of multiple T1 FSs to create IT2 FSs was also shown in [113]. An FOU

of IT2 FS was also adjusted adaptively in [114] based on the amount of uncertainty

captured by counting the number of tumor cells.

The transition between T1 and T2 FSs utilising the common technique of blurring

has received some criticism. One of the criticisms is that blurring T1 MFs to create

IT2 MFs does not always provide improvements in results [74] and, even if there is

evidence of success in some applications, this approach fails in others [115].

However, the design of T2 FSs and systems was greatly, and is still, influenced

by the advent of the approach of transitioning from T1 to T2 FSs for several reasons,

including [113]:

• The system designer is more familiar with T1 than T2 fuzzy systems;

• T1 fuzzy system solutions exist which can be used and transferred to T2 fuzzy

systems;

• Generating T1 FSs and systems from data is simple.
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In addition, if the transitioning from T1 to T2 FSs is adopted carefully by using

‘controlled’ blurring for known levels of uncertainty, then such an approach will lead

to an FOU that can be related to the uncertainty level and vice versa.

2.7.2 Transitioning from Type-1 to Type-2 Fuzzy Systems

Commonly, there are two different approaches to designing IT2 FLSs [13]: the partially

dependent approach and the totally independent approach. The former approach as

a method of transitioning from type-1 to type-2 fuzzy systems that starts with the

design of a T1 FLS, the parameters of which are then used as the basis for the design

of the IT2 FLSs. An advantage of this approach is the potentially faster design of the

IT2 FLS, as well as a good comparability between the T1 and IT2 FLSs. The latter

approach is used to design IT2 FLS directly without relying on an intermediate T1 FLS

and thus a key potential problem with the former approach. This problem is the ‘best’

IT2 FLS may in fact be very different from the ‘best’ T1 FLS, i.e. using a T1 FLS as a

starting point may in fact be detrimental to the construction of a well-performing IT2

FLS.

The partially dependent approach has been used to design IT2 FLSs in many

applications such as to control a delta parallel robot [104], to control a liquid-level

process[116], to predict a time series [117] and others. The totally independent

approach has been adopted to enable the T2 FLSs to evolve using an optimisation

method.
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Figure 2.8 An example of the three time series that will be considered in this thesis (a)
Mackey-Glas time series, (b) Ikeda time series and (c) Lorenz time series.
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2.8 Time Series Prediction

Time series prediction (TSP) is an important application area that is frequently ad-

dressed in the literature [13],[118–120]. It has been applied in many research domains

such as weather forecasting, signal processing, economics and production control. It

is particularly attractive for the evaluation of algorithms as all underlying parameters

(ground truth, noise) can be controlled.

T1 FLSs have been widely used in TSP [121–123]. There are also many works

reported in the literature that used T2 FSs to work with time series prediction appli-

cations. Kim and Park [124] applied an IT2 FLS to the corrupted Box-Jenkin’s gas

furnace time series data and compared the results with a T1 FLS. To predict the price

of a stock, [125] presented a fuzzy system model approach using T2 FSs compared to

T1 FLS. Another use of T2 FLSs was proposed by [126] to improve the prediction

of the Taiwan stock index. Karnik and Mendel [9] applied IT2 FLSs to predict the

Mackey-Glass (MG) chaotic time series. An investigation into the effect of varying

the number of model parameters on the performance of T1 and IT2 FLSs designed to

predict the Mackey-Glass time series was proposed by [127] with different levels of

additive noise.

Modelling and prediction of chaotic time series such as Mackey-Glass (MG) [128],

Ikeda (IK) [129] and Lorenz (LZ) [130] time series are commonly seen in the FLS

literature. Figure 2.8 shows samples of those three time series that will be considered

in this thesis.

In [131], the authors proposed a designing method for IT2 FLSs based on genetic

algorithms and demonstrated their performance using MG chaotic TSP. Jang and

Sun [120], showed that FLSs based on ‘If-Then’ rules can produce a more accurate
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prediction than the traditional statistical methods and they used the MG time series

as a basis for comparison. Gholipour et al. [132] showed how fuzzy neural networks

can predict with high accuracy the MG, IK and LZ time series. In [133], the LZ time

series was stabilised using an FLS and it was proven that LZ is globally stable by

using such system.

2.8.1 Additive Noise

To make the prediction more challenging and more authentic in a real world context,

noise can be added to the time series. The level of noise is commonly measured by the

Signal-to-Noise Ratio (SNR) where a high SNR refers to a clear signal (low noise)

and a low SNR refers to a noisy signal (high amount of noise). As a common and

well-defined measure of (one type of) uncertainty, we will use the SNR throughout

this thesis. The formula for the SNR (in dBs) [13] is:

SNR (in dBs) = 10∗log10 (
σ2

signal

σ2
noise

), (2.33)

where σ2
signal is the variance of the signal and σ2

noise is the variance of the noise. To

find σnoise, we solve (2.33) for σnoise as, i.e.:

σnoise =
σsignal

10(
SNR
20 )

(2.34)

Then, the additive noise can be generated from a uniform or Gaussian (normal)

distribution as follows:
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• Using a uniform random variable with zero-mean in the interval [−δ ,δ ], where

δ =
√

3σnoise. (Note that the variance σ2 of a uniform random variable in

[−δ ,δ ] is δ 2

3 ) [9].

• Using a Gaussian distribution with zero-mean and standard deviation equal to

σnoise.

In this thesis, we generate noisy data using both of these additive noise models.

2.9 Learning and Optimisation of Fuzzy Logic Systems

In this section, we use the terms learning and optimisation of FLSs to refer to the

design of an FLS by means of a learning process, generating the rule base, or by an

optimisation method, which defines and tunes the FLS parameters.

FLSs have been successfully used in many applications when the systems are

too complex to be analysed with mathematical techniques or when the available

information is uncertain. In many applications of fuzzy rule-based systems, fuzzy

‘if-then’ rules and MFs have been obtained and defined from human experts based on

the available linguistic and numeric information.

Efforts have been made to automatically generate fuzzy rules in other ways, e.g.,

using gradient descent methods [134], least-square methods [135],[13], clustering

methods [136], neural networks (NNs) [137],[138] and genetic algorithms (GAs) [139–

142]. Most of these methods apply long iterative learning or complex rule generation

techniques. Wang-Mendel (WM) method [10], proposed an efficient rule creation

method with less iterative procedure and adequate performance [143].
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Designing and optimising IT2 FLSs parameters and selecting the optimal FOU

are common techniques used to improve the performance of systems. However, the

process of manually designing and tuning IT2 FLSs is complicated because these

systems have more parameters to adjust than their T1 FLSs counterparts, especially

with the increase of the MF parameters [140]. Thus, automatic optimisation methods

such as those based on neural networks (NNs) [144],[145], genetic algorithms (GAs)

[140],[146–149] or simulated annealing (SA) [150–162] have been used in the design

of IT2 FLSs in many areas in an effort to increase system performance by finding

‘suitable’ FOUs.

Since the WM-method and SA are used in this thesis, both the rule creation based

on the WM-method and the optimisation of FLSs based on SA will be summarised in

the following sections.

2.9.1 Rule Creation for Fuzzy Logic Systems

As mentioned, a core part of designing FLSs beyond the specification of the types and

parameters of the FSs employed is the specification of a rule base. In this thesis, we

use WM-method [10] to generate a fuzzy rule base from a number of input-output data

pairs. The WM-method generates a rule with an associated weight for each training

data pair; then, the resulting rule set is truncated by removing the conflicting rules and

by using the calculated weights in order to obtain the final rule base.

The WM-method is a general method developed to generate fuzzy rules from

numerical data. This method consists of these four steps:

Step 1. Define fuzzy sets to cover the input and output spaces. This is usually done

by performing a symmetrical partition of the input/output variable spaces by dividing
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each universe of discourse into a number of equal partitions. Then, the MF type is

chosen and one fuzzy set is assigned to each subspace.

Step 2. Generate one rule from each input-output pair. This forms an initial rule base

set that covers each input-output data pair taken from the input-output data set.

Step 3. Assign a degree (weight) to each rule generated in Step 2. Since there are

usually lots of data pairs, and each data pair generates one rule, it is highly probable

that there will be some conflicting rules, i.e., rules that have the same IF part but a

different THEN part. One way to resolve this conflict is to assign a degree to each rule

generated from the data pairs, and accept only the rule with the maximum degree from

a conflict group.

Step 4. Create the final fuzzy rule base. From the initial rule base, the rule with the

maximum weight is chosen for each combination of antecedents forming the final

fuzzy rule base.

See [10] and [13] for a more detailed explanation of this approach.

2.9.2 Optimisation of Fuzzy Logic Systems

As discussed, the process of designing an FLS can be optimised with a number of

techniques. As a key example of such a technique, we discuss SA, which is used in

this thesis.

SA is an optimisation algorithm first introduced in 1953 by Metropolis [163],

and then later used by Kirkpatrick et al [163] and Cerny [164], independently, to

solve optimisation problems. This algorithm was inspired by the process of metal

annealing in which the temperature is controlled to reach an optimal condition. This

process usually begins with heating a solid metal to a high temperature, reaching its
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melting point and then gradually lowering the temperature with a cooling strategy,

giving enough time at each cooling stage until the system reaches its minimum energy.

Simulated annealing is a global optimisation method that is able to find the global

minimum of combinatorial problems [165],[166].

Simulated annealing starts with an initial solution, Si, selected from the possible

search space of solutions. This initial solution, Si, will be assigned initially as the

current solution, Scurr, and the best solution, Sbst , seen so far, as evaluated by the

objective function (fitness function), F , that will return the fitness of the given solutions.

Generally, any objective function (fitness function) that can represent how close the

FLSs’ output to the actual output would be used. One of the most commonly used

objective function in this case is an error function. This function is used to find the

difference between the output of FLSs and the desired (actual) output by applying

a statistical metric such as the root mean square error (RMSE). Then, the smallest

fitness of the given solutions that are evaluated by the RMSE function will be taken as

the best solution.

A new solution, Snew, will then be generated near the current solution (local

neighbour) using the neighbour function, N, and finding its fitness F(Snew). If the

fitness of the new solution F(Snew) is lower than the fitness of the current solution

F(Scurr), then the newly selected solution is accepted and set Scurr = Snew. If the

fitness of the new solution is lower than the fitness of the best solution F(Sbst), then we

set Sbst = Snew. Conversely, if the fitness of the new solution is higher than the fitness

of the current solution, simulated annealing will accept or reject the new solution

based on probability. In this case, simulated annealing uses the Metropolis acceptance

procedure [163].
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In the Metropolis acceptance procedure, a random number Rand in the interval

[0,1] will be generated. If the random number is less than the probability of acceptance

P = e
−∆F

T , where ∆F = F(Snew)−F(Scurr) and T is the current temperature, then the

new solution will be accepted. Simulated annealing starts with a temperature initialised

using a method such as that proposed by [167]. This method uses the probability of

acceptance function (e
−∆F

T ) to find the initial temperature, Ti. The initial temperature,

Ti, can be calculated from the average change in the fitness ∆F result from the number

of bad moves M (accepting the worse solution). The average change in the fitness ∆F

is given by (2.35):

∆F =
1
M

M

∑
i=1

∆F i (2.35)

Then, the initial temperature Ti can be calculated using (2.36) derived from the

Metropolis acceptance procedure.

Ti =
−∆F
ln(P0)

, (2.36)

where P0 is the initial probability and chosen to be near 1 (i.e., 0.99) to allow the

simulated annealing to start with a high temperature, thereby accepting worse solutions

with high probability.

The cooling rate parameter α specifies the rate at which the temperature is reduced

using a ‘cooling schedule’. At each temperature, a maximum temperature stage length

MaxStg is chosen to allow the algorithm to settle into a steady state. The maximum

length for the annealing process MaxAnn is the stopping criteria chosen by the user.

These are general concepts of simulated annealing; for more details see [168].
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2.10 Summary

This chapter introduced the existing literature and the background materials that are

used and referred to in the rest of the thesis. The focus of the research and a number

of main methods and concepts were presented. First, we introduced the concepts of

fuzzy systems and uncertainty. Then, we introduced type-1 fuzzy sets followed by

type-1 fuzzy logic systems. Then, the concepts of type-2 fuzzy sets and systems were

presented with an overview of the advances in research on their components.

A discussion into the concept of transitioning from type-1 to type-2 fuzzy sets

and systems and a review on common techniques of blurring fuzzy sets and designing

fuzzy systems were presented.

The time series prediction as an application domain and two different additive

noise models were also presented for their use in this thesis. Finally, the main concepts

of learning and optimisation of FLSs including the rule base creation method and

simulated annealing as an optimisation technique were also presented.

In the next chapter, the investigative approach that covers the main methodology

framework by highlighting the main approaches and discussing their main require-

ments is introduced. Then, the process of design and the evaluation of FLSs based on

our proposed approaches is presented.
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Chapter 3

Investigative Approach

3.1 Introduction

This chapter presents details on the main investigative framework that covers detailed

analysis and presentations of the FOU creation methodologies and their empirical

evaluation. It also discusses the potential of a large number of IT2 FS generation

algorithms and outlines the subset of three specific cases addressed in this thesis. Thus,

this chapter is pivotal for the argument of the whole thesis.

3.2 Requirements for Transitioning from Type-1 to Type-

2 Fuzzy Sets and Systems

As discussed in Chapter 2 (Section 2.7), there are many methods used to define an

FOU to represent IT2 FSs by transitioning from T1 to IT2 FSs through the common

technique of blurring. In this thesis, we adopt design methodologies for controlled
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Data Generation T1 FSs & Rule Creation IT2 FSs Creation IT2 FLSs Evaluation

Data

Fuzzy Rules

T1 FSs

IT2 FSs
IT2 FLSs

Apply Transitioning From T1
to T2 FSs

Figure 3.1 Illustration of the generic process of designing and evaluating IT2 FSs and
systems

blurring of T1 MFs, i.e., for driving IT2 MFs where the size of the primary membership

interval remains at a constant size over the support of the LMF.

In this thesis, we adopt the partially dependent approach detailed in Chapter 2

(Section 2.7.2) since the preservation of the basic structure (number of MFs, rule base)

is essential to our aim of comparing a series of FLSs that range from T1 to IT2 FLSs

with increasing FOUs. We acknowledge the risk that the best performance of the IT2

FLSs may be achieved without relying on a T1 implementation, but we feel that for

the proposed investigation (which is not about finding the most performance), the use

of the partially dependent approach is warranted and suitable.

The general process that is used to implement the transitioning from T1 to IT2

FLSs is illustrated in Figure 3.1. Detail on the individual aspects of each stage shown

in the figure will be further detailed in the next section. In this section, we will

specifically outline the requirements of transitioning from T1 FSs to IT2 FSs shown in

the third stage of the process.

Following a partially dependent approach, the main issue after a T1 system has

been designed as shown in Figure 3.1, is the specific requirements of the transitioning

from the T1 MFs to IT2 MFs, in other words, the requirements of IT2 FSs to capture
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and model the uncertainty. While these requirements are application dependent, a key

set of commonly applicable requirements are the following:

1. To adequately reflect the uncertainty affecting a given variable in the resulting

IT2 FSs.

2. To maintain a given level of uncertainty in the FOU of an IT2 FS throughout

its support as far as possible. This requirement is designed to capture that if an

uncertainty level is known in relation to a specific FS, then within the resulting

IT2 FS, this uncertainty should be reflected at this level.

3. To preserve the shape of the original T2 FS. In many applications, it may be

desirable to preserve the original shape of the T1 FSs as closely as possible

enabling an intuitive comparison between the T1 and T2 FSs. For example, if

the original T1 FSs are triangular, then the resulting IT2 FSs should also be

triangular.

4. To enable the optimisation of the resulting IT2 FSs in response to changing levels

of uncertainty. This final requirement is particularly relevant in applications

where the uncertainty levels vary or are poorly known.

As was noted above, the actual selection of which requirements are essential is

application dependent (e.g., requirement 3 may not be relevant in a control application).

Thus, in this thesis, each of these requirements is addressed in specific Chapters, each

of which is introduced briefly below.
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3.2.1 The Uncertainty Indicator

In order to address requirement 1, we initially establish the concept of the ‘Uncertainty

Indicator’ with the view to capturing the level of uncertainty reflected in a given IT2

FS.

A number of common types of MFs for FSs exist in the literature as discussed

in Chapter 2 (Section 2.3.1). Two versions of such MFs are commonly used when

considering IT2 FSs: MFs with an uncertain mean (centre for the triangular case)

and those with uncertain standard deviation (spread for the triangular case). In this

thesis, the triangular, trapezoidal and Gaussian MFs are considered. Specifically, we

consider the triangular and Gaussian MFs in Chapter 4 and Chapter 6 and the triangular,

trapezoidal and Gaussian MFs in Chapter 5. So, we have added the trapezoidal MFs

in the investigation in Chapter 5 to study its behaviour with two different approach as

will be detailed in Chapter 5.

In order to study the uncertainty modelling of IT2 FSs, we introduce the concept of

the Uncertainty Indicator U(x). U(x) is principally the size of the primary membership

interval at a given x for a given IT2 FS, i.e.:

UÃ (x) = |Jx| (3.1)

where |Jx|= µ Ã(x)−µ
Ã
(x).

The behaviour of the Uncertainty Indicator U(x) on standard triangular and Gaus-

sian IT2 MFs is illustrated in Figure 3.2 and Figure 3.3, respectively. For the triangular

case, Figure 3.2 shows IT2 FSs with uncertain spread and uncertain centre respectively.

For the Gaussian case, Figure 3.3 shows IT2 FSs, also with uncertain spread and

uncertain centre, respectively. In both cases, it can be seen that the U(x) value is not
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constant over the support of the LMFs (µ
Ã
(x)> 0) of the given sets. This highlights

that the FOU is not constant, especially in this ‘central’ region of the FSs.

We ascertain that, in cases where we know a specific and constant level of un-

certainty associated with a given variable (e.g., level of measurement imprecision)

modelled by an (IT2) FS, then, this FS should reflect the present level of uncertainty

throughout its membership as far as possible (i.e., excluding its edges). Thus, an appro-

priate FOU construction methods should give rise to an equal amount of uncertainty

to be captured over the primary domain of the MF at least within this ‘core’ of the FS,

i.e., the support of the LMF. This directly reflects requirement 2 in Section 3.2.

To achieve this, we propose two design methodologies which systematically vary

(blur) the size of the FOU of IT2 FSs, enabling the systematic relating of FOU size
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Figure 3.2 Triangular IT2 FSs and their Uncertainty Indicators. (a) IT2 FS Ã with
uncertain spread and (b) its Uncertainty Indicator UÃ(x), (c) IT2 FS B̃ with uncertain
centre and spread and (d) its Uncertainty Indicator UB̃(x). The dotted lines in both (a)
and (c) are the principal T1 FSs.
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Figure 3.3 Gaussian IT2 FSs and their Uncertainty Indicators. (a) IT2 FS C̃ with
uncertain standard deviation and (b) its Uncertainty Indicator UC̃(x), (c) IT2 FS D̃
with uncertain mean and (d) its Uncertainty Indicator UD̃(x). The dotted lines in both
(a) and (c) are the principal T1 FSs.

to levels of uncertainty and vice versa. The first approach is the controlled blurring

method used to create an FOU of IT2 FS from an original T1 FS and maintain the

level of uncertainty captured in the primary memberships of the FS constant but not

maintain the original T1 MF shape (i.e., requirements 1 and 2 only), while, the second

approach which is the shape-preserving controlled blurring method that follows a

similar methodology as the first approach and also keeping the IT2 FS shape (LMF

and UMF) the same as the original T1 MF (i.e., requirements 1, 2 and 3). These two

features of the latter approach are important as they enable the systematic relating of

FOU size to levels of uncertainty and vice versa and enable an intuitive comparison

between the T1 and T2 FSs.
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The outline of the first approach that satisfies both requirements, 1 and 2 above is

introduced next.

3.2.2 The Controlled Blurring Method

In an effort to obtain an IT2 FS with a constant size of FOU over the ‘core’ of the FS,

we propose an FOU construction method based on a fixed uncertainty level parameter

c ∈ [0,1] used to create an FOU of a given size around a (principal) T1 MF. In other

words, we are proposing an approach for the controlled blurring of type-1 MFs. The

proposed approach enables the transition from T1 to IT2 FLSs by varying the size

of the FOU of their respective FSs, while keeping the size of the FOU over the FS

as constant as possible. This is an important feature of this method as it enables the

relating of FOU size to levels of uncertainty and vice versa. We will refer to this

approach as the controlled blurring (CB) method throughout the thesis.

Figure 3.4, shows an example of how the transition from T1 to IT2 FSs is achieved

by applying controlled blurring to T1 MFs. In order to create the IT2 FSs based on the

uncertainty parameter c and a T1 MF, we employ certain requirements to ensure that

the resulting FOU is uniform (constant) within the ‘core’ (i.e. the support of the LMF)

of the IT2 FSs. These requirements include: the value of the Uncertainty Indicator,

U(x), should be constant over the support of the LMFs, i.e., satisfying the uncertainty

indicator requirement, and the values of both LMFs and UMFs are bounded in the

interval [0,1] for the given values of c.

From the T1 FS shown in Figure 3.4, two IT2 FSs are created by including the

pre-specified FOU size parameter c = 0.2 and c = 0.8. Note that c = 0 results in a T1

FS with the original MF (i.e., uncertainty indicator equal 0), while c = 0.2 and c = 0.8
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Figure 3.4 Example of the controlled blurring of a T1 MF to create IT2 FSs using the
CB method with two different c values. The uncertainty indicator domain is the LMF
support and its value for each FS is shown (i.e., identical to c value).

result in IT2 sets with uncertainty indicator values equal to the given c (i.e., c = 0.2

and c = 0.8 ) within the support of the LMFs of the IT2 FSs. This illustrates that the

FOU in this region of the FSs is uniform (constant) as designed, unlike in the standard

blurring (SB) approach as shown in Figure 3.2.

The general scope of this method is discussed above. The functions that are used

to create IT2 FSs from an initial T1 FS and the process of obtaining the UMF and

LMF will be detailed in Chapter 4.

Having illustrated the general features of the CB method, it is important to notice

that the shape of the IT2 FSs resulting from this method is changed. In Figure 3.4,

we see that the resulting UMF and LMF of the IT2 FS is converted to trapezoidal,

whereas the original T1 MF is triangular. Keeping the original MF shape would enable

a more intuitive comparison between the T1 and T2 FSs. This observation leads us to
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propose the next method that enables shape-preserving while applying the controlled

blurring technique. The outline of the second approach that satisfies requirements, 1,

2 and 3 above is introduced next.

3.2.3 The Shape-Preserving Controlled Blurring Method

In an effort to find a controlled blurring method, addressing the shortcoming of CB

method outlined above and thus satisfying requirement 3, a new shape-preserving

controlled blurring method is proposed. In order to create the IT2 FSs based on

a bounded value of uncertainty δ , a fixed parameter c and a T1 MF, we employ

certain requirements to ensure that the resulting FOU is uniform (constant) within

the ‘core’ (i.e. the support of the LMF) of the IT2 FSs, and that the UMF and LMF

maintain the original T1 MF shape. This will enable both the relating of FOU size to

levels of uncertainty and an intuitive comparison between the T1 and IT2 FSs. These

requirements include: the value of the Uncertainty Indicator, U(x), should be constant

over the support of the LMFs (i.e., satisfying uncertainty indicator requirement) and

the resulting UMF and LMF of the IT2 FS should keep the original T1 MF shape (i.e.,

satisfying the shape-preserving requirement). This will enable the creation of an FOU

of a given size around a (principal) T1 MF and will maintain the same shape of T1 MF

for both the UMF and LMF as the FOU size increases. We will refer to this approach

as the shape-preserving controlled blurring (SP-CB) method throughout the thesis.

A general illustration of creating IT2 FSs using the SP-CB is depicted in Figure

3.5. We start the design of the IT2 FSs using SP-CB method by including the FOU size

parameter c and the bounded value of uncertainty δ to form the IT2 FSs of the system.

Note that when both c and δ are equal to zero, then the result is the original T1 FS
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Figure 3.5 Example of the controlled blurring of T1 MF to create IT2 FSs using the
SP-CB method by employing two different c and δ values. The uncertainty indicator
domain is the LMF support and its value for each FS is shown (i.e., identical to c
value).

MF, while c = 0.2 and c = 0.8 result in IT2 FS with uncertainty indicator values equal

to the given c (i.e., c = 0.2 and c = 0.8 ) within the the support of the LMFs of the

IT2 FSs. In order to preserve the original shape of the membership function (T1 MF)

as we add a certain value of the FOU size parameter c to it to create an IT2 FSs, we

construct the UMF and the LMF of the IT2 FSs by adding/subtracting a specific value

of (δ ) from the T1 MF parameters. The δ parameter is used to define the endpoints

in the fuzzy MFs (see Figure 3.5). Its value can be obtained experimentally, so that,

for a given value of c, the uncertainty indicator, U(x), is constant (equal to c) over the

support of the LMF.
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The general features and requirements of this method are discussed above and the

functions that are used to create IT2 FSs from an initial T1 FS and obtain the UMF

and LMF will be detailed in Chapter 5.

If we have established an appropriate FOU in the existing system and the environ-

ment or conditions change, in this case, the FOU refinement is crucial to enable better

adoption in the new conditions. Thus, an optimised controlled blurring method used

for optimising IT2 FLS, in which the controlled blurring (CB) method is adopted, and

the design parameters are tuned through an optimisation method is introduced.

The outline of the third approach that satisfies both requirements, (1) and (4) above

is introduced next.

3.2.4 The Optimised Controlled Blurring Method

In this section, a method for designing IT2 FLS, in which the CB method (presented

in the previous section (3.2.2)) is adopted, and then the design parameters are tuned

through an optimisation method (e.g., simulated annealing). This is done to refine the

FSs for existing systems and to select the optimal FOU size in an application with

varying levels of uncertainty, enabling better adaptation in the real world and thus

addressing requirement 4 in section 3.2. The CB approach has few parameters to be

tuned as only a single extra parameter (i.e., FOU size parameter c) is used to define

the IT2 MFs.

One of the challenges in modelling a T2 FLS is the problem of defining the

MF parameters and their FOUs given noisy data or imperfect measurements. This

challenge is increased by the complexity which arises from the increase in the number
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Figure 3.6 Example of the creation, optimisation of IT2 FSs and selecting the FOU size
using the O-CB method based on initial parameters given by a T1 FS. The uncertainty
indicator domain is the LMF support and its value for the FS is shown (i.e., identical
to c value).

of parameters of IT2 MFs to be tuned. Also, the process of manually designing and

tuning IT2 FLSs is complicated.

To simplify the complexity which arises from the increase in the number of

parameters to be tuned in IT2 MFs, the CB method presented in the previous section

(3.2.2) is adopted here. This method is designed to create IT2 FSs with a uniform

FOU over the support of the lower MF (LMF) ‘core’ of the fuzzy set by incorporating

a fixed FOU size parameter c ∈ [0,1] to create an FOU of a given size around a T1

MF. This method has fewer parameters than usual IT2 FSs. It is dependent partially

on T1 FSs (i.e., usual T1 MF parameters), introducing only one extra parameter

(FOU size parameter c). The implementation of the CB method utilising an automatic

optimisation method will increase the performance of the FLSs by finding ‘suitable’

FOUs and better adaptation in real world applications. We will refer to this approach

as the optimised controlled blurring (O-CB) method throughout the thesis.

A general illustration of the O-CB method is depicted in Figure 3.6. From the

T1 FS shown in Figure 3.6 with parameters used as an initial solution, an IT2 FS is

created by including the FOU size parameter c and new parameters generated near the
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initial T1 MF parameters, tuned and selected by an optimisation method. This is the

general scope of this method and it will be detailed in Chapter 6.

Having considered the transition process from T1 to T2 FSs and its requirements

by presenting the three approaches, CB, SP-CB and O-CB, in the next section, we

proceed to the FLS design and evaluation process that will be applied to each one of

the proposed methods discussed. This process provides significant insight into the

relationship levels/amount of uncertainty and appropriate FOU size in a given domain.

In order to examine the behaviour of the proposed techniques (design/optimising),

a general systematic design and evaluation methodology is detailed below. The designs

of T1/IT2 FLSs considered with respect to different noise levels and thus different

desired FOU sizes are presented. Details on the individual aspects of each approach

are given in the next chapters.

3.3 Fuzzy Logic System Design and Evaluation

This section details the systematic processes carefully designed to enable the three

major components of the research of this thesis: CB, SP-CB and O-CB methods.

The following systematic processes describe the initial design of the T1 FLS for a

given application and its subsequent transformation to one or more IT2 FLSs by apply-

ing the IT2 FSs generation/optimisation methods: CB, SP-CB and O-CB. Specifically,

the design of multiple T1/IT2 FLSs by creating different size of FOUs with respect to

different noise levels are presented, as well as the design and optimisation of IT2 FLS

parameters and selecting the optimal FOU based on one of the FOU creation methods

(e.g., CB) that has less parameters to be tuned are presented.
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The general process used to implement and evaluate these design methods as

illustrated in Figure 3.1 can be summarised in the four subsections (3.3.1 - 3.3.4)

detailed below.

3.3.1 Data Generation

Training and testing data sets are generated from the system under study (i.e., time

series). Usually, there are two different cases that are considered when preparing the

training and testing data. The first approach is used to generate the training data and is

kept noise free, while testing data is subsequently injected with different noise levels.

The second approach is used to generate both the training and testing data and both

are injected with different noise levels. Training and testing using the same noise level

(i.e. SNR) is the case in most real world applications, but it is also possible that a

system trained using noise-free (NF) data, for example as in laboratory conditions,

can then be used in real world conditions (noisy).

The training data is used to train the system (generating rules, initialising the

FLS parameters and training the system during the optimisation process) under two

conditions: NF data (‘ideal conditions’) and noisy data (as expected in real world

situations) at different noise levels. The testing data sets (noise free and corrupted by

noise) are used to test and evaluate the performance of a designed system in the face

of a given level of noise (uncertainty).

3.3.2 Type-1 Fuzzy Sets Design and Rule Base Creation

First, T1 FSs are created, either by an expert (as in our case as detailed in Chapters 4,

5 and 6) or through an automatic method (e.g., a genetic algorithm). The initial T1

62



3.3 Fuzzy Logic System Design and Evaluation

FSs are created using the training data maximum and minimum values to divide each

input space into the chosen number of fuzzy sets, providing sufficient overlap between

them. Second, the training data is used to generate the rules, using for example, the

Wang-Mendel (WM) method [10]. The created rule base is then used for all subsequent

FLSs.

3.3.3 Interval Type-2 Fuzzy Sets Creation

The T1 FSs are extended into IT2 FSs using the existing T1 MFs as a basis following

the partially dependent design introduced in Chapter 2 (Section 2.7.2). By applying the

transitioning from T1 to T2 FSs requirements for each FOU creation method detailed

earlier in this chapter, the results are IT2 FSs with a uniform (constant) FOU over the

‘core’ of their FSs, enabling a constant amount of uncertainty to be captured over its

primary domain.

3.3.4 Fuzzy Logic Systems Evaluation

After finishing the creation/optimising of each of the IT2 FLSs with the chosen FOU

size parameter, we evaluate their performances using the pre-generated testing data

for different uncertainty/noise levels.

At each noise level, the performance evaluation is repeated a number of times to

account for the random character of the noise injection. The performance of the gener-

ated design(s) is evaluated, for example using the Root Mean Square Error (RMSE)

as a measure of performance that has been applied in many variety of experimental
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scenarios and across a wide range of simulated and real world applications. The

RMSE is given in (3.2) as:

RMSE =

√√√√ 1
Q

Q

∑
i=1

[
Yi − Ŷi

]2 (3.2)

where Q is the total number of data points (testing data), Yi is the actual output (from

the testing data) and Ŷi is the crisp output of the FLS.

The average of the RMSEs is then calculated over all iterations for each FLS at

each uncertainty/noise level in order to enable the best mapping between the FLSs

(with different FOU sizes) and the noise levels.

3.4 Summary

In this chapter, the transitioning from type-1 to type-2 fuzzy sets and systems require-

ments were presented, relating to objectives 1, 2 and 4 from Chapter 1. Discussions

related to these requirements that may be applicable in order to enable the uncer-

tainty modelling of IT2 FSs in specific applications were detailed. Three specific IT2

FSs creations methods, namely, the controlled blurring, shape-preserving controlled

blurring and optimised controlled blurring, satisfying these requirements were briefly

outlined. Detail on the individual aspects of each approach outlined will be further

investigated in the next chapters of the thesis.

The systematic process to design/optimise and evaluate IT2 FLSs has been es-

tablished, creating a general framework that will be employed in the subsequent

chapters.
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3.4 Summary

In the following chapter, we conduct a series of in–depth experiments using the

described systematic IT2 FLSs design and evaluation process outlined in Section

(3.3) specifically, by detailing and implementing the controlled blurring (CB) method

highlighted in Section (3.2.2) in the context of time series prediction.
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Chapter 4

An Investigation into the Controlled

Blurring for the Generation of

Interval Type-2 Fuzzy Sets

4.1 Introduction

This chapter investigates the relationship between FOU size and uncertainty levels by

exploring the first approach, the controlled blurring (CB) method that was initially

presented in Chapter 3 (Section 3.2.2) and satisfies requirements 1 and 2 in Section

3.2. The CB method is used for designing IT2 FSs so that their FOUs can capture

varying levels of uncertainty/noise.

To fulfil the first objective declared in Chapter 1, we provide insight into the

challenging question through a detailed investigation into the ability of both types

of FLSs to capture and model different levels of uncertainty/noise through varying

the size of the FOU of the underlying fuzzy sets from T1 FSs to very ‘wide’ IT2
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FSs. In order to explore the relationship between FOU size and various levels of

uncertainty/noise, we conduct a series of experiments forecasting the Mackey-Glass

(MG) [128], Ikeda (IK) [129] and Lorenz (LZ) [130] time series.

In the next section, the controlled blurring method is detailed. In section 4.3,

the experimental data that is used to conduct the experiments is presented. A series

of experiments that illustrate the FOU construction approach and follow the IT2

FS design and evaluation process (highlighted in Chapter 3 (Section 3.3)) will be

conducted in section 4.4, and the results will also be included. The results will then be

analysed and discussed in section 4.5, followed by the chapter summary in section 4.6.

4.2 The Controlled Blurring Method Details

In an effort to obtain an IT2 FS with a uniform (constant) FOU over the ‘core’ of the

FS, we propose a controlled blurring (CB) method that is used to construct an FOU of

employed IT2 FS based on a fixed uncertainty level parameter c ∈ [0,1] that is used to

create an FOU of a given size around a (principal) T1 MF, thus satisfying requirements

1 and 2 in Section 3.2. In other words, we are proposing an approach for the controlled

blurring of type-1 MFs. The proposed approach enables the transition from T1 to IT2

FLSs through varying the size of the FOU of their respective FSs while keeping the

size of the FOU over the FS as constant as possible. This is an important feature of

this method as it enables the relating of FOU size to levels of uncertainty and vice

versa.

We start the design of the IT2 FSs by including the FOU size parameter c to form

the IT2 FSs of the system. Note that c = 0 results in a T1 FS with the original MF
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while c = 1 results in an IT2 set with a very wide FOU (i.e. the FOU covers the entire

primary membership).

In order to create the IT2 FSs based on the uncertainty parameter c and a commonly

used T1 MF (e.g., triangular or Gaussian), we employ (4.1) and (4.2) shown below

to create the resulting UMF and LMF respectively. Note that the minimum operation

in (4.1) and the maximum operation in (4.2) ensure that the values of both LMF and

UMF are bound by the interval [0,1]. Also, in (4.2), note that the minimum operation

prevents the LMF from exceeding the value of 1.0−c (its maximum value). Both (4.1)

and (4.2) have been designed to ensure that the resulting FOU is uniform (constant)

within the ‘core’ (i.e. the support of the LMF) of the IT2 FSs. The UMF, µ Ã(x) and

the LMF, µ
Ã
(x) of IT2 FS Ã can be obtained as follows:

µ Ã(x) = min
(

µ
′
A(x)+

c
2
,1.0

)
(4.1)

µ
Ã
(x) = min

(
max

(
µ
′
A(x)−

c
2
,0
)
,1.0− c

)
, (4.2)

where µ ′
A(x) relates to the T1 MFs shown in (4.6), (4.7) and (4.8) and c is the FOU

size parameter.

An initial T1 triangular MF A specified by three parameters {a,m,b} can be defined

as:

µA(x) =



0 x ≤ a

x−a
m−a a ≤ x ≤ m

b−x
b−m m ≤ x ≤ b

0 x ≥ b

, (4.3)
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where, a is the left endpoint, m the centre and b the right endpoint.

An initial T1 trapezoidal MF A specified by four parameters {a,m1,m2,b} can be

defined as:

µA(x) =



0 x ≤ a

x−a
m1−a a ≤ x ≤ m1

1.0 m1 ≤ x ≤ m2

b−x
b−m2

m2 ≤ x ≤ b

0 x ≥ b

, (4.4)

where a is the left endpoint, m1 the left centre, m2 the right centre and b the right

endpoint.

An initial T1 Gaussian MF A specified by two parameters {σ ,m} can be defined

as:

µA(x) = e
−(x−m)2

2σ2 , (4.5)

where, σ is the standard deviation and m the mean.

In order to use (4.3), (4.4) and (4.5) as the initial T1 MFs for the resulting IT2

FSs in conjunction with (4.1) and (4.2), we first extend the initial T1 MFs to avoid

UMFs which do not tend to 0 on either side of the centre/mean as shown in Figure

4.1(a) and 4.1(c). Figure 4.1 illustrates the method of extending T1 MFs (triangular

and Gaussian) to have negative ‘membership values’ (Figure 4.1(b) and Figure 4.1(d)),

based on (4.6) and (4.8) respectively. Employing the resulting ‘extended’ MFs makes

it straightforward to use (4.1) and (4.2) in conjunction with the FOU parameter c to

generate the actual IT2 sets with a legible shape.
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Note that for Gaussian MFs, the new principal (T1 MF) dotted line in Figure 4.1(d)

follows the initial (original) Gaussian principal (T1 MF) closely after (4.8) has been

applied - but it now enables the straightforward generation of the IT2 FS’s UMF and

LMF using (4.1) and (4.2).

µ
′
A(x) =


x−a
m−a a ≤ x ≤ m

b−x
b−m m ≤ x ≤ b

(4.6)
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Figure 4.1 An illustration of the IT2 FS design for a T1 MF (dotted line) and parameter
c = 0.50. (a) IT2 triangular MF designed using (4.1) and (4.2), using IT2 MF based
on (4.3). (b) IT2 triangular MF designed using (4.1) and (4.2), using IT2 MF based on
adopted version of (4.3) i.e., (4.6). (c) IT2 Gaussian MFs designed using (4.1) and
(4.2), using IT2 MF based on (4.5). (d) IT2 Gaussian MFs designed using (4.1) and
(4.2), using IT2 MF based on adopted version of (4.5) i.e., (4.8). The dotted circles
around the end of the UMFs in (a) and (c) show the potential problem of the UMFs
not tending to 0 when using (4.3) and (4.5) directly as initial T1 MF. So, the derived
IT2 MFs in (b) and (d) based on the extended T1 MFs are used in our approach (i.e.,
CB method).
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Figure 4.2 An illustration of the uniform design of triangular IT2 MFs using CB
method. (a) Initial T1 FS, (b) IT2 obtained using FOU size parameter c = 0.5, (c)
IT2 FS for c = 0.8, (d) Uncertainty Indicator obtained from IT2 FS with FOU size
parameter c = 0.5 and (e) Uncertainty Indicator for c = 0.8.

µ
′
A(x) =


x−a

m1−a a ≤ x ≤ m1

1.0 m1 ≤ x ≤ m2

b−x
b−m2

m2 ≤ x ≤ b

(4.7)

µ
′
A(x) = (1+

c
2
)∗ (e

−(x−m)2

2∗((1+ c
3 )∗σ)2 )− c

2
, (4.8)

where c is the FOU size parameter.

Having illustrated the functions used to create IT2 FSs from the initial T1 FSs,

Figure 4.2 and Figure 4.3 provide illustrations of the resulting IT2 MFs for the

triangular and Gaussian cases respectively. Both are designed with the FOU parameter
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Figure 4.3 An illustration of the uniform design of Gaussian IT2 MFs using CB
method. (a) Initial T1 FS, (b) IT2 obtained using FOU size parameter c = 0.5, (c)
IT2 FS for c = 0.8, (d) Uncertainty Indicator obtained from IT2 FS with FOU size
parameter c = 0.5 and (e) Uncertainty Indicator for c = 0.8.

c = 0.5 and c = 0.8 using equations (4.1) and (4.2). From the T1 FS shown in Figure

4.2(a) and Figure 4.3(a), two IT2 FSs are created by including the pre-specified FOU

size parameter c = 0.5 in Figure 4.2(b) and Figure 4.3(b) and FOU size parameter

c = 0.8 in Figure 4.2(c) and Figure 4.3(c). The UMF and LMF are obtained using

equations (4.1) and (4.2).

By using equation (3.1), the Uncertainty Indicator for all the IT2 FSs is obtained

and depicted in Figure 4.2(d), Figure 4.2(e), Figure 4.3(d) and Figure 4.3(e). In all

cases, it can be seen that the Uncertainty Indicator, and thus the size of the primary

membership interval, is now constant over the support of the LMFs at a value equal
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to c (note that, in Figure 4.2(d) and Figure 4.3(d), c = 0.5 and in Figure 4.2(e) and

Figure 4.3(e) c = 0.8).

4.3 Experimental Data

In the following, the three time-series that are used to provide a platform to explore

the behaviour of FLSs with different FOU sizes in respect to different levels of

uncertainty/noise are presented.

4.3.1 Mackey-Glass Time Series

The Mackey-Glass (MG) time series is a chaotic time series proposed in [128] contain-

ing a first-order differential-delay equation to model a physiological systems (Equation

(4b) in [128]). It is obtained from the non-linear equation:

dx(t)
dt

=
a∗ x(t − τ)

1+ xn(t − τ)
−b∗ x(t), (4.9)

where a, b and n are constant real numbers, t is the current time and τ is the delay

time. For τ ≤ 17, the system is known to exhibit deterministic/periodic behaviour

which turns chaotic when τ > 17. To obtain simulation data, (4.9) is used in this study

with the following parameters: a = 0.2, b = 0.1, τ = 30 and n = 10. It is solved using

Euler’s method [169] with a step size equal to 1.0 and where the initial values of x(t)

for all values of t ≤ τ are set to 0.9. The chosen setting for MG parameters is the same

as [9],[13].
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The MG time series for τ > 17 is used as one of the benchmark problems

for time-series prediction in fuzzy logic [9],[13],[120],[170] and neural network

[118],[119],[171] areas.

4.3.2 Ikeda Time Series

The original Ikeda (IK) map was proposed in [129] as a model used to simulate

light travelling around a ring cavity (non-linear system). The IK time series can be

generated by the following 2-dimensional real form equations:

ẋ = 1+µ ∗ (x∗ cos(t)− y∗ sin(t)), (4.10a)

ẏ = µ ∗ (x∗ sin(t)+ y∗ cos(t)), (4.10b)

where t = 0.4−6.0/(1+ x2
0 + y2

0). In this study, the parameter µ = 0.9 and x0 = 0.1,

y0 = 0.1, are the initial values for x and y respectively. The equations (4.10a) and

(4.10b) are solved to create the time series x(t) using the parameter and the initial

conditions specified. This study focuses only on variable x of Ikeda equations.

4.3.3 Lorenz Time Series

The Lorenz (LZ) map was proposed by Lorenz [130] and is used to model the thermal

driving of the convective rolls (rotating air) in the atmosphere. The LZ time series

can be generated using the following three-dimensional set of first-order non-linear

differential equations:
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ẋ = σ(y− x), (4.11a)

ẏ = rx− y− xz, (4.11b)

ż = xy−bz, (4.11c)

where the parameters σ , r and b are set, respectively, to the standard values 10, 28 and

8/3. The initial conditions for the solution of the differential equations are x = 0.9,

y = 0.9 and z = 0.9. The equations (4.11a), (4.11b) and (4.11c) are solved to create

the time series x(t) using the parameters and initial conditions specified. We only

focus on variable x of the Lorenz equations in our study.

4.4 Experiments and Results

After having considered the transition process from T1 to T2 FSs by presenting the

FOU creation method CB, in this section, we proceed to the FLS design and evaluation

process. We conduct a series of in-depth experiments using the described process in

the context of three well-known time series, MG, IK and LZ, and we present their

results.

Following Chapter 3 (Section 3.3) that provides a general process framework

designed to systematically describe the initial design of the T1 FLS for a given

application and its subsequent transformation to one or more IT2 FLSs by applying

the FOU creation method, each of the process steps is detailed below and applied

in the same manner to the three time series. For each, we show two cases based on

different types of FSs: triangular and Gaussian MFs.
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First, we generate a data set (both training and testing data) from each of the three

time series. Then, we design evenly distributed T1 FSs and create the rule base by

applying the WM approach using the training data set.

Next, we start the design of a series of IT2 FLSs by generating IT2 FSs using

the FOU size parameter c to form the IT2 MFs of the systems. The actual number

of FSs and the rules are maintained from the T1 system. In parallel, different levels

of noise as a source of uncertainty are employed to generate a series of testing data

sets. Finally, the performance of each of the T1/IT2 FLSs is evaluated for each of the

testing data sets to determine the best mapping between the FLSs (with different FOU

sizes) and the noise levels.

The complete process is illustrated by the flowchart in Figure 4.4 and can be

summarised in the four subsections (4.4.1 - 4.4.4) below:

4.4.1 Data Generation

Assume a time series x(k), where k = 1,2,3, . . . ,N. For a single stage prediction for

x, we consider p past known data points of x(k) to predict the future value x(k+1) .

So, the past data of x(k) time series: x(k− p+1),x(k− p+2),x(k− p+3), . . . ,x(k)

are used to predict the future value x(k + 1). Further, if these points contain un-

certainty/noise, we refer to the given value of the time series x(k) as s(k), where

s(k) = x(k)+n(k) and n(k) is the noise [13]. The N given time series data samples

are commonly split into D training points and (N −D) testing points where one usu-

ally obtains the training data points as (x(1),x(2),x(3), . . . ,x(D)) and testing data as

(x(D+1),x(D+2),x(D+3), . . . ,x(N)).
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Figure 4.4 Flowchart of the process of using different FOU sizes to design and evaluate
IT2 FLSs at different noise levels for the controlled blurring (CB) method.

In this investigation, a single-stage prediction for the MG, IK and LZ chaotic time

series is used (i.e. to predict the future value x(k+1)). We have considered two types

of noise: uniform noise (generated from a uniform random variable) and Gaussian

noise (generated from a normal distribution) (see Chapter 2, Section 2.8.1).

Following Chapter 3 (Section 3.3.1), noise-free (NF) data for the three time series

are generated using (4.9) for the MG, (4.10a,4.10b) for the IK and (4.11a, 4.11b,

4.11c) for the LZ time series with the parameters and the numerical solutions of the

differential equations stated above. For the IK and LZ, we use variable x in this study.

To obtain training and testing input-output data pairs, we specify the values of

N = 700, D = 500 and p = 4. Based on these data we proceed to design a four-input,

one-output T1 FLS for each of the three time series. Specifically, we extract 700
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input-output data pairs as described above. The first 500 pairs (the training dataset)

were used for training the FLSs (generating the rules) using x(1001) to x(1504), while

the remaining 200 pairs (the data testing set) using x(1505) to x(1708) were used

as the basis for testing the systems. Note that 500 pairs require 504 samples for

training and 200 pairs require 204 samples for testing due to the chosen four-input

FLS structure. In this work, different versions of the testing data are generated, i.e.

the testing data are corrupted with two different types of noise including zero-mean

uniform noise and Gaussian noise for different SNRs. We use 12 noise levels in testing

for each additive noise case. Specifically, we use discretized levels from 0dB to 20dB

with increments of 2, as well as the original NF data set (noise-free). In Figure 4.5, the

training and testing data corrupted with additive noise (here, uniform noise) at SNR

level 10dB are shown for the three time series.

4.4.2 Type-1 Fuzzy Sets Design and Rule-Base Creation

Following Chapter 3 (Section 3.3.2), the number of MFs assigned to each input and

output of the FLS is chosen to be 7. While a higher number of MFs would enable better

performance, 7 is a good compromise between readability (in figures) and reasonable

performance, especially as optimal prediction performance is not a primary aim of

this case study. First, we define the FSs to evenly cover the input and output spaces.

The triangular T1 MFs used for the inputs and outputs are shown in Figure 4.6(a),

whereas the Gaussian T1 MFs used for the inputs and outputs are shown in Figure

4.7(a). The MFs are labelled using numbers (e.g., F11 represents FS 1 of input 1 and

for the output F1 represent FS 1). Then, we apply the WM method in order to generate

the rules from the given input-output pairs (NF training data).
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Figure 4.5 Training and testing data of the three time series. (a) MG time series, (b) IK
time series and (c) LZ time series. Training is performed with 500 input-output pairs
in x(1001),x(1002), . . . ,x(1504) and testing is done with 200 input-output pairs (red
lines) in x(1505),x(1506), . . . ,x(1708) corrupted with additive noise (uniform noise)
at SNR level 10dB.
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Figure 4.6 Triangular T1 and two examples of IT2 MFs used in the design of the
TSP FLSs using the CB method. (a) T1 MFs, (b) IT2 MFs designed with FOU size
parameter c = 0.4 and (c) IT2 MFs designed with FOU size parameter c = 0.8.

80



4.4 Experiments and Results

0.0 0.5 1.0 1.5

0.
0
0.
2
0.
4
0.
6
0.
8
1.
0

u

F11 F12 F13 F14 F15 F16 F17

(a)

0.0 0.5 1.0 1.5

0.
0
0.
2
0.
4
0.
6
0.
8
1.
0

u

F11 F12 F13 F14 F15 F16 F17

(b)

0.0 0.5 1.0 1.5

0.
0
0.
2
0.
4
0.
6
0.
8
1.
0

u

F11 F12 F13 F14 F15 F16 F17

(c)

Figure 4.7 Gaussian T1 and two examples of IT2 MFs used in the design of the
TSP FLSs using the CB method. (a) T1 MFs, (b) IT2 MFs designed with FOU size
parameter c = 0.3 and (c) IT2 MFs designed with FOU size parameter c = 0.8.
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The WM method has been popular in the field of fuzzy systems because of its

simplicity and effectiveness in data-driven fuzzy rule generation. The WM method

is a generic method for creating a fuzzy rule base that contains a combination of

rules generated from numerical data and linguistic labels and, often, associated MFs

given by expert(s). Most commonly, the input and output domain spaces are evenly

distributed into a number of MFs, each associated with a respective linguistic label,

before the use of the WM method. A weight is assigned to each rule generated by the

method and conflicts are resolved by selecting those rules with the maximum weight.

More details of the WM method can be found in Chapter 2 (Section 2.9.1).

In the current investigation, it is the FSs only that are later modified to generate

different FLSs. The same rule base is employed for all FLSs in order to enable the

comparison of all FLSs with a sole focus on their FSs (rather than differences in the

rules). We acknowledge that this approach does not guarantee the best rule base for

each individual FLS; however, as the aim of the study is a comparison based on the

underling FSs rather than achieving best performance per se, we believe this approach

is suitable.

The number of rules generated using WM methods for each time series using NF

training data set are 47 rules for MG, 192 rules for IK and 70 rules for LZ. The resulting

rules are used for all the FLSs in our experiments in order to enable a comparison that

focuses on the FSs.

4.4.3 Interval Type-2 Fuzzy Sets Creation

Following Chapter 3 (Section 3.3.3), we extend the T1 FLS into a series of IT2 FLSs

using the partially dependent design approach. First, the FOU size parameter c ∈ [0,1]
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is discretized to a set of 11 values starting at 0 and increasing to a maximum of 1.0

in increments of 0.1. If the FOU size parameter c = 0.0, the IT2 FSs reduce to the

original T1 FSs, whereas in the case of using c = 1.0, the IT2 FSs reach the maximum

amount of their width (i.e. the FOU covers the entire primary membership). Thus, we

design 11 IT2 FLSs, where each system uses specific IT2 FSs with the given FOU

size parameter c.

To construct the UMF and LMF of the IT2 FSs, we use the controlled blurring (CB)

method detailed in Section 4.2 and apply equations (4.1) and (4.2) by combining the T1

FSs with the chosen FOU size represented by the FOU size parameter c. Examples of

the FOU construction for the FSs of two IT2 FLSs using different FOU size parameters

c = 0.40 and c = 0.80 are shown in Figure 4.6(b) and Figure 4.6(c) for the triangular

case, and examples of the Gaussian case are shown in Figure 4.7(b) and Figure 4.7(c).

4.4.4 Fuzzy Logic Systems Evaluation

After finishing the design of the IT2 FLSs with the chosen FOU sizes, the testing data

sets are used to test and evaluate the performance of the individual IT2 FLSs when

faced with different uncertainty/noise levels. Now that we have 11 FLSs, each using

different FOU sizes determined by the given c, we test each of the FLSs against 12

levels of noise in order to determine which FOU size results in the best performance

for each given noise level. Each test is repeated 30 times to account for the random

generation of the noise.
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The performances of all the designs were evaluated using their RMSE based on

(3.2), i.e.,

RMSE =

√√√√ 1
200

1707

∑
k=1508

[
s(k+1)− f

(
s(k)

)]2 (4.12)

where, s(k+1) is the output of the noisy testing data, f (s(k)) is the crisp output of the

FLS and s(k) = [s(k−3),s(k−2),s(k−1),s(k)]T .

The RMSE results are averaged over 30 runs and are depicted in Tables 4.1-4.6

showing the results of the three time series using the two different MF types (triangular

and Gaussian). Each column represents an IT2 FLS design with a given FOU size

parameter c. The rows show the average RMSE values for both uniform noise and

Gaussian noise (shaded values) at the different SNR values for all FOU sizes/FLSs.

The bold values are the minimum of each average RMSE representing the best FLS

(based on the respective FOU size) at a particular SNR level for both uniform (non-

shaded) and Gaussian (shaded) noise respectively.

4.5 Results Analysis and Discussion

In this section, the experiment results are analysed and discussed. First, we focus on

the relationship between the FOU size, uncertainty/noise levels and FLS performance.

Then, we discuss the possibility of determining optimal FOU sizes based on known

levels of uncertainty (SNR).
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Table 4.1 Average RMSE values for MG TSP for triangular MFs for both uniform
(non-shaded) and Gaussian (shaded) noise. The bold values highlight the row’s (i.e., c
value and thus FOU size) minimum RMSE at each noise/SNR level.

c=0 c=0.1 c=0.2 c=0.3 c=0.4 c=0.5 c=0.6 c=0.7 c=0.8 c=0.9 c=1.0

0.03128 0.03135 0.03183 0.03347 0.03689 0.04145 0.04694 0.05309 0.05926 0.06576 0.07844
NF

0.03128 0.03135 0.03183 0.03347 0.03689 0.04145 0.04694 0.05309 0.05926 0.06576 0.07844

0.04257 0.04242 0.04233 0.04305 0.04515 0.04834 0.05198 0.05591 0.06103 0.06884 0.07651
20

0.0418 0.04176 0.04195 0.04292 0.04491 0.04771 0.05119 0.05561 0.06225 0.07241 0.07679

0.04803 0.04785 0.04765 0.04813 0.04973 0.05218 0.05516 0.05887 0.06375 0.07063 0.07860
18

0.04747 0.04737 0.04739 0.04801 0.04940 0.05145 0.05430 0.05819 0.065 0.07449 0.07779

0.05537 0.05519 0.05492 0.05517 0.05630 0.05798 0.06011 0.06321 0.06712 0.07369 0.08002
16

0.05507 0.05496 0.05489 0.05522 0.05601 0.05721 0.05902 0.06248 0.06864 0.07745 0.07999

0.06504 0.06484 0.06453 0.06461 0.06526 0.06620 0.06735 0.06916 0.07221 0.07815 0.08507
14

0.06642 0.06495 0.06474 0.06486 0.06523 0.06556 0.06618 0.06854 0.07412 0.08253 0.08409

0.07762 0.07738 0.07693 0.07669 0.07690 0.07745 0.07801 0.07866 0.08041 0.08505 0.09238
12

0.084 0.0796 0.0793 0.07755 0.07738 0.07675 0.07631 0.07735 0.08214 0.09001 0.09125

0.09970 0.09560 0.09272 0.09215 0.09175 0.09141 0.09115 0.09105 0.09232 0.09668 0.10240
10

0.10101 0.09806 0.09725 0.09552 0.09416 0.09211 0.08963 0.08973 0.09332 0.10139 0.10353

0.15123 0.12600 0.11441 0.11154 0.10884 0.10720 0.10638 0.10605 0.10778 0.11201 0.11597
8

0.1353 0.12831 0.12077 0.11502 0.1125 0.11016 0.10811 0.10664 0.11019 0.11791 0.11872

0.23282 0.20347 0.17273 0.15102 0.13709 0.12751 0.12381 0.12268 0.12343 0.12677 0.13167
6

0.17548 0.16345 0.15316 0.14389 0.13903 0.13269 0.12852 0.12762 0.13085 0.13863 0.13943

0.33545 0.29805 0.26385 0.22440 0.19338 0.17536 0.16009 0.15032 0.14304 0.14512 0.14874
4

0.23802 0.2157 0.19374 0.17844 0.16717 0.16023 0.15507 0.15431 0.15637 0.163 0.16188

0.42967 0.38805 0.35537 0.32050 0.28663 0.25452 0.22955 0.20562 0.19640 0.18152 0.17779
2

0.29494 0.2701 0.2526 0.23175 0.21649 0.20201 0.19435 0.1846 0.18696 0.1912 0.19249

0.51499 0.47755 0.44177 0.40416 0.37143 0.34207 0.31091 0.28695 0.26323 0.24890 0.22753
0

0.36322 0.33805 0.31348 0.2886 0.27234 0.25012 0.23508 0.2245 0.22092 0.22368 0.22075

4.5.1 Relationship Between FOU Size, Uncertainty Levels and FLS

Performance

The presented experiments illustrate the relationships between FOU size and the un-

certainty/noise levels in the three case studies of the MG, IK and LZ time series. From

Tables 4.1-4.6, a direct relationship between the FOU size, the SNR and the perfor-

mance can be summarised in the sense that as the uncertainty/noise level increases

(SNR value decreases), the FLSs with increasing FOU size achieve better performance
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Table 4.2 Average RMSE values for MG TSP for Gaussian MFs for both uniform
(non-shaded) and Gaussian (shaded) noise. The bold values highlight the row’s (i.e., c
value and thus FOU size) minimum RMSE at each noise/SNR level.

c=0 c=0.1 c=0.2 c=0.3 c=0.4 c=0.5 c=0.6 c=0.7 c=0.8 c=0.9 c=1.0

0.03325 0.03344 0.03439 0.03649 0.03966 0.04371 0.04812 0.05315 0.05997 0.06922 0.07536
NF

0.03325 0.03344 0.03439 0.03649 0.03966 0.04371 0.04812 0.05315 0.05997 0.06922 0.07536

0.04243 0.04243 0.04281 0.04389 0.04582 0.04850 0.05187 0.05603 0.06156 0.06899 0.07416
20

0.04217 0.04188 0.04174 0.04191 0.04296 0.04511 0.04806 0.05182 0.0568 0.06283 0.06749

0.04720 0.04719 0.04745 0.04818 0.04949 0.05154 0.05428 0.05784 0.06268 0.06934 0.07384
18

0.04745 0.0472 0.04697 0.04698 0.04763 0.04909 0.0513 0.0544 0.05873 0.06388 0.06811

0.05378 0.05378 0.05394 0.05429 0.05494 0.05606 0.05793 0.06071 0.06462 0.07032 0.07471
16

0.05465 0.05448 0.05417 0.05400 0.05418 0.0548 0.05606 0.05819 0.06143 0.06543 0.06873

0.06256 0.06260 0.06263 0.06262 0.06254 0.062570 0.06326 0.06495 0.06776 0.07236 0.07620
14

0.06414 0.06409 0.06375 0.0633 0.06304 0.0628 0.06287 0.06347 0.06506 0.06776 0.07062

0.07409 0.07414 0.07391 0.07341 0.0726 0.07149 0.07074 0.07098 0.07244 0.07578 0.07858
12

0.07689 0.07694 0.07635 0.07556 0.07457 0.0732 0.07186 0.07086 0.07084 0.07213 0.07421

0.08900 0.08894 0.08823 0.08699 0.08523 0.08305 0.08085 0.07941 0.07946 0.08115 0.08299
10

0.09376 0.09378 0.09265 0.09105 0.08904 0.08652 0.08375 0.08131 0.07977 0.07956 0.08059

0.10750 0.10717 0.10574 0.10349 0.10068 0.09748 0.09409 0.09107 0.08929 0.08909 0.08958
8

0.11422 0.1141 0.11225 0.10947 0.10604 0.1023 0.09872 0.09543 0.09264 0.09056 0.09021

0.12853 0.12800 0.12579 0.12246 0.1185 0.1144 0.11018 0.10597 0.10258 0.10041 0.09979
6

0.13737 0.13713 0.13416 0.1302 0.12552 0.12082 0.11663 0.11271 0.10899 0.10526 0.10354

0.15170 0.15095 0.14797 0.14381 0.13903 0.13397 0.12893 0.12399 0.11961 0.11616 0.11471
4

0.16516 0.16419 0.16022 0.15501 0.14917 0.14339 0.13808 0.13342 0.12907 0.12395 0.12128

0.17931 0.17792 0.17373 0.16861 0.16266 0.15688 0.15136 0.14601 0.14125 0.13712 0.13505
2

0.20022 0.19768 0.1919 0.18545 0.17832 0.17111 0.16429 0.15816 0.15246 0.14583 0.1402

0.21296 0.20979 0.20431 0.19808 0.1915 0.18513 0.17887 0.17311 0.16777 0.16165 0.15515
0

0.24429 0.24012 0.23197 0.22327 0.21437 0.20542 0.19647 0.1879 0.17923 0.16755 0.15908

(based on minimum RMSE value). While this result is intuitive, it is valuable to

establish that it is solely the controlled blurring of a type-1 FLS (trained in a NF

environment) that has enabled the designed IT2 FLSs to achieve better performance

under the different levels of noise – the key is to establish the appropriate size of the

FOU for the given noise levels.

The first column of these tables contains the performance results of the IT2 FLS

designed using FOU size parameter c = 0.0 which reduces to the original T1 FLS.
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4.5 Results Analysis and Discussion

Table 4.3 Average RMSE values for IK TSP for triangular MFs for both uniform
(non-shaded) and Gaussian (shaded) noise. The bold values highlight the row’s (i.e., c
value and thus FOU size) minimum RMSE at each noise/SNR level.

c=0 c=0.1 c=0.2 c=0.3 c=0.4 c=0.5 c=0.6 c=0.7 c=0.8 c=0.9 c=1.0

0.26957 0.27303 0.27619 0.28602 0.30833 0.33907 0.36813 0.39895 0.42892 0.45229 0.46784
NF

0.26957 0.27303 0.27619 0.28602 0.30833 0.33907 0.36813 0.39895 0.42892 0.45229 0.46784

0.29715 0.29622 0.29726 0.30525 0.32111 0.3436 0.37148 0.40122 0.43079 0.45522 0.46894
20

0.30218 0.29727 0.29838 0.30426 0.31748 0.33873 0.36505 0.39377 0.42098 0.44438 0.45794

0.31186 0.31081 0.31074 0.31596 0.3281 0.34841 0.37386 0.40265 0.43117 0.45509 0.46884
18

0.31937 0.31338 0.31331 0.31718 0.32677 0.34416 0.36782 0.39504 0.4217 0.44392 0.45731

0.3325 0.33035 0.32864 0.33045 0.34017 0.35594 0.37827 0.40497 0.43204 0.4546 0.46881
16

0.34294 0.33673 0.33472 0.33492 0.34045 0.35388 0.37381 0.39805 0.42239 0.44374 0.45726

0.36277 0.35877 0.35192 0.35062 0.35521 0.36754 0.38644 0.40977 0.43397 0.45437 0.4672
14

0.38088 0.37487 0.36668 0.36323 0.36497 0.37272 0.38593 0.40512 0.42506 0.44352 0.45625

0.40235 0.39494 0.38523 0.37887 0.37789 0.38384 0.39722 0.41695 0.43703 0.45464 0.46681
12

0.42707 0.4201 0.4097 0.39949 0.39563 0.3986 0.40565 0.41827 0.4351 0.45052 0.46035

0.44828 0.4389 0.42485 0.41297 0.40616 0.40849 0.41907 0.43076 0.44467 0.45867 0.46934
10

0.47581 0.46767 0.45294 0.4375 0.42865 0.42717 0.43101 0.43993 0.45049 0.46341 0.4717

0.49325 0.48471 0.46806 0.45464 0.44434 0.44199 0.44307 0.45103 0.46243 0.47218 0.48123
8

0.53066 0.52096 0.50514 0.48759 0.47099 0.46344 0.46147 0.46643 0.47526 0.48313 0.48629

0.54808 0.53923 0.52008 0.50292 0.48959 0.47738 0.47534 0.4769 0.48324 0.49234 0.49827
6

0.61009 0.59946 0.58313 0.56096 0.54192 0.52752 0.5183 0.51308 0.51422 0.51606 0.51672

0.61675 0.60696 0.58597 0.56424 0.54485 0.52447 0.51233 0.50661 0.50600 0.50959 0.51553
4

0.67866 0.67583 0.65263 0.63426 0.61275 0.59574 0.57675 0.56626 0.55827 0.55443 0.55437

0.6928 0.67793 0.65804 0.63253 0.60816 0.58381 0.56660 0.55111 0.54507 0.54555 0.54185
2

0.76266 0.76508 0.74538 0.71579 0.68221 0.66153 0.64098 0.62175 0.6115 0.60444 0.59774

0.76955 0.75801 0.73781 0.71321 0.68411 0.65713 0.63336 0.61341 0.5989 0.58885 0.57991
0

0.86766 0.86724 0.84402 0.81152 0.77899 0.74138 0.70517 0.68294 0.6694 0.65563 0.64393

From Tables 4.1-4.6, it is clear that T1 FLSs are outperforming IT2 in NF testing data,

as expected.

In studying the results in the above tables, we see that as the noise level increases

(moving down in the tables), the best results occur as the FOU size increases (moving to

the right in the tables). However, as expected, performance degradation is recorded at

higher levels of noise. For example, in the MG triangular case, significant performance

degradation starts at 6dBs, as shown in Figure 4.8(a) and Table 4.1, where the RMSE

starts to exceed 0.20 in the first 2 FLSs (i.e. at FOU sizes, 0.0 and 0.10) and then
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4.5 Results Analysis and Discussion

Table 4.4 Average RMSE values for IK TSP for Gaussian MFs for both uniform
(non-shaded) and Gaussian (shaded) noise. The bold values highlight the row’s (i.e., c
value and thus FOU size) minimum RMSE at each noise/SNR level.

c=0 c=0.1 c=0.2 c=0.3 c=0.4 c=0.5 c=0.6 c=0.7 c=0.8 c=0.9 c=1.0

0.26294 0.26567 0.26911 0.27950 0.30163 0.32803 0.35765 0.38543 0.41124 0.43379 0.45238
NF

0.26294 0.26567 0.26911 0.27950 0.30163 0.32803 0.35765 0.38543 0.41124 0.43379 0.45238

0.29013 0.28859 0.29148 0.30062 0.31706 0.33967 0.36458 0.38968 0.41320 0.43541 0.45376
20

0.28762 0.28612 0.28855 0.29637 0.31088 0.33124 0.35484 0.37918 0.40249 0.42496 0.44222

0.30764 0.30515 0.30533 0.31183 0.32572 0.34541 0.36850 0.39256 0.41516 0.43649 0.45353
18

0.30642 0.30378 0.30352 0.30887 0.32109 0.339 0.36015 0.38281 0.40468 0.4258 0.44245

0.33055 0.32722 0.32520 0.32803 0.33770 0.35426 0.37465 0.39672 0.41807 0.43802 0.45351
16

0.33153 0.32848 0.32550 0.3273 0.33593 0.35053 0.36867 0.38853 0.40818 0.4273 0.44267

0.35848 0.35481 0.34990 0.34895 0.35451 0.36663 0.38389 0.40321 0.42213 0.44003 0.45423
14

0.3687 0.36576 0.35921 0.35657 0.35977 0.36899 0.38212 0.39755 0.41346 0.42974 0.44333

0.39095 0.38697 0.37928 0.37450 0.37519 0.38339 0.39609 0.41166 0.42751 0.44289 0.45548
12

0.41372 0.40901 0.39956 0.39158 0.38928 0.39237 0.40022 0.41087 0.4227 0.43558 0.44668

0.42940 0.42602 0.41354 0.40445 0.40113 0.40390 0.41200 0.42281 0.43480 0.44716 0.45783
10

0.45911 0.45262 0.43845 0.42717 0.41987 0.41734 0.41983 0.4262 0.43445 0.44404 0.45287

0.47579 0.47124 0.45566 0.44181 0.43198 0.42848 0.43027 0.43694 0.44463 0.45357 0.46205
8

0.51198 0.50216 0.48489 0.4677 0.4542 0.44724 0.44446 0.44553 0.44977 0.45555 0.46202

0.53152 0.52397 0.50399 0.48395 0.46872 0.45824 0.45344 0.45332 0.45695 0.46314 0.46883
6

0.59391 0.58367 0.55917 0.53523 0.51478 0.49694 0.48479 0.47828 0.47582 0.47689 0.47946

0.59681 0.58784 0.56169 0.53538 0.51089 0.49271 0.48095 0.47507 0.47449 0.47690 0.48014
4

0.67303 0.66267 0.63692 0.60558 0.57564 0.55087 0.53023 0.51579 0.50658 0.50248 0.50215

0.67404 0.65842 0.62764 0.59663 0.56615 0.53874 0.51820 0.50526 0.49871 0.49632 0.49632
2

0.76597 0.753 0.72459 0.68684 0.64935 0.61357 0.58164 0.55644 0.53979 0.53054 0.52697

0.75918 0.74135 0.70713 0.66952 0.63139 0.59699 0.56738 0.54397 0.52794 0.51727 0.50994
0

0.88076 0.86183 0.82146 0.77594 0.72808 0.68126 0.63972 0.6034 0.57818 0.56182 0.55479

decreases again until reaching its minimum at c = 0.70. Overall, as the level of

uncertainty/noise increases (i.e. decreasing SNR), it is increasingly only FLSs with

wider FOUs (higher c) that achieve reasonable performance.

Figures 4.9, 4.10 and 4.11 illustrate the results of the MG, IK and LZ TSP respec-

tively, using IT2 FLS with different FOU sizes (c = 0.2 and c = 0.6) at different noise

levels (20dB and 10dB). From these figures and as a general trend, as the FOU size

increases, the performance increases as well.
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4.5 Results Analysis and Discussion

Table 4.5 Average RMSE values for LZ TSP for triangular MFs for both uniform
(non-shaded) and Gaussian (shaded) noise. The bold values highlight the row’s (i.e., c
value and thus FOU size) minimum RMSE at each noise/SNR level.

c=0 c=0.1 c=0.2 c=0.3 c=0.4 c=0.5 c=0.6 c=0.7 c=0.8 c=0.9 c=1.0

1.9038 1.9072 1.9209 1.9565 2.0246 2.1444 2.3169 2.558 2.9614 3.3302 3.7637
NF

1.9038 1.9072 1.9209 1.9565 2.0246 2.1444 2.3169 2.558 2.9614 3.3302 3.7637

2.2904 2.2874 2.284 2.2921 2.3286 2.4256 2.6227 2.9516 3.3546 3.753 4.068
20

2.2445 2.2415 2.239 2.2497 2.2907 2.3922 2.6014 2.9429 3.3524 3.7454 4.0391

2.4748 2.4695 2.4594 2.4571 2.4877 2.5804 2.7825 3.1128 3.4935 3.8535 4.1097
18

2.4482 2.4429 2.4334 2.4331 2.4622 2.559 2.7765 3.1158 3.5056 3.8558 4.1374

2.7343 2.7264 2.7111 2.7026 2.7201 2.817 3.007 3.319 3.6528 3.9617 4.2165
16

2.7426 2.7345 2.7168 2.7053 2.7213 2.8175 3.0247 3.3474 3.6937 4.0201 4.2412

3.0944 3.0847 3.0615 3.0429 3.062 3.1426 3.3088 3.5573 3.8537 4.1543 4.3299
14

3.3398 3.3281 3.302 3.2847 3.297 3.3609 3.5381 3.8011 4.0799 4.335 4.4781

3.5932 3.5789 3.5472 3.5217 3.5155 3.5577 3.6778 3.868 4.1066 4.3465 4.5313
12

4.2023 4.187 4.1341 4.0905 4.0701 4.0939 4.2068 4.3703 4.555 4.6958 4.7889

4.2619 4.2419 4.1982 4.1386 4.1033 4.0998 4.1525 4.2827 4.4513 4.6175 4.768
10

5.2908 5.2708 5.2085 5.1171 5.0466 5.0133 5.0041 5.062 5.1458 5.1754 5.1873

5.0869 5.0606 5.0025 4.9289 4.8514 4.8002 4.8148 4.8645 4.9189 5.0147 5.109
8

6.4871 6.4599 6.3796 6.295 6.1831 6.0616 5.9673 5.9218 5.8533 5.7716 5.7276

6.1011 6.0691 5.9991 5.8916 5.7619 5.6701 5.6226 5.618 5.624 5.6004 5.5957
6

7.7795 7.7631 7.6746 7.5565 7.4017 7.1955 7.0527 6.882 6.7169 6.5246 6.382

7.3221 7.2876 7.1722 7.0485 6.8828 6.7265 6.6675 6.5688 6.4763 6.4219 6.4071
4

9.2143 9.1973 9.0545 8.8525 8.6504 8.4238 8.2258 7.9935 7.7641 7.4842 7.2411

8.6899 8.6892 8.565 8.386 8.2147 8.0435 7.8912 7.7669 7.6665 7.5192 7.412
2

10.762 10.753 10.597 10.347 10.084 9.7842 9.5332 9.3026 9.0351 8.7395 8.4371

10.275 10.245 10.125 9.9854 9.8153 9.6029 9.4177 9.2714 9.0839 8.7285 8.4439
0

12.724 12.761 12.567 12.371 12.088 11.731 11.432 11.139 10.774 10.374 10.07

For a better illustration of the results in Tables (4.1-4.6), we show a visual repre-

sentation of the these results in Figure 4.8. This figure shows the RMSE values of

11 FLSs using different noise levels (different SNR values) of testing data corrupted

with uniform noise for MG, IK and LZ time series. This figure, together with Tables

(4.1-4.6), shows the performance of each FLS designed with a particular FOU size

(parameter c), as each is tested with different noise levels using both uniform and

Gaussian noise. As can be seen from the tables, the results for Gaussian noise are
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4.5 Results Analysis and Discussion

Table 4.6 Average RMSE values for LZ TSP for Gaussian MFs for both uniform
(non-shaded) and Gaussian (shaded) noise. The bold values highlight the row’s (i.e., c
value and thus FOU size) minimum RMSE at each noise/SNR level.

c=0 c=0.1 c=0.2 c=0.3 c=0.4 c=0.5 c=0.6 c=0.7 c=0.8 c=0.9 c=1.0

1.959 1.9601 1.9683 1.9988 2.0682 2.1866 2.379 2.6781 3.1463 3.7683 4.3556
NF

1.959 1.9601 1.9683 1.9988 2.0682 2.1866 2.379 2.6781 3.1463 3.7683 4.3556

2.4153 2.4032 2.3955 2.3986 2.4359 2.5394 2.7368 3.0406 3.4873 4.0173 4.5568
20

2.3585 2.35 2.3526 2.3727 2.4359 2.5811 2.8407 3.2153 3.6996 4.2108 4.5989

2.6147 2.6005 2.5882 2.5831 2.6151 2.7101 2.8955 3.1895 3.6084 4.1011 4.61
18

2.5693 2.5581 2.5534 2.5632 2.6154 2.7515 3.0015 3.3611 3.8135 4.299 4.6656

2.8867 2.8706 2.8534 2.844 2.8641 2.9499 3.125 3.3983 3.7707 4.2132 4.6696
16

2.8721 2.8574 2.8444 2.842 2.8813 3.0041 3.2348 3.5684 3.9738 4.4161 4.7505

3.2585 3.2404 3.2224 3.2048 3.2153 3.2879 3.4325 3.6706 3.9823 4.3564 4.7424
14

3.4968 3.4778 3.4569 3.4435 3.4657 3.5586 3.7416 3.9999 4.2945 4.6009 4.8404

3.7663 3.7494 3.7266 3.7047 3.7000 3.7313 3.8296 4.0101 4.2445 4.5285 4.8274
12

4.3521 4.331 4.3032 4.2721 4.2543 4.2842 4.3796 4.5231 4.6586 4.7649 4.9139

4.428 4.4137 4.3831 4.3432 4.3043 4.2894 4.3282 4.432 4.581 4.7439 5.0632
10

5.397 5.376 5.3276 5.2557 5.1814 5.1258 5.1065 5.0949 5.0298 4.9244 4.987

5.245 5.231 5.186 5.1204 5.0448 4.9709 4.9429 4.956 4.9848 5.0183 5.3981
8

6.5417 6.5177 6.4457 6.3365 6.1931 6.0412 5.8862 5.6893 5.397 5.1126 5.0995

6.2263 6.2154 6.1415 6.0327 5.9125 5.7685 5.6438 5.5232 5.4417 5.3863 5.8156
6

7.7605 7.7333 7.6203 7.4511 7.2306 6.9695 6.6679 6.2847 5.8123 5.3893 5.3012

7.3907 7.3653 7.2443 7.0582 6.8526 6.6121 6.4003 6.1969 5.9741 5.8374 5.7205
4

9.0454 9.0149 8.8476 8.598 8.2766 7.9118 7.4984 6.9704 6.3573 5.8184 5.6461

8.7792 8.6967 8.4426 8.169 7.8562 7.544 7.2395 6.9248 6.5357 6.3007 6.1603
2

10.46 10.43 10.186 9.8547 9.4728 9.0307 8.4905 7.8354 7.1128 6.4695 6.2028

10.41 10.184 9.792 9.3451 8.9092 8.467 8.0241 7.5418 7.0247 6.7793 6.6741
0

12.401 12.336 12.024 11.625 11.156 10.609 9.9559 9.1445 8.2619 7.4772 7.0205

consistent with the results of uniform noise and both lead to the same observations

and conclusions detailed further below.

The noise levels start with NF level (no noise added to the testing data) and are

increased, starting with SNR = 20db (the lowest SNR beyond NF used in this study)

to SNR = 0db (the highest noise level). It is a common trend in all of these results that,

as we increase the noise level, the FLSs with wider FOU sizes show improvement

in their performance. This indicates a strong relationship in terms of performance

between the FOU size and the noise level. These results are supported by other works,
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Figure 4.8 The RMSE values of 11 FLSs using testing data corrupted with uniform
noise at 12 SNR levels. (a,b), (c,d) and (e,f), show the MG, IK and LZ time series
results using triangular and Gaussian MFs respectively.
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Figure 4.9 MG TSP using IT2 FLS with two FOU sizes at two noise levels. (a) c = 0.2
at 20dB, (b) c = 0.2 at 10dB, (c) c = 0.6 at 20dB and (d) c = 0.6 at 10dB.
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Figure 4.10 IK TSP using IT2 FLS with two FOU sizes at two noise levels. (a) c = 0.2
at 20dB, (b) c = 0.2 at 10dB, (c) c = 0.6 at 20dB and (d) c = 0.6 at 10dB.
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Figure 4.11 LZ TSP using IT2 FLS with two FOU sizes at two noise levels. (a) c = 0.2
at 20dB, (b) c = 0.2 at 10dB, (c) c = 0.6 at 20dB and (d) c = 0.6 at 10dB.

such as the work by Khanesar et al [110], which showed that as more noise is added

to the system, MFs with increased width show an improvement in the performance of

IT2 FLSs over T1 FLSs.

In other words, the best performance is achieved by transitioning from the T1

FLS (FOU size parameter c = 0.0) to the IT2 FLS (FOU size parameter c = 1.0), in a

continuous fashion based on the noise level(s) that the FLS is facing.

This insight follows intuition and indicates that exploiting the relationship between

encountered levels of uncertainty/noise and FOU size may lead to a better choice of

the FOU size and hence FLS in applications where the noise level can be quantified

using a SNR or similar means. Further, the results show that in applications, it is

possible to achieve improved performance solely by the controlled blurring of T1 MFs

based on an appropriate ‘blurring level’ (in our case: c). Further, the results provide
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4.5 Results Analysis and Discussion

Table 4.7 Example optimal FOU sizes collected from the RMSE tables (4.1-4.6) for
uniform noise.

SNR The optimal FOU size c for different IT2 FLSs

Triangular MG TSP Triangular IK TSP Triangular LZ TSP

NF 0 0 0

20 0.2 0.1 0.2

16 0.2 0.2 0.3

12 0.3 0.4 0.4

10 0.7 0.4 0.5

6 0.7 0.6 1.0

0 1.0 1.0 1.0

general insight into the fundamental choice between T1 and T2 FSs in applications

where an assessment of the noise level (SNR) can be made or is available.

4.5.2 Determining Optimal FOU Sizes Based on Known Levels of

Uncertainty

Based on the experiments conducted, we can summarize the optimal FOU sizes for

the given experimental settings. Table 4.7 shows the optimal FOU size c at a set

of uncertainty levels (SNRs) for chosen TSP cases based on the results shown in

the Tables (4.1-4.6) using uniform noise results. For example, for a given SNR of

10db, the FOU size c for the time series MG, IK and LZ should be 0.7, 0.4 and 0.5

respectively. However, this example is for a specific application with a specific MF

and one noise type (uniform noise).

As an initial approach to generalise the results across the time series prediction

applications and noise types adopted in this study, we create Table 4.8. It captures

the ranges of the parameter c (as an interval [cle f t ,cright ]) that have resulted in the
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Table 4.8 Intervals with optimal FOU sizes (c) generalised across all time series and
noise types in this thesis.

FOU size c interval [cle f t ,cright]

SNR cle f t cright

minimum average maximum average

NF 0 0 0 0

20 0.10 0.12 0.20 0.17

18 0.10 0.17 0.30 0.23

16 0.10 0.22 0.30 0.25

14 0.20 0.28 0.40 0.30

12 0.30 0.40 0.80 0.50

10 0.40 0.52 0.90 0.68

8 0.50 0.62 1.0 0.82

6 0.60 0.82 1.0 0.87

4 0.70 0.88 1.0 0.97

2 0.70 0.93 1.0 1.0

0 1.0 1.0 1.0 1.0

Table 4.9 Example computation for SNR=20 dB in table 4.8.

Table cle f t cright

4.1 0.1 0.2

4.2 0.1 0.2

4.3 0.1 0.1

4.4 0.1 0.1

4.5 0.2 0.2

4.6 0.1 0.2

minimum average maximum average

0.10 0.12 0.20 0.17
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optimal performance for a given SNR across all experiments (Tables 4.1-4.6) and thus

all time series and noise types. To generate this table, for each SNR level and for each

experiment, the minimum and maximum c parameters are aggregated using either the

mean or a min/max (for minimum and maximum c values respectively).

Table 4.9 provides a detailed example of the calculations underpinning Table

4.8. In it, we consider the results of SNR=20dB from Tables 4.1-4.6 and take the

corresponding two c values that give the minimum RMSE (i.e., the bold values). The

c value that results in the minimum RMSE value will be considered as cle f t and the

other one as cright . After collecting all of these values from each table, the minimum

and the average of cle f t as well as the maximum and the average of cright are calculated

as shown in Table 4.9. The same method is applied to the other noise levels and their

final results are summarised in Table 4.8.

Returning to the example of the SNR of 10db, the FOU size c for the ‘general’

time series prediction applications can be looked up from Table 4.8 to be in the interval

[0.4,0.9] (based on min/max) or [0.52,0.68] (based on average).

4.6 Summary

In this chapter, an extensive series of Time-Series Prediction (TSP) experiments was

conducted to investigate the relationships between the FOU size and uncertainty levels.

In particular, we introduce an approach for the controlled blurring (CB) of type-1 MFs

to interval type-2 MFs that ensures that the FOU size within a given IT2 fuzzy set

remains constant (within the support of the lower membership function) and hence,

satisfying requirements 1 and 2 in Chapter 3 (Section 3.2). The latter is crucial if we
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seek to establish a direct link between a known level of uncertainty affecting a given

variable and the FOU size of the fuzzy sets describing that variable.

Using the controlled blurring method, CB, we investigated the relationship between

the FOU size of T2 FSs and the level of the presented uncertainty. We demonstrated

and analysed the performance of a range of carefully designed FLSs in the context of

the three time series: Mackey Glass, Ikeda and Lorenz. A direct relationship between

the FOU sizes of the FSs and the noise levels was shown and illustrated, namely, as

noise level increases, the FOU that gives the minimum RMSE value increases as well.

Also, it was observed that the T1 FLSs (c = 0) are outperforming IT2 FLSs with noise

free (NF) testing data as is intuitively expected.

Based on the experimental results, we first provide specific examples of the optimal

FOU size for specific TSP experiments before providing guidelines on FOU size

selection based on aggregate results across all experiments conducted. While it was

clear that these guidelines are based on TSP experiments, they provided a valuable

starting point for establishing more generically applicable guidelines for FOU size

selection in applications where the level of uncertainty (e.g., SNR in our case) can be

determined a priori.

Finally, the proposed approach (CB) that enables the transition from T1 to IT2

FLSs through varying the size of the FOU of their respective FSs while keeping

the size of the FOU over the FS as constant as possible was investigated. This is

an important feature of this method as it enables the relating of FOU size to levels

of uncertainty and vice versa. However, this method does not maintain the T1 MF

shape, which starts for example with a triangular shape in T1 principal MFs, and
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as we increase the FOU size, the shape of IT2 FS changes to a different shape (i.e.,

trapezoidal).

Based on the results of following the systematic design and evaluation process

employed in this study and the conclusions drawn, the first and second objectives

stated in the introduction are met in this chapter. However, both of these objectives

will be revisited again in Chapter 5 due to the shortcoming in CB stated above.

In the next chapter, we provide complete detail for the shape-preserving controlled

blurring approach initially introduced in Section 3.2.3, followed by a series of in–depth

experiments showing the performance of the resulting method.
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Chapter 5

An Investigation into the

Shape-Preserving Controlled

Blurring for the Generation of

Interval Type-2 Fuzzy Sets

5.1 Introduction

The objective of this chapter is to investigate the shape-preserving controlled blurring

approach highlighted in Chapter 3, (SP-CB), which is an alternative FOU creation

method to CB satisfying requirements 1, 2 and 3 in Section 3.2. The controlled

blurring (CB) method has been thoroughly investigated in Chapter 4 and has a potential

shortcoming in not preserving the initial T1 MFs shape as the FOU size increases.

Keeping the original MF shape will enable an intuitive comparison between the T1

and T2 FSs.
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5.1 Introduction

This chapter builds on Chapter 4 and further explores the methodological transition

of T1 to IT2 FSs for given ‘levels’ of uncertainty. Specifically, we detail and apply the

shape-preserving controlled blurring (SP-CB) method, which proposes to transition

from T1 to IT2 FLSs through varying the size of the FOU of their respective FSs while

maintaining the original FS shape (e.g., triangular) and keeping the size of the FOU

over the FS as constant as possible. The latter is important as it enables the systematic

relating of FOU size to levels of uncertainty and vice versa, while the former enables

an intuitive comparison between the T1 and T2 FSs. The effectiveness of the proposed

method is demonstrated through a series of experiments using both the MG and LZ

time series prediction problems. The results are compared with the results of the IT2

FS creation method (CB).

By using the two methods (CB and SP-CB), we will be able to investigate three

issues not considered in Chapter 4 that highlight the potential advantages and disadvan-

tages of both approaches in theoretical work and practical applications. Specifically,

Chapter 5 comprises the following:

• The FOU creation methods (CB and SP-CB) and their comparison.

• Training and testing the FLSs using an NF data set and noisy data set. Training

and testing using the same noise level (i.e. SNR) is the case in most real world

cases, but it is also possible that a system is trained using NF data, for example

as in laboratory conditions, can then be used in real world conditions (noisy).

So, we apply our experiments using both NF and noisy data.

• Using both singleton and non-singleton fuzzification. As the SNR gets smaller

(more uncertainty), non-singleton fuzzification becomes more important and

most likely will improve the system’s performance.
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In the remaining sections of this chapter, we will detail the shape-preserving

controlled blurring (SP-CB) method (in Section 5.2). A series of experiments that

illustrate the FOU construction approaches and follow the IT2 FS design and evaluation

process highlighted in Chapter 3 (Section 3.3) will be detailed in section 5.3 and there

we will present their results. The results will then be analysed and discussed in section

5.4, followed by the chapter summary in section 5.5.

5.2 The Shape-Preserving Controlled Blurring Method

Details

In an effort to find an alternative FOU creation method satisfying requirements 1, 2

and 3 presented in Section 3.2, to address the shortcoming of CB method which starts

for example with a triangular shape in T1 principal MFs and, as we increase the FOU

size, the shape of IT2 FS changes to a different shape, a new method that enables

a shape-preserving is proposed. This shape-preserving controlled blurring (SP-CB)

method is used to obtain an IT2 FS with a uniform FOU that captures a constant level

of uncertainty over the core of the fuzzy set based on the bounded values of uncertainty

δ and a fixed parameter c ∈ [0,1]. The parameters are used to create an FOU of a

given size around a principal T1 MF and to maintain the same shape of the T1 MF for

both the UMF and the LMF as the FOU increases. We will refer to this approach as

SP-CB method throughout the thesis.

We start the design of the IT2 FSs by including the FOU size parameter c and the

bounded values of uncertainty δ to form the IT2 FSs of the system. Note that when
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5.2 The Shape-Preserving Controlled Blurring Method Details

both c and δ are equal to zero, the result is the original T1 FS MF, while c = 1 results

in an IT2 set with a very wide FOU (as detailed below).

In order to preserve the original shape of the membership function (T1 MF) as we

add a certain value of the FOU size parameter c to it to create an IT2 FS, we construct

the UMF, µ(x), and the LMF, µ(x), of the IT2 FS by adding/subtracting the specific

value of (δ ) from the T1 triangular and trapezoidal MFs parameters as follows:

a = a+δ (5.1a)

a = a−δ (5.1b)

b = b−δ (5.1c)

b = b+δ (5.1d)

where a and b are the left and the right points of the LMFs, a and b are the left and the

right points of the UMFs.

In the case of Gaussian MF, we construct the UMF, µ(x), and the LMF, µ(x), of

the IT2 FS by adding/subtracting the specific value of (δ ) from the T1 Gaussian MF

parameters as follows:

σ = σ +δ (5.2a)

σ = σ −δ (5.2b)

where σ and σ are the standard deviation of the UMF and LMF respectively.
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Figure 5.1 Illustration of the design methods of triangular IT2 MFs with the FOU size
parameter c = 0.5. (a) Initial T1 FS, (b) IT2 FS created using CB method and (c) IT2
FS created using SP-CB method.

The UMF, µ(x) and the LMF, µ(x) of IT2 FS for triangular case can then be

obtained as follows:

µ(x) =


0 b ≤ x ≤ a

x−a
m−a a ≤ x ≤ m

b−x
b−m

m ≤ x ≤ b

(5.3)

µ(x) = (1− c)∗


0 b ≤ x ≤ a

x−a
m−a a ≤ x ≤ m

b−x
b−m m ≤ x ≤ b

(5.4)
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Figure 5.2 Illustration of the design methods of trapezoidal IT2 MFs with the FOU
size parameter c = 0.5. (a) Initial T1 FS, (b) IT2 FS created using CB method and (c)
IT2 FS created using SP-CB method.

For the trapezoidal case, the UMF, µ(x), and the LMF, µ(x), of IT2 FS can then

be obtained as follows:

µ(x) =



0 b ≤ x ≤ a

x−a
m1−a a ≤ x ≤ m1

1 m1 ≤ x ≤ m2

b−x
b−m2

m2 ≤ x ≤ b

(5.5)

µ(x) = (1− c)∗



0 b ≤ x ≤ a

x−a
m1−a a ≤ x ≤ m1

1 m1 ≤ x ≤ m2

b−x
b−m2

m2 ≤ x ≤ b

(5.6)
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Figure 5.3 Illustration of the design methods of Gaussian IT2 MFs with the FOU size
parameter c = 0.5. (a) Initial T1 FS, (b) IT2 FS created using CB method and (c) IT2
FS created using SP-CB method.

Whereas, for the Gaussian case, the UMF, µ(x), and the LMF, µ(x), of IT2 FS can

then be obtained as follows:

µ(x) = e
−(x−m)2

2σ2 (5.7)

µ(x) = (1− c)∗ e
−(x−m)2

2σ2 (5.8)

In (5.4), (5.6) and (5.8) we scaled the lower membership function by (1− c)

to create a uniform FOU all over the IT2 FS. Parameter c ∈ [0,1] is the FOU size

parameter. The δ parameter is used to define the endpoints in the fuzzy MFs (see

Figure 5.1, Figure 5.2 and Figure 5.3). Its value can be obtained experimentally, so
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that, for a given value of c, the uncertainty indicator, UÃ (x) in (3.1), is constant (equal

to c) over the support of the LMF (µ(x)> 0).

A more detailed illustration of the design of the IT2 FS is depicted in Figure 5.1(a)

and 5.1(c) for triangular MFs, Figure 5.2(a) and 5.2(c) for trapezoidal MFs and Figure

5.3(a) and 5.3(c) for Gaussian MFs using SP-CB method.

After considering the proposed FOU creation techniques, we proceed to an experi-

mental exploration of the different behaviour of IT2 FSs created using either the CB

or the SP-CB methods when transitioning from a T1 to an IT2 FLSs.

5.3 Experiments and Results

FLSs have been successfully used in forecasting of time series [8–10],[13]. As the

level of uncertainty/noise is controllable, we use time series prediction here as a test

bed to explore the different approaches to IT2 FLS generation. We conduct a series

of experiments using both the Mackey-Glass (MG) and Lorenz (LZ) time series, a

chaotic time series; their details were given in in Chapter 4 Sections (4.3.1) and (4.3.3)

respectively.

Following Chapter 3 (Section 3.3) that provides a general design process frame-

work. It is designed to systematically describe the initial design of the T1 FLS for

a given application and its subsequent transformation to one or more IT2 FLSs by

applying the FOU creation methods. Each of the process steps is detailed below and

applied to in the same manner to the MG and LZ time series, with the results presented.

For each, we show three cases based on different type of FSs: triangular, trapezoidal

and Gaussian MFs.
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First, we generate a data set (both training and testing data) from each of the two

time series. Then, we design evenly distributed T1 FSs and create the rule base by

applying the WM approach using the training data sets: noise-free training (NFtrain)

set and training sets corrupted by different noise levels (Ntrain).

Next, we start the design of a series of IT2 FLSs by generating IT2 FSs using

the FOU size parameter c to form the IT2 MFs of the systems. The actual number

of FSs and the rules from the T1 system are maintained. In parallel, different levels

of noise as a source of uncertainty are employed to generate a series of testing data

sets. Finally, the performance of each of the T1/IT2 FLSs is evaluated for each of the

testing data sets and a comparison is made between the CB and the SP-CB methods.

The complete process is illustrated by the flowchart in Figure 5.4 and can be

summarised in the four subsections (5.3.1 - 5.3.4) below.

5.3.1 Data Generation

Following Chapter 3 (Section 3.3.1), NF data for the two time series are generated

using (4.9) for the MG and (4.11a, 4.11b, 4.11c) for the LZ time series with the

parameters and the numerical solutions of the differential equations presented in

Chapter 4, Section (4.3.1 and (4.3.3) respectively. For the LZ, we use variable x in this

study.

To obtain training and testing input-output data pairs, we specify the value of

N = 700, D = 500 and p = 4. Specifically, we extract 700 input-output data pairs. In

our case, four-input, one-output FLSs (single stage prediction) are considered. The

training data set is the first 500 data points used for training the FLSs (generating the

rules) using x(1001) to x(1504). The following 200 points using x(1505) to x(1708)
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Figure 5.4 A flowchart of the process of using different FOU sizes to design and
evaluate IT2 FLSs at different noise levels for the SP-CB method.

are used for testing the FLSs. In this study, we consider different versions of training

and testing data corrupted with zero-mean uniform noise for different SNRs. We use 5

noise levels in training and the same number in testing. The chosen noise levels are

(from lowest to highest level): 20,16,10,4 and 0 dBs. The original noise free (NF) data

also used for training and testing the FLSs.

The training data sets used in our experiments include:

• One set of 500 NF input-output training pairs. This is denoted noise-free training

(NFtrain) set.
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• Five sets of 500 noisy input-output training pairs corrupted with zero-mean

uniform noise for five different SNR values: 0, 4, 10, 16 and 20 dBs. These are

denoted noisy training (Ntrain) data sets.

For the testing data, we generate:

• One set of 200 NF input-output testing pairs. This is denoted noise-free testing

(NFtest) set.

• Five sets of 200 noisy input-output testing pairs corrupted with zero-mean

uniform noise for five different (noise levels) SNR values: 0, 4, 10, 16 and 20

dBs.

5.3.2 Type-1 Fuzzy Sets Design and Rule-Base Creation

Following Chapter 3 (Section 3.3.2) and these experiment, we choose the number

of MFs (triangular, trapezoidal or Gaussian) to be 7 for each input and output of the

FLS. These are defined evenly to cover the input and output spaces. The triangular,

trapezoidal and Gaussian T1 MFs used for the inputs and outputs are shown in Figure

5.5(a), Figure 5.6(a) and Figure 5.7(a) respectively. The MFs are labelled using

numbers (e.g., F11 represents FS 1 of input 1 and for the output F1 represent FS 1).

Then, we apply the well-known WM method to create the rules for the given training

input-output dataset that are corrupted with different levels of noise. In this work we

used 5 noise levels in training which include 20,16,10,4 and 0 dBs. The original NF

data was also used for training the FLSs. The result is 18 rule bases (6 for triangular

MF, 6 for trapezoidal MF and 6 for Gaussian MF) generated using different noise

levels as shown in Table 5.1. The actual number of FSs and the rules are maintained
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Table 5.1 Number of rules generated at each noise level using the WM-method applied
to T1 FLSs using triangular, trapezoidal and Gaussian MFs with MG and LZ.

Noise Level MFs with MG time series MFs with LZ time series

triangular trapezoidal Gaussian triangular trapezoidal Gaussian

NF 47 47 47 70 70 70

20 80 80 80 91 91 91

16 91 91 91 98 98 98

10 125 125 125 142 142 142

4 283 283 283 260 260 260

0 330 330 330 307 307 307

from the T1 FLSs and used for all resulting IT2 FLSs. From Table 5.1, we can see that

triangular, trapezoidal and Gaussian MFs used in T1 FSs generate the same number of

rules at each noise level for each of MG and LZ time series.

5.3.3 Interval Type-2 Fuzzy Sets Creation

Following Chapter 3 (Section 3.3.3), we extend the T1 FLSs into a series of IT2 FLSs.

First, we design the T1 FSs for triangular, trapezoidal and Gaussian MFs and create

the rule bases employing the WM approach using the training data set. Then, we start

the design of a series of IT2 FLSs by generating IT2 FSs using the FOU creation

methods CB and SP-CB to form the IT2 MFs of the systems. The actual number of

FSs and the rules are maintained from the T1 system. All the common parameters

of the singleton fuzzy logic systems (SFLSs) and non-singleton fuzzy logic systems

(NSFLSs) are the same. For all experiments, σx in the NSFLS case is set equal to the
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Figure 5.5 Triangular T1 and two examples of IT2 MFs used in the design of the TSP
FLSs using the SP-CB method. (a) T1 MFs, (b) IT2 MFs designed with FOU size
parameter c = 0.4 and (c) IT2 MFs designed with FOU size parameter c = 0.8.
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Figure 5.6 Trapezoidal T1 and two examples of IT2 MFs used in the design of the
TSP FLSs using the SP-CB method. (a) T1 MFs, (b) IT2 MFs designed with FOU
size parameter c = 0.4 and (c) IT2 MFs designed with FOU size parameter c = 0.8.
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Figure 5.7 Gaussian T1 and two examples of IT2 MFs used in the design of the TSP
FLSs using the SP-CB method. (a) T1 MFs, (b) IT2 MFs designed with FOU size
parameter c = 0.3 and (c) IT2 MFs designed with FOU size parameter c = 0.8.

113
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standard deviation of the additive noise. In a noise free situation for which σx = 0, the

performance of the NSFLS is identical to that of the SFLS.

To construct the upper and lower membership functions of the IT2 FSs, we use the

following:

• The FOU parameter c values used for both methods (CB and SP-CB) are chosen

to be 0,0.2,0.4,0.8 and 1.0. At c = 0 the IT2 FSs reduce to the original T1 FSs,

whereas in case of using c = 1, the IT2 FSs reach the maximum amount of their

width.

• For the CB method, we use the method detailed in Chapter 4 and create the IT2

FSs by applying the equations (4.1) and (4.2) for triangular, trapezoidal and

Gaussian cases.

• For the SP-CB method, we use the method detailed in this chapter and design

the IT2 FSs by applying the equations (5.3) and (5.4) for triangular case, the

equations (5.5) and (5.6) for trapezoidal case and the equations (5.7) and (5.8)

for Gaussian case.

• For the SP-CB, the δ parameter is used to define the bounded values of the MFs

and its values can be obtained experimentally, so that, for a given value of c

parameter and using the uncertainty indicator (UI), UÃ (x) in (3.1), the UI value

should be constant within the supports of the lower MFs (µ
Ã
(x)> 0) with a

value equal to c. δ values for triangular, trapezoidal and Gaussian FSs based on

both MG and LZ time series are shown in Table 5.2.

Examples of the FOU construction using the SP-CB method for the FSs of two

IT2 FLSs using different FOU size parameters c = 0.40 and c = 0.80 are shown in
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5.3 Experiments and Results

Table 5.2 Values of δ for triangular, trapezoidal and Gaussian FSs with MG and LZ.

c value δ value with MG time series δ value with LZ time series

triangular trapezoidal Gaussian triangular trapezoidal Gaussian

0 0 0 0 0 0 0

0.2 0.02 0.015 0.004 0.60 0.45 0.191

0.4 0.045 0.033 0.009 1.35 1.02 0.40

0.8 0.12 0.088 0.017 3.60 2.70 1.10

1.0 0.182 0.127 0.021 5.40 2.77 1.72

Figure 5.5(b) and Figure 5.5(c) for the triangular case, examples of the trapezoidal

case are shown in Figure 5.6(b) and Figure 5.6(c) and examples of the Gaussian case

are shown in Figure 5.7(b) and Figure 5.7(c).

Table 5.3 shows the triangular, trapezoidal and Gaussian FSs at different c values

for the CB method and SP-CB method. Note how both methods maintain a constant

level of uncertainty (FOU size) over the support of the LMFs, while the SP-CB method

also preserves the shape of the T1 MFs.

After creating the IT2 FSs (triangular, trapezoidal and Gaussian) for both CB

and SP-CB, we start to design SFLSs and NSFLSs using the rule bases generated

previously as described in Section 5.3.2.

After finishing the design of the IT2 FLSs with the chosen FOU sizes for both

methods at different configurations as mentioned above, the testing data sets are

used to test the performance of the individual IT2 FLSs when faced with different

uncertainty/noise levels. Now we have a total of 20 FLSs for each design method with

115



5.3 Experiments and Results

Table 5.3 Triangular,trapezoidal and Gaussian FSs at different c values for the CB and
the SP-CB methods.

triangular trapezoidal Gaussian

c CB SP-CB CB SP-CB CB SP-CB

0

0.2

0.4

0.8

1.0
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5.3 Experiments and Results

Table 5.4 The general structure of the experiments for each of MG and LZ.

No. of FLSs Method MF Type
Training

Type

Fuzzification

Type
FOU sizes

5 CB triangular NFtrain Singleton {0,0.2,0.4,0.8,1.0}

5 CB triangular NFtrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 CB triangular Ntrain Singleton {0,0.2,0.4,0.8,1.0}

5 CB triangular Ntrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 CB trapezoidal NFtrain Singleton {0,0.2,0.4,0.8,1.0}

5 CB trapezoidal NFtrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 CB trapezoidal Ntrain Singleton {0,0.2,0.4,0.8,1.0}

5 CB trapezoidal Ntrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 CB Gaussian NFtrain Singleton {0,0.2,0.4,0.8,1.0}

5 CB Gaussian NFtrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 CB Gaussian Ntrain Singleton {0,0.2,0.4,0.8,1.0}

5 CB Gaussian Ntrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB triangular NFtrain Singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB triangular NFtrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB triangular Ntrain Singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB triangular Ntrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB trapezoidal NFtrain Singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB trapezoidal NFtrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB trapezoidal Ntrain Singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB trapezoidal Ntrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB Gaussian NFtrain Singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB Gaussian NFtrain Non-singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB Gaussian Ntrain Singleton {0,0.2,0.4,0.8,1.0}

5 SP-CB Gaussian Ntrain Non-singleton {0,0.2,0.4,0.8,1.0}

120 FLSs Total

Testing {NFtest,20,16,10,4,0}
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5.3 Experiments and Results

each MF case (triangular, trapezoidal and Gaussian) (i.e. 5 levels of c * 2 training

conditions (NFtrain and Ntrain) * 2 FLS types (NSFLS, SFLS)). The total number of

constructed FLSs for each time series is 120 FLSs (20 with triangular (CB method), 20

with triangular (SP-CB method) 20 for trapezoidal (CB method) and 20 for trapezoidal

(SP-CB) 20 with Gaussian (CB method), 20 with Gaussian (SP-CB method)) and each

system will be tested over 5 different noise levels and the NFtest case. The general

structure of the experiments is depicted in Table 5.4. The testing and evaluation of

these systems will be presented next.

5.3.4 Fuzzy Logic System Evaluation

We test each of the IT2 FLSs described above against 6 levels of noise in order to

determine the best performance for each noise level. Each test is repeated 30 times to

account for the random generation of the uniform noise. The performances of all the

designs were evaluated using their RMSE (5.9) over the testing data set.

RMSE =

√√√√ 1
200

1707

∑
t=1508

[
s(t +1)− f

(
s(t)

)]2 (5.9)

where, s(t +1) is the output of the noisy testing data and f (s(t)) is the crisp output of

the FLS, and, s(t) = [s(t −3),s(t −2),s(t −1),s(t)]T .

In addition, percentage of improvement based on RMSE (PIRMSE) [172], for

example, obtained through the CB method over SP-CB method can be calculated using

(5.10) shown below.

PIRMSE =
(SP−CB)− (CB)

CB
×100% (5.10)
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5.4 Analysis and Discussion

The RMSE results are averaged over 30 runs and are depicted in Tables 5.5-5.10

showing the results of the average RMSE of each of the MG and LZ time series using

three different MF types (triangular, trapezoidal and Gaussian) with the two different

design methods (CB and SP-CB). Each column represents an IT2 FLS design with a

given FOU size parameter c. The rows show the average RMSE value at the different

SNR values for all FOU sizes/FLSs. The shaded values are the result of the SP-CB

method.

5.4 Analysis and Discussion

In order to explore the viability and effects of the FOU creation method SP-CB, in

particular in relation to the CB method, we briefly discuss the results of the experiments

conducted in the previous sections. Illustrations of sample outputs for MG and LZ

TSP resulting from applying the SP-CB method are found in Figures 5.8 and 5.9

respectively.

After analysing of the RMSE results of both methods, we can divide the analysis

into three areas. The first analysis covers a comparison of the FLSs based on CB

and SP-CB in terms of their performance in general. The second analysis is devoted

to the performance of CB and SP-CB in different settings (i.e., training on NFtrain

and Ntrain data, SFLSs and NSFLSs). The third analysis includes the performance

analysis of the FLSs with the three cases (triangular, trapezoidal and Gaussian MFs)

on different settings for both MG and LZ time series. Finally, common observations

are presented.
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Figure 5.8 Sample FLSs outputs for MG TSP by applying the SP-CB method with
different settings. Tested with 20dB and FOU size c = 0.2, (a) trained with NF data
and (b) trained with 20dB. Tested with 20dB and FOU size c = 0.8, (c) trained with
NF data and (d) trained with 20dB. Tested with 10dB and FOU size c = 0.2, (e) trained
with NF data and (f) trained with 10dB. Tested with 10dB and FOU size c = 0.8, (g)
trained with NF data and (h) trained with 10dB.
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Figure 5.9 Sample FLSs outputs for LZ TSP by applying the SP-CB method with
different settings. Tested with 20dB and FOU size c = 0.2, (a) trained with NF data
and (b) trained with 20dB. Tested with 20dB and FOU size c = 0.8, (c) trained with
NF data and (d) trained with 20dB. Tested with 10dB and FOU size c = 0.2, (e) trained
with NF data and (f) trained with 10dB. Tested with 10dB and FOU size c = 0.8, (g)
trained with NF data and (h) trained with 10dB.
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5.4.1 Mackey-Glass Time Series Results

The average RMSE values for CB and SP-CB using MG time series are depicted

in Tables 5.5 - 5.7. The results for the triangular, trapezoidal and Gaussian MFs

are visualised in Figures 5.10, 5.11 and 5.12 respectively. Generally, there are no

significant differences between them in the sense that NSFLSs provide superior

outputs to SFLSs. Also, training the systems on noisy data (Ntrain) produces better

performance especially with the SFLSs cases. As we increase the FOU size parameter

c, the performance gets better. At c = 0 both methods have the same result as the

systems reduced to the original T1 FLS.

By calculating the percentage of improvement of CB over SP-CB in the triangular

MF case, is found to be 34% at c = 0.8 and 20% at c = 1.0. The percentage of

improvement of CB over SP-CB in the case of the trapezoidal MF is found to be

around 22% at c = 0.8 and less for the other c values. Whereas, The percentage of

improvement of CB over SP-CB in the case of the Gaussian MF is smaller, reaching

around 11.5% at c = 1.0 and significantly less for the other c values.

A general comparison of CB and SP-CB performance in different setting (e.g.,

training on NFtrain and Ntrain data, SFLSs and NSFLSs)) is presented next. By

comparing the results of each methods, we have found that the FLSs trained with

noisy data (Ntrain) performed better than those trained with noise free (NFtrain) in

all MFs cases, as expected (see for example, Figures 5.10(a) and 5.10(e)). In the

case of SFLSs and at low SNR (higher noise levels), FLSs trained with noisy data

(Ntrain) perform better by around 41 % than FLSs trained with NF data (NFtrain).

From Figures 5.10-5.12, it is clear that the CB method is performing better than the
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Figure 5.10 The average RMSE of the TSP for the MG TSP and triangular MFs.
(a) CB method and (b) SP-CB method for SFLSs training on NF data (NFtrain); (c)
CB method and (d) SP-CB method for NSFLSs trained on NF data (NFtrain); (e)
CB method and (f) SP-CB method for SFLSs trained on noisy data (Ntrain); (g) CB
method and (h) SP-CB method for NSFLSs trained on noisy data (Ntrain).
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Figure 5.11 The average RMSE of the TSP for the MG TSP and trapezoidal MFs.
(a) CB method and (b) SP-CB method for SFLSs training on NF data (NFtrain); (c)
CB method and (d) SP-CB method for NSFLSs trained on NF data (NFtrain); (e)
CB method and (f) SP-CB method for SFLSs trained on noisy data (Ntrain); (g) CB
method and (h) SP-CB method for NSFLSs trained on noisy data (Ntrain).
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Figure 5.12 The average RMSE of the TSP for the MG TSP and Gaussian MFs. (a)
CB method and (b) SP-CB method for SFLSs training on NF data (NFtrain); (c)
CB method and (d) SP-CB method for NSFLSs trained on NF data (NFtrain); (e)
CB method and (f) SP-CB method for SFLSs trained on noisy data (Ntrain); (g) CB
method and (h) SP-CB method for NSFLSs trained on noisy data (Ntrain).
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SP-CB method in most cases. Overall, as expected, NSFLSs perform much better than

SFLSs, especially at lower SNR values (higher noise levels).

By comparing the result of triangular, trapezoidal and Gaussian MFs performance

in the case of both the CB and SP-CB shown in Tables 5.5 - 5.7 together with Figures

5.10- 5.12, we have found that FLSs with trapezoidal MFs perform better than those

with triangular MFs in all cases except for SFLSs trained on NF data and Gaussian

MFs results show superior performance. Also, NSFLSs perform much better than

SFLSs in both training cases (noise free (NFtrain) and noisy (Ntrain) training data).

5.4.2 Lorenz Time Series Results

The average RMSE values for CB and SP-CB using LZ time series are depicted in

Tables 5.8-5.10. For a better illustration of the results in Tables (5.8-5.10), we show

a visual representation of the these results in Figures 5.13-5.15. These figures show

the RMSE values of SFLSs and NSFLSs using different noise levels (different SNR

values) of testing and training data corrupted with different levels of noise for the LZ

time series. These figures, together with Tables (5.8-5.10), show the performance of

each FLS designed with a particular FOU size (parameter c) and trained with particular

noise level, as each is tested with different noise level. As can be seen from the tables

and their corresponding figures, the results for the LZ TSP are consistent with the

results of the MG TSP and both lead to the same observations and conclusions detailed

further below.

Generally, NSFLSs provide superior outputs to SFLSs and there are no significant

differences between the performance of both approaches (CB and SP-CB). Also,

training the systems on noisy data (Ntrain) produces better performance especially
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Figure 5.13 The average RMSE of the TSP for the LZ TSP and triangular MFs. (a)
CB method and (b) SP-CB method for SFLSs training on NF data (NFtrain); (c)
CB method and (d) SP-CB method for NSFLSs trained on NF data (NFtrain); (e)
CB method and (f) SP-CB method for SFLSs trained on noisy data (Ntrain); (g) CB
method and (h) SP-CB method for NSFLSs trained on noisy data (Ntrain).
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Figure 5.14 The average RMSE of the TSP for the LZ TSP and trapezoidal MFs.
(a) CB method and (b) SP-CB method for SFLSs training on NF data (NFtrain); (c)
CB method and (d) SP-CB method for NSFLSs trained on NF data (NFtrain); (e)
CB method and (f) SP-CB method for SFLSs trained on noisy data (Ntrain); (g) CB
method and (h) SP-CB method for NSFLSs trained on noisy data (Ntrain).
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Figure 5.15 The average RMSE of the TSP for the LZ TSP and Gaussian MFs. (a)
CB method and (b) SP-CB method for SFLSs training on NF data (NFtrain); (c)
CB method and (d) SP-CB method for NSFLSs trained on NF data (NFtrain); (e)
CB method and (f) SP-CB method for SFLSs trained on noisy data (Ntrain); (g) CB
method and (h) SP-CB method for NSFLSs trained on noisy data (Ntrain).
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with the SFLSs cases. As we increase the FOU size parameter c, the performance gets

better. At c = 0 both methods (CB and SP-CB) have the same result as the systems

reduced to the original T1 FLS.

By calculating the percentage of improvement for the LZ time series of CB over

SP-CB in the triangular MF case, is found to be 21% at c = 0.8 and 14% at c = 1.0.

The percentage of improvement of CB over SP-CB in the case of the trapezoidal MF

is found to be around 10% at c = 0.8 and less for the other c values. However, the

percentage of improvement of CB over SP-CB in the case of the Gaussian MF is

smaller, reaching around 5.5% at c = 1.0 and significantly less for the other c values.

A general comparison of CB and SP-CB performance in different settings (e.g.,

training on NFtrain and Ntrain data, SFLSs and NSFLSs)) is presented next. By

comparing the results of the methods, we have found that the FLSs trained with noisy

data (Ntrain) performed better than those trained with noise free (NFtrain) in all MF

cases, as expected (see for example, Figures 5.14(a) and 5.14(e)). In the case of SFLSs

and at low SNR (higher noise levels), FLSs trained with noisy data (Ntrain) perform

better by around 18% than FLSs trained with NF data (NFtrain). From Figures 5.13-

5.15, it is clear that the CB method is performing better than the SP-CB method in

most cases. Overall, as expected, NSFLSs perform much better than SFLSs, especially

at lower SNR values (higher noise levels).

By comparing the performance results of LZ TSP using triangular, trapezoidal and

Gaussian MFs in the case of both the CB and SP-CB shown in Tables 5.5 - 5.7 together

with Figures 5.10-5.12, we have found that FLSs with the trapezoidal MFs perform

better than those with the triangular MFs in all cases and Gaussian MFs results show
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superior performance. Also, NSFLSs perform much better than SFLSs in both training

cases (noise free (NFtrain) and noisy (Ntrain) training data).

Finally, from the results of both time series, we observe the following:

• All FLSs show performance improvement when SNR increases as is intuitive.

• A direct relationship between the FOU size of the FSs and the noise level

is observed showing that as the noise level increases, the FOU that gives the

minimum RMSE value increases as well, resulting in performance improvement.

• Training the systems with noisy data (Ntrain) improves the performance of

FLSs.

• NSFLSs outperform their counterparts (SFLSs).

• The Wang-Mendel approach generates the same number of rules for triangular,

trapezoidal and Gaussian MFs at each noise level for each different time series.

• The CB method shows better performance than the SP-CB method, especially

with triangular MFs.

• Gaussian MFs show better performance overall compared to the other two MFs

(triangular and trapezoidal).

5.5 Summary

In this chapter, we propose the SP-CB approach to transitioning from T1 to IT2

FSs for different levels of uncertainty (noise), while preserving the original T1 MF

shape in the IT2 MFs thus satisfying requirements 1, 2 and 3 in Section 3.2. The
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objective of this work is not to achieve optimal performance in applications such as

in time series prediction, but to study and present an IT2 FS creation method. The

SP-CB method systematically captures a specified amount of uncertainty (i.e., the

uncertainty in memberships over the support of the LMF is constant) and preserves

the original shape of the MF (the LMF and UMF keep their original T1 MF shape)

for comparison between T1 and IT2 FLSs. The proposed approach (SP-CB) enables

both the adaptation of the IT2 FS for known levels of uncertainty (i.e. by increasing

FOU size with increasing uncertainty) and the systematic comparison of the original

T1 FLS(s) to the resulting new IT2 FLS(s). This method is compared with the IT2 FS

creation method CB, which follows a similar creation approach as SP-CB but does not

maintain the T1 MF shape.

In order to assess the viability and explore the behaviour of the SP-CB method, we

conducted a detailed performance comparison and evaluation in the context of time

series analysis using both MG and LZ time series. Both methods were tested under

different conditions (Noise free and noisy training data, singleton and non-singleton

fuzzification) as well as using triangular, trapezoidal and Gaussian MFs. Generally, the

results indicate that FLSs based on the CB method outperform those based on the SP-

CB method in both time series. However, both methods provide expected performance

increases for increasing FOU sizes as uncertainty/noise levels increase. Based on this,

it seems that in applications where the systematic transition and comparison from an

original T1 FLS is paramount, the SP-CB method is preferable, as it maintains the MF

shapes. In applications where this level of comparability is not vital however, the CB

method provides superior levels of performance, while also maintaining a systematic

and parametrised increase in FOU size in the face of increasing uncertainty.
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Based on the results achieved in this investigation, the adaptation to the systematic

design and evaluation process and the conclusions drawn from applying and comparing

the results of CB and SP-CB methods in the given application, the first and the second

objectives stated in the introduction are met in this chapter.

The following chapter will present the third approach investigated in this thesis.

This approach is built on the the first presented method (CB method) and is used to

further refine the FOU size for an existing system by introducing an optimisation

method for tuning IT2 FLSs parameters and selecting the optimal FOU through the

simulated annealing algorithm.
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Chapter 6

An Exploration into the

Optimised-Controlled Blurring for

the Tuning of Interval Type-2 Fuzzy

Sets

6.1 Introduction

It is known that the uncertainty in an application varies if the environment or conditions

change. Assuming that we have established an appropriate FOU in the existing system

and the environment or conditions change, in this case, the FOU refinement is crucial

to enable better adaptation in the new condition.

This chapter explores the third approach, namely, the optimised controlled blurring

(O-CB) method initially introduced in Chapter 3 (Section 3.2.4), used to refine the FSs

for existing systems and to select the optimal FOU size in a given application faced
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with varying levels of uncertainty in order to enable better adaptation in real world

applications by exploring an optimisation method (e.g., simulated annealing). This

approach satisfying requirements 1, 2 and 4 presented in Chapter 3 (Section 3.2).

The main feature of T2 FSs is their ability to represent uncertainties within a system.

These uncertainties are captured in the FOU of a T2 MF which can be described by

the upper and the lower membership function. One of the challenges in modelling a

T2 FLS is the problem of defining the MF parameters and their FOUs, given noisy

data or imperfect measurements. This challenge is increased by the complexity which

arises from the increase in the number of parameters of IT2 MFs to be tuned.

Designing and tuning IT2 FLSs parameters and selecting the optimal FOU are

common techniques used to improve the performance of systems. However, the

process of manually designing and tuning IT2 FLSs is complicated because these

systems have more parameters to adjust than their T1 FLSs counterparts, especially

with the increase of the MF parameters [140]. Thus, automatic optimisation methods

such as those based on neural networks (NN) [144],[145], genetic algorithms (GA)

[140],[146–149] or simulated annealing (SA) [150–156] have been used in the design

of IT2 FLSs in many areas of application in an effort to increase the performance of

systems by finding ‘suitable’ FOUs.

To achieve the fourth objective stated in Chapter 1 (to refine the FSs for existing

systems and select the optimal FOU size in a given application faced with varying

levels of uncertainty in order to enable a better adaptation in real world applications),

in this chapter, a method for tuning IT2 FLS is adopted again here, and then the design

parameters are tuned through the simulated annealing (SA) optimisation algorithm.

The CB method has few parameters to be tuned than the conventional approach, as
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only a single extra parameter is used to define the IT2 MFs. Since we are investigating

a specific problem (i.e., refining the FOU size of IT2 FS), we demonstrate the approach

on one benchmark time series prediction problem; the MG TSP problem, using training

data sets corrupted with different levels of noise and two different MFs: triangular

and Gaussian. By doing so, we demonstrate that this approach is an appropriate FOU

selection mechanism that produces IT2 FLSs with good performance.

In this work, SA optimisation (see Chapter 2 Section(2.9.2) for more details) is

used to tune the IT2 FLSs designed with the controlled blurring (CB) method (detailed

in Chapter 4). Although any global optimisation method such as GA can be used,

we have chosen SA as it has been successfully used in fuzzy system applications and

more specifically in the forecasting of MG time series [157–159, 173], as well as often

requiring less CPU time than GA [174]. The proposed approach is applied to the

forecasting of MG time series and its results are evaluated.

In the remaining sections of this chapter, we describe the detailed concepts of

the optimised controlled blurring (O-CB) (in Section 6.2). A series of experiments

that illustrate the O-CB approach and follow the IT2 FS optimising and evaluation

process highlighted in Chapter 3 (Section 3.3) will be detailed in section 6.3 and the

results will be presented. The results will be then analysed and discussed in section

6.4, followed by the chapter summary in section 6.5.
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6.2 The Optimised Controlled Blurring Method Details

6.2 The Optimised Controlled Blurring Method De-

tails

In this section, we show a proposed approach on the appropriate adjustment of the

FOUs at run time, i.e., when uncertainty levels vary. Specifically, we explore the

application of simulated annealing optimisation methods to refine the FOU sizes in

IT2 FSs and hence, satisfying requirements 1, 2 and 4 presented in Chapter 3 (Section

3.2).

To simplify the complexity which arises from the increase in the number of

parameters to be tuned in IT2 MFs, the FOU creation method CB is adopted here. The

CB method is designed to create IT2 FSs with a uniform FOU over the support of the

lower MF (LMF) ‘core’ of the fuzzy set by incorporating a fixed FOU size parameter

c ∈ [0,1] used to create an FOU of a given size around a T1 MF. This method has

fewer parameters than usual IT2 FS. It is dependent partially on a T1 FS (i.e., usual

T1 MF parameters), introducing only one extra parameter (FOU size parameter) as

discussed in Chapter 4. An example of an FOU creation approach using this CB

method is depicted in Figures 6.1 and 6.2 for the triangular and Gaussian MFs cases

respectively, designed with the FOU sizes parameter c=0.4 and c=0.80 using equation

(4.1) and (4.2). Starting from the initial T1 FS shown in Figures 6.1(a) and 6.2(a), two

different IT2 FSs are created by adding the chosen FOU size parameters c = 0.4 in

Figures 6.1(b) and 6.2(b) and c = 0.8 in Figures 6.1(c) and 6.2(c). The UMFs and

LMFs are obtained using equations (4.1) and (4.2). For more details of this method

we refer the reader to Chapter 4.
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Figure 6.1 Illustration of the FOU design of IT2 triangular MFs using CB method.
(a) Initial T1 FS, (b) IT2 obtained using FOU size parameter c = 0.4 and (c) IT2 FS
obtained using FOU size parameter c = 0.8.

Therefore, an implementation of this FOU creation method (i.e., the CB method)

by utilising an automatic optimisation method will increase the performance of the

FLSs by finding ‘suitable’ FOUs and more adaptation in real world applications.

The proposed approach will use the SA algorithm (detailed in Chapter 2 Section

2.9.2) by first defining its parameters and functions including the initial solution

obtained from the T1 system and the objective function. The optimisation method
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Figure 6.2 Illustration of the FOU design of IT2 Gaussian MFs using CB method.
(a) Initial T1 FS, (b) IT2 obtained using FOU size parameter c = 0.4 and (c) IT2 FS
obtained using FOU size parameter c = 0.8.

iterates until the stopping criteria is reached and then producing the final FLS state

that will be used as the optimal system parameters including the FOU size.

6.2.1 Initial Solution

The initial solution is based on the training data. The initial T1 FSs in (4.1) and (4.2)

are created using the training data maximum and minimum values to divide each input
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6.2 The Optimised Controlled Blurring Method Details

space into the chosen number of fuzzy sets, providing sufficient overlapping between

them. The FOU size parameter c will be set initially to 0.

The T1 FSs are extended to IT2 FSs using the existing T1 MFs parameters (the

initial solution) as a basis and the FOU size parameter c ∈ [0,1]. The UMFs and LMFs

are created using (4.1) and (4.2) respectively.

6.2.2 Simulated Annealing Parameters

After defining the initial solution, Si, the SA parameters are defined to start using the

algorithm for the learning and tuning process. The choice of the simulated annealing

parameters is important for its success. For example, the choice of small initial

temperatures or cooling rate could result in local minimas solution, while the choice

of large ones could cause a very long search in the solution space and more running

times that make the algorithm very slow. As detailed in Chapter 2 (Section 2.9.2), the

SA algorithm needs the following parameters to be specified.

1. Initial temperature Ti. Initial temperature Ti can be given by the user or can

be calculated using the method described in Chapter 2 (Section 2.9.2) with

implementation to (2.35) and (2.36).

2. Fitness function F . The fitness function (also called the objective function or

the cost function) is a function used to measure the quality of the solution. To

define the fitness function for the SA, Root Mean Square Error (RMSE) is used

to evaluate the output result from the tuned FLS at the current temperature T .

Generally, any objective function (fitness function) that can represent how close

the FLSs’ output to the actual output would be used. One of the most commonly

used objective function in this case is an error function. This function is used to
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SimAnn(Si,Ti,α ,MaxStg,MaxAnn)
% Si initial Solution
% Ti initial Temperature
% α Cooling rate
% MaxStg Maximum temperature Stage length
% MaxAnn Maximum length for the Annealing process

Begin
T = Ti % Current Temperature
Scurr = Si % Current Solution
Sbst = Scurr % Best Solution seen so far
Repeat
Repeat
CurrFit = F(Scurr) % Current Solution Fitness using the function F
BstFit = F(Sbst) % Best Solution Fitness
Snew = N(Scurr) % generate New Solution using the function N Snew near to Scurr
NewFit = F(Snew) % New Solution Fitness
IF NewFit < BstFit THEN Sbst = Snew
IF NewFit < CurrFit THEN Scurr = Snew
ELSE
IF Metropolis(NewFit,CurrFit,T ) is TRUE
THEN Scurr = Snew
ELSE Scurr = Scurr

Until MaxStg
T = α ∗T

Until MaxAnn
Return Sbst

End

Figure 6.3 Simulated annealing pseudo code.

find the difference between the output of FLSs and the desired (actual) output

by applying a statistical metric such as the RMSE. Then, the smallest fitness of

the given solutions that are evaluated by the RMSE function will be taken as the

best solution.

3. Neighbour solution N. For selecting a new solution, Snew, near the current one,

Scurr, in the specified search space, an interval defining the minimum and the

maximum changes to each parameter (except FOU size parameter c) is set as

[−δ ,δ ] where δ = (max(training data)−min(training data))/200. The FOU

size parameter c will be selected randomly from the interval [0,1].

4. Cooling rate α . Cooling rate, α , is a constant between 0 and 1 chosen to allow

the temperature decrease according to a geometric decrement, as T = αT .
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Metropolis(NewFit,CurrFit,T )
% CurrFit Current Solution Fitness
% NewFit New Solution Fitness
% T Current Temperature

Begin
∆F = NewFit - CurrFit % change in Fitness ∆F = F(Snew)−F(Scurr)

P = e
−∆F

T % acceptance probability
Rand= (0,1) % A random number in the range 0 to 1
IF Rand < P THEN
Return THEN

ELSE
Return FALSE

End

Figure 6.4 Metropolis acceptance procedure.

5. Maximum temperature stage length (MaxStg). It is a constant number of

iterations at each temperature. This number can be related to the number of

parameters to be tuned, for example, number of parameters x 2.

6. Maximum length for the annealing process (MaxAnn). Possible stopping criteria

include when the temperature reaches zero or when a pre-specified number of

iterations is reached.

The pseudo code of simulated annealing algorithm and the Metropolis acceptance

procedure used to tune FLSs is shown in Figures 6.3 and 6.4 respectively.

After defining the SA parameters, the optimisation method iterates until the stop-

ping criteria is reached producing the final FLS state that will be used as the optimal

system parameters including the FOU size. We will refer to this approach as the

optimised controlled blurring (O-CB) method throughout the thesis.

In the following section we conduct a set of experiments using the FOU refinement

approach (O-CB) described in the context of the well-known MG time series.
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6.3 Experiments and Results

In this section, we use the time series prediction as platforms to explore the behaviour

of the FLSs tuned with our approach (O-CB), in respect to different levels of uncer-

tainty/noise. We conduct a series of experiments using the MG time series, a chaotic

time series; their details were given in Chapter 4 Section (4.3.1).

Following Chapter 3 (Section 3.3) and by applying the O-CB method using SA

algorithm, each of the process steps is detailed below and applied to the MG time

series. For MG TSP, we show two cases based on different type of FSs: triangular and

Gaussian MFs. The results are then presented. For each case of the triangular and

Gaussian MFs, we perform eight different experiments to learn and optimise eight

different IT2 FLSs at four different levels of noise (SNRs)

First, we generate a data set (both training and testing data) from the MG time

series. Then, we design evenly distributed T1 FSs for each MFs cases (triangular

and Gaussian) and create the rule bases. Next, we start the tuning of a series of IT2

FLSs by using an SA algorithm based on the CB method to produce optimised IT2

FLSs with optimal FOU sizes. The actual number of FSs and the rules are maintained

from the T1 system. In parallel, different levels of noise as a source of uncertainty are

employed to generate a series of testing data sets. Finally, the performance of each of

the T1/IT2 FLSs is evaluated for each of the testing data sets.

The complete process is illustrated by the flowchart in Figure 6.5 and can be

summarised in the four subsections (6.3.1 - 6.3.4) below.
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Figure 6.5 A flowchart of the process of using O-CB method to tune and evaluate IT2
FLSs at different noise levels.

6.3.1 Data Generation

Following Chapter 3 (Section 3.3.1), NF data are generated using (??) for the MG

time series with the parameters and the numerical solutions of the differential equation

presented in Chapter 4, Section (4.3.1. To obtain training and testing input-output

data pairs, we extract 700 input-output data pairs. In our case, we consider four-input,

one-output FLSs (single stage prediction). The training dataset is the first 500 data

points used for learning and optimisation of the FLSs parameters using x(1001) to

x(1504). The first input-output pair is of the form:

[input : x(1001),x(1002),x(1003),x(1004), out put : x(1005)]

and the second pair is of the form:
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[input : x(1002),x(1003),x(1004),x(1005), out put : x(1006)]

and so on.

The next 200 points are used for testing the FLSs. In this work we consider two

different testing data sets as follows:

1. Testing data set 1. This set is formed using x(1505) to x(1708) with the in-

crement of the sequence equal to one, i.e. the first input-output pair is of the

form:

[input : x(1505),x(1506),x(1507),x(1508), out put : x(1509)]

and the second pair is:

[input : x(1506),x(1507),x(1508),x(1509), out put : x(1510)]

and so on.

2. Testing data set 2. This set is formed using x(1505) to x(2504) with the incre-

ment equal to five, i.e. of the form:

[input : x(1505),x(1506),x(1507),x(1508), out put : x(1509)]

and the second pair is:

[input : x(1510),x(1511),x(1512),x(1513), out put : x(1514)]

and so on.

The objective of using two different sets is to reduce the chance of the cumulative

error problem that occurs due to the prediction of successive points. The second testing

data set offers a testing data with input-output pairs that are apart from each other and

could lead to less prediction error. In this experiment, we consider different versions of

training and testing data corrupted with zero-mean uniform noise for different SNRs.
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We use 4 noise levels in training and the same number in testing. The chosen noise

levels are (from lowest to highest level): 20, 10 and 0 dBs. The original noise free

(NF) data are also used for training and testing the FLSs.

6.3.2 Type-1 Fuzzy Sets Design and Rule Base Creation

As mentioned above, the initial solution is defined based on the training data. For each

case based on either triangular or Gaussian MFs, each of their four inputs and the

output is designed with two MFs. In the case of the FLS that employed triangular MF,

the initial T1 FS is characterised by a triangular MF defined by the mean m, left end

point a and right end point b. Whereas, in the case of the FLS that employed Gaussian

MF, the initial T1 FS is characterised by a Gaussian MF defined by the mean m and

the standard deviation σ . The initial triangular and Gaussian T1 MFs used for the

inputs and outputs are shown in Figure 6.6.

The means of each input and output are initialised by calculating the mean (meantd)

and the standard deviation (σtd) of the training data set and setting each input and

output MF parameters (for both triangular and Gaussian) as follows:

• For triangular MFs:

m1 = meantd −σtd ; m2 = meantd +σtd ,

a1 = m1 −2∗σtd ; a2 = m2 −2∗σtd ,

b1 = m1 +2∗σtd ; b2 = m2 +2∗σtd ,

where m1, a1, and b1 are the parameters of the first FS and m2, a2, and b2 are the

parameters of the second FS. This enables sufficient overlap between the FSs.

• For Gaussian MFs:

m1 = meantd −σtd ; m2 = meantd +σtd ,
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Figure 6.6 The initial T1 MFs initialised for 4-inputs and 1-output.(a) Triangular MFs
(b) Gaussian MFs .

σ1=σ2=σtd ,

where m1 and σ1 are the parameters of the first FS and m2 and σ2 are the

parameters of the second FS. This enables sufficient overlap between the FSs.

The tuning approach aims to optimise the parameters of the antecedents of the

rules. The consequent part remains the same as the initialised T1 MF as we assume,

there will be no uncertainty in the system output. By using 4-inputs and two FSs with

each input, a total number of 16 rules (for both triangular and Gaussian cases) is found

by using all possible combinations.

The rule base that is used during the learning and optimisation processes of the

IT2 FLS is the T1 FLS rule base featuring IT2 MFs in the antecedents part, keeping

the consequents as T1 MFs.
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6.3.3 Interval Type-2 Fuzzy Sets Tuning (FOU Selection)

During the process of tuning the IT2 FLSs using SA, the T1 FSs are extended to IT2

FSs using the existing T1 MFs parameters (the initial solution) as a basis and the FOU

size parameter c ∈ [0,1] (initially c will be set to 0). The UMFs and LMFs are created

using (4.1) and (4.2) respectively using the FOU creation method (CB) detailed in

Chapter 4. The actual number of FSs and the rules are maintained from the T1 system.

The simulated annealing (SA) algorithm described in Chapter 2 Section 2.9.2 is

used here to optimise the IT2 FLSs based on the FOU creation method (CB) and to

find the optimal FOU sizes. Following Section 6.2.2, the SA parameters are defined as

follows:

1. The temperature Ti is initialised using (2.35) and (2.36).

2. The fitness function F is chosen to be the RMSE as shown in (3.2).

3. For the purpose of the neighbour solution, N, the interval that defines the

minimum and the maximum changes to each parameter (except FOU size

parameter c) is set as [−δ ,δ ] where δ = 0.005. The FOU size parameter, c, is

selected randomly from the interval [0,1].

4. The cooling rate, α , is set at 0.90.

5. The maximum temperature stage length (MaxStg) is number of parameters*2.

Fore triangular MFs case, MaxStg = 50 stages and for Gaussian MFs case,

MaxStg = 34 stages.

6. The maximum length for the annealing process (MaxAnn) is chosen to be 100

iterations.

154



6.3 Experiments and Results

In this work, we consider two cases of the FOU size selection. The first case keeps

the FOU size the same for both FSs and the second case enables the SA algorithm to

select a different size for each FS. The FLSs that used either triangular or Gaussian

MFs consist of four inputs, each one employs two MFs and one output with two MFs.

The total number of optimised parameters in IT2 FLS employed triangular MFs is

25 if the FOU size is kept the same for both FSs, and 26 if the FOU size parameter

is different for the two FSs in each input. Whereas, in case of Gaussian MFs, the

total number of optimised parameters is 17 if the FOU size is kept the same for both

FSs, and 18 if the FOU size parameter is different for the two FSs in each input. To

compare, the total number of optimised parameters in IT2 FLS using ‘conventional’

FOU creation (SB) around the principal triangular T1 MFs is 49 if the FOU size is

kept the same for both FSs and 50 if the FOU size parameter is different for the two

FSs in each input. Also, the total number of optimised parameters in IT2 FLS using

‘conventional’ FOU creation (SB) around the principal Gaussian T1 MFs is 25 if the

FOU size is kept the same for both FSs and 26 if the FOU size parameter is different

for the two FSs in each input. The ‘conventional’ FOU creation method (i.e., standard

blurring) has to define three (two) parameters in the case of a triangular (Gaussian)

MF for the UMF and the same number for the LMF as well as the FOU size that is

used to scale the LMF to form the FOU.

The training data is corrupted by zero-mean uniform noise. Three different signal-

to-noise ratios (SNRs) are considered: 20, 10 and 0 dB. The noise-free (NF) data are

also used. In each case, the IT2 FLS is learned and tuned on 500 points. The result

for each case (triangular and Gaussian MFs) is four different tuned IT2 FLSs with the

same FOU selection and another four tuned IT2 FLSs with different FOU selections at
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each noise level. The experiments are carried out and the results are shown in Figures

6.7 and 6.9 for the same FOU case for triangular and Gaussian MFs respectively and

Figures 6.8 and 6.10 for the different FOU case for triangular and Gaussian MFs

respectively.

After finishing the design of the IT2 FLSs with the resulting FOU sizes for both

cases, the testing data sets are used to test the performance of the individual IT2 FLSs

when faced with different uncertainty/noise levels. The testing and evaluation of these

systems will be presented next.

6.3.4 Fuzzy Logic Systems Evaluation

We test each of the eight IT2 FLSs with triangular MFS and the eight IT2 FLSs with

Gaussian MFS resulting from the SA learning and tuning against four different noise

levels with the two different testing sets. Each test is repeated 30 times to account for

the random generation of the uniform noise. The performances of all the FLSs were

evaluated using the RMSE for the testing data set 1:

RMSE =

√√√√ 1
200

1707

∑
t=1508

[
s(t +1)− f

(
s(t)

)]2 (6.1)

and the performances of all the FLSs were also evaluated using the RMSE for the

testing data set 2:

RMSE =

√√√√ 1
200

2503

∑
t=1508

[
s(t +1)− f

(
s(t)

)]2 (6.2)

where, s(t +1) is the output of the noisy testing data and f (s(t)) is the crisp output of

the FLS, and, s(t) = [s(t −3),s(t −2),s(t −1),s(t)]T .
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Figure 6.7 The resulting FOU (the same FOU size for both FSs) for the 4-inputs of
the IT2 FLS using triangular MF trained with (a) a NF training set and trained with
training sets corrupted with a uniform noise at different SNR values: (b) 20dB, (c)
10dB and (d) 0dB. 157
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Figure 6.8 The resulting FOU (different FOU size for each FS) for the 4-inputs of
the IT2 FLS using triangular MF trained with (a) a NF training set, and trained with
training sets corrupted with a uniform noise at different SNR values: (b) 20dB, (c)
10dB and (d) 0dB. 158
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Figure 6.9 The resulting FOU (the same FOU size for both FSs) for the 4-inputs of
the IT2 FLS using Gaussian MF trained with (a) a NF training set and trained with
training sets corrupted with a uniform noise at different SNR values: (b) 20dB, (c)
10dB and (d) 0dB. 159
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Figure 6.10 The resulting FOU (different FOU size for each FS) for the 4-inputs of
the IT2 FLS using Gaussian MF trained with (a) a NF training set, and trained with
training sets corrupted with a uniform noise at different SNR values: (b) 20dB, (c)
10dB and (d) 0dB. 160
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6.4 Results and Discussion

The RMSE results are averaged over 30 runs and are depicted in Table 6.1 for

triangular MF and in Table 6.2 for Gaussian MF, showing the results of the average

RMSE of the MG time series tested using two different testing data sets (testing data

set 1 and testing data set 2) as explained in Section 6.2.1 above.

6.4 Results and Discussion

In this section, the experiment results are analysed and discussed. We have conducted

this study based on the CB method and using SA to optimise our designed systems

and provide the ‘best’ FOU size.

From Tables 6.1 and 6.2, there are two FOU selection cases resulting from different

learning and tuning processes at different noise levels (column 1). The FOU sizes that

are selected on the basis of the SA algorithm are shown in columns 3 and 4.

The cells in Table 6.1 containing the symbol ‘–’ indicate that no result was obtained

due to the inability of the FLS predictor to work. This was probably because of the

high level of noise at SNR of 0dB, indicating that these FLSs should be trained on

lower levels of noise. However, the FLS that learned on the noise level of SNR equal

to 0dB is working well.

From Table 6.1, it can be seen that as noise increases, the FOU size increases as

well. From the results of the same FOU selection cases, FOU started with c = 0.39

at the noise-free (NF) training data up to c = 0.47 at the noise level with SNR = 0dB.

The best performance achieved is shown at the training level of 0 db tested with NF

data and the FOU size is 0.47. An example of the output results of the optimal selected

FOU size tested using 10dB noise level is depicted in Figure 6.11.
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Figure 6.11 Sample output results of the optimal selected FOU size tested using 10dB
noise level. (a) Same FOU size using testing data set 1. (b) Same FOU size using
testing data set 2. (c) Different FOU size using testing data set 1. (d) Different FOU
size using testing data set 2.

From Table 6.2, FOU started with c = 0.24 at the noise-free (NF) training data

up to c = 0.55 at the noise level with SNR = 0dB. The best performance achieved

is shown at the training level of 0 db tested with NF data and the FOU size is 0.55.

From both MFs RMSE results, we can see that the Gaussian MF has a performance

improvement over the triangular case and producing an output even with testing data

that corrupted with high noise level (i.e., 0dB).

Generally, the best performance is achieved by the IT2 FLS that has the same FOU

size for both sets, which was learned with the training data corrupted with noise level

0dB, giving the lowest RMSE of the two testing data sets.
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Figure 6.12 The cumulative prediction error result from the two testing methods for
triangular MF: testing data set1 (bold line) and testing set2 (dotted line) at different
noise levels (a) NF, (b) 10dB and (c) 0dB.
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Figure 6.13 The cumulative prediction error result from the two testing methods for
Gaussian MF: testing data set1 (bold line) and testing set2 (dotted line) at different
noise levels (a) NF, (b) 10dB and (c) 0dB.
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6.5 Summary

The best results of testing the eight IT2 FLSs on different noise levels are achieved

by the testing data set 2. Figures 6.12 and 6.13 for triangular and Gaussian MFs

respectively, show the cumulative prediction error result from testing the FLSs on the

two different testing sets. From both figures, we can see that the prediction errors are

reduced by using the second testing approach.

6.5 Summary

Having established an strategy for appropriate FOU selection for a given system, the

question of how we can further refine it in case the environment or the conditions

change is an important one to ask. In this case, the FOU refinement is crucial to enable

better adaptation in the new conditions. Thus, the objective of this chapter to refine

the FSs and select the optimal FOU size in a given application faced with varying

levels of uncertainty in order to enable a better adaptation in real world applications

by utilising the optimisation of IT2 FLSs and hence, satisfying requirements 1, 2 and

4 stated in Chapter 3 (Section 3.2).

We proposed an optimised controlled blurring (O-CB) method used to optimise

and select an optimal FOU size of an IT2 FLS. The CB method simplifies the process

that is used to design/tune an IT2 FLS by using few parameters and using an SA

algorithm to tune the shape of the FOUs. In this method, the IT2 FOU is basically

defined by T1 MF parameters and one extra parameter that defines the FOU size. We

then apply the well-known simulated annealing optimisation method, as this is an

effective search method used in many fuzzy logic applications. The proposed approach

is applied to the time series prediction problem given by the MG time series and using

two different MFs: triangular and Gaussian.
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6.5 Summary

Our approach consists of two cases for the FOU selection in addition to the learning

and tuning applied to the other parameters of the FLSs. These cases were chosen to

investigate the effect of the FOU size of different FSs on uncertainty capturing. The

final IT2 FLSs with learned and tuned parameters were tested with the two different

testing data sets at different levels of noise, showing a reduction in the cumulative

prediction error. The FOU design mechanism, in conjunction with the SA optimisation

method, provides an appropriate FOU selection process that produces IT2 FLSs that

are able to handle highly uncertain data. Hence, the fourth objective declared in

Chapter 1 is met.

In the next chapter, we present an approach to systematically give meaning (through

a model) to the commonly used linguistic terms, ‘low’, ‘medium’, and ‘high’ uncer-

tainty captured by the SNR.
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Chapter 7

Linguistic Naming of the Uncertainty

Levels

7.1 Introduction

The question ‘What is high uncertainty?’ is extremely frequent in fuzzy logic and

particularly the type-2 fuzzy logic community–and for good reason. Further, as the

level of uncertainty within a given application is the main driver in terms of the design

decision between the use of type-1 and type-2 FLSs (and further, for the definition of

the FOU size in the latter case), quantifications of what ‘low’, ‘medium’ and ‘high’

levels of uncertainty really mean are needed.

As outlined in the introduction, in the existing literature, in particular in the areas

of T2 FLSs, uncertainty levels are frequently not quantified beyond a vague qualitative

linguistic assessment such as ‘high uncertainty’. Further, where such qualitative

linguistic assessments are used, it is commonly unclear what they mean, i.e., what

level of measurable uncertainty they refer to. Focussing on the explored SNR context,
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7.2 General Model for Linguistic Uncertainty Quantification

in this chapter, we provide an initial approach to develop fuzzy set based models that

quantify these linguistic terms.

In engineering applications, the level of noise is commonly measured by SNR,

where a high SNR refers to a clear signal (low amount of noise) and a low SNR refers

to a noisy signal (high amount of noise). The universe of discourse used to describe

uncertainty in FLSs is often captured using the linguistic labels (‘low’, ‘medium’ and

‘high’) and associated FSs. So, the quantification of uncertainty based on relating

levels of the well-established SNR to the linguistic terms will inform and define what

‘low’, ‘medium’ and ‘high’ uncertainty means in an SNR context.

In this chapter, we use the results from Chapter 4 and provide an initial FS-

based quantification (and underlying methodology) for the linguistic terms (i.e., ‘low’,

‘medium’ and ‘high’) commonly used in the fuzzy systems field to describe applica-

tions. While this quantification is application-context dependent, it provides a first

step toward defining what we mean by, for example, a ‘high’ level of uncertainty in a

given application.

7.2 General Model for Linguistic Uncertainty Quan-

tification

In this section, we present an approach to systematically assign meaning (through

a model) to commonly used linguistic terms such as ‘low’, ‘medium’ and ‘high’

uncertainty. While our approach has been developed in the context of SNR and TSP,

we believe it provides a valuable step toward establishing more precisely what is meant

by ‘low’, ‘medium’ and ‘high’ uncertainty in FLS applications.
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SNR(dB)

R
M
S
E

N
F

20 18 16 14 12 10 8 6 4 2 0

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

triangular
Gaussian

(a)

SNR(dB)

R
M
S
E

N
F

20 18 16 14 12 10 8 6 4 2 0

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

triangular
Gaussian

(b)

SNR(dB)

R
M
S
E

N
F

20 18 16 14 12 10 8 6 4 2 0

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

triangular
Gaussian

(c)

Figure 7.1 Normalized minimum RMSE values of uniform noise for triangular FSs
(bold line) and for Gaussian FSs (dotted line) for (a) the MG, (b) IK and (c) LZ time
series.

From the RMSE results in Chapter 4 shown in Tables 4.1-4.6, we consider the

MG, IK and LZ time series results to demonstrate the modelling approach. We use the

average RMSE values obtained for the three time series for each case (triangular and

Gaussian) by taking the minimum value (bold values in the tables) at each noise level

(SNR), and we normalize them in [0,1] for better representation. We proceed to use

the normalized RMSEs as a guide to establish quantifications for individual linguistic

noise level ‘regions’, e.g., ‘low’, ‘medium’ or ‘high’.
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7.2 General Model for Linguistic Uncertainty Quantification
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Figure 7.2 Normalized minimum RMSE values of Gaussian noise for triangular FSs
(bold line) and for the Gaussian FSs (dotted line), for (a) the MG, (b) IK and (c) LZ
time series.

Figure 7.1 (for uniform noise) and Figure 7.2 (for Gaussian noise) show the

normalized RMSE for the MG, IK and LZ time series (both triangular and Gaussian

cases), where the behaviour of the RMSE over varying SNRs is shown.

In order to generate models (FSs) that quantify a specified number of (in our

case three) linguistic labels describing levels of uncertainty, we follow the three-step

process given below. We provide a detailed example by taking Figure 7.1(a) and then

we explain the process of creating the three example, piecewise FSs as shown in Figure

7.3 for low, medium and high levels of uncertainty. The data that is used to construct
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7.2 General Model for Linguistic Uncertainty Quantification

the FSs in Figure 7.3 are shown in Table 7.1, 7.2 and 7.3 for low, medium and high

uncertainty respectively. The details of the steps follow.

7.2.1 Step 1: Define the Uncertainty Regions

Divide the y-axis domain [0,1] as shown in Figure 7.3 into three overlapping subre-

gions: the region [0,0.5] as the ‘low’ uncertainty/noise level (Figure 7.3(a) and Table

7.1), the region [0.25,0.75] as the ‘medium’ uncertainty/noise level (Figure 7.3(b) and

Table 7.2) and the region [0.5,1] as the ‘high’ uncertainty/noise level (Figure 7.3(c)

and Table 7.3). Each region captures a segment of the curve and in turn will represent

a certain range of the SNRs shown on the x-axis. The selection of these regions is

clearly subjective; we advocate the regular split of the axis used here as a reasonable

approach.

7.2.2 Step 2: Define the Membership Functions

Each subregion is employed to define the MF of the respective FS and thus linguistic

label. As such, for shoulder FSs such as for low and high in our case, the endpoints

of the intervals are associated with the memberships 1 and 0 for left-shoulder FSs,

and 0 and 1 for right-shoulder FSs. For non-shoulder FSs, we assume a central peak,

and thus associate the interval endpoints with a membership of 0, while the interval

midpoint is associated with a membership of 1.

7.2.3 Step 3: Normalise and Assign Membership Value

Finally, the values of each region are normalised to [0,1] as shown in Tables 7.1-7.3

and transposed to give rise to the actual membership functions between the established
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Figure 7.3 An illustration of the steps of uncertainty quantification of the noise levels
for the MG TSP (triangular case). (a) Steps to find the low level, (b) the medium level
and (c) the high level of uncertainty and (d) the linguistic quantification of the SNR
for the MG TSP (triangular case). The bold points in (a), (b) and (c) are the endpoints.
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7.2 General Model for Linguistic Uncertainty Quantification

Table 7.1 Detail of data underpinning Figure 7.3(a).

Noise level

(x-axis)
‘low’ [0-0.5]

normalised

RMSE

1 - normalised RMSE

(y-axis)

NF 0 0 1

20dB 0.0563 0.1209 0.8791

18dB 0.0834 0.1791 0.8209

16dB 0.1205 0.2586 0.7414

14dB 0.1694 0.3637 0.6363

12dB 0.2314 0.4968 0.5032

10dB 0.3046 0.6540 0.3460

8dB 0.3797 0.8152 0.1848

6dB 0.4657 1.0 0.0

endpoints as shown in Figure 7.3. Where applicable (as for the FS ‘low" and the right

half of the MF of the FS ‘medium"), we employ the complement as shown in Table 7.1

(4th column) and Table 7.3 (6th column) to establish the membership function. The

resulting FSs for the linguistic quantification of the SNR for this example are shown

in 7.3(d)

Examples for the assignments of uncertainty levels (SNRs) for each time series

result for both MF types (triangular and Gaussian) are shown in Figure 7.4 for uniform

noise and Figure 7.5 for Gaussian noise.
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Table 7.2 Detail of data underpinning Figure 7.3(b).

Noise level

(x-axis)

‘medium’ left

shoulder

[0.25,0.5]

normalised

RMSE (y-axis)

‘medium’ right

shoulder

[0.5,0.75]

normalised

RMSE

1 - normalised

RMSE (y-axis)

12dB 0.2314 0.0 – – –

10dB 0.3046 0.3124 – – –

8dB 0.3797 0.6328 – – –

6dB 0.4657 1.0 0.4657 0.0 1.0

4dB – – 0.5695 0.3694 0.6306

2dB – – 0.7465 1.0 0.0

Table 7.3 Detail of data underpinning Figure 7.3(c).

Noise level

(x-axis)
‘high’ [0.5,1.0]

normalised RMSE

(y-axis)

6dB 0.4657 0.0

4dB 0.5695 0.1942

2dB 0.7465 0.5256

0dB 1.0 1.0

7.3 Analysis and Discussion

To show the assignments of uncertainty levels (SNRs) for each time series result for

both cases (triangular and Gaussian), we follow the steps described in Section 7.2

above. The resulting FSs for the individual time series and MF types used in this thesis

are depicted in Figure 7.4 for uniform noise and Figure 7.5 for Gaussian noise, in all

cases, generating three FSs, for low, medium and high. These steps are also applicable

to any number of chosen FSs. For example, Figure 7.6 shows a five FS example with
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Figure 7.4 Uncertainty quantification of the noise levels for the MG, IK and LZ time
series using uniform noise. (a,b), (c,d) and (e,f), show the linguistic quantification of
the SNR for all three time series and for triangular and Gaussian FSs respectively.
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Figure 7.5 Uncertainty quantification of the noise levels for the MG, IK and LZ time
series using Gaussian noise. (a,b), (c,d) and (e,f), show the linguistic quantification of
the SNR for all three time series and for triangular and Gaussian FSs respectively.
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Figure 7.6 Uncertainty quantification of the noise levels for the MG triangular case
using 5 FSs.

the linguistic labels (‘very low’, ‘low’, ‘medium’, ‘high’ and ‘very high’) applied to

the uncertainty of the MG time series (triangular MFs case with uniform noise).

To the best of our knowledge, this proposed quantification of linguistic uncertainty

levels is the first such attempt to provide models that quantify the frequently used

labels of ‘low’, ‘medium’ and ‘high’ applied to uncertainty. These models provide a

formalisation of the nature of the uncertainty/noise levels of a particular application and

provide a framework for the generalisation to a domain of applications. Specifically,

while in this case the resulting sets are designed directly based on a TSP application

and an SNR context, generalisation of the resulting models for application areas (e.g.,

time series prediction generally) seems possible.

In this regard, the use of T2 FSs to capture collections of individual (T1) models

[113] and thus to enable generalised quantifications of uncertainty seems a viable

option. The collection operation or ‘collection operator’ proposed in [113] was

developed to convert multiple T1 FSs into a single IT2 FS or GT2 FS. In this work

we consider only transforming multiple T1 FSs to a single IT2 FS. For more details

on this concept, we refer the reader to [113]. As an initial step toward this, adopting
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7.3 Analysis and Discussion

the proposed approach in [113], in Figure 7.7, we show an IT2 FSs which capture the

individual T1 FSs. Specifically, Figure 7.7(a) shows the collection of the individual

T1 FSs taken from the results shown in Figure 7.4 and Figure 7.5 for the linguistic

quantification of the SNR, for the MG, IK and LZ time series (triangular and Gaussian

FSs) and for the noise types (uniform and Gaussian). After applying the collection

operation [113] to these FSs, the IT2 FSs resulting from this operation are depicted in

Figure 7.7(b).

Importantly, these quantifications (models) of uncertainty allow us to summarize

what ‘low’, ‘medium’ and ‘high’ levels of uncertainty mean in regards to the SNR in

the context of the TSPs reviewed in this paper. In turn, we believe that the approach

more generally is useful for the research community to empirically build up a picture

of standard categorisation of uncertainty levels in different application categories (e.g.,

general time series prediction, control applications, computing with words, etc.) over

time. Naturally, the proposed quantifications of commonly used linguistic labels is

not a “solution” to what the linguistic terms mean to all individuals, however, it does

provide a substantial step towards quantifying this meaning and leverages the degrees

of freedom of IT2 FS to also capture uncertainty in the models.

Figure 7.7 allowing us to know in advance what the linguistic level of uncertainty

(e.g., ‘low’, ‘medium’ or ‘high’) is, based on the application. For the example of an

SNR of 10dB, if we enquire what the linguistic level of uncertainty is, from Figure

7.7(b), we see that 10db is a ‘medium’ uncertainty level in the general TSP applications

adopted in this thesis. Conversely, Figure 7.7(b) also allows us to see what ‘low’,

‘medium’ and ‘high’ levels of uncertainty mean in regards to the SNR in the context

of the TSPs reviewed in this thesis.
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Figure 7.7 IT2 FSs collection operation. (a) Individual T1 FSs taken from Figure 7.4
and Figure 7.5. (b) IT2 FSs collection result that generated from the collection of the
T1 FSs in (a).

7.4 Summary

In this chapter, the third objective stated in Chapter 1 is fulfilled by providing an

approach to develop FS-based models that quantify linguistic terms such as ‘low’,

‘medium’ and ‘high’ uncertainty in the context of TSP.

We used the results provided in Chapter 4 and provide an initial FS-based quan-

tification (and underlying methodology) for the linguistic terms commonly used in

180



7.4 Summary

the fuzzy systems field to describe application specific uncertainty levels (e.g., ‘low’,

‘medium’ and ‘high’). Again, while this quantification is application-context depen-

dent, it provides a first step toward defining what we mean when we argue that there

is, for example, a ‘high’ level of uncertainty in a given application.

In the next chapter, the conclusions and contributions of this thesis are presented

including limitations and the proposed direction for future work.
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Chapter 8

Conclusions

This Chapter concludes the thesis by summarising the key points, outcomes and

limitations of the research and discussing directions for future work.

The aim and research question of this thesis was stated in Chapter 1 and is repeated

here. The main aim is to answer the following research question: ‘What is the

relationship between the size of the FOU of an IT2 FS and the uncertainty levels in a

given application and how can understanding this relationship inform the design of

FLSs?’

The results of this thesis show that there is a direct relationship between the

FOU size of the FS and the uncertainty/noise levels. This research develops several

approaches (see Chapter 3) to address the thesis aim and study the relationship between

the FOU size of T2 FSs and the level of uncertainty. The question of ‘what is high

uncertainty?’ and related questions such as ‘When are T2 FLSs viable in comparison

to T1 FLSs?’ or, ‘How much uncertainty warrants the use of T2 FLSs?’ and exactly

‘How “wide” should the FOUs of the respective T2 FSs be?’ are interrelated sub-

questions that are also addressed in this thesis. From the results of Chapters 4, 5
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and 6, we can conclude that as the noise level increases, the best results (minimum

RMSE) occur as the FOU size increases. We highlight that the choice between T1

FLS and IT2 FLS is continuous, i.e. from no FOU (T1) to very wide FOUs (ITSs).

In other words, as the amount of uncertainty increases, the FOU of the FSs grows

from initially T1 FSs to wider and wider IT2 FSs. This validates our intuition that

higher uncertainty needs wider FOUs. Based on the experimental results in Chapter

4, we also provide the results of the optimal FOU size for specific TSP experiments

followed by more elaborated results in the context of a concise set of requirements for

the transitions from T1 to IT2 FS, providing initial guidelines on FOU size selection

based on aggregate results across all experiments conducted.

We demonstrated and analysed the performance of a range of carefully designed

FLSs in the context of the time series analysis. This is done by following the FLS

design and evaluation process presented in Chapter 3 which provides a general frame-

work to enable a systematic design and transition from T1 FLSs to IT2 FLSs and to

test their results. Through contrasting the performance of these resulting FLSs in the

face of inputs with varying signal-to-noise ratios (SNRs) in a rich set of time-series

prediction (TSP) experiments (investigated in Chapters 4, 5 and Chapter 6), the distinct

pattern of performance arising from the different levels-of-uncertainty and FOU-size

combinations is explored and captured.

In Chapter 6 we applied and showed the results of an FOU refinement mechanism,

in conjunction with the simulated annealing (SA) optimisation method, providing

an efficient FOU selection process that produces IT2 FLSs able to handle varying

uncertainty levels.
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8.1 Contributions

In Chapter 7, we developed FS-based quantifications of the linguistic labels of

‘low’, ‘medium’ and ‘high’ for the given application context, and highlighted the

potential of such quantifications in giving meaning to linguistic uncertainty labels,

commonly used in FLS research.

In this chapter, the contributions and the key findings of this thesis are summarised.

The limitations of this research and the possible directions for further research are also

discussed. Finally, a list of publications already produced as part of the work in this

thesis are presented.

8.1 Contributions

To reach the aim and fulfil the objectives stated in Chapter 1, this thesis makes the

following contributions:

8.1.1 The Uncertainty Indicator

The objective of the uncertainty indicator is to study the uncertainty modelling of IT2

FSs. The uncertainty indicator is intended to show the amount of uncertainty captured

by FSs and modelled by their FOUs. Specifically, the uncertainty indicator captures

the size of the primary membership interval at a given x for a given IT2 FS.

The uncertainty indicator provides a convenient mechanism to assess and compare

the uncertainty inherent in IT2 FS memberships.
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8.1.2 Controlled Blurring Method

The objective of this method is to relate the footprint of uncertainty (FOU) to the

uncertainty level and vice versa. This novel method was introduced in Chapter 3 as

apart of our investigative approach and then detailed in Chapter 4. The controlled

blurring of T1 MFs to IT2 MFs ensures that the FOU size within a given IT2 fuzzy

set remains constant (within the support of the lower membership function) thus

addressing requirements 1 and 2 from Chapter 3 (Section 3.2). The latter is crucial

if we seek to establish a direct link between a known level of uncertainty affecting a

given variable and the FOU size of the fuzzy sets describing that variable.

Using the controlled blurring (CB) method, we investigate the relationship between

the FOU size of T2 FSs and the level of presented uncertainty. In Chapter 4, we

demonstrated and analysed the performance of a range of carefully designed FLSs

in the context of the Mackey Glass, Ikeda and Lorenz time series. They are tested

over different noise levels using both uniform and Gaussian noise and their results

for Gaussian noise are consistent with the results of uniform noise. Both lead to the

same observations and conclusions detailed further in Chapter 4. A direct relationship

between the FOU sizes of the FSs and the noise levels was shown and illustrated,

namely, as the noise level increases, the FOU that gives the minimum RMSE value

increases as well. Also, it was observed that the T1 FLSs (c = 0) outperform IT2 FLSs

on NF-testing data as intuitively expected.

In Chapter 5, this method was also implemented to design a series of IT2 FLSs

tested under different conditions (Noise free and noisy training data, singleton and

non-singleton fuzzification) with a detailed performance comparison and evaluation

with the other proposed shape-preserving controlled blurring (SP-CB) method in the
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context of the MG time series. The results indicate that in general, FLSs based on CB

outperform those based on SP-CB.

In Chapter 6, this method was again implemented as part of the investigation to

design IT2 FLSs based on this approach (i.e., CB) and using simulated annealing

optimisation to learn and tune the FLS parameters and select the optimal FOU size.

The results show that this approach is an efficient FOU selection mechanism that

produces IT2 FLSs with good performance in face of uncertain environment.

8.1.3 Shape-Preserving Controlled Blurring Method

The aim of the shape-preserving controlled blurring (SP-CB) method is to study and

present an IT2 FS creation method. The SP-CB method is presented to systematically

captures a specified amount of uncertainty (i.e., the uncertainty in memberships over

the support of the LMF is constant) and preserves the original shape of the MF (the

LMF and UMF keep their original T1 MF shape) for comparison between T1 and

IT2 FLSs. Thus, SP-CB designed to address requirements 1, 2 and 3 from Chapter 3

(Section 3.2). In Chapter 3, as an alternative to the controlled blurring (CB) method,

we proposed the shape-preserving controlled blurring (SP-CB) method to enable the

transition of T1 to IT2 FSs for given ‘levels’ of uncertainty. Specifically, we propose to

transition from T1 to IT2 FLSs through varying the size of the FOU of their respective

FSs while maintaining the original FS shape and keeping the size of the FOU over the

FSs as constant as possible.

The proposed approach (SP-CB) enables both the adaptation of the IT2 FS for

known levels of uncertainty (i.e. by increasing FOU size with increasing uncertainty)

and systematic comparison of the original T1 FLS(s) to the resulting new IT2 FLS(s).
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This method is compared with the IT2 FS creation method CB, which follows a similar

creation approach as SP-CB but does not maintain the MF shape.

In Chapter 5, in order to assess the viability and explore the behaviour of both

SP-CB and CB, we conducted a detailed performance comparison and evaluation in

the context of Mackey-Glass (MG) time series analysis. Both methods are tested under

different conditions (Noise free and noisy training data, singleton and non-singleton

fuzzification) as well as for triangular and trapezoidal MFs. The results indicate that, in

general, FLSs based on CB outperform those based on SP-CB. However, both methods

provide expected performance increases for increasing FOU sizes as uncertainty/noise

levels increase.

Based on this, it seems that in applications where the systematic transition and

comparison from an original T1 FLS is paramount, SP-CB is preferable, as it maintains

the MF shapes. In applications where this level of comparability is not vital, however,

CB provides superior levels of performance, while also maintaining a systematic and

parametrised increase in FOU size in the face of increasing uncertainty. Finally, as

expected, the non-singleton FLSs provide superior outputs to singleton FLSs and

training the systems on noisy data produces better performance, especially with the

singleton FLS cases.

8.1.4 Optimised Controlled Blurring Method

The objective of the optimised controlled blurring (O-CB) method is to select the

optimal FOU size in a given application faced with varying levels of uncertainty in

order to enable a better adaptation in real world applications by using an optimisation

method. Building on the CB method, we provide a process to tune an IT2 FLS
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where the IT2 FOU is basically defined by T1 MF parameters and an extra parameter

that defines the FOU size. We then apply the well-known simulated annealing (SA)

optimisation method, an effective search method used in many fuzzy logic applications.

In Chapter 6, the proposed approach (O-CB) was applied to the time series predic-

tion problem given by the MG time series. Our approach consists of two cases for the

FOU selection in addition to the learning and tuning applied to the other parameters

of the FLSs. These cases investigate the effect of the FOU size of different FSs on

uncertainty capturing. The final IT2 FLSs with learned and tuned parameters are

tested with the two different testing data sets at different levels of noise, showing a

reduction of the cumulative prediction error. The results show that the proposed FOU

design mechanism, in conjunction with the SA optimisation method, used in this work,

provides an FOU selection process that produces IT2 FLSs that are able to handle

highly uncertain data.

8.1.5 Determining FOU Sizes Based on Known Levels of Uncer-

tainty

The objective of this aspect is to highlight and answer questions such as: ‘How much

uncertainty warrants the use of T2 FLSs?’ and ‘Exactly how “wide” should the FOUs

of the respective T2 FSs be?’

In Chapter 4, an analytical method that informs the selection of the FOU size in

response to a known quantification of uncertainty for a given application was presented.

This exploration approach showed how the level of uncertainty can be related to the

size of the FOUs of FSs in order to ascertain the optimal size of FOUs for the actual

level of uncertainty in a given application.
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Based on the experimental results shown in Chapter 4, we first provide specific

examples of the optimal FOU size for specific TSP experiments before providing initial

guidelines on FOU size selection based on aggregate results across all experiments

conducted. While it is clear that these guidelines are based on TSP experiments,

they provide a valuable starting point for establishing more generically applicable

guidelines for FOU size selection in applications where the level of uncertainty (e.g.,

SNR in our case) can be determined a priori.

8.1.6 Giving Meaning to Linguistic Uncertainty Labels

The main objective of this approach is to construct an FS-based quantification and

modelling (and underlying methodology) for linguistic terms (e.g., ‘low’, ‘medium’

and ‘high’) commonly used in the fuzzy systems field to describe applications. While

this quantification is application-context dependent, it provides a first step toward

defining what is meant by the linguistic uncertainty labels as, for example, a ‘high’

level of uncertainty in a given application.

In Chapter 7 based on the results generated in Chapter 4, we provided a three-step

approach to generate models (FSs) that quantify a specified number of linguistic labels

describing levels of uncertainty. These steps are applicable to any number chosen FSs,

for example, three FSs with the linguistic labels ‘low’, ‘medium’ and ‘high’, or five

FSs with the linguistic labels ‘very low’, ‘low’, ‘medium’, ‘high’ and ‘very high’, all

applied to the level of uncertainty, as presented in Chapter 7.

To the best of our knowledge, this proposed quantification of linguistic uncertainty

levels is the first such attempt to provide models to quantify the frequently used labels

of ‘low’, ‘medium’ and ‘high’ uncertainty. The models provide formalisation of
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the nature of the uncertainty/noise levels of a particular application and provide a

framework for the generalisation to a domain of applications. Specifically, while in

this case the resulting sets were designed directly based on a TSP application and an

SNR context, generalisation of the resulting models for application areas (e.g., TSP

generally) seems possible.

8.2 Limitations and Future Directions

In this section, in order to identify the limitations of this thesis and the suggested

directions for future work, eight sub-sections are detailed below.

8.2.1 FOU Creation Methods in Real World Applications

This thesis provides a systematic empirical exploration of the behaviour of IT2 FLSs

with different FOUs in the face of different levels of noise/uncertainty. We have

proposed a carefully designed methodology for MF design which provides the under-

pinning for clear experimentation and analysis. A series of experiments is conducted

using data sets generated from three well-known time series; Mackey Glass (in Chap-

ters 4, 5 and 6), Lorenz (in Chapters 4 and 5) and Ikeda (in Chapter 4). These time

series are particularly attractive for the evaluation of algorithms as all underlying

parameters (ground truth, noise) can be controlled, something not possible in real-

world control applications such as robotics. However, having focused on time series

data, this thesis does not provide proof or fully generalizable evidence regarding the

behaviour of all (IT2) FLSs or IT2 MFs, nor for all application areas. In order to reach

generalisable conclusions, similar experiments should be conducted in the context of a
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wide range of real world applications, for example, time-series prediction applications

such as financial forecasting and control applications. Further detailed and extensive

studies should also be carried out into a range of commonly used MFs, including more

‘standard’ types of FSs.

8.2.2 Exploring General Type-2 Fuzzy Sets and Systems

Interval type-2 fuzzy logic sets and systems were extensively explored and studied in

this thesis through a variety of approaches used to create the FOUs of the employed IT2

FSs. Looking further, general type-2 fuzzy sets and systems would be an interesting

avenue for future work. The suggestion would be to explore the methodological

generation of general type-2 fuzzy logic systems based on information on levels and

distribution of uncertainty in given applications.

8.2.3 Rule Base Creation Method

In this work, the Wang-Mendel method (WM-method) for generating a rule base from

numerical data was adopted. The WM-method is popular in the field of fuzzy systems

because of its simplicity and effectiveness in data-driven fuzzy rule generation. The

WM-method is a generic method for creating a fuzzy rule base that contains a combina-

tion of rules generated from numerical data and linguistic labels and often, associated

MFs given by expert(s). Although its high performance has been demonstrated, it has

a problem related to its way of selecting rules and the fact that their completeness is

not guaranteed [175]. For the purpose of future work, we propose the investigation of

approaches, such as the revised and extended Wang-Mendel method [176], or other
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approaches that take different learning algorithms as a base, such as neural networks

(NNs), genetic algorithms (GAs) and clustering.

8.2.4 Optimisation Method

In Chapter 6, simulated annealing (SA) is used as a method of optimisation and an

approach to selecting the ‘best’ FOU sizes in the employed IT2 FSs. SA is successfully

used in the fuzzy system applications and more specifically in forecasting of Mackey-

Glass time series (MG), as well as often requiring less CPU time than for example

GAs. However, as a future avenue for research, other optimisation approaches such as

NNs and GAs could be used with attention paid to controlling the computational time.

8.2.5 Modelling Uncertainty in the Input Fuzzy Sets Using Non-

singleton Fuzzification

In this thesis, the modelling of uncertainty affecting the FLS inputs is conducted as part

of the antecedent FSs. In principle however, established FLS methodology foresees

the use of the input FSs for the modelling of input uncertainty while antecedent FSs

model uncertainty in the linguistic antecedent terms. While in most singleton FLS

applications, uncertainty in input and antecedent terms is "mixed" in the antecedent

FSs, for the step-by-step modelling approach put forward in this thesis, exploring the

application a non-singleton fuzzification approach would be highly valuable. In such

an approach, the proposed methodology to determine an appropriate antecedent FS

FOU would be adjusted to generate appropriate FOUs for the input FSs based on input

uncertainty, achieving a more elegant and potentially more efficient FLS design.
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8.2.6 Establishing the Inverse Process

In this thesis we have proposed a carefully designed methodology for FOU creation,

which provides different FOUs in the face of different levels of noise/uncertainty. This

can be considered as a ‘forward’ problem, i.e., going from a desired uncertainty level

and parameter to an appropriate IT2 FS with associated centroid. However, an inverse

approach may also be of interest, where a specific centroid is provided as measure of

uncertainty and the method generates an appropriate IT2 FS for this centroid. As it

is likely that for a given centroid a number of IT2 FSs could be generated, the result

would probably take the form of design restrictions for the FSs, rather than a single

IT2 FS.

8.2.7 Measuring Uncertainty in Fuzzy Sets

In this thesis, we introduced the uncertainty indicator which captures the amount of

uncertainty associated with the degrees of membership of an IT2 fuzzy set (i.e. the

size of the primary membership interval) resulting from the difference between the

upper and lower membership value for a given x). While the centroid of an IT2 fuzzy

set provides an indication of the uncertainty associated with the given IT2 FS as a

whole, the proposed uncertainty indicator focuses specifically on the uncertainty in

the primary membership arising from the interaction of a vertical slice at a specific x

with a given IT2 MF. Both indicators of uncertainty provide useful yet very different

information. In the future it would be of value to explore other or combined uncertainty

indicators.
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8.2.8 Uncertainty Quantifications

The quantifications (models) of uncertainty presented in this thesis allow us to sum-

marise what ‘low’, ‘medium’ and ‘high’ levels of uncertainty mean in regards to the

SNR in the context of the TSPs reviewed. In turn, we believe that the approach more

generally is useful for the research community to empirically build up a picture of

standard categorisations of uncertainty levels in different application categories (e.g.,

general time series prediction, control applications, computing with words, etc.) over

time. Thus, a clear path for future work is the application of the proposed quantifica-

tion methodology in a wider set of applications, providing further empirical examples

and exploring the potential of the methodology more widely.

8.3 Publications Produced

All of the research presented in each of the thesis chapters has been published in

leading international conferences and journals, we are looking to explore the future

direction described in subsection 8.2.5 and to publish it in both an international

conference and a journal. A full list of publications and presentations derived from

this work follows.

8.3.1 Journal Publications

1. J. Aladi, C. Wagner, J. Garibaldi and A. Pourabdollah, ‘What is ‘High Uncer-

tainty’ ? From Type-1 to Interval Type-2 FLSs Through Controlled Blurring,’

Manuscript submitted for publication in the Transaction of Fuzzy Systems

Journal. Under review.

194



8.3 Publications Produced

2. A. Pourabdollah, C. Wagner and J. Aladi, ‘Improved Uncertainty Capture for

Non-Singleton Fuzzy Systems,’ Manuscript submitted for publication in the

Transaction of Fuzzy Systems Journal. Accepted for publication in 2016.

8.3.2 Conference Publications

1. J. Aladi, C. Wagner, and J. Garibaldi, ‘Type-1 or interval type-2 fuzzy logic

systems -on the relationship of the amount of uncertainty and FOU size,’ in

Proceedings of the IEEE International Conference on Fuzzy Systems, 2014, pp.

2360–2367.

2. J. Aladi, C. Wagner, J. Garibaldi and A. Pourabdollah, ‘On Transitioning From

Type-1 to Interval Type-2 Fuzzy Logic Systems,’ in Proceedings of the IEEE

International Conference on Fuzzy Systems, 2015, pp. 1-8.

3. J. Aladi, C. Wagner, and J. Garibaldi, ‘A Simplified Method of FOU Design

Utilising Simulated Annealing,’ in Proceedings of the IEEE International Con-

ference on Systems, Man and Cybernetics, Hong Kong, October 2015, pp.

TBC.

4. A. Pourabdollah, C. Wagner and J. Aladi, ‘Changes under the Hood - a New Type

of Non-Singleton Fuzzy Logic System,’ in Proceedings of the IEEE International

Conference on Fuzzy Systems, 2015, pp. 1-8.

5. J. Aladi, C. Wagner, and J. Garibaldi, ‘An Investigation of Uncertainty Repre-

sentation in Higher-Order Fuzzy Logic Systems,’ in Proceedings of the Eighth

Saudi Students Conference in the UK, 2016, pp. 213-227.
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8.3.3 Presentations

• Type-1 or Interval Type-2 Fuzzy Logic Systems -On the Relationship of the

Amount of Uncertainty and FOU Size, The Intelligent Modelling and Analysis

(IMA) Research Group seminar, School of Computer Science, The University

of Nottingham, United Kingdom, January 13, 2014.

• An Investigation of Uncertainty Representation in Higher-Order Fuzzy Logic

Systems, The 8th Saudi Students Conference in UK, the Queen Elizabeth II

Conference Centre, London, United Kingdom, January 31, 2015.
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