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Abstract 

 

In the last three decades, advances in modern manufacturing processes, such as 

additive manufacturing (AM) on one hand and computational power on the other 

hand, has resulted in a surge of interest in topology optimization as a means of 

designing high performance components with high degrees of geometrical 

complexity. Topology optimization seeks to find the best design for a structure by 

optimally distributing material in a design space. Therefore not only the shape and 

size of the structure, but also the connectivity of the structure changes during the 

topology optimization process. As a result, the solution of a topology optimization 

problem might be represented with a high degree of geometrical complexity as it is 

not dependent on the initial geometry. The finite element method (FEM) is a 

powerful numerical analysis technique that was developed to solve complex solid 

mechanics problems. Many topology optimization approaches use FEM to 

calculate the response of the structure during the optimization process and some of 

them, called “element based-methods”, are integrated with FEM to use the 

properties of finite elements as design variables in the optimization. The solutions 

of such approaches are usually represented by a uniform finite element mesh that 

bears no relation to the final geometry and hence they don’t provide an accurate 

representation of the design boundary. The solution from topology optimization 

must therefore go through further post processing stages to obtain a 

manufacturable design. The post processing stages which can include smoothing 

and shape optimization are costly and time-consuming and may result in the 

structure becoming less optimal. With traditional manufacturing processes this is 

acceptable as the manufacturing constraints prevent the optimized design from 

being manufactured so some re-analysis is necessary. With additive manufacturing, 

however, this restriction is removed, which means a topology optimization 

resulting in a manufacturable design is highly desirable.  

Evolutionary structural optimization (ESO) is an element based topology 

optimization approach which operates by systematically removing inefficient 
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material from the structure until the optimization objective achieves convergence. 

Due to the intuitive nature of ESO, this method is simple to be programed and can 

be easily integrated with FEM or other numerical analysis techniques; thus it is 

suitable for complex geometries represented with FEM. During the last two 

decades ESO and its extensions, such as bi-directional ESO (BESO), have been 

successfully used for many topology optimization problems such as stiffness 

design, design of compliant mechanisms, heat conduction problems and frequency 

problems. However, being an element based method, the drawback of poor 

boundary representation remains.  

The extended finite element method (X-FEM) is an extension of the classical FEM 

that was developed to represent discontinuities, such as cracks and material-void 

interfaces, inside finite elements. X-FEM can be employed in topology 

optimization problems to handle the material-void discontinuity introduced by the 

evolving boundary during the optimization process which potentially enables a 

sub-element boundary representation. This requires an implicit boundary 

representation, such as level-set method with the benefits of better computational 

accuracy through the optimization, more optimized solution and smoother 

boundaries for direct to manufacture.  

In this work a new method of evolutionary structural optimization is proposed in 

which X-FEM is employed for the more smooth and accurate representation of the 

design boundary. Linear finite elements are used to discretize the design space. 

These include 4-node quadrilateral elements in 2D modelling and 8-node 

hexahedral elements in 3D modelling. To implement the X-FEM, an implicit 

boundary representation using isoline and isosurface approaches is used. The 

proposed method which is called “Iso-XFEM” is implemented for various 

topology optimization problems, including the stiffness design of 2D and 3D 

structures, stiffness design with additional displacement constraint and topology 

optimization of geometrically nonlinear problems. The solutions of the Iso-XFEM 

method are compared with those obtained using BESO, as a representative FE 

based method. The results confirm a significant improvement in boundary 

representation of the solutions when compared against BESO, and also 

demonstrate the feasibility of the application of the proposed method to complex 

real-life structures and to different objectives. All the programs used to generate 
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topology optimised solutions using the proposed method and its modifications are 

developed by the author. These include topology optimization codes, linear and 

non-linear FEA, and 2D and 3D X-FEM integration schemes.  
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Chapter 1 

Introduction 

 

1.1. General 

In mechanics, a structure can be defined as a combination of parts or materials 

which are intended to support a set of loads.  Structural Design is the process of 

selecting materials and parts, their size and configuration, such that they provide 

adequate stability, strength and rigidity for the structure. In modern engineering, 

there is a need to find the best possible solution for an engineering problem. This is 

both for commercial reasons and from a government and societal push for designs 

that are energy efficient and have a small carbon footprint. Consequently, 

engineers are required to design lightweight, low-cost and high-performance 

structures. The main task of Structural Optimization is to achieve the best possible 

configuration of materials that can support service loads. However, in the growing 

multidisciplinary field of optimization, there is an increasing demand to find the 

best solution to a structure which can meet all the multidisciplinary requirements 

imposed by functionality and manufacturing (Wang 2003).  

Traditionally, the process of structural design was based on sequential trial and 

error, gradually improving the existing designs. However, today’s competitive 

industrial market requires high quality products with reduced time and cost of 

design and manufacturing. This requires the use of scientific methods during the 

process of design and manufacturing. The availability of high speed computers in 

recent decades and the development of numerical methods in engineering, have 

been significant drivers to transfer the mostly academic based field of structural 

optimization into the current stage of practical implementation in the industry. 

Currently, many industries benefit from different aspects of structural optimization. 
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It has been employed in mechanical, aerospace, civil, off-shore and many other 

fields of engineering (Iyengar & Jagadish 2005).  

In a structural optimization problem, the goal could be to optimize the size, shape 

or topology of a structure. Topology optimization is the most general form of 

structural optimization in which the topology, as well as the size and shape 

changes during the optimization process. The aim of topology optimization of 

continuum structures is to find the best possible layout for a structure within a 

design domain under a set of loads and boundary conditions. The topology 

optimization methods generally operate by distributing a limited amount of 

material in a design space and finding the number of structural members required, 

and also the connectivity of these members.  

The topology optimization process of continuum structures often progresses 

toward convergence with an increasing geometrical complexity. In order to 

represent the topology changes and final topological optimized solutions, the 

optimization algorithms are integrated with a numerical analysis method such as 

the finite element method (FEM) or a meshfree method. There has been a 

significant interest in the finite element based methods of topology optimization as 

many optimization algorithms can simply be integrated with the finite element 

framework of the structure. In the element based methods, the design domain is 

discretised using a finite element mesh, and each finite element, or one of its 

properties, is considered as a design variable. Evolution based algorithms are a 

group of element based methods of topology optimization that are developed to 

imitate natural selection. Evolutionary Structural Optimization (ESO), proposed by 

Xie and Steven (1993), is based on the assumption that the structure evolves to an 

optimum by gradually removing its inefficient material. As a heuristic method, 

ESO doesn’t have the mathematical complexity of other optimization methods, can 

be simply programmed and can be applied to many complex structural 

optimization problems. 

Despite the many advantages of element based topology optimization methods, a 

common drawback is the limitation in representation of the boundary of the design. 

In the element based methods, the geometry is represented by the finite elements. 

Thus, the finer elements are near the boundary, the more detailed is the 
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representation of the boundary. However, it is not always possible to use a fine 

mesh in topology optimization problems as it can dramatically increase the time 

cost of the analysis. On the other hand, the solutions from implementing a coarse 

mesh will require much more post-processing to become a smooth topology. They 

will also be less able to represent geometrical complexity and may result in a less 

optimal solution. The post-processing required which generally includes 

smoothing, reanalysing and shape optimization, is usually very time consuming 

and can result in a less optimal design.  

An alternative approach to reduce the post processing required for the 

topologically optimized solutions is to combine the structural optimization 

algorithm with an adaptive mesh refinement strategy, such that it refines the mesh 

near the boundary where a high resolution is required and coarsens the mesh where 

less accuracy is required. A significant improvement of the conventional element 

based methods has been reported by using the adaptive mesh refinement strategies. 

However, generating several meshes during the optimization process is 

cumbersome. Also, by refining the mesh, new degrees of freedom are being 

introduced to the finite element model of the structure which again increases the 

time-cost of the optimization (Aremu 2013).  

Belytschko and Black (1999), followed by Moës et al (1999), proposed a 

generalized version of finite element method to represent discontinuities inside 

finite elements without the need to refine the mesh near the discontinuities. The 

idea was to enrich the classical finite element approximation space with 

discontinuous functions of the continuous displacement field.  This approach 

which was later known as eXtended Finite Element Method (X-FEM) has been 

successfully implemented to represent a variety of discontinuities including crack 

growth, holes and inclusions, and fluid/structure interaction. The main advantage 

of X-FEM is that in the problems with a progressive change in the topology of the 

domain during on analysis, such as crack propagation, the FE mesh does not need 

to be updated to track the discontinuity path; thus, reducing the computational 

costs and also the projection errors associated with conventional FEM.  

Application of X-FEM into structural optimization problems, where the design 

boundary represented with a discontinuous material/void interface changes during 
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the optimization process, can improve the quality of optimized solutions. Although 

a few works have been published in this field, the studies are limited to the use of 

X-FEM with boundary variation methods and there has been no work addressing 

the application of X-FEM on material distribution methods such as evolutionary 

based optimization methods. As the evolutionary topology optimization methods 

are generally element based approaches suffering from weak boundary 

representation, this work represents an investigation of the application of X-FEM 

with an evolutionary based topology optimization algorithm, with the aim of 

increasing the performance of the solutions and providing high resolution topology 

designs. 

 

1.2. Aim and objectives of the research 

The aim of this research was to develop a reliable and practical algorithm for 

topology optimization of continuum structures which doesn’t have the limitations 

of the current topology optimization methods in representing the design geometry. 

Adopting such an algorithm has the potential to minimize the computational time 

and also the design cost of the engineering products. This aim was achieved by 

meeting the following objectives: 

- Investigating the commonly used topology optimization algorithms. 

- Investigating the different numerical techniques used in structural analysis. 

- Developing a topology optimization method which benefit from a boundary 

improvement scheme. 

- Extending the method to the topology optimization of 3D real-life 

structures, multiple objectives and non-linear problems. 

- Developing Matlab codes which represent the developed topology 

optimization method. 

 

1.3. Significance and novelty of the research 

Topology optimization as a material distribution problem has been conventionally 

developed in a finite element based framework. The solutions from topology 
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optimization which are represented by the finite elements usually require a long 

post-processing before they become manufacturable topologies. This study is 

significant in that it provides a simple and applicable method for topology 

optimization of continuum structures with the solutions which need the least 

amount of post processing before manufacturing. The advantages of the proposed 

method are that it is computationally efficient and results in better computational 

accuracy, more optimal solution and significantly smoother boundary 

representation than the traditional element based optimization methods. It is also 

demonstrated that it can be applied to real 3D structures, multiple objectives and 

non-linear problems. Therefore this method provides the potential engineers to 

reduce the computational time and the design cost of products.  

The novelty of this work is that it proposes a new evolutionary optimization 

method which uses X-FEM with implicit boundary representation to achieve 

topology solutions with high resolution. Furthermore, the method is extended to 

enable the topology optimization of 3D real-life structures, non-linear structures 

and multiple objectives.  

 

1.4. Layout of the thesis 

This thesis consists of 7 chapters.  

Chapter 1 presents an introduction to structural optimization, the general ideas 

behind the research, the aims and objectives and the significance of the research. 

Chapter 2 presents a review of structural optimization by describing the different 

aspects of structural optimization and its mathematical basis. Topology 

optimization as the most challenging aspect of structural optimization, is reviewed 

and different methods applied to the topology optimization of continuum structures 

is discussed. Finally, some of the main numerical instabilities that come from the 

current optimization algorithms are described. 

Chapter 3 presents an introduction to the various numerical methods used in 

structural analysis, with emphasis on those used in structural optimization. The 
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finite element method, adaptive mesh refinement techniques, extended finite 

element method and meshless methods are reviewed.  

Chapter 4 presents an introduction to the proposed topology optimization method. 

This chapter includes the two dimensional studies of the work. An isoline method 

used for implicit boundary representation and an X-FEM integration scheme are 

presented. An evolutionary optimization algorithm combined with the isoline 

boundary representation and X-FEM integration scheme is proposed to complete 

the method. Several test cases are presented and a numerical comparison of the 

results with standard element-based topology optimization solutions is given. 

Chapter 5 presents an extension of the method to enable the three dimensional 

structures to be optimized. This is achieved by implementing an isosurface model 

for the boundary representation and a 3D X-FEM integration scheme. Several test 

cases and numerical comparisons, including the application of the proposed 

method to a real-life engineering structure are given. A discussion section 

regarding the extension of the method into optimization of alternative objectives is 

also presented. 

Chapter 6 investigates the further application of the proposed method to the 

topology optimization of geometrically non-linear problems. The changes required 

in the FE model to achieve this as well as change in the optimization method are 

presented. The solutions obtained from the linear and non-linear models are 

compared. 

Chapter 7 presents a discussion of the numerical results and the optimization 

methodologies presented in the previous chapters. 

Chapter 8 presents the achievements and general conclusions regarding the 

effectiveness and efficiency of the proposed method followed by suggestions and 

recommendations for future work. 

Appendixes at the end of the thesis, present samples of Matlab codes developed in 

this work to represent topology optimization of continuum structures using the 

proposed method.   
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Chapter 2 

Literature Review Part I:  

Overview of Structural Topological 

Optimization 

 

In this chapter, a review of structural optimization is presented. A mathematical 

description of the general structural optimization problem is presented. Three 

aspects of the structural optimization problem, size, shape and topology 

optimization are then discussed. Finally a review of the various topology 

optimization strategies and different methods is presented, followed by a 

discussion of the issue of numerical stabilities in topology optimization methods. 

 

2.1. Structural optimization 

A structural optimization problem aims to achieve the best performance for a 

structure while satisfying all the constraints. Similar to other optimization 

problems, a structural optimization problem can be described by the objectives of 

the problem, a set of design constraints and the design variables. The structural 

optimization problem can be formulated as “minimize (or maximize) the objective 

function subject to the constraints”. The objective is a scalar response which 

directs the structural optimization towards the best configuration of the 

independent design variables. The equation that relates the objective to the design 

variables is called the performance function. The performance function is 

continuously evaluated to monitor the system’s response by progressing the 

structural optimization. A solution to the structural optimization problem would be 
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a configuration of the design variables in which it gives the best possible value of 

the performance function. Design variables of a structural optimization problem 

can be either continuous or discrete.  Structural design variables include points 

defining structural features, dimensional parameters and density of material in a 

structural region (Aremu 2013). A third component, the constraints, is used to 

impose certain performance criteria on a structure. The constraints could be 

behavioural or geometrical (Wang 2003). Below are some examples of objective 

functions and behavioural constraints: 

- Volume or weight of the structure 

- A global measure of structural performance such as stiffness (or 

compliance), natural frequencies, buckling loads, etc. 

- Maximum displacement, stress, strain or strain energy density at the whole 

structure. 

- Local responses of the structure such as displacement, stress, or strain at a 

particular location in the structure. 

Geometrical constraints could be manufacturing limitations, maximum/minimum 

member sizes and physical restrictions. Note that although many of the above may 

be used as either objective or constraint, in engineering problems, it is usual to 

have a single objective with most performance measures implemented as 

constraints in the optimization problem. 

 

2.1.1. Mathematical representation of a structural optimization problem 

A structural optimization problem in general form can be defined as searching for 

the minimum (or maximum) value of a function f(x), in which 

𝑥 = (𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛) is the variables vector. According to (Haftka and Gurdal, 

1992), an optimization problem can be expressed as: 

Minimize     𝑓(𝑥) 
Subject to   𝑔𝑗(𝑥) = 0             j = 1:M                                                                (2.1) 

                   ℎ𝑘(𝑥) ≥ 0            k = 1:N 

where g(x) and h(x) are the equality and inequality constraints, respectively, with j 

the number of equality and k the number of inequality constraints. The 
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optimization problem is called linear if both objective function and the constraints 

are linear functions of the design variables. If either the objective function or one 

of the constraints is a nonlinear function of the design variables, the optimization is 

called nonlinear. 

Such a structural optimization problem can be solved by using calculus methods 

(Haftka and Gurdal 1992) or using numerical methods such as mathematical 

programing (Heyman 1951), optimality criteria (Prager and Shield 1968; Prager 

and Taylor 1968) and genetic algorithms (Holland, 1975).    

 

2.1.2. Classification of structural optimization problems 

Structural optimization problems can be classified into three main groups as 

follows: 

- Size optimization: Size optimization involves finding the optimal 

dimensions in a design while its shape is fixed throughout the optimization 

process. This could include the cross sectional area, moment of inertia, 

thickness, length and breadth of the design (Aremu 2013).  A common size 

optimization problem is truss structures in which the design variables are 

the cross sectional area of the trusses. 

 

- Shape optimization: In this type of structural optimization, the shape of 

the boundaries change during the optimization process, however, the 

number of members in the structure and the manner they are connected 

remain fixed. In this approach the design variables are often a set of points 

on the geometry being optimized, and their Cartesian coordinates are 

iteratively updated until an optimum is reached.  

 

- Topology optimization: This is the least constrained and most challenging 

type of structural optimization as the material distribution within the design 

domain including the shape, number and location of holes and connectivity 

of design domain may change throughout the optimization process. Figure 
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2.1 compares the three types of structural optimization for a typical 

structure. 

Other types of structural optimization include topometry and topography 

optimization which are very similar to size and shape optimization, respectively. 

However, these are only applicable to 2D or shell structures where the concept of 

thickness can be defined (Leiva et al 2007).  

 

Figure 2.1. (a) Size (b) shape and (c) topology optimization of a typical structure 

 

2.2. Topology optimization 

2.2.1. History 

Topology optimization is much younger than size or shape optimization; however 

it is a rapidly expanding field of structural mechanics. It can be traced back to the 

early 1900s when the important principles for topology optimization of structures 

with very low volume fractions (truss-like structures) were established by Michell 

(1904). Nearly 70 years later Rozvany (1972) extended Michell’s approach to 

grillages (beam systems) paving the way for the optimal layout theory as the first 

general theory of topology optimization (Prager and Rozvany 1977; Rozvany 

1992; Rozvany and Birker 1994). Although this theory was primarily applied to 
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analytical (exact) optimization of grid-type structures, this would later have 

significant implications for numerical methods and continuum structures requiring 

higher volume fractions (called Generalized Shape optimization (Rozvany et al 

1992) or variable topology shape optimization (Haber et al 1996)).  

The investigation of numerical techniques in topology optimization of continuum 

structures started in the late 80s with the landmark paper of Bendsoe and Kikuchi 

(1988), regarding the application of the homogenization method to topology 

optimization. In this finite element based topology optimization method, the idea 

was to represent the design domain with periodically distributed perforated 

microstructures in order to reduce the complex topology optimization problem into 

a simple size optimization of microstructures. The porous nature of the 

microstructures associated with the homogenization method’s solutions 

represented with the microstructures made them difficult to be manufactured via 

conventional manufacturing methods (Sigmund, 2001). A simpler approach called 

Solid Isotropic Material (or Microstructure) with Penalization (SIMP) was 

developed by Bendsoe (1989) and Zhou and Rozvany (1991) based on assuming 

constant material properties within each element of the design domain.  

Xie and Steven (1992; 1993; 1997) proposed a simple approach to topology 

optimization called the evolutionary structural optimization (ESO). This approach 

was based on an assumption that the structure evolves to an optimum by gradually 

removing inefficient material (elements with lower stress) from the design domain. 

An extension of ESO called Bi-directional Evolutionary Structural Optimization 

(BESO), allowing the elements to be added and removed simultaneously, was 

proposed by Querin et al (1998; 2000). Although ESO type optimization methods 

rely on intuition rather than a rigorously derived mathematical proof (Rozvany, 

2009; Zhou and Rozvany, 2001), its inherent simplicity has made it an attractive 

approach for topology optimization. An alternative to the above gradient based 

approaches is the use of stochastic based methods in topology optimization. A 

genetic based algorithm for topology optimization was first proposed by Sandgren 

et al (1990) in order to prevent the topology optimization from converging into a 

local optima (as can be the case in gradient based algorithms). As the genetic 

algorithms operate on a population of potential solutions rather than improving one 

single solution, thus dealing with a much larger number of design variables, the 
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research in its implementation on structural optimization is limited to relatively 

small problems (Zuo et al 2008). 

The conventional element based methods described above were not capable of 

accurately representing the shape of the boundaries. Due to the importance of 

shape representation in shape and topology optimization, a level set based 

approach for structural optimization was proposed (Sethian and Wiegmann 2000; 

Wang et al 2003; Allaire et al 2004). The idea was to implicitly represent the 

boundary using a level set model, and then combine the shape sensitivity with a 

Hamilton-Jacobi equation in order to track the shape and topology changes.  

There are a number of other approaches proposed for the topology optimization of 

continuum structures which are not as established as those previously mentioned in 

this chapter. They include ant colony (Kaveh et al., 2008; Luh and Lin, 2009), 

simulated annealing (Bureerat and Limtragool, 2008), boundary element (Tait and 

Fenner, 1999), bubble method (Eschenauer et al., 1994) and particle swarm (Luh et 

al, 2011). 

 

2.2.2. Classification of topology optimization methods 

Here, three different classifications are presented for structural optimization 

methods addressing the topology optimization of continuum structures: 

 

- Mathematical based and heuristic methods 

Some topology optimization approaches have a rigorous mathematical 

proof behind them such as the homogenization and level set methods. 

Another group called heuristic methods includes those methods which 

address the topology optimization in a less mathematical but more intuitive 

way by observation from nature. Although the heuristic methods have 

proven themselves in providing good solutions, there is no guarantee that a 

solution will always exist by implementing these methods. Examples of the 

heuristic methods are ESO type methods, and those which employ genetic 

based algorithms.  
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- Gradient based and stochastic based methods 

In general, there are two possible ways of finding the optimum set of 

design variables in an optimization problem, one using a gradient based 

approach and one by generating random variables. The gradient based 

methods search for the optimum by using the derivatives of the objective 

function and the constraints. As these methods heavily rely on aspects of 

calculus and the starting design, they are sensitive to convergence to local 

optima. Also these methods assume that the problem is convex and that 

there is a solution for the optimization problem. However in some 

structural problems, the optimization problem is not convex as it might be 

discontinuous or disjointed (Huang and Arora 1997; Haftka and Gürdal 

1992; Querin 1997). In this case the use of stochastic methods could be 

beneficial. The stochastic methods of topology optimization such as genetic 

algorithm and ant colony operate by distributing random variables and 

applying survival of the fittest. Due to the large number of design variables 

defined in these methods they are computationally expensive and not 

recommended for large optimization problems.  

 

- Material distribution methods and boundary variation methods 

Material distribution methods are those which solve the structural 

optimization problem by optimally distributing the material within the 

design domain and include the homogenization method, SIMP and ESO. 

The material distribution methods are mainly element based approaches as 

the optimization algorithms are integrated with the finite element frame 

work of the structural problem and the elements or a property of the 

elements are considered as the design variables. The element based 

methods have been very successful in finding the structurally optimal 

topologies and they have been the dominant methods of topology 

optimization. However a drawback to these methods is their weak 

capability in representing the geometry of the design as it is represented by 

the finite elements.  
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In the boundary variation methods, the boundary of the design and the 

topology are not represented by elements, instead they use geometric 

methods to represent the boundaries. The boundary variation methods were 

initially incapable of changing the topologies and were only used for the 

purpose of shape optimization for a given topology (Haftka and Grandhi 

1986). However recent improvements in boundary variation methods, such 

as the level set method, allow the topology to change during the 

optimization process (Burger et al 2004; Allaire et al 2005). 

 

2.2.3. Common  approaches for the topology optimization of continuum 

structures 

2.2.3.1. Homogenization 

The homogenization approach (Babuska, 1976, Cioranescu and Paulin 1979) in 

general is a mathematical theory which is used to find the effective material 

properties of the equivalent homogenized domain in a physical problem. For 

example it can be used to represent a composite material with a homogenous one 

having the same mechanical characteristics. This approach can be used in topology 

optimization as the structure to be optimized can be considered as a composite 

consisting of material and void. The first application of homogenization in 

topology optimization was by Bendsoe and Kikuchi (1988) in which they derived 

the effective material properties for porous finite elements. Assuming a rectangular 

shape for the holes (figure 2.2), the porous elements could be mathematically 

modelled using three geometrical parameters of the hole’s size and orientation, 

a(x), b(x) and 𝜃(𝑥), allowing a varying density (0 ≤ 𝜌 ≤ 1) for the porous region 

(Suzuki and Kikuchi 1991). Following that, both the density and the elasticity 

tensor can be defined as a function of the geometrical parameters of the 

microstructures: 

𝜌(𝑥) = 𝜌(𝑎(𝑥), 𝑏(𝑥), 𝜃(𝑥)),   

𝐸𝑖𝑗𝑘𝑙 = �̃�𝑖𝑗𝑘𝑙(𝑎(𝑥), 𝑏(𝑥), 𝜃(𝑥))                                                                           (2.2) 

𝑉𝑜𝑙 = ∫ 𝜌(𝑥)𝑑𝑥
Ω
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where the effective material parameters �̃�𝑖𝑗𝑘𝑙 can be obtained using the 

homogenization formulas. By implementing the above assumption, the complex 

topology optimization problem could be simplified into finding the optimal size 

and orientation of the holes. Implementing the rectangular microvoids in a 

quadrilateral mesh allows a full range of porous elements, from fully solid to 

completely void, however implementation of rectangular microvoids in triangular 

elements is more restrictive. Another drawback of this implementation is the high 

number of design variables, which is computationally expensive, especially for 3D 

optimization problems where there exist 3 size variables and 3 orientation 

variables. Other proposed microstructures include the use of ellipsoidal holes to 

remove the need for orientation angle (Suzuki and Kikuchi 1991), ranked 

laminates (Hassani and Hinton 1998), triangular microstructures (Folgado et al 

1995) and hexagon microstructure (Hassani and Hinton 1998). 

 

 
Figure 2.2. Rectangular microstructure 

 

The essential steps in solving topology optimization problems using the 

homogenization method can be summarized as: 

1. Discretizing the design domain with finite elements, each of which consists of 

a composite material having microvoids covering the density variations 

between 0 and 1. 

2. Finding the optimal size and orientation of the microvoids using a search 

technique such as optimality criteria method. 
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3. Determining the homogenized material properties of the composite material. 

The advantage of the homogenization method is that it has a rigorous theoretical 

basis which can provide a mathematical bound to the theoretical performance of 

the structures.  Also, it has a good rate of convergence. The disadvantage of this 

method is that determination and evaluation of the optimal microstructures is 

cumbersome. Also, the solutions cannot be built directly since no definite length 

scale is associated with the microstructure (Sigmund 2001).  

 

2.2.3.2. SIMP 

The term “SIMP” standing for Solid Isotropic Microstructure with Penalization, 

was first introduced by Rozvany et al (1992). However, the method was proposed 

by Bendsøe in 1989 under the term “direct approach”. The idea was to assume 

continuous elemental densities for the structure as opposed to the discrete form of 

the homogenization method, thus reducing the number of variables per element 

into 1. Implementing this assumption into topology optimization, the resulting 

solution can be represented not only with solid and void regions, but with 

intermediate densities. However, as these are not generally manufacturable, a 

power-law approach is used to move the intermediate elemental densities (0 < 𝜌 <

1) towards a 0/1 solution by penalizing the intermediate densities, as in equation 

2.3: 

𝐸(𝜌) = (𝜌)𝑝. 𝐸0                                                                                                   (2.3) 

where p is the penalization power and 𝐸0 is the Young’s modulus of the solid 

material. The stiffness of the intermediate density elements can be decreased by 

increasing the penalization power resulting in the solutions moving closer to a 

discrete 0/1 solution. Although the resulting solution tends to be less optimized. 

The topology optimization problem using SIMP method where the objective is to 

minimize the compliance (maximize the stiffness) subject to a final volume 

fraction can be shown by (Sigmund 2001): 



 

17 
 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝐶 = 𝑈𝑇𝐾𝑈 = ∑ (𝑥𝑒)
𝑃𝑢𝑒

𝑇𝑘𝑒𝑢𝑒
𝑛
𝑒=1                                                    

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜:  
∑ 𝑣𝑒𝑥𝑒

𝑛
𝑒=1

𝑉0
= 𝑉𝑐  

                  : 𝐾𝑈 = 𝐹                                                                                            (2.4) 

                 : 0 <  𝑥𝑚𝑖𝑛 ≤ 𝑥 ≤ 1 

where U, F and K denote the global displacement vector, global force vector and 

global stiffness matrix, respectively. 𝑢𝑒 and 𝑘𝑒 represent the element displacement 

vector and the element stiffness matrix, respectively, and 𝑥𝑒 and 𝑣𝑒 are the vectors 

of design variables and element volumes, respectively. n is the total number of 

elements in the design space, and 𝑉0 and 𝑉𝑐 denote the volume of the design 

domain and the prescribed volume fraction, respectively. 𝑥𝑚𝑖𝑛 is a minimum non-

zero relative density usually used for the void elements to avoid singularity. The 

above optimization problem can be solved using various numerical search 

techniques, such as the Optimality Criteria Method (OCM) (Bendsoe 1995) and the 

Method of Moving Asymptotes (MMA) (Savanberg 1987). Figure 2.3 shows a 

flowchart of the optimization process in SIMP (Bendsoe and Sigmund 2003).  The 

topology optimization starts by an initial guess of the density distribution within 

the design domain. Then a finite element analysis is performed on the current 

structure, followed by a sensitivity analysis. A sensitivity filter scheme (Sigmund 

1994, 1997) is used to ensure existence of solutions and avoid numerical 

instabilities, such as chequerboard pattern (Sigmund and Petersson 1998). This 

finite element based process of sensitivity analysis and design update is then 

repeated until convergence is achieved.  

Since SIMP doesn’t need homogenization and it uses only one design variable per 

element, it uses less mathematics and is therefore easier to be understood than 

homogenization. Compared to the other types of microstructure, SIMP generates 

clearer solutions because of the power law approach it uses. Therefore it tends to 

be easier to implement in practice, hence its use in commercial topology 

optimization software such as Altair Optistruct and Abaqus-Dassault Systèmes. 

However the solution depends on the value of penalization power and the final 

layout of the structure is dependent on the initial density distribution and mesh 

size. Also there is a need to threshold at an arbitrary density to achieve a discrete 

solution which may reduce the optimality of the solution. 
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Figure 2.3. Flowchart of SIMP. 

 

2.2.3.3. Evolutionary Structural Optimization 

Evolutionary structural optimization (ESO) was first proposed by Xie and Steven 

(1992, 1993) based on the simple concept that the optimal design can be achieved 

by gradually removing inefficient material (elements) from the design space. This 

approach can be considered as a combination of heuristic methods and gradient-

based approaches (Yang et al 1999). By assuming an elements stress value as its 

effectiveness criteria, Xie and Steven proposed that by systematically removing the 

low stress elements the optimal layout of the structure is obtainable. In order to 

maximize the stiffness of the structure, Chu et al. (1996) replaced the stress 

criterion with an elemental strain energy criterion. Bi-directional Evolutionary 

Structural Optimization (BESO) proposed by Querin et al (1998, 2000) is an 

extension of ESO in which new elements can be added to the structure near the 

high stress elements, during the evolutionary process of element removal.  Yang et 

al (1999) implemented the BESO method for stiffness optimization problems with 

an element strain energy criterion by assuming the sensitivity of the void elements 
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to be obtained from linear extrapolation of the displacement fields. Huang and Xie 

(2010a) stated the optimization problem for ESO/ BESO methods as follows: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝐶 =
1

2
𝑈𝑇𝐾𝑈 =

1

2
∑ 𝑢𝑒

𝑇𝑘𝑒𝑢𝑒
𝑛
𝑒=1                                                       (2.5) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜:  
∑ 𝑣𝑒𝑥𝑒

𝑛
𝑒=1

𝑉0
= 𝑉𝑐  

                   : 𝐾𝑈 = 𝐹 

                      : 𝑥𝑒 = 𝑥𝑚𝑖𝑛 𝑜𝑟 1 

where C is called the mean compliance rather than the compliance (𝑈𝑇𝐾𝑈) as 

defined in SIMP. The elemental sensitivities are defined as  

𝑆𝑒 =
𝜕𝐶

𝜕𝑥𝑒
=

1

2
𝑢𝑒

𝑇𝑘𝑒𝑢𝑒.                                                                                          (2.6) 

It can be seen that in the above definition of the ESO/BESO approach, the low 

sensitivity elements are not completely removed from the design domain. Instead, 

they are assigned a very weak material property, 𝑥𝑚𝑖𝑛. This scheme is called the 

soft-kill approach (as opposed to the hard-kill approach in which the element is 

removed from the design domain). As the complete removal of solid elements 

during the evolutionary approach can cause theoretical difficulties in the 

optimization, Huang and Xie (2009) proposed a version of soft-kill BESO with a 

material interpolation scheme (as in SIMP) in which the hard-kill solutions were 

obtainable by making the penalty exponent of the element relative densities into 

infinity: 

𝑆𝑒 =
𝑥𝑒

𝑝−1

2
𝑢𝑒

𝑇𝑘𝑒𝑢𝑒.                                                                                               (2.7) 

ESO/BESO employs a similar sensitivity filtering scheme as SIMP to avoid 

numerical instabilities in the optimization process (see section 2.3). Also in order 

to stabilize the evolutionary process, a sensitivity averaging scheme is proposed by 

Huang and Xie (2009) in which 

𝑆𝑗
𝑖𝑡 =

𝑆𝑗
𝑖𝑡+𝑆𝑗

𝑖𝑡−1

2
                                                                                                      (2.8) 

where it is the current iteration and j denotes the node number. Once the elemental 

sensitivities and nodal sensitivity numbers are calculated, the variables can be 
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updated using the BESO element addition and removal scheme in which the 

elements having a sensitivity above a threshold sensitivity number are added to the 

structure (become solid elements) and those having a sensitivity number below a 

threshold value are removed (become void elements with minimum density). Until 

the volume constraint is satisfied, the volume of the next iteration can be calculated 

from 

𝑉𝑖𝑡+1 = 𝑉𝑖𝑡(1 + 𝐸𝑅)                                                                                            (2.9) 

where ER is the volume evolution rate. The flowchart of the BESO method as 

suggested by Huang and Xie (2010a) is shown in figure 2.4.  

 

 
Figure 2.4. Flowchart of BESO. 

 

The ESO/BESO algorithms have the advantage of achieving high quality solutions 

with a good computational efficiency. Also, the optimization algorithms are easy to 
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understand and implement (Huang and Xie 2010a). However there have been a few 

critical comments on these approaches from Zhou and Rozvany (2001) and 

Rozvany (2009). ESO is heuristic and there is no proof that an optimal solution can 

be achieved by element elimination and admission. The original ESO based 

methods are not efficient as one needs to find the best solution by comparing a 

number of intuitively generated solutions. The evolutionary methods cannot be 

easily extended to other constraints (displacement for instance) or multi-

load/multi-constraint problems. Also, Rozvany (2001) pointed out a non-optimal 

solution for the optimization of a cantilever tie-beam when ESO was employed. 

The above comments were addressed by Huang and Xie (2010b). For the case of 

the cantilever tie-beam, Huang and Xie showed that the BESO solution was a local 

optima rather than a non-optimal solution, and that even SIMP can fall into the 

same local optima by changing the initial density distribution and using high 

values of penalization power.  

 

2.2.3.4. Genetic Algorithms  

There have been more papers on the use of genetic algorithms (GAs) in topology 

optimization than any other stochastic based approach. The idea of a genetic 

algorithm was first presented by Holland (1975) to mimic biological natural 

selection. As mentioned earlier, like other stochastic based approaches, genetic 

algorithms operate by evolving a population of potential solutions toward better 

solutions, rather than improving a particular solution (as in gradient based 

approaches). GAs uses an evolutionary survival-of-the-fittest mechanism (Holland 

1975; Goldberg 1989) allowing the designs in a population to compete with each 

other to become parent designs. Then the parent designs create the child generation 

by swapping portions of their genetic code. After a limited number of random 

mutations, the child generation which is hoped to be of a higher quality, replaces 

the parent generation, and the evolutionary process is repeated until it reaches an 

optimal design (Chapman and Jakiela 1996, Jakiela et al 1999).  
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Figure 2.5 (a) A chromosome (b) digital form of chromosome in mesh (c) the equivalent topology 

of the chromosome (d) the topology after connectivity analysis. 

 

 

 
Figure 2.6. Genetic crossover of chromosomes. 

 

In GAs, the design variables (potential solutions) are expressed with a coded 

representation, usually a character string, where each character can be thought as 

an allele positioned in a gene of a chromosome. The new designs are generated by 

undergoing a genetic crossover which allows the child designs to have traits from 

both parents. A merit function is used to evaluate the performance of the new 

designs, giving a higher chance of creating offspring to the designs with higher 

merit, and surviving into the next generation. Figure 2.5 shows a chromosome and 

its equivalent 2D topology. Before calculating the value of merit function, a 

connectivity analysis resulting in voiding all non-connected material elements, 

might be required to ensure the valid transference of the boundary conditions to all 

elements of the domain (Kane and Schoenauer, 1996; Wang and Tai, 2005) (figure 

2.5d). The performance of the chromosome (topology) can be measured by 

performing a finite element analysis. Among different types of crossovers, single 

point crossover is the most basic one in which an allele is randomly selected and 

the segments of the code after that are swapped (figure 2.6). Other types of 

crossovers include two point crossover and diagonal crossover (Kane and 

Schoenauer 1996).  

As being a global search technique, there is less chance of falling into local optima 

for GAs than the gradient based methods. However because of the large number of 
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design variables and function evaluations, the optimization approach is 

computationally expensive and is currently limited to systems with a small number 

of variables. Hence in the structural optimization of continuum structures, a coarse 

mesh should be employed to avoid excessive computational cost. This can 

significantly restrict the quality of the solutions. It has been recommended however 

that the GAs could be of advantage when applying them to problems with little 

knowledge about the nature of the design domain (Jakiela et al 1999). 

 

2.2.3.5. Level Set Method  

The level set method was first introduced by Osher and Sethian (1988) to track 

moving interfaces. Since then, it has been developed and applied to many physical 

problems. The application of the level set method to structural and topological 

optimization problems developed in the last two decades (Sethian and Wiegmann 

2000; Osher and Santosa 2001; Wang et al. 2003; Allaire et al. 2004). In the level 

set method, the boundary is represented implicitly (as opposed to the explicit 

boundary description in splines), using the contours of a level set function e.g. a 

signed distance function. This implicit boundary description conveniently allows 

for the treatment of the topological changes while smoothly representing the design 

boundaries.  

The level set method employs a two-phase material-void model to represent the 

design domain (figure 2.6). The material phase 𝐷𝑆, void phase 𝐷𝑉 and the 

boundary 𝜕𝐷𝑆 are defined according to the values of a level set function  𝜑(𝑥) in 

those regions as: 

𝜑(𝑥) ∶ {

> 0  ⇔        𝑥 ∈ 𝐷𝑆   
= 0  ⇔     𝑥 ∈ 𝜕𝐷𝑆    
< 0  ⇔         𝑥 ∈ 𝐷𝑉   

                                                                           (2.10) 
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Figure 2.6 (a) Level set function (b) material and void phases. 

 

where x is a point in space (van Dijk et al 2013). The change of the level set 

function 𝜑(𝑥) is governed using a Hamilton-Jacobi equation as 

𝜕𝜑(𝑥)

𝜕𝑡
+ 𝑣𝑛(𝑥)|𝜑(𝑥)| = 0                                                                                   (2.11) 

where 𝑣𝑛(𝑥) is the normal velocity which is obtained from the sensitivity of the 

objective function with respect to the boundary variation. Therefore, solving 

equation 2.11 allows updating of the level set function by moving the boundary 

along the normal direction. The level set function is typically initialized as a signed 

distance function. To address the problem of overshooting, Osher and Sethian 

(1988) developed an upwind finite difference scheme in order to numerically solve 

the Hamilon-Jacobi equation. To satisfy the CFL condition, the time step, ∆𝑡, 

needs to be chosen from 

∆𝑡 ≤
ℎ

max (𝑣𝑛)
                                                                                                       (2.12) 

where h is the minimum grid size in the spatial discretization (Sethian 1999, 

Challis 2010). By evolving the boundary, the level set function does not 

necessarily remain a signed distance function. Hence, from time to time, the level 

set function is re-initialized to a signed distance function to insure accuracy in 

solving the Hamilton-Jacobi equation (Sethian 1999, Challis 2010).  
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One of the drawbacks of the standard evolution equation of the level set method, 

equation (2.11), when used for 2D structural optimization problems is that it 

cannot introduce new void regions into the material region (Allaire et al. 2004). So, 

one may need to start the optimization problem with an initial design domain 

having as many as possible holes, in order to account for all possible topologies. 

Some other techniques such as incorporating the topological derivatives have been 

proposed to allow topological changes during the shape optimization (Burger et al 

2004; Allair et al, 2005).  Jia et al (2011) proposed an evolutionary level set 

method by combining ESO with the level set method algorithm, allowing new 

holes to be generated in low strain energy regions during the optimization process. 

Operating on a fixed-grid FE mesh, the level set based topology optimization 

methods have the advantage of generating solutions with smooth boundaries, 

which eliminates numerical instabilities such as chequerboard. Also it has shown 

to benefit from a great numerical efficiency (Allair et al, 2005). However due to 

the mathematical based nature of this method, its implementation to different types 

of structural optimization problem is not as simple as the material based 

approaches.  

 

2.2.4. Numerical instabilities 

Numerical instabilities associated with the topology optimization of continuum 

structures can be divided into three categories (Sigmund and Petersson 1998): 

checkerboard, mesh-dependence and local optima.  

2.2.4.1. Checkerboard  

A common problem in element-based topology optimization approaches such as 

homogenization, SIMP and ESO/BESO, is the checkerboard pattern i.e. the 

formation of alternating solid and void elements in the topology in a manner which 

looks like a checkerboard (figure 2.7 b). Comparing the stiffness of checkerboard 

configuration to the uniformly distributed one, Dian and Sigmund (1995) found 

that the structures with a checkerboard pattern had artificially high stiffness values.   

Various approaches have been suggested to prevent this problem, including 



 

26 
 

smoothing (as a post-processing stage), the use of higher order finite elements 

(Diaz and Sigmund 1995; Jog and Haber 1996) and filtering sensitivities (Sigmund 

1994). 

The sensitivity filtering scheme was first proposed by Sigmund (1994), based on 

image processing filtering techniques. The idea was to estimate the design 

sensitivity of a specific element from the weighted average of the element itself 

and the neighbouring elements.  An extension of this scheme was also proposed to 

prevent both checkerboard and mesh dependence. In this, the sensitivity of an 

element was being modified by weighted averaging of the sensitivities of the 

elements in a fixed neighbourhood of 𝑟𝑚𝑖𝑛. Figure 2.7 shows converged solutions 

of the topology optimization of a cantilever plate using a soft-kill BESO method 

with/without implementing sensitivity filter scheme. 

 

 
Figure 2.7. (a) Design domain and its boundary conditions (b) solution with checkerboard pattern 

(using BESO without filter scheme) (c) BESO solution implementing sensitivity filter scheme. 

 

2.2.4.2. Mesh dependence  

Mesh dependence refers to the problem of achieving different solutions for an 

optimization problem by employing a different mesh. Ideally, by using a finer 

mesh one would expect to obtain the same optimal structure with an improved 

boundary representation.  However implementing a finer mesh to a topology 

optimization problem can increase the complexity of the solutions i.e. convergence 

to solutions with more members of smaller sizes (Aremu et al 2013). Some 

schemes proposed to overcome mesh dependence in topology optimization include 

perimeter control (Harber et al 1996), local gradient constraint (Petersson and 

Sigmund 1998) and sensitivity filter scheme. Figures 2.8b and 2.8c show two 

different topologies obtained by implementing different mesh and filter radius for 
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topology optimization problem of the cantilever plate shown in figure 2.8a. It can 

be seen that the solution obtained from implementing a fine mesh and filter radius 

of 1 mm (figure 2.8c) has an increased the complexity compared to the solution 

obtained from implementing a coarse mesh and filter radius of 2mm (figure 2.8b). 

However, by increasing the filter radius to 2mm, the complexity is reduced (figure 

2.8d) and the same topology as that obtained from the coarse mesh is achieved. 

Aremu et al (2013) found that the higher complex topology optimised solutions 

tend to have higher structural performance. Therefore, one could argue that these 

coarsening techniques to overcome mesh dependence can only be of benefit when 

using traditional manufacturing process where the manufacturing cost is related to 

the design complexity. However with additive manufacturing offering design 

freedom, high performance solutions with more complexity is preferred.     

 

 
Figure 2.8. (a) Design domain and its boundary conditions (b) BESO solution implementing a 

60x30 mesh and 𝑟𝑚𝑖𝑛 = 2 𝑚𝑚 (c) BESO solution implementing a 120x60 mesh and 𝑟𝑚𝑖𝑛 = 1 𝑚𝑚 

(d) solution implementing a 120x60 mesh and 𝑟𝑚𝑖𝑛 = 2 𝑚𝑚. 

 

2.2.4.3. Local minima 

As shown in figures 2.7 and 2.8, one may obtain different solutions for the 

topology optimization of a particular problem, depending on the optimization 

approach and the initial parameters used for the optimization problem (Aremu et al 

2013). Therefore, it can be concluded that there exist many local optima for the 

topology optimization problem of a continuum structure.  Sigmund and Petersson 

(1998) found that independent of the approach one uses for topology optimization, 



 

28 
 

single optimization formulations that produce a 0/1 design are nonconvex and 

subject to converge into a local optima.  As the size of a typical topology 

optimization problem is too large to be handled by global optimization methods, 

Sigmund and Petersson (1998) suggested the use of continuation methods which 

also take global information into account.  

2.3. Summary and conclusions 

In this chapter, structural optimization as a general technique for designing 

continuum structures was reviewed and the mathematical description of the 

optimization problem was presented. Topology optimization, as the most 

challenging topic of structural optimization, was reviewed followed by an 

overview of the main topology optimization methods that can be found in the 

literature. The main drawbacks as well as strengths of the methods were mentioned 

in the text. From this review, it can be concluded that by utilizing different 

topology optimization approaches for a problem, different solutions can be 

achieved. In terms of boundary representation, the solutions might be represented 

with 0/1 density finite elements (BESO solutions for instance), continuous density 

finite elements (SIMP for instance) or the boundary could be explicitly (as in 

splines) or implicitly (as in level set functions) defined. Most of the current 

topology optimization methods suffer from numerical instabilities associated 

especially with integrating a finite element analysis with the optimization 

algorithm. It was shown that the converged topology could change by utilizing 

different parameters for the numerical model of the structure. For example by 

using a different mesh size, a different solution might be achieved. This fact shows 

that the numerical simulation technique which is used and integrated with the 

optimization algorithm can have a significant effect on the quality of the converged 

solution.  

The topology optimization methods presented in this chapter were based on 

utilizing the classical finite element method as the numerical analysis technique.  

However, in the last few decades there have been improvements and extensions to 

the classical FEM, as well as alternative meshfree methods which could be of 

benefit if combined with structural optimization algorithms. For this reason, the 
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second part of the literature review which is presented in chapter 3, aims to review 

different numerical structural analysis techniques appropriate for structural 

optimization. 
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Chapter 3 

Literature Review Part II: 

 Numerical Methods for Structural 

Analysis 

 

Engineering problems are, in general, mathematical models that are used to 

represent a physical situation. These mathematical models consist of differential 

equations which come with a set of corresponding initial and boundary conditions. 

Sometimes for a simple system, it’s possible to find the detailed behaviour of the 

system through an analytical approach.   However in the case of practical 

engineering problems, we usually deal with large and complex mathematical 

models in which an exact solution cannot be easily obtained. In order to deal with 

these problems, numerical approaches have been developed. In topology 

optimization, as a modern structural optimization approach, one needs to tackle the 

increasing geometrical complexity of the design solutions. The application of 

numerical techniques in the topology optimization of engineering structures is 

almost unavoidable. Hence, most topology optimization algorithms are integrated 

with a numerical structural analysis technique. The finite element method (FEM) is 

a powerful tool, and indeed most popular numerical method, for solid mechanics 

design and optimization problems.  Many topology optimization algorithms are 

either directly integrated with FEM (SIMP and ESO/BESO for instance) or use 

FEM for structural analysis. Despite all the advantages of the use of FEM in 

structural optimization, it comes with some shortcomings in boundary 

representation and also in the stability of the optimization problem (see section 

2.2.4). Considering the importance of numerical structural analysis methods in 
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structural optimization, this chapter provides a review of the most important 

numerical methods appropriate to structural design and optimization. 

3.1. Mesh-based and meshfree methods  

Numerical structural analysis methods in general can be divided into two 

categories: mesh-based methods and meshfree (meshless) methods. Mesh-based 

methods operate on meshes of data points where each point has a fixed number of 

predefined neighbours (figure 3.1 a). The connectivity of the neighbouring points 

is used to define the mathematical operators, such as derivative. The mesh-based 

methods include finite difference method (FDM), finite volume method (FVM) 

and finite element method (FEM). FVM and FDM have been extensively used in 

fluid mechanics and heat and mass transfer problems (Eymard et al 2000). FEM 

has been applied to a wide range of solid mechanics and multiphysics problems.  

Meshfree methods don’t require an explicit mesh to discretize the specified domain 

of the problem. In the meshfree and particle methods, the domain of interest is 

discretized into a set of nodes each having a domain of influence. The overlap of 

the domains of influence defines the connectivity of the domain of interest (figure 

3.1b). Meshfree methods include Smoothed Particle Hydrodynamics (SPH), 

Diffuse Element Method (DEM), Element Free Galerkin Method (EFGM), 

Reproducing Kernel Particle Method (RKPM). Meshfree methods have been used 

to solve a wide range of engineering problems including fluid and solid mechanics, 

and also large scale problems in astrophysics. However, in solid mechanics 

applications, EFGM (Belytschko et al 1994) and RKPM (Liu et al 1995) have been 

more popular. Compared to FEM, meshfree methods have the following 

advantages (Li and Liu 2002): 

- Easier handling of large deformation problems, since the connectivity of nodes 

can change with time. 

- Suitable for problems with complex geometries where generating a mesh is 

difficult. 

- Accuracy can be controlled more easily as one can simply add more nodes 

where more accuracy is desired. 
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- Meshfree discretization can provide more accurate representation of the 

geometry. 

However the drawbacks are that meshfree methods are in general slower than FEM 

and the implementation of boundary conditions are cumbersome (Fernández-

Méndez & Huerta, 2004; Chen et al 2007). The methods are also much less refined 

and developed compared with the long history of FEM development and 

commercialization.  

 
Figure 3.1. (a) Mesh-based approximation and (b) meshfree approximation 

3.2. Finite Element Method 

3.2.1.  History 

It is rather difficult to quote an exact date of invention of the finite element 

method. In 1909 Ritz proposed an effective approach for solving problems in the 

mechanics of deformable solids (Ritz 1909). In this method, the energy functional 

was approximated using known functions with unknown coefficients. Then, a 

system of equations was obtained by minimizing the functional with respect to 

each unknown, and the unknown coefficients could be obtained by solving the 

system of equations. However, in Ritz method, one should only use functions that 

satisfy the boundary conditions of the problem.  Many years later in 1943, in an 

attempt to increase the possibilities of the Ritz method, Courant introduced special 

linear functions defined over triangular regions and used the method to solve 

torsion problems (Courant 1943). In this method, the values of functions at the 

node points of triangular regions were chosen as unknowns, allowing elamination 

of the main restriction of the Ritz functions i.e. satisfying the boundary conditions. 



 

33 
 

The term “finite element method” was first introduced by Clough (1960) in a paper 

titled “The finite element method in plane stress analysis”. However the method is 

very similar to the Ritz method together with the Courant modifications. The 

application of the FEM developed rapidly due largely to the ability of computers to 

carry out the expensive computations required by FEM. The first book on FEM 

was published in 1967 by Zienkiewicz and Cheung and is titled “The finite element 

method in structural and continuum mechanics” (Zienkiewicz and Cheung 1967). 

The book presents a general interpretation of the finite element method as well as 

the applicability of FEM to any general field problem. Although the method has 

been extensively used for solving problems of structural mechanics, it is now 

extended to use for other types of engineering problem, including heat conduction, 

fluid dynamics and electric and magnetic fields. 

3.2.2.  Definition of FEM 

The finite element method (FEM) is a numerical approach for solving problems 

which are mathematically represented by partial differential equations that can be 

formulated as minimizing a functional. In this method, an assembly of finite 

elements is used to represent the specified domain of interest. FEM defines the 

approximating functions (shape functions) in terms of nodal values of the physical 

field which is being studied. The idea is to transform a continuous physical 

problem into a discretized FE problem with unknown nodal values. In the case of 

linear problems, a system of linear algebraic equations should be used to represent 

the physical problem. Once the nodal values are achieved, the values of the 

physical field inside finite elements can be obtained using shape functions 

(Nikishkov 2004). The main steps in FEM can be summarized as figure 3.2. 

 
Figure 3.2. Main steps of finite element procedure. 
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3.2.3. Common linear elements for structural optimization 

Generally, the element type should be chosen based on the dimension of the 

problem and the geometry of the domain of interest (Rao, 2011). If the geometry, 

material properties as well as response, can be expressed with a single spatial 

coordinate, one-dimensional elements can be used to discretize the domain. 

Temperature distribution in a rod and displacements in an axially loaded bar are 

examples of such a problem. Dependent on the design domain and load cases, 

structural optimization problems should be modelled using two or three 

dimensional elements with two and three spatial coordinates, respectively. The 

linear triangular element, consist of three nodes connected with three edges (figure 

3.3 a), is the simplest 2D element (Bathe 2006). The linear shape functions used in 

the linear triangular elements define a constant value of stress or strain throughout 

the element. One may need to use a greater number of triangular elements in the 

problems which involve sharp variations in strain/stress across the structure, 

resulting in a significant increase in the computational cost. The second type of 

linear elements, which is defined by four nodes, is called the quadrilateral element 

(figure 3.3 b). More accurate results can be obtained by using this element as stress 

can vary in a limited way across the element, so one may need to use fewer 

elements for a problem. If the problem cannot be modelled with 2D elements, three 

dimensional elements need to be employed. Tetrahedral and hexahedral elements 

(figures 3.3 c & d) are 3D version of triangular and quadrilateral elements, 

respectively. Again, because of better accuracy, hexahedral elements are preferred 

to tetrahedral elements. However, as certain complex geometries are difficult to 

mesh with hexahedral elements, tetrahedral elements are highly useful. Higher 

order elements with curved edges can be obtained by inserting mid nodes on the 

edges of the 2D and 3D linear elements making them useful for modelling the 

domains with curved boundaries. Higher order elements have higher degree of 

accuracy than the linear elements, however by using the higher order elements the 

computational time will be increased (Rao, 2011). 

In the isoparametric formulation of finite elements, the same set of shape functions 

are used to represent both the element geometry and displacement interpolations. 

The shape functions are defined by natural coordinates such as triangle coordinates 

for triangles and square coordinates for any quadrilateral. The advantages of 



 

35 
 

isoparametric elements are the ability to map more complex shapes and also 

having compatible geometries (Rao, 2011).  

 

 
Figure 3.3. Common 2D and 3D linear elements: (a) triangular element (b) quadrilateral element (c) 

tetrahedral element (d) hexahedral element. 

 

 

3.2.4. Application of FEM in topology optimization approaches 

As it has been studied in the previous chapter, there are many topology 

optimization approaches that are integrated with the standard finite element 

method. They include homogenization, SIMP, standard ESO/BESO, genetic 

algorithm and many other approaches which were initially developed within a 

finite element framework. As mentioned previously, the common drawback of 

these FE based structural optimization methods are the weak capability of 

boundary representation. To improve the performance of FEA and provide a more 

accurate representation of the topology, a number of techniques can be 

implemented to the structural optimization, including adaptive mesh refinement 

and fixed-grid FEM, as discussed in the following sections.  
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3.3. Adaptive mesh refinement techniques 

3.3.1. Review of mesh refinement techniques 

Adaptive mesh improvement is an important technique for increasing the accuracy 

of FEA by editing the FE meshes. A broad range of adaptive mesh refinement 

techniques have been established, which can be classified into three categories: h-

refinement, p-refinement and r-refinement (Kuo et al., 2006; Aremu 2013). h-

refinement enriches a mesh by subdividing elements in regions of interest and 

coarsens the mesh in other regions (Zienkiewicz et al., 2005). Figure 3.4a shows an 

arbitrary domain meshed with 8 triangular elements. Assuming the regions inside 

the broken line as the domain of interest, figure 3.4b shows the mesh obtained after 

mesh refinement of the domain of interest.  

 
Figure 3.4. Illustrating mesh refinement for a triangular mesh (a) domain initially meshed with 8 

triangular elements (b) h-refinement (c) p-refinement (d) r-refinement. 

 

In the second type of mesh refinement, p-refinement, new nodes are introduced in 

the boundary of the elements resulting to an increase in the order of polynomial 

constituting the shape function of the element (figure 3.4c). In the third technique, 

r-refinement, the mesh connectivity is preserved (as opposed to the h-refinement) 
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and the nodes are moved to a location that optimizes the quality of mesh in their 

vicinity (figure 3.4d). A common technique for optimizing the mesh quality is the 

use of Laplacian smoothing (Cannan et al, 1993; Freitag, 1997) in which the nodes 

are iteratively moved to the mean location of its adjacent vertices.  

 

3.3.2.  Application of mesh refinement techniques in topology optimization 

There have been a number of papers describing various topology optimization 

approaches coupled with adaptive mesh refinement techniques. Wang (2007) and 

Verani et al. (2010) used the SIMP method with adaptive meshing strategies. Kim 

and Weck (2005) proposed an adaptive topology optimization method using 

genetic algorithms with variable chromosome length.  Guest et al. (2009) also 

implemented an adaptive mesh refinement scheme with genetic algorithm for 

topology optimization of two and three dimensional problems. A Heaviside 

projection scheme was used to isolate design variables from the FE mesh. Ramm et 

al. (1998) proposed an adaptive density-based topology optimization method for 

optimizing structures with elastoplastic material. Although these works 

demonstrated some potential, the computational time and solution complexity were 

not described in great detail. Also most of these methods couple the adaptive mesh 

refinement to a density based topology optimization algorithm (Ramm et al. 

(1998), Guest et al. (2009) and Wang (2007)) which require utilization of 

penalization schemes to suppress intermediate densities. Aremu (2013) proposed 

an adaptive BESO method for topology optimization of two and three dimensional 

structures appropriate to designs for additive manufacturing (AM). By 

implementing adaptive BESO, Aremu achieved solutions with similar complexity 

of those obtained using a fixed mesh BESO utilizing a fine mesh, but with fewer 

degrees of freedom. However, although this was shown to be computationally 

efficient in 2D analysis problems, with loss of accuracy due to mesh distortion 

compromised its efficiency for 3D problems.  

Generally speaking, by coupling an adaptive mesh refinement technique with a 

topology optimization algorithm the topology can be represented with more detail 

however the computational efficiency will be sacrificed when the method is 
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applied to 3D problems. Another drawback of the remeshing approaches is the 

projection errors which come from transferring the solution from the old mesh to 

the new mesh (Lee and bathe 1994).  

 

3.4. Fixed Grid FEA 

3.4.1. Review of fixed grid FEA 

Fixed grid FEA (FG-FEA) is a technique for modelling problems in which the 

geometry of the object or physical properties of the body change with time without 

the need for remeshing (Garcia-Ruiz an Steven 1999). Examples of such problems 

include absorption of liquid from a porous material and phase change problems, as 

well as structural optimization problems. The idea of FG-FEA is to use a fixed 

mesh for the analysis of the problem and superimpose the geometry (or the 

physical property which is changing with time) on the fixed mesh. Therefore the 

degrees of freedom remain the same and the boundary evolution does not have a 

significant effect on the computational cost. Figure 3.5 shows a material-void 

interface problem represented in a fixed grid mesh. It can be seen that by 

implementing the fixed grid scheme, the elements can be classified into three 

groups: solid elements, void elements and boundary elements (the elements that lie 

on the boundary). In the analysis, the solid elements are assigned with full solid 

material property and the void elements are assigned with a very weak material 

property (rather than being completely removed). A conventional approach for 

treating with the boundary elements is to use a density based scheme in which the 

property (stiffness for instance) of the element is proportional to the area ratio of 

the solid part of the element (Kim et al 2000):  

 𝜉(𝑒) =
𝐴𝑠

(𝑒)

𝐴𝑠
(𝑒)

+𝐴𝑣
(𝑒) =

𝐴𝑠
(𝑒)

𝐴𝑡
(𝑒)                                                                                          (3.1) 

𝐾𝐵 = 𝐾𝑆𝜉
(𝑒)                                                                                                        (3.2) 

where 𝐴𝑠
(𝑒)

, 𝐴𝑣
(𝑒)

 and 𝐴𝑡
(𝑒)

 represent the solid area, void area and the total area of 

the element, respectively, and 𝐾𝐵 and 𝐾𝑆 are the stiffness matrices of the boundary 

element and solid element, respectively.  
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Figure 3.5. A material/void interface problem in a fixed grid mesh 

 

 

 

In the density scheme, the material is considered to be uniformly distributed 

through the whole element and the variations in material distribution in an element 

are not taken into account in calculating the element stiffness matrix. For example, 

figure 3.6 shows three different shapes for a boundary element where the area 

fraction of solid material within the element is 0.50. Using the density method 

(equation 3.2) the same stiffness will be obtained for all three elements. However, 

one would expect these elements to have different contributions in the finite 

element framework. This issue can cause errors near the boundary (Wie et al 

2010). 

 

 
Figure 3.6. (a) Typical boundary elements for area ratio=0.50. (b) Their density scheme equivalent 

solid element with 50% density. 

 

 

3.4.2. Application of fixed grid FEA in topology optimization 

There are many structural optimization algorithms that operate within a Fixed-grid 

FE framework, including the level set and isoline/isosurface based structural 

optimization methods. The density based approach for approximating the element 

properties has been widely used in the level set method (Wang et al 2003; Allaire 
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et al 2004). Fixed-grid FEA was introduced to ESO by Kim et al (2000). They 

found the combination of ESO and fixed grid FEA an effective approach which 

can reduce the computational cost of the optimization. Victoria et al (2009 and 

2010) proposed an evolutionary optimization algorithm operating in a fixed grid 

mesh in which the design boundaries were represented using contours of von-

Mises stress. Wie et al (2010) compared the solutions of a density-based level set 

method and an XFEM-based level set method and found that those obtained from 

the density-based level set method had coarser boundaries, where the FE results 

near the boundary were not accurate. By applying topology optimization in a fixed 

grid FEA, one can improve the computational efficiency as well as the boundary 

representation of the design. However the density scheme used to calculate 

element properties may not have adequate accuracy (Kim et al 2000; Wie et al 

2010). 

3.5. Element Free Galerkin Method 

3.5.1. Review of element free Galerkin method 

To overcome the shortcoming of FEM in modelling problems of large 

deformation, phase change or crack propagation, a number of meshless methods 

have been developed. The Element Free Galerkin Method (EFGM) (Belytschko et 

al 1994) is the most popular meshless method for structural optimization. Like 

many other meshless methods, only a set of nodes and description of the 

boundaries are required to generate the discrete equations. Each node has a domain 

of influence which is the subdomain over which it contributes to the 

approximation. The connectivity between nodes are defined by the overlap of the 

nodal domains of influence.  The shape function is constructed by employing a 

Moving Least Square (MLS) approximation (Lancaster and Salkauskas 1981) 

which is a numerical differentiation method for irregularly spaced calculation 

points (Gossler 2001).  Three essential components are required to approximate the 

function 𝑢(𝑥) with 𝑢ℎ(𝑥) using MLS approximation (Dolbow and Belytschko 

1998): a weight function associated to each node, a basis which is usually a 

polynomial, for instance a quadratic basis as 𝑢ℎ(𝑥) = 𝑎0(𝑥) + 𝑎1(𝑥)𝑥 + 𝑎2(𝑥)𝑥2,  

and a set of coefficients 𝑎𝑗(𝑥), which depend on the position.   
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There is a small subdomain around each node where the weight function is 

nonzero, called the support. The domain of influence is defined by the support of 

the weight function. The first application of MLS interpolants in conjunction with 

a Galerkin method was in the problems of heat conduction (Nayroles et al 1992). 

Belytschko et al (1994) applied the method to solve problems of elasticity and 

crack propagation and called it the Element Free Galerkin Method. EFGM is 

considered as a meshless approach when referring to the shape function 

construction. However this method still needs a background mesh for solving the 

partial differential equations by the Galerkin approach (Dolbow and Belytschko 

1998) (figure 3.7). The mesh is defined to compute the integral in the weak form 

using gauss points defined in each cell. A major disadvantage of EFGM is that 

imposing the essential boundary conditions is cumbersome as the MLS 

approximation doesn’t satisfy the Kronecker delta criterion. Several techniques 

have been developed to allow the imposition of boundary conditions including the 

use of Lagrange Multipliers (Belytschko et al 1994), coupling with FEM (Cingoski 

et al 2000) and the modified variation principle (Lu et al 1994).  

 
Figure 3.7. Illustrating numerical model of element free galerkin method. 

 

 

3.5.2. Application of Meshless Methods to Topology Optimization 

In recent years meshless methods have gained a great popularity in a broad range 

of areas including structural optimization. The reason for this is that they exhibit a 

very good numerical stability as well as accuracy (Luo et al 2013). Cho and kwak 

(2006) and Zhou and Zou (2008) used the Reproducing Kernel Particle Method 
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(RKPM) for numerical analysis in topology optimization problems. Luo et al 

(2013) employed SIMP model in a meshless EFGM framework.  Luo et al (2012) 

used the level set method in conjunction with EFGM for shape and topology 

optimization problems. Juan et al (2010) proposed a meshless topology 

optimization approach by coupling ESO with EFGM. Du et al (2008) used a SIMP 

model in an EFGM framework for solving geometrically nonlinear compliant 

mechanisms.  

Most of the research done in the area of application of meshless method to 

topology optimization of continuum structures is limited to conceptual works 

proving the validity and feasibility of the methods. Although it has been proved 

that meshless methods have a good numerical stability in solving benchmark 

problems, and can provide a more detailed description of the design boundary 

(figure 3.8), the comparison of computational efficiency of the mesh-based and 

meshless-based optimization methods has not been properly addressed to date. Due 

to the difficulties in imposing essential boundary conditions, the application of 

meshless-based topology optimization methods to real-life problems is 

challenging.  

 

 
Figure 3.8. BESO topology designs for cantilever problems (a) cantilever loaded on the middle end 

(b) its meshless BESO solution and (c) its mesh-based BESO solution. (d) Cantilever loaded at the 

bottom end (e) its meshless BESO solution and (f) its mesh-based BESO solution. 
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3.6.  X-FEM 

The Extended Finite Element Method (X-FEM) (Belytschko and Black, 1999; 

Moës et al, 1999) is an alternative fixed mesh approach for modelling problems 

involving discontinuities, singularities, complex geometries and localized 

deformations (Belytschko et al 2009). Examples of such problems include 

propogation of cracks, evolution of phase boundaries, holes and inclusions, 

modeling grain boundaries, and the evolution of dislocations. The aim of X-FEM 

is to model these kinds of discontinuities inside finite elements without remeshing 

the internal boundaries. Hence the finite elements can be defined completely 

independent of the shape of the discontinuity. Although X-FEM is not a meshfree 

method, the idea behind it is to retain most of the advantages of meshfree methods 

while diminishing their drawbacks.  

3.6.1. X-FEM Approximation  

X-FEM uses the concept of partition of unity (Melenk and Babuska 1996) to 

extend the FE classical shape functions by adding discontinuous shape functions to 

the displacement field in order to enrich the FE approximation space near the 

discontinuity. A partition of unity in a domain Ω is a set of n function 𝑓𝑖 that satisfy 

the relationship 

∑ 𝑓𝑖(𝑥) = 1𝑛
𝑖=1                                                                                                      (3.3) 

or in a more general form 

∑ 𝑓𝑖(𝑥)𝑔(𝑥) = 𝑔(𝑥)𝑛
𝑖=1 .                                                                                      (3.4) 

Finite element shape functions (as well as shape functions of many meshfree 

approximations) also satisfy the partition of unity condition (Belytschko et al 

2009): 

 ∑ 𝑁𝑖(𝑥) = 1𝑛
𝑖=1                                                                                                    (3.5) 

where 𝑁𝑖  are the shape functions. Taking advantage of this property, the FE 

approximation space can be enriched to allow representation of a discontinuity. 

However it is important to find the appropriate enrichment function for a particular 
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type of discontinuity, as well as the parts of the approximation which need to be 

enriched. Several enrichment functions exist for modelling a variety of 

discontinuities. In the case of a cracked structures (figure 3.9), which is the case X-

FEM was initially developed for, the X-FEM approximation space can be 

represented by 

𝑢(𝑥) = ∑ 𝑢𝑖𝑁𝑖(𝑥)𝑖 + ∑ 𝑎𝑗𝑀𝑗(𝑥)𝑗 .                                                                       (3.6) 

In the above equation, the first function on the right hand side shows the 

conventional finite element approximation of the displacement field in an element 

where 𝑁𝑖(𝑥) are the classical shape functions associated to the nodal degrees of 

freedom, 𝑢𝑖. 𝑀𝑗(𝑥), supported by enriched degrees of freedom, 𝑎𝑗, are the local 

enrichment function of node j, constructed by multiplying a classical 𝑁𝑗(𝑥) shape 

function with a global enrichment function 𝜓(𝑥): 

𝑀𝑗 = 𝑁𝑗(𝑥). 𝜓(𝑥).                                                                                               (3.7) 

As illustrated in figure 3.9, a Heaviside function representing a jump between -1 

and +1 on the two sides of the crack,  is used to enrich the nodes whose 

corresponding shape function support is cut by the crack boundary. Also, a tip 

function is used to enrich the nodes whose corresponding shape function support is 

cut by the crack tip. 

 
Figure 3.9. X-FEM model of a crack. 
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3.6.2. X-FEM for Modelling Holes and Inclusions 

In the case of structural optimization problems, X-FEM can be implemented to 

represent the evolving boundary of a design on a fixed grid FE mesh with no need 

for remeshing. In this case the elements which lie on the design boundary 

experience a material-void discontinuity. In this case, the X-FEM scheme for 

modelling holes and inclusions proposed by Sukumar et al (2001) can be utilized 

to represent the material void discontinuity using a Heaviside function:   

𝑢(𝑥) = ∑ 𝑁𝑖(𝑥)𝑖 𝐻(𝑥)𝑢𝑖                                                                                     (3.8) 

where the Heaviside function H(x) has the following properties 

𝐻(𝑥) = {
1     𝑖𝑓 𝑥 ∈ 𝐷𝑠

0     𝑖𝑓 𝑥 ∉ 𝐷𝑠
                                                                                        (3.9) 

which means that the value of the Heaviside function is equal to 1 for the nodes 

and regions in the solid part of the design and switches to 0 for nodes and regions 

in the void part of the design domain. The above formulation of X-FEM for 

modelling holes and inclusions doesn’t involve enrichment of shape functions; 

instead the Heaviside function is used to define the discontinuity. Hence, the same 

degrees of freedom as FEM will be defined for the X-FEM approximation space of 

a particular problem. To realize this X-FEM scheme, as proposed by Sukumar et al 

(2001), in the approximation of elements’ stiffness matrix, one can remove the 

integration from the void part of the element and merely perform the integration 

over the solid sub-domain of the boundary elements (figure 3.10). 

 
Figure 3.10. X-FEM representation of solid/void interfaces.  
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3.6.3. Application of X-FEM to Topology Optimization 

There has been an increasing interest in the use of X-FEM for shape and topology 

optimization problems when representing the design boundary in a fixed mesh 

employing an implicit boundary representation approach, such as the level set 

method (LSM). Currently, most of the topology optimization methods which 

implement X-FEM approximation are either LSM optimization-based or use the 

LSM to define the boundary of the design. Miegroet et al (2005) proposed a shape 

optimization method by the combining level set method and X-FEM 

approximation and applied the method to the shape optimization of 2D benchmark 

problems. Miegroet and Duysinx (2009) used a similar LSM-XFEM based 

approach for the shape optimization of 3D problems. No enrichments were used in 

the X-FEM approximation of these two works. Lee et al (2009) introduced a 

topology optimization method by coupling LSM to X-FEM approximation with 

enrichment.  Guo and Zhang (2011) proposed a topology optimization approach 

using X-FEM and LSM for optimizing problems having stress related objective or 

constraints. Wei et al (2010) applied X-FEM in a radial basis functions (RBFs) 

based level set model. A comparison of X-FEM based topology optimization 

solutions with density based ones showed higher smoothness and accuracy for the 

X-FEM solutions at the expense of a small increase in computational cost. Also a 

comparison of the accuracy of X-FEM with/without enrichment showed that X-

FEM without enrichment can provide similar accurate results as X-FEM with 

enrichment but in a less computational time. Li et al (2012) and Villanueva and 

Maute (2014) extended the X-FEM integration schemes for 2D and 3D level set 

based topology optimization.  

All the above mentioned literature have demonstrated X-FEM to be a powerful and 

promising approach to be used in the shape and topology optimization of 

continuum structures, as an alternative to the poor accuracy of density based FEM 

or the time-consuming remeshing schemes. A common aspect of all these X-FEM 

based topology optimization methods is the use of level set method to implicitly 

define the design boundary. Despite the accuracy and reliability of LSM, the use of 

LSM can increase the mathematical complexity of the optimization problem and 

restrict the usage of alternative topology optimization approaches.  
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3.7. Summary and conclusions 

 The wide range of optimization algorithms and numerical methods developed for 

the topology optimization of continuum structures confirms the significance and 

complexity of this subject. Although these optimization techniques have been 

successfully applied to benchmark problems, the application of many of these 

approaches to real engineering problems can be cumbersome. GAs due to the large 

number of design variables, have a high computational cost and are thus not 

suitable for large systems. The FE based Homogenization, SIMP and ESO/BESO 

methods have a good computational efficiency for large systems of real problems, 

however the solutions are provided with poor representation of the design 

geometry. Implementing FE mesh refinement schemes can improve the boundary 

representation; however this decreases the computational efficiency of the 

structural optimization. Meshless methods have higher computational cost than 

FEM, and the imposition of boundary conditions is problematic. 

 X-FEM is found to be a promising numerical approach to be used as an alternative 

to FEM in structural optimization problems. X-FEM requires an implicit definition 

of the boundary within the FE framework, such as a level set method. Because of 

that, the research in the application of the X-FEM in structural optimization is 

limited to the level set based structural optimization approaches. This increases the 

mathematical complexity of the optimization approach. There is currently a gap in 

the knowledge of the application of X-FEM in material distribution methods, such 

as evolutionary topology optimization methods. A possible advantage of this 

implementation could be maintaining the simplicity and computational efficiency 

of the material distribution algorithms while improving the boundary 

representation and increasing the accuracy of the solution near the boundary by the 

use of X-FEM. This is the subject of this thesis.   
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Chapter 4 

Two Dimensional Topology 

Optimization Studies 

 

In this chapter, a new approach for the topology optimization of continuum 

structures, named Iso-XFEM is introduced. The optimization algorithm is 

developed and applied to the topology optimization of linear two dimensional 

problems and the solutions are compared with those obtained from conventional 

element based methods. The next chapter is the extension of the Iso-XFEM method 

to the topology optimization of three dimensional and real-life structures. In 

chapter 6, Iso-XFEM is implemented for the topology optimization of 

geometrically non-linear structures. 

 

4.1. Introduction to the Iso-XFEM approach 

Iso-XFEM is an evolutionary based optimization approach, i.e. based on the 

assumption that the optimized solution can be achieved by gradually removing the 

inefficient material from the design domain. The idea of the proposed Iso-XFEM 

method is to represent the design boundary using isolines (or isosurfaces in 3D 

problems) of structural performance while implementing X-FEM to calculate the 

properties of elements on the boundary (figure 4.1). The assumption is that the 

combination of isoline boundary representation and X-FEM allows smooth and 

accurate representation of the design geometry which is being iteratively optimized 

using an evolutionary-based algorithm.  In the following sections, each of these 

elements of the proposed Iso-XFEM method is discussed in detail.  
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Figure 4.1. General idea of Iso-XFEM method. 

 

4.2.  Isoline design approach 

In general, isolines are the lines that represent points of a constant value, named 

the isovalue, in a 2D space. The isoline approach is an implicit method of defining 

the boundaries of a design in a 2D fixed grid design domain. In this approach the 

boundaries are defined using the contours of a higher dimension (3D) of structural 

performance, such as Strain Energy Density (SED) or von Mises stress, obtained 

from finite element analysis of the design space. In structural optimization 

applications (Victoria et al 2009) the boundaries are defined by the intersection of 

the structural performance (SP) distribution with a minimum level of performance 

(MLP), which is typically increasing during the optimization process. Figure 4.2 

shows a 2D fixed grid design domain discretized with a 30x30 mesh, where the 

intersection of the SED distribution as a structural performance criterion with a 

minimum level of SED gives the design boundary.  
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Figure 4.2 Design boundary represented by intersection of a structural performance (SP) with the 

minimum level of performance (MLP) in which strain energy density is used as the performance 

criterion. 

 

 

Figure 4.3. A 2D design domain represented by its relative structural performance (𝛼). (a) Relative 

performance model. (b) Design domain (D). 
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The regions of the design domain in which the structural performance is lower than 

the MLP is defined as the void part of the domain and those which have a higher 

value than the MLP form the solid part of the design domain. In order to 

mathematically represent this concept, the relative performance, 𝛼, is defined as: 

𝛼 = 𝑆𝑃 − 𝑀𝐿𝑃                                                                                                    (4.1) 

The values of relative performance in any part of the design domain can be 

obtained by interpolating the shape functions of the classical FEM: 

𝛼(𝑥) = ∑𝑁𝑖(𝑥). 𝛼𝑖                                                                                              (4.2) 

where 𝑁𝑖 are the shape functions and 𝛼𝑖 are the nodal relative performances.  

Following this, the design domain can be partitioned into void phase, boundary and 

solid phase, with respect to the values of relative performance, as 

𝛼(𝑥): {

> 0           𝑠𝑜𝑙𝑖𝑑 𝑝ℎ𝑎𝑠𝑒 (𝐷𝑆)   
= 0           𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 (𝜕𝐷𝑆)    
< 0             𝑣𝑜𝑖𝑑 𝑝ℎ𝑎𝑠𝑒 (𝐷𝑉)  

                                                                 (4.3) 

Figure 4.3 shows how the design space, D, from figure 4.2 is partitioned into 𝐷𝑆, 

𝜕𝐷𝑆 and 𝐷𝑉 using the relative performance function 𝛼(𝑥), distributed over the 

design space. One may notice that this implicit definition of the design space is 

very similar to the level set method.  In the level set method, a level set function 

(typically a signed distance function) which is governed by the Hamilton-Jacobi 

equation is used to represent the design boundary and its evolution (Wang et al., 

2003; Allaire et al, 2004). However, in the proposed approach, we have directly 

employed a structural performance to represent the design boundary. An 

application of the isoline design approach for topology design of a Mitchell type 

structure is shown in figure 4.4.  
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Figure 4.4. Application of isoline design approach in topology design of a Mitchell type structure: 

(a) Initial design domain with boundary conditions; (b) strain energy density (SED) distribution on 

the initial design domain; (c) isolines (contours) of SED of the initial design domain; (d) structural 

boundary represented by intersection of performance criterion (SED) distribution and minimum 

level of SED at VF = 0.5; (e) design geometry at VF=0.5, represented in a fixed grid design space. 

 

 

By implementing the above isoline approach, the design boundary is superimposed 

on the fixed grid finite elements, making three groups of elements in the FE design 

space: solid elements, void elements, and boundary elements (the elements which 

lie on the boundary) as demonstrated in figure 4.5. The contribution of solid and 

void elements to the FE framework could simply be considered using a soft-kill 

scheme (Huang and Xie, 2010a) in which instead of deleting the elements in the 

void phase, they are assigned a weak material property. However we would then 

lose the sub-element resolution of the design boundary definition resulting in a loss 

of accuracy and less optimal solution. In order to accurately represent the design 
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boundary whilst avoiding expensive remeshing operations, an X-FEM approach 

can be employed, as discussed in the next section.  

 
Figure 4.5. The elements are classified into 3 groups by superimposing the design geometry on the 

fixed grid FE mesh 

 

 

4.3.  X-FEM schemes for structural optimization 

The material-void discontinuity imposed by the use of the isoline design approach 

in a fixed grid FE space can be modelled using an extended finite element method 

(X-FEM). As shown in chapter 3, X-FEM approximation uses a Heaviside 

function to represent the material-void discontinuity of evolving boundaries in a 

structural optimization problem: 

 𝑢(𝑥) = ∑ 𝑁𝑖(𝑥)𝑖 𝐻(𝑥)𝑢𝑖                                                                                    (4.4) 

in which the Heaviside function equals 1 in the solid sub-domain and zero in the 

void sub-domain of the elements. To realize this X-FEM scheme, we can use the 

classical FE approximation for the solid and void elements and treat the boundary 

elements (partially solid, partially void elements) using the special X-FEM 

integration scheme proposed by Daux et al (2000) and Sukumar et al (2001). In 

this approach, the stiffness matrix of a 2D boundary element is defined by: 

𝑘𝑒 = ∫ 𝐵𝑇𝐶𝐻(𝑥)𝐵𝑡𝑑Ω
Ω

                                                                                     (4.5) 
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where Ω is the element domain, 𝐵 is the displacement differentiation matrix, 𝐶 is 

the elasticity matrix for the solid material and t is the thickness of the element. This 

equation omits void sub-domain of the element and performs integration only on 

the solid sub-domain of the element, as: 

𝑘𝑒 = ∫ 𝐵𝑇𝐶𝐵𝑡𝑑Ω
Ω𝑆

                                                                                              (4.6) 

where Ω𝑆 denotes the solid sub-domain of the element. Dependent on the element 

type used in the FE discretization of the design domain, various partitioning 

schemes can be used to realize this integration approach.  

 

 

Figure 4.6. Solid sub-domain of the boundary elements are partitioned into several sub-triangles. 

 

4.4.  2D X-FEM  integration schemes 

In the case of 2D quad elements, the integral given by equation (4.6) can be 

numerically calculated by dividing the solid sub-domain of the boundary elements 

into sub-triangles (figure 4.6) and performing the integration using the Gauss 

quadrature method: 
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𝑘𝑒 = ∑ ∫ 𝐵𝑇𝐶𝐵𝑡𝑑Ω
𝑇𝑖

𝑛
𝑖=1                                                                                     (4.7)                                                                     

where n is the number of sub-triangles inside the element and T denotes the 

triangle domain. 

 

4.4.1. Triangulation of boundary elements 

The topology and shape of a boundary element can be found using the nodal values 

of relative performance which are defined by: 

𝛼𝑖 = 𝑆𝑃𝑖 − 𝑀𝐿𝑃                                                                                                  (4.8) 

where i denotes the node number.  Nodes having negative 𝛼 belong to the void part 

of the domain and nodes with positive 𝛼 are located in the solid domain. Therefore, 

an element which has at least one node with negative  𝛼 and one with positive  𝛼 is 

a boundary element. The intersection point of the boundary and element edge 

between two neighbouring nodes i and j can be found using a bilinear interpolation 

of relative structural performances (𝛼) and shape functions: 

𝑥𝑖 =
𝑙𝑖𝑗

1−
𝛼𝑖
𝛼𝑗

                                                                                                              (4.9) 

 

  

Figure 4.7. A boundary element with typical values for relative structural performance. 
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where 𝑥𝑖 is the distance between node i and the intersection point, and 𝑙𝑖𝑗 is the 

element length between the nodes i and j. Depending on its topology, a boundary 

element can have 2 or 4 intersection points. The sub-triangles can be defined by 

defining an extra point inside the solid sub-domain of the element (typically in the 

centre of the solid area) and connecting it to the solid nodes as well as the 

intersection points. Figure 4.7 shows a boundary element with two intersection 

points and typical values for 𝛼𝑖. 

 

4.4.2. Gauss quadrature integration method 

In order to apply the Gauss quadrature method to calculate the integrals over the 

sub-triangles, the two dimensional integrals in terms of the physical coordinates 

are transferred to the triangle’s natural coordinates and represented as a series of 

weighted functions: 

∬ 𝐹(𝑥, 𝑦)𝑑𝑥𝑑𝑦
Ω𝑒

= 𝐴 ∑ 𝑤𝑖𝐹(𝜉1
𝑖 , 𝜉2

𝑖 , 𝜉3
𝑖)𝑚

𝑖=1                                                     (4.10) 

where m is the number of gauss points, 𝜉 the coordinates of the gauss points A is 

the area of the triangle and 𝑤𝑖 is weighting factor. Substituting equation (4.10) into 

equation (4.7), the element stiffness matrix can be obtained by 

𝑘𝑒 = ∑ ∑ 𝐴𝑖𝑤𝑗𝑓(𝜉1
𝑗
, 𝜉2

𝑗
, 𝜉3

𝑗
)𝑚

𝑗=1
𝑛
𝑖=1                                                                     (4.11) 

where   

𝑓 = 𝐵𝑇𝐶𝐵𝑡                                                                                   

with n the number of sub-triangles in the solid domain of the element. In the case 

of linear quad elements with second order shape function, for each sub-triangle 

three Gauss points are required for calculation of the integral. The two options are 

midline Gauss points (figure 4.8b) and the gauss points inside the triangles (figure 

4.8c). Figure 4.9 shows the proposed X-FEM integration schemes. To validate the 

proposed X-FEM approach, the stiffness matrix of a fully solid rectangular element 

having the Young’s modulus E=1 and the Poisson’s ratio υ=0.3 was calculated, by 

two different schemes: first, using the classical finite element approximation; 
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second, using the X-FEM scheme described above in which the element is divided 

into sub-triangles and integration is performed using gauss quadrature for triangles, 

as shown in figure 4.10. Both methods resulted in exactly the same stiffness matrix 

for the element, thus validating the X-FEM scheme. 

 

 
Figure 4.8 Gauss quadrature in triangles: (a) standard triangle (b) second order integration with 

midline Gauss points (c) second order integration with internal Gauss points . 

 

 

 

 
Figure 4.9 X-FEM integration scheme (a) sub-triangles with midline Gauss points (b) sub-triangles 

with internal Gauss points.    

 

 



 

58 
 

 
Figure 4.10  (a) A solid element represented by classical FEM. (b) The solid element represented by 

the proposed X-FEM scheme. (c) The stiffness matrix obtained using both FEM (K_FEM) and X-

FEM (K_XFEM) approaches. 

 

4.5. Stiffness design using isovalue-based evolutionary 

optimization process 

4.5.1. Stiffness design in evolutionary structural optimization 

As discussed in chapter 2, the basis of evolutionary structural optimization (ESO) 

is to achieve an optimal design by gradually removing inefficient elements from 

the design domain. The original idea of ESO was to remove low stress elements 

from the structure until an optimum was achieved (Xie and Steven 1993). Later it 

was further extended to problems of frequency optimization by introducing 

element sensitivity numbers calculated from eigenvalue analysis of the problem 

(Xie and Steven 1994). ESO was first applied to stiffness optimization by Chu et al 

(2006). Stiffness design is an important consideration for designing structures like 

bridges and buildings to keep the maximum deflection within a specified limit. A 

common measure used for stiffness design is mean compliance which is the 



 

59 
 

inverse of overall stiffness. In a linear problem, the mean compliance C, is equal to 

the total strain energy (SE) of the structure or the work done by the external loads:  

𝐶 =
1

2
𝑈𝑇𝐾𝑈 = 

1

2
𝐹𝑇𝑈                                                                                        (4.12) 

where K, U and F are global stiffness matrix, displacement vector and force vector, 

respectively. In ESO/BESO, an element itself (rather than a property of the 

element such as relative density in SIMP) is considered as a design variable. 

Considering compliance (the total strain energy) as the objective function to be 

minimized, the sensitivity of the objective function for adding/removing element 

would be equal to the contribution of that element to the total strain energy: 

𝑆𝑒 =
𝜕𝐶

𝜕𝑥𝑒
=

1

2
𝑢𝑒

𝑇𝑘𝑒𝑢𝑒                                                                                       (4.13) 

where 𝑥𝑒 denotes element density, and 𝑢𝑒 and 𝑘𝑒 are the elemental displacement 

vector and stiffness matrix, respectively. If a non-uniform mesh is used for the FE 

model, the sensitivity numbers can be modified by considering the effect of an 

element’s volume. Hence in this case the element strain energy density (SED) is 

used: 

𝑆𝑒 =
1

2
𝑢𝑒

𝑇𝑘𝑒𝑢𝑒/𝑣𝑒                                                                                              (4.13) 

It is evident that minimal increase in the objective function is achieved when 

elements with low sensitivity numbers which have a lower value of strain energy/ 

strain energy density are removed. Hence in order to minimize the strain energy 

(maximize the stiffness), low SED elements should be systematically removed. 

This is the principle of stiffness optimization in ESO/BESO.  

 

4.5.2.  Stiffness design using Iso-XFEM method 

In the proposed Iso-XFEM method, a similar evolutionary-based concept for 

structural optimization to that discussed above is considered for stiffness design 

i.e. the structure evolves to an optimum by removal of low SED material. 

However, the slight modification is that instead of removing/adding a range of 

low/high SED elements, the material is removed/ redistributed in low/high SED 
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regions. That means the whole element or just a part of the element can be affected 

by the process of material removal/redistribution. In this case, the material 

distribution inside the element is found by the use of the isoline approach and the 

properties of the element is calculated using the proposed X-FEM scheme, as 

discussed in section 4.4. Therefore the same objective function as equation (2.4) is 

used with a final volume fraction constraint of 𝑉𝑐: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝐶 =
1

2
𝑈𝑇𝐾𝑈 =

1

2
∑ 𝑢𝑒

𝑇𝑘𝑒𝑢𝑒
𝑛
𝑒=1                                                        (4.14) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜:  
∑ 𝑣𝑒𝑥𝑒

𝑛
𝑒=1

𝑉0
= 𝑉𝑐  

In order to realize the material removal/redistribution using the isoline approach, a 

minimum level of performance (MLP) is calculated from the following equation 

and is gradually increased throughout the optimization process until the volume 

fraction constraint is met.   

𝑀𝐿𝑃𝑖𝑡 = 𝑅𝐹𝑖𝑡 × 𝑆𝑃𝑚𝑎𝑥/𝑉𝐹𝑖𝑡                                                                             (4.15) 

where 𝑆𝑃𝑚𝑎𝑥 is the maximum performance over the design domain (𝑆𝐸𝐷𝑚𝑎𝑥  in the 

case of stiffness design) and 𝑅𝐹𝑖𝑡 is the redistribution factor for the current 

iteration. it denotes the iteration number, 𝑉𝐹𝑖𝑡 is the current volume fraction of the 

solid material to the whole domain, and is used in the above equation to  accelerate 

the material removal process at lower volume fractions. With the current 

redistribution factor, the iterative process of the extended finite element analysis 

and material removal/redistribution takes place until the percentage change in 

volume fraction is less than a minimum value ∆𝑉, which means that a steady state 

is almost reached. Then, the redistribution factor is increased by adding a 

performance evolutionary rate, PER: 

𝑅𝐹𝑖𝑡 = 𝑅𝐹𝑖𝑡−1 + 𝑃𝐸𝑅.                                                                                       (4.16) 

With the new redistribution factor, the extended finite element analysis and 

material removal/redistribution is repeated until a new steady state is reached. The 

evolutionary process continues until a desired optimum, such as a prescribed 

volume fraction (𝑉𝑐) is reached.  
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Stabilization of evolutionary process 

To stabilize the evolutionary process in BESO, Huang and Xie (2007a) proposed 

an effective stabilization scheme by averaging the sensitivity number with its 

historical information. It was found helpful in the proposed Iso-XFEM method to 

use a similar approach for stabilizing the optimization process. Therefore, the 

nodal values of relative performance is modified by   

𝛼𝑖 =
𝛼𝑖

𝑖𝑡+𝛼𝑖
𝑖𝑡−1

2
                                                                                                     (4.17) 

in every iteration apart from the first one. In the above equation i denotes the node 

number. 

 

Optimization parameters 

The optimization parameter used in the Iso-XFM method is the performance 

evolution rate, PER. The number of iterations in the evolutionary process in the 

proposed method is affected by the value of evolution rate as well as the maximum 

performance 𝑆𝑃𝑚𝑎𝑥. Selecting a high evolution rate can reduce the computational 

time. However, very high values of evolution rate may result in local optima or 

non-convergent solutions. A typical value for the performance evolution rate can 

be obtained from 

𝑃𝐸𝑅 = 0.01 ×
𝑆𝐸𝐷𝑎𝑣𝑒

𝑆𝐸𝐷𝑚𝑎𝑥
                                                                                        (4.18) 

 where 𝑆𝐸𝐷𝑎𝑣𝑒 is the average SED for the fully solid design domain. 

 

4.5.3. Steps in the Iso-XFEM algorithm 

Figure 4.11 illustrates the topology optimization procedure used, which in general 

consists of the following steps: 

1- Initialization: in this step, the dimensions of the design domain, fixed grid 

mesh and initial material distribution within the design domain are defined; 

boundary and loading conditions are applied and the parameters of the 
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optimization algorithm, such as performance evolution rate PER and final 

volume fraction 𝑉𝑐, are defined. 

2- Finite Element Analysis: a classical finite element analysis of the initial 

design domain is performed. 

3-  Calculate the structural performance criteria over the design domain (SED 

in the case of stiffness design). 

4- Calculate the Minimum Level of Performance (MLP) from equation 4.15. 

5- Calculate relative performance 𝛼 (equation 4.1) at nodes and use the 

stabilization scheme (equation 4.17). 

6- Calculate the redistribution factor RF. 

7- Extract the design boundary from 𝛼(𝑥) = 0. 

8- Check convergence by comparing the convergence criteria with the defined 

convergence threshold. If the convergence condition is satisfied, jump to 

step 11, otherwise it progress to the next step.  

9- Perform an X-FEM structural analysis on the fixed grid design domain.  

Using the nodal values of relative performance 𝛼, the elements are 

categorized into three groups: solid, void and boundary elements. Solid and 

void elements are treated using classical finite element approximation. The 

stiffness matrix of the boundary elements are calculated by partitioning the 

solid sub-domain into several sub-triangles and applying the gauss 

quadrature integration scheme described in section 4.4. The global stiffness 

matrix is calculated by assembling the element stiffness matrices.  

10- Go to step 3. 

11- Stop the optimization process. 
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Figure 4.11. Flowchart of optimization algorithm. 

 

4.6. Numerical experiments 

Two experiments were considered in this chapter to investigate the application of 

the proposed Iso-XFEM method to the topology optimization of 2D structures. A 

Matlab code was developed to present the topology optimization of the 2D test 

cases of the experiments.  

In experiment 1, the proposed method was applied to topology optimization of a 

symmetric and a non-symmetric cantilever plate, frequently used in the literature. 

This experiment started with an initial examination of convergence, followed by 

evaluation of Iso-XFEM solutions. Then the Iso-XFEM solutions were compared 

with the solutions obtained from applying BESO to the same problems, in terms of 

converged objective, computational time-cost and surface roughness. The effect of 

initial mesh on final topology optimised solutions was also studied in this 

experiment.  
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The second experiment was the application of the proposed method to topology 

optimization of a ‘C’ clip. This test case was chosen to allow investigating the 

application of the proposed method to the structures having a more complex design 

domain than the frequently used benchmark problems, requiring modeling with a 

non-uniform FE mesh.  

 

 
Figure 4.12. The two test cases. 

 

4.6.1. Experiment 1: cantilever plate 

The purpose of this experiment was to apply the proposed Iso-XFEM method to 

the topology optimization of 2D rectangular domains as a first validation stage 

prior to full 3D implementation. Two test cases were used in the first 2D validation 

study, i.e. experiment 1, as shown in figure 4.12. These are frequently used 

benchmark problems in previous studies. A consistent dimensionless set of 

parameters was used for both test cases. Test case 2D-1 was a short cantilever plate 

having length 40, height 20 and thickness 1, with a unit concentrated load applied 

in the middle of the free end (symmetric case). Test case 2D-2 was a cantilever 

plate having the same dimensions as test case 2D-1 but with the load applied at the 

bottom of the free end (non-symmetric case).  The material properties of the solid 

material were Young’s modulus E=1 and Poisson’s ratio 𝜐 = 0.3. The objective 

was to minimize the total strain energy for a target volume of 50% of the initial 

design domain. To avoid singularity issues with the concentrated load, the strain 

energy inside the loading regions shown in figure 4.12 were not used in the 

calculation of the total strain energy and the tip displacements were measured from 

outside the loading region along the line of loading. This was done to enable 

comparison of performance of different solutions obtained from implementing 
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different mesh densities, since the strain energy near the loading region tends to 

increase by refining the mesh. However, this scheme does not affect the topology 

of the solutions.  

 

4.6.1.1. Preliminary examination of convergence  

The initial design domain was discretised using a 60x30 mesh. The optimization 

started with a fully solid design domain. The evolution histories of the objective 

function and volume fraction for test cases 2D-1 and 2D-2 are shown in figures 

4.13a and 4.14a. It can be seen that the strain energy increases, as material is 

gradually removed from the design domain, then reaches a constant value at 

convergence. The development of the topology in the iterative optimization 

processes for the two test cases are illustrated in figures 4.13b and 4.14b. It can be 

seen that initially a number of holes appear as the volume fraction decreases. After 

a certain number of iterations some of the holes merge to make larger holes, thus 

reducing the final complexity of the topology.  It can be seen in figure 4.13b that 

the topology for the symmetric test case remains symmetric throughout the 

optimization which is an indication of good numerical accuracy. It can be seen in 

the final topologies that despite using a coarse mesh for this optimization problem, 

the final designs have clearly defined, smooth boundaries that need no further 

interpretation or smoothing (unlike standard SIMP and ESO/BESO methods). In 

the next two sections, the accuracy of the results are studied and the method is 

compared with standard BESO. 
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Figure 4.13. Test case 2D-1: (a) evolution history of objective function (SE) and volume fraction 

evolution of the topology (VF) (b) evolution of the topology. 
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Figure 4.14. Test case 2D-2: (a) evolution history of objective function (SE) and volume fraction 

evolution of the topology (VF) (b) evolution of the topology. 
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4.6.1.2. Evaluating Iso-XFEM solutions  

In order to accurately evaluate the performance of the final solutions and the 

accuracy of the proposed method, the obtained solutions were discretized with a 

converged, fine-structured, finite element mesh and solved using the commercial 

finite element solver NASTRAN from MSC Software (Santa Ana, California, 

USA) (figure 4.15).  

 

 
Figure 4.15. Iso-XFEM solution discretized using a converged, fine mesh and imported to 

NASTRAN for solution. 

 

Table 4.1 compares the Iso-XFEM solutions and the converged NASTRAN 

solutions in terms of their strain energies and tip displacements. It can be seen that 

the Iso-XFEM solutions are very close to the regenerated NASTRAN solutions 

with percentage error less than 0.7. The small difference in the Iso-XFEM and 

NASTRAN results may be attributed to the different mesh size used in the two 

approaches and would be expected to decrease by reducing the mesh size of the 

design space. However it can be argued that the accuracy obtained using the coarse 

mesh is sufficient for the topology optimization and the added accuracy of a finer 

mesh will unnecessarily increase computational time. This is an increasingly 

important consideration when the method is used for the optimization of real-life 

3D structures (as will be shown in the next chapter).                                
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Table 4.1. Comparison of  Iso-XFEM solutions and regenerated NASTRAN structures. 

Test case 1 Strain Energy Tip Displacement 

X-FEM 29.81 57.08 

NASTRAN 30.01 57.36 

% Error 0.67 0.49 

Test case 2 Strain Energy Tip Displacement 

X-FEM 30.82 61.77 

NASTRAN 31.04 62.10 

% Error 0.70 0.53 

 

4.6.1.3. Comparison with BESO solutions 

The solutions obtained from the proposed method are compared with BESO 

solutions for a range of mesh sizes. BESO generates solutions with defined 

geometric boundaries through an evolutionary process which is similar to Iso-

XFEM algorithm, allowing a fair comparison of the solutions of the two methods. 

The BESO solutions were obtained using a soft-kill BESO Matlab code (Huang 

and Xie, 2010a). In order to overcome the checkerboard problem (Jog and Harber, 

1996) in the BESO solutions and retain the complexity of the converged solutions, 

a small filter radius of 1.2 times the element length, was used. The selected volume 

evolution rate for BESO was 0.004 which was chosen to give approximately the 

same number of iterations to converge as the Iso-XFEM optimization approach 

(180-200 iterations). 

 

- Comparison of strain energies 

Comparing the topologies obtained using the two approaches for test case 2D-1 

(the symmetric problem) one may notice that the converged solutions for the same 

mesh size have similar topologies (table 4.2); however the BESO solutions tend to 

have higher strain energies than the Iso-XFEM solutions. The reason for this is the 

poorer edge representation in the BESO method, which has reduced the 

performance of the converged solutions.  At high mesh density the two methods 

had very similar performance, as would be expected, however, this is obviously 

much more computationally expensive. To increase the performance of these 

BESO solutions, additional post-processing is required to smooth the boundaries. 

In test case 2D-2, which is a non-symmetric problem, the two approaches have 
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generated different topologies (table 4.3).  The strain energies of the Iso-XFEM 

solutions are again lower than the BESO ones, indicating better performance for 

the Iso-XFEM solutions.   

It can be seen in tables 4.2 and 4.3 that both methods result in final topologies that 

are mesh dependent, which is generally the case for element based topology 

optimization methods. Pseudo mesh-independent topologies can be obtained by the 

use of coarsening actions such as filtering the sensitivities and increasing the filter 

radius (Huang and Xie, 2007a). However these methods still have their limits in 

terms of mesh independency and will tend to result in coarser solution that can 

have lower performance than more refined solutions. Generally speaking, 

increasing the mesh density increases the complexity of the converged solutions 

and reduces the strain energy of the solutions. Therefore increasing the mesh 

density can improve the performance of the final optimized result. This issue has 

been studied in earlier investigations for BESO (Aremu et al, 2013).  

 

Table 4.2. Iso-XFEM and BESO solutions of test case 2D-1 for a range of mesh sizes. 

 

Mesh 40 x 20 60 x 30 80 x 40 100 x 50 120 x 60 

Iso-

XFEM 

      

SE  29.49 29.04 28.91 28.85 28.88 

BESO 

     

SE 31.55 30.34 30.08 30.06 29.80 

 

Table 4.3. Iso-XFEM and BESO solutions of test case 2D-2 for a range of mesh sizes. 

 

Mesh 40 x 20 60 x 30 80 x 40 100 x 50 120 x 60 

Iso-

XFEM 
     

SE  31.08 30.82 30.74 30.54 30.64 

BESO 

 
     

SE  32.91 32.05 31.54 31.72 31.57 
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Figure 4.16 illustrates the strain energy of the converged solution as a function of 

mesh density for test case 2D-2. It shows that the Iso-XFEM optimization 

approach is more robust than the BESO method and that the strain energies of the 

Iso-XFEM solutions converged earlier than BESO ones. However, as the mesh 

gets finer the strain energies of the BESO solutions get closer to the Iso-XFEM 

solutions. It can be seen that increasing the mesh density results in the strain 

energies produced using Iso-XFEM approach and NASTRAN FEA become close, 

relative to the fluctuations in the data beyond 1/h=80. 

 

 

Figure 4.16. Changes in strain energy (SE) by reducing the mesh size (h) in test case 2D-2. 

 

Table 4.4. Comparison of the time cost of BESO and X-FEM for 100 iterations  

 

Approach\Mesh 40x20 60x30 80x40 100x50 120x60 

Iso-XFEM 19 s 43 s 92 s 188 s 434 s 

BESO 9 s 25 s 65 s 151 s 399 s 

Ratio 211% 172% 142% 125% 109% 

 

 

Table 4.4 compares the computational time for the two optimization methods for 

test case 1 after 100 iterations. It can be seen that at low mesh densities BESO is 

much faster than Iso-XFEM, however, the computational time ratio decreases with 

increasing mesh density. It is shown that BESO solutions require higher mesh 
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densities and more post-processing to obtain a smooth topology, therefore the total 

time for design will be decreased by using the Iso-XFEM method.  

 

- Comparison of surface roughness 

As a post processing stage, a Laplacian smoothing algorithm can be used to create 

smoother boundaries for the optimised topologies, if this is required for 

manufacture for instance. Laplacian smoothing is an iterative smoothing technique, 

commonly used in image processing and improving the quality of finite element 

meshes (Cannan et al, 1993; Freitag, 1997). In the image processing application, 

Laplacian smoothing operates by replacing the grey value of a pixel with an 

average of the grey values of neighbouring pixels. In the FE meshing application, 

the location of a vertex is modified using the average of the locations of 

neighbouring vertices (Vollmer et al, 1999).  Figure 4.17 shows the boundaries 

before and after smoothing for the BESO solutions of test case 2D-2 for a range of 

mesh densities. The average surface roughness of the optimized topologies before 

smoothing and the number of iterations in the Laplacian smoothing are also 

included in the figure. The root mean square roughness (Rq) was determined by 

comparison of the topology boundaries before and after the Laplacian smoothing, 

assuming that Rq of the topologies after smoothing is zero. It can be seen in Figure 

4.17 that the surface roughness of the topologies from the BESO optimization 

increases as the mesh density decreases. Figure 4.18 shows the boundaries of Iso-

XFEM solutions for the same test case before and after smoothing. Compared to 

the BESO solutions, the surface roughness of the Iso-XFEM solutions are much 

lower and they need far fewer iteration steps in the Laplacian smoothing. Also it 

can be seen that unlike the BESO solutions, the surface roughness of the Iso-

XFEM solutions have little dependency on the mesh density. It can be seen that 

smoothing has a little effect on the shape of the Iso-XFEM solutions (figure 4.18), 

therefore the smoothed Iso-XFEM topologies are expected to have approximately 

the same performance as the Iso-XFEM solutions before smoothing. However in 

the case of BESO solutions (figure 4.17), it can be seen that the shape of the 

solutions are different before and after smoothing which means that the 

performance may have changed by smoothing, i.e. the BESO solutions may require 
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an additional stage of post-processing including shape optimization after 

smoothing. 

 

 

Figure 4.17. BESO solutions before/after smoothing. 
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Figure 4.18. Iso-XFEM solutions before/after smoothing. 
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4.6.2. Experiment 2: C clip 

The purpose of this experiment was to apply the Iso-XFEM method to optimize 2D 

structures with non-rectangular design domain, requiring non-uniform FE mesh.  

To achieve this, a C clip with the loads and boundary conditions shown in figure 

4.19 was considered as the third 2D test case of this chapter, i.e. test case 2D-3. 

Node A located on the middle of the left side of the clip is fixed in the x direction 

and node B on the right is fixed in both x and y directions. Due to the complexity 

of the initial geometry, the FE model of the structure was created in a commercial 

FE package (Abaqus) and then imported into Matlab in terms of Nodes and 

Elements matrices. Here, the optimization problem was defined as minimizing the 

strain energy of the clip subject to a volume fraction constraint of, 𝑉𝐹𝑐 = 0.4, and 

the strain energy density of the design domain is used as the structural performance 

criterion. The material used had a Young’s modulus of 3 GPa and a Poisson’s ratio 

of 0.3. The optimization parameters used for this test case were 𝑃𝐸𝑅 =  0.001 and 

∆V = 0.005.  

 

  
Figure 4.19. Design domain, FE mesh, loads and boundary conditions used for test case 2D-3 (C 

clip). 

 



 

76 
 

 
Figure 4.20. Evolution of the topology of the C clip 
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Figure 4.21. Converged solution for VF = 0.4 at iteration 120. 

 

 

 
Figure 4.22. Evolution history of the objective function (SE) and volume fraction (VF) of the C clip 

test case for final volume fraction of  𝑉𝐹𝑓 = 0.4. 

 

Figure 4.20 shows the resulting topologies for a range of volume fractions. It can 

be seen that the process of material removal was carried out by creating a number 

of holes in the low SED regions of the design space, followed by the merging and 

enlarging of holes until the desired volume fraction and convergence conditions 

were achieved.  Note that the triangles near the boundary represent the X-FEM 

integration domains and are not elements. Therefore as no element is added or 

removed to/from the design domain, the number of degrees of freedom during the 

optimization process doesn’t change. However, the boundary of the converged 

solution (figure 4.21) is smoothly defined by implementing the isoline and X-FEM 
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approaches. The evolution history of the objective function and volume fraction is 

shown in figure 4.22. It can be seen that by gradually removing material from the 

design domain, the strain energy has increased. The slight oscillations in the graphs 

of strain energy and volume fraction come from redistributing the material during 

the optimization process. The optimization converged after 120 evolutionary 

iterations which took 170 seconds.  

 

4.7. Summary and conclusions 

In this chapter, the Iso-XFEM method is introduced and applied to the topology 

optimization of 2D continuum structures. The results suggest that the use of X-

FEM combined with isoline boundary representation has significant advantages, 

not only does it avoids time consuming remeshing techniques, but also generates 

structures that have smooth boundaries requiring little or no further interpretation 

or post processing. Using simple test geometries, it has been shown that X-FEM 

based topology optimization has the potential for greater accuracy and more robust 

solutions with less dependence on mesh size than BESO. Also it is shown that this 

approach has the potential to be implemented on more complex geometries though 

this needs to be established for more realistic, 3D geometries. It is anticipated 

however that this method is relatively simple to extend. A possible route to 

achieving this is to use 8-node brick elements where the solid part of the boundary 

element could be represented by sub-tetrahedrons. this is discussed in the next 

chapter. 
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Chapter 5 

Three Dimensional Topology 

Optimization Studies 

 

In this chapter the Iso-XFEM is extended to the topology optimization of three 

dimensions to enable “real-life” structures to be analysed. This involves the 

introduction of an isosurface design method to capture the design boundary during 

the optimization process and also extension of the X-FEM integration strategy into 

3D. A preliminary investigation of convergence applies the method to the topology 

optimization of a cantilever plate, as a benchmark test case frequently used in the 

literature. After this, a more complex test case is considered in order to investigate 

the possibility of the application of this approach to the topology optimization of 

real-life structures. A discussion section at the end of the chapter includes 

suggestions on how to extend the method to treat alternative objective functions or 

constraints. The stiffness design of a structure with additional displacement 

constraint is considered as an example of the further implementation of the 

proposed method. 

 

5.1. Isosurface design approach 

Similar to the isoline design approach, an isosurface is defined as a surface 

representing points of a constant value (isovalue) in a 3D space. In this case, the 

boundaries are defined using contours of 4D structural performance criteria such as  

SED in stiffness design problems. The intersection of structural performance 

criteria with a minimum level of performance (zero relative performance) is then 

used to define the design boundary. Figure 5.1 illustrates isosurfaces of SED for a 

cantilever beam. It can be seen that the isosurfaces of SED, closer to the loaded 
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point and the fixed edges, have a higher isovalue which indicates the efficient use 

of material in those regions. The purpose of isosurface design approach is to 

systematically identify a threshold isovalue to separate the material and void 

regions of the design domain using the corresponding isosurface. Similar equations 

to 4.1-4.3 of the previous chapter can be used to define the relative performance, 𝛼, 

over the design space. 

 

 
Figure 5.1. Illustration of isosurfaces of SED for a 3D cantilever beam. 
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Figure 5.2. Classification of hexahedral elements in isosurface design approach.  

 

 

 

 
Figure 5.3. 16 different hexahedral element topology states according to marching cubes algorithm. 

 

By superimposing the design geometry onto a fixed grid hexahedral mesh, the 

finite elements can be classified into solid, boundary and void hexahedral 
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elements, as illustrated in figure 5.2. If the value of relative performance on all 8 

vertices (nodes) of the hexahedral element is greater than zero, the element is 

classified as a solid element. If the relative performance of all 8 nodes are less than 

zero the element is classified as a void element. If there is at least one node with 

positive relative performance and one with negative relative performance, the 

element is considered to be a boundary element. In this case, the topology of the 

boundary element is dependent on the sign of relative performance in the 8 vertices 

of the hexahedron. Assuming linear shape functions for the hexahedral element, 

the shape of the boundary element (solid sub-domain of the element) can be found 

by determining the intersection points of the boundary and the hexahedron edges 

using linear interpolation of the shape functions and relative performance, 𝛼 

(similar to the process used for the quadrilateral element in the previous chapter).   

Since each of the eight nodes of a hexahedral element can have either a positive or 

a negative value of relative performance (+𝛼/−𝛼), there exists a maximum of 256 

(28) scenarios for a hexahedral element topology. Considering reflective and 

rotational symmetry, as considered in the marching cubes algorithm (Newman & 

Yi 2006), the total number of hexahedral element topologies can be reduced to 16 

(figure 5.3). Once the topologic state and shape of a boundary element is found, the 

properties of the element can be calculated by performing the integrations over the 

solid sub-domain of the element using the 3D X-FEM integration scheme 

presented in the next section. 

 

5.2. 3D X-FEM approach 

The X-FEM integration scheme presented in the last chapter for representing the 

material-void discontinuity inside 2D elements can be extended to a 3D design 

domain. In this case, the stiffness matrix of a 3D boundary element is defined by: 

𝑘𝑒 = ∫ 𝐵𝑇𝐶𝐻(𝑥)𝐵𝑑Ω
Ω

                                                                                       (5.1) 

where the Heaviside function H(x) is used to allow integration to be performed 

only on the solid sub-domain of the hexahedron as 

𝑘𝑒 = ∫ 𝐵𝑇𝐶𝐵𝑑Ω
Ω𝑆

                                                                                               (5.2) 
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where Ω𝑆 denotes the solid sub-domain of the element. The idea is to partition the 

solid sub-domain of the boundary elements into sub-tetrahedrons and numerically 

perform the integration over the solid tetrahedrons. The quadrature rule on 

tetrahedral has the following form: 

∭ 𝐹(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦𝑑𝑧
Ω𝑒

= 𝑉𝑡ℎ ∑ 𝑤𝑖𝐹(𝜉1
𝑖 , 𝜉2

𝑖 , 𝜉3
𝑖 , 𝜉4

𝑖)𝑚
𝑖=1                                         (5.3)     

 where  𝑉𝑡ℎ denotes the volume of the tetrahedron and (𝜉1
𝑖 , 𝜉2

𝑖 , 𝜉3
𝑖 , 𝜉4

𝑖) are the natural 

coordinates of the gauss points inside the tetrahedron. In the case of linear third 

order shape functions, as in 8 node hexahedral elements, at least 4 gauss points are 

required for accurate integration over a tetrahedron.  The element stiffness matrix 

can be calculated by summing the contributions of all solid sub-tetrahedra 

𝑘𝑒 = ∑ 𝑉𝑖 ∑ 𝑤𝑗𝑓(𝜉1
𝑗
, 𝜉2

𝑗
, 𝜉3

𝑗
, 𝜉4

𝑗
)

𝑚𝑖
𝑗=1

𝑛
𝑖=1                                                                   (5.4) 

with 𝑉𝑖 the volume of tetrahedron i and 𝑓 = 𝐵𝑇𝐶𝐵. In this study, in order to 

simplify decomposition of the solid region into sub-tetrahedrons and avoid using 

the marching cubes algorithm, an alternative approach is used. In tis approach, the 

hexahedral boundary element is initially partitioned into 24 sub-tetrahedra by 

dividing each of the 6 surfaces of the hexahedron into 4 triangles and connecting 

the vertices of the triangles to the centroid of the hexahedron. The void tetrahedra 

are then removed from the integration domain. The bi-material (solid-void) 

tetrahedra are again partitioned into smaller sub-tetrahedra and the void tetrahedra 

removed from integration domain. The integration is eventually performed over the 

remaining solid tetrahedra (figure 5.4).  

Compared to a normal hexahedron element which can be represented with only 8 

gauss points, the proposed X-FEM integration scheme requires a higher number of 

gauss points. For example, if a fully solid element is divided into sub-tetrahedra 

using the proposed decomposition scheme, 96 gauss points are required to find the 

elements properties and, dependent on the topology of a boundary element, more 

or fewer gauss points might be required. In order to increase the computational 

efficiency a modified integration scheme is presented, as discussed below. 
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Figure 5.4. Decomposing a boundary hexahedral element: (a) a boundary hexahedral element where 

the whole element domain is partitioned into 24 sub-tetrahedra; (b) a solid sub-tetrahedron; (c) a 

boundary sub-tetrahedron where the solid sub-domain is further partitioned into sub-tetrahedrons. 

 

As mentioned earlier, the void region of the design domain is modelled with a very 

weak material, rather than complete removal from the FE calculations. This is done 

to avoid singularity. This assumption is also considered in the proposed X-FEM 

scheme. However, there is no need to perform a separate integration for the void 

region when the stiffness matrix of a fully solid element as well as the contribution 

of the solid region have  already been obtained, as it can be easily calculated from 

the other two. Also in the case of the 3D X-FEM scheme, the increase in the 

number of gauss points can significantly increase the computational cost. To 

reduce this effect, when the volume ratio of the solid part is more than 50%, we 

perform the integrations on the void part of the element which has a smaller 

volume and can thus be represented with fewer sub-tetrahedra and gauss points. 

The stiffness of the boundary element can then be obtained by subtracting it from 

the stiffness of the fully solid element. So, if the solid region of the element is 

smaller than its void region, the stiffness of the element is given by: 

𝑘𝑒 = 𝑘𝑒
𝑠  + (𝑘𝑒

0 − 𝑘𝑒
𝑠) ×

𝐸𝑣

𝐸𝑠
                                                                                   (5.5) 
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otherwise it can be obtained from 

𝑘𝑒 = 𝑘𝑒
0 − 𝑘𝑒

𝑣 ×
𝐸𝑠

𝐸𝑣
                                                                                               (5.6) 

where 𝑘𝑒
0 is the stiffness matrix of the fully solid element and 𝑘𝑒

𝑠 and 𝑘𝑒
𝑣 are the 

stiffness contributions of the solid part and void part of the boundary element, 

respectively. 𝐸𝑠 and 𝐸𝑣 are the Young modulus of the solid material and void 

(weak) material respectively. 

 

5.3. Evolutionary optimization algorithm 

The same evolutionary optimization algorithm presented in the previous chapter 

for the optimization of 2D structures (section 4.5.3) could be integrated with 

isosurface design representation and X-FEM in order to extend the Iso-XFEM 

method into 3D. However in this chapter a new evolutionary optimization 

algorithm is presented which allows further extension of the method into the 

optimization of alternative objectives.  

Similar to the method presented in the previous chapter, the idea is to identify a 

criterion for structural performance (SP) and define a minimum level of 

performance (MLP) where its intersection with the structural performance can be 

used as the evolving boundary during the optimization process. Then 

systematically increase the MLP until the desired volume fraction or the 

convergence conditions are achieved.  

As shown in section 4.2, the relative performance can be calculated on any part of 

the design domain from the nodal values of structural performance (SP) and the 

minimum level of performance (MLP) using equations 4.1 and 4.2. However, in 

order to stabilize the evolutionary process, as suggested by Huang and Xie 

(2007a), we use historical information of the structural performance by averaging 

the current nodal values of structural performance with those from the previous 

iteration:  

𝑆𝑃𝑖 =
𝑆𝑃𝑖

𝑖𝑡+𝑆𝑃𝑖
𝑖𝑡−1

2
                                                                                                   (5.7) 
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where i denotes the node number and it is the iteration number. Therefore the MLP 

in every iteration is calculated for the modified SP of that iteration. By varying the 

MLP, the volume as well as the shape and topology of the structure can change. 

The proposed evolutionary optimization algorithm requires the target volume of 

the design for the current iteration to be calculated before any region is added to or 

removed from the structure. The target volume of the design for the current 

iteration is given by 

𝑉𝑖𝑡 = max (𝑉𝑖𝑡−1(1 − 𝐸𝑅), 𝑉𝑐)                                                                            (5.8) 

where ER is the volume evolution rate and 𝑉𝑐 is the specified volume constraint. 

Then the minimum level of performance which gives target volume of the iteration 

needs to be identified. An effective way of finding this is to start with an initial 

guess, for example 𝑀𝐿𝑃𝑖𝑡 = 𝐸𝑅 ∗ max (𝑆𝑃) in the first iteration of the 

optimization process or 𝑀𝐿𝑃𝑖𝑡 = 𝑀𝐿𝑃𝑖𝑡−1 for the rest of the iterations. Then the 

MLP can be modified by 

𝑀𝐿𝑃𝑖𝑡
𝑘+1 = 𝑀𝐿𝑃𝑖𝑡

𝑘 × 𝑉𝑘/𝑉𝑖𝑡                                                                                 (5.9) 

until the difference between 𝑉𝑘, the volume obtained for 𝑀𝐿𝑃𝑖𝑡
𝑘, and  𝑉𝑖𝑡, the target 

volume for the current iteration using equation 5.8, is less than a minimum value. 

Note that since there is no matrix operation in the calculation of 𝑉𝑘 in the above 

equation, the computational cost of calculating MLP from the given volume is very 

small. Material removal based on equation 5.8 is carried out until the volume 

constraint is satisfied. Then the optimization process continues with a constant 

volume (𝑉𝑐) until other convergence conditions are satisfied.  

The presented method of evolutionary topology optimization using X-FEM and 

isovalues of structural performance can be summarized into the following steps: 

1- Define the design space, non-design domain, material properties, a fixed 

grid FE mesh, loads and boundary conditions. 

2- Define the parameters of the optimization algorithm (ER, 𝑉𝑐) and choose 

an appropriate performance criteria (such as SED for stiffness 

optimization). 
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3- Carry out the extended finite element analysis and calculate the structural 

performance over the design domain. 

4- Average the nodal values of structural performance (equation 5.7) to 

stabilize the evolutionary process. 

5- Calculate the target volume for the current iteration using equation 5.8.  

6- Calculate the Minimum Level of Performance (MLP) in which its 

intersection with the structural performance distribution gives the target 

volume. 

7- Calculate the relative performance (𝛼) by subtracting the MLP from 

structural performance (eq. 4.1). 

8- Extract the boundary of the design from 𝛼(𝑥, 𝑡) = 0. Assign solid material 

properties to the regions with 𝛼(𝑥, 𝑡) > 0 and void material properties to 

the regions with 𝛼(𝑥, 𝑡) < 0 

9- If the convergence condition is reached, stop the design process, else, go to 

step 3.  

A flowchart showing the proposed optimization method is illustrated in figure 5.5. 
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Figure 5.5. Flowchart of the proposed optimization method. 

 

5.4. Test cases 

A Matlab code was developed to represent the 3D Iso-XFEM approach. The code 

includes all the numerical modelling associated with the proposed method, 

including FEM, X-FEM and isosurface model. Three test cases were considered in 

this part of the work. Test case 3D-1 was a 3D cantilever plate frequently used in 

the previous studies (it was the 3D version of test case 2D-2 of the previous 

chapter). The examination of convergence was studied in this case and the need for 

using a full 3D analysis was investigated. The second test-case, 3D-2, was the C 

clip previously studied in chapter 4. A comparison of the 2D and 3D solutions 
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obtained using the proposed algorithm of this chapter is presented. The third test-

case, 3D-3, was an aerospace swing arm representing a real-life structural 

optimization problem. The initial design domain of this test case was more 

complex than the previous benchmark problems. Also, a non-design domain was 

included, which is usually the case in the topology optimization of real structures. 

Therefore, due to the complexity of the initial geometries, the FE models of the 

structures were created in commercial FE package, Abaqus, and then imported into 

Matlab in terms of Nodes and Elements matrices. All the results were generated 

using a desktop computer with an Intel Xeon 2 processor of 2.4 GHz speed and 24 

GB RAM. 

 

5.4.1. Test case 3D-1: 3D cantilever plate 

Test case 3D-1, was the 3D version of test case 2D-2 of the previous chapter. The 

purpose of this experiment was to apply the new optimization algorithm, proposed 

in this chapter, to a 3D benchmark problem, in order to investigate the convergence 

of the 3D Iso-XFEM algorithm, and also, to enable comparing 2D and 3D 

solutions. The 3D cantilever plate was subjected to a unit distributed force applied 

to the bottom of the free end. Again, a consistent dimensionless set of parameters 

was used for this test case. The size of the beam was 40x20x2 and a mesh of 

40x20x2 hexahedral elements was used for the FE model of the beam. The 

material properties of the solid material were Young’s modulus E=1 and Poisson’s 

ratio 𝜐 = 0.3. The objective was to minimize the total strain energy for a target 

volume of 50% of the initial design domain. The optimization parameter used was 

a volume evolution rate of ER = 0.02. 

Figure (5.7) shows the converged solution of the stiffness optimization problem of 

the cantilever plate, represented by hexahedral elements inside the structure and 

tetrahedral X-FEM integration domains near the boundary. Figure (5.8) shows the 

evolution history of the objective function and volume faction. It can be seen that 

the method has good convergence and numerical stability. 
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Figure 5.6. Test case 3D-1: a 3D cantilever plate with unit distributed force. 

 

 
Figure 5.7. Topology optimization solution of the 3D cantilever plate. 

 

 
Figure 5.8. Iteration history of strain energy (SE) and volume fraction (VF) of the 3D cantilever 

plate. 
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A simple experiment was performed to determine the effect of extending the 

cantilever plate analysis to 3D. For this purpose, the same structure as test case 3D-

1 was considered and only the thickness, as well as the number of elements in 

thickness direction was changed. The design domain was discretized with unit size 

hexahedral elements. The 3D optimised design topologies as a function of 

thickness were then compared to the design identified using a 2D analysis (figure 

5.9). Figure 5.10 shows the 3D topology optimization solutions for the cantilever 

plate problem with thickness of 1, 2, 4 and 6. The equivalent result for 2D would 

be the result shown in figure 5.9 extended to the appropriate thickness. It can be 

seen in figure 5.10, however that, beyond a thickness of 2, the final topologies are 

dependent on the thickness of the structure. When the thickness of the structure is 

small compared to its other two dimensions, i.e. a plane stress condition, the 

converged solution is close to that obtained by 2D optimization approach. 

However solutions change significantly by increasing the thickness.  Table 5.1 

shows the strain energy to volume ratio of the converged solutions of 2D and 3D 

models. It can be seen that the strain energy to volume ratio of the 3D solution for 

t=1 is very close to that of the 2D solution, however this decreases (i.e. 

performance increases) with increasing thickness in the 3D model. This shows that 

a 3D analysis enables a more optimum solution to be obtained when thickness is 

beyond the plane stress condition.   

  

 
Figure 5.9. Topology optimization solution of 2D cantilever plate.  
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Figure 5.10. Comparison of the solutions of the 3D cantilever plate for different thickness. 

 

 

 

Table 5.1. Comparison of the strain energies of 2D and 3D solutions with different thickness.  

 

Thickness  2D 1 2 3 4 5 6 

SE/V E-2 8.28 8.25 8.21 8.03 7.85 7.72 7.70 
 

 

 

 

5.4.2. Test case 3D-2: C clip 

Test case 3D-2 was the 3D version of the C clip problem, test case 2D-3 presented 

in the previous chapter (section 4.6.2). The purpose of this set of experiments was 

to compare the two different evolutionary optimization algorithms proposed in 

chapters 4 and 5. Also, an experiment was performed to find an appropriate range 



 

93 
 

for volume evolution rate, ER, used in the new Iso-XFEM algorithm of this 

chapter.  

The optimization problem was defined as minimizing the strain energy of the clip 

subject to a volume constraint of 40% of the initial design. The thickness of the 

structure was 20 mm. The material used had a Young’s modulus of 3 GPa and a 

Poisson’s ratio of 0.3. The volume evolution rate used was 𝐸𝑅 =  0.02. Both 2D 

and 3D FE models of the C clip were generated in Abacus and were imported into 

Matlab in terms of node coordinates and element connectivity matrices. 

 

5.4.2.1. 2D and 3D solutions  

The solution obtained using 2D modelling and employing the proposed 

evolutionary optimization algorithm of chapter 5 is shown in figure 5.11a. It can be 

seen that the 2D solution is very similar to the one obtained in section 4.6.2 using 

the proposed algorithm of chapter 4.  

The next experiment was to apply the 3D Iso-XFEM method to the same problem. 

17540 hexahedral elements were used to generate the FE model of the 3D C clip. 

All loads and boundary conditions were assumed to be distributed uniformly in the 

z direction. Figure 5.11b shows the converged solution obtained from the 3D Iso-

XFEM optimization approach. It can be seen that a less complex topology than the 

optimized 2D structure is obtained by implementing the 3D optimization method. 

However comparing the total strain energy of the converged solutions which are 

1590 N.mm for the 2D design and 1549 N.mm for the 3D design, it can be seen 

that a higher performance can be achieved by implementing the 3D optimization 

approach. 

 

5.4.2.2. Comparison of solutions of the two evolutionary optimization 

algorithms 

The evolutionary optimization algorithm developed in this chapter was different to 

the one proposed in chapter 4, since in the new algorithm, the material removal is 

based on the defined volume evolution rate (rather than a performance evolution 



 

94 
 

rate as used in the optimization algorithm of chapter 4). Therefore, this allows a 

better control of material removal than the previously presented evolutionary 

optimization algorithm. The evolution history of the objective function and volume 

fraction of the 2D and 3D Iso-XFEM method with optimization algorithm of 

chapter 5 are shown in figures 5.12a and 5.12b, respectively. It can be seen that in 

both 2D and 3D models, by gradually removing material from the design domain 

according to the defined volume evolution rate, the strain energy has smoothly 

increased. It shows more stability compared to the objective plot in the previous 

chapter (figure 4.22), although the final 2D optimised topologies are almost the 

same (figures 5.11a and 4.21). The design was converged after about 55 

evolutionary iterations, which took 85 seconds for the 2D optimization approach 

and 71900 seconds for the 3D version.  

 

5.4.2.3. Effect of volume evolution rate 

As discussed in section 5.3, the only optimization parameter that needs to be 

defined for the proposed Iso-XFEM method with the evolutionary optimization 

algorithm of chapter 5 is the volume evolution rate, ER. In order to evaluate the 

sensitivity of the optimization to this parameter, solutions of the 2D C clip 

topology optimization problem for a range of evolution rate were obtained and the 

results are shown in Table 1.  It can be seen that for ER<0.03, almost the same 

topology (the same number of holes and the same value of SE) is obtained, and 

within this range, increasing the evolution rate results in convergence at a lower 

number of iterations. However when ER>0.04 is applied, different topologies are 

obtained and the number of iterations to convergence is not dependent on the 

evolution rate. It is suggested, therefore, that an evolution rate within the range of 

0.01-0.02 is a good option for the proposed optimization method and problem. 

More information regarding the effect of volume evolution rate for BESO can be 

found in a previous study (Aremu et al 2013). 
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(a) 

 
(b) 

 

Figure 5.11. Converged solutions of test case 3D-2 for VF = 0.4: (a) 2D design (b) 3D design. 
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(a) 

 

 
(b) 

 

Figure 5.12. Evolution history of the objective function (SE) and volume fraction (VF) of test case 3D-2 for 

final volume fraction of 𝑉𝐹𝑐 = 0.4. (a) 2D Iso-XFEM (b) 3D Iso-XFEM. 

 

 

Table 5.2. Comparison of the solutions of the 2D C clip stiffness optimization for a range of volume 

evolution rate. 

ER 0.003 0.006 0.01 0.02 0.03 0.04 0.05 0.06 0.08 0.10 0.12 

No. of holes 11 11 11 11 11 9 8 9 9 11 9 

No. of iterations 310 160 100 55 42 30 80 60 160 100 64 

SE 1592 1590 1590 1590 1590 1605 1624 1676 1614 1590 1615 
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5.4.3. Test case 3D-3: an aerospace arm 

In order to implement the Iso-XFEM topology optimization method on a practical 

problem, the aerospace swing arm shown in figure 5.13, which was previously 

studied using BESO (Aremu et al, 2013), was considered. This part was used in the 

first class cabin of an airplane to support and control a monitor. Since there were a 

number of these parts fitted into the airplane, optimizing these parts would 

contribute in minimizing the fuel consumption of the airplane.   

A load of 667.23 N was uniformly distributed on the lower edge of surface A, and 

all degrees of freedom on surface B were fixed, forming a cantilever beam. Two 

levels of difficulty exist in this problem compared to the 2D/3D cantilever 

problems often used in the literature; an increased geometrical complexity and the 

existence of a non-design domain. The dark grey cylindrical regions in figure 5.13 

were set as non-design domain and the rest of the structure was the design domain. 

The objective was to minimize the total strain energy subject to a volume 

constraint of 15% of the design domain. The material properties of the arm were a 

Young’s modulus E =74 GPa and Poisson’s ratio υ = 0.33. Two experiments 

employing different mesh sizes were considered for this test case. In each of the 

experiments, the optimized solution was obtained using both the proposed Iso-

XFEM approach and the element-based BESO method. This was to enable the 

effectiveness and efficiency of the two approaches to be compared.  

 

 
Figure 5.13. Design domain and non-design domain of the aerospace swing arm, loads and boundary 

conditions. 
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5.4.3.1. Experiment 1 

The whole domain was meshed using approximately 22000 hexahedral elements. 

The volume evolution rate was 𝐸𝑅 =  0.02. The resulting topologies during the 

evolution with Iso-XFEM method for a range of volume fractions up to 0.15 are 

shown in figure 5.14. It can be seen that by the evolution of the topology up to 

VF=0.2, the number of members of the design has increased and then by further 

material removal up to the volume constraint, some members of the topology have 

disappeared from the design.  

 

 

 
Figure 5.14. The resulting topologies of the aerospace arm for a range of volume fractions obtained 

using the Iso-XFEM approach. 
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(a) 

 
(b) 

Figure 5.15. Evolution history of the objective function (SE) and volume fraction (VF) of the 

aerospace arm for the final volume fraction of 𝑉𝐹𝑐 = 0.15, utilizing coarse mesh (experiment 1) (a) 

applying the Iso-XFEM method and (b) applying the BESO method.  
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Figure 5.16. Converged solutions of experiment 1: (a) Iso-XFEM solution and (b) BESO solution 

for VF = 0.15. Surface roughness was measured in regions Z1 and Z2. 

 

 
Figure 5.17. Converged solutions in experiment 2: (a) Iso-XFEM solution and (b) BESO solution 

for VF = 0.15. 
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(a) 

 
(b) 

 

Figure 5.18. Evolution history of the objective function (SE) and volume fraction (VF) of the 

aerospace arm for the final volume fraction of 𝑉𝐹𝑐 = 0.15, utilizing fine mesh (experiment 2) (a) 

applying the Iso-XFEM method and (b) applying the BESO method. 

 

 

 

Figure 5.15(a) shows the evolution history of the objective function and volume 

fraction for the case of a final volume fraction of 0.15. It can be seen that the plot 

of strain energy is very smooth before the volume reaches the volume constraint 

which is when the material is generally just being removed from the design 

domain. However slight oscillations can be noticed in the last iterations when the 
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volume reaches the volume constraint. This can be attributed the fact that at this 

stage i.e. often the target volume fraction has been reached, both material addition 

and removal occurs. Similar plots were seen with the other target volume fractions.  

Employing the same mesh, the topology optimization problem of the arm was 

solved using a soft-kill BESO code which was based on Huang and Xie’s study 

(2007a). The BESO parameters used were an evolution rate, ER = 0.02, and a 

sensitivity filter radius of 1.2 times the average element size. Figure 5.15(b) 

illustrates the evolution history of the BESO objective function and volume 

fraction for 𝑉𝐹𝑐 = 0.15. The converged solutions of the two approaches are shown 

in figure 5.16. It can be seen that the topologies obtained from the two methods are 

similar; however the Iso-XFEM approach has converged to a finer solution 

represented with sub-element resolution. A more detailed comparison is presented 

in section 5.4.3.3. 

 

5.4.3.2. Experiment 2 

In this experiment, the whole domain of the aerospace arm was discretised using 

approximately 32000 hexahedral elements. The topology optimization of the arm 

was considered using both the BESO and Iso-XFEM optimization approaches with 

the same volume evolution rate as were used in experiment 1, 𝐸𝑅 =  0.02. Figure 

5.17 shows the converged solutions obtained using the two different approaches. It 

can be seen that the converged solutions in experiment 2 have similar topologies to 

those seen in experiment 1 (figure 5.16), apart from the fact that topologies with 

more members are derived when using the finer mesh in experiment 2 (table 5.3). 

Figure 5.18 shows the plots of evolution of strain energy and volume fraction of 

the aerospace arm utilizing fine mesh. It can be seen that the plot of strain energy 

for the Iso-XFEM solution (figure 5.18a) is similar to the previous experiment 

utilizing coarse mesh (figure 5.15a). However, utilizing fine mesh has resulted the 

plot of strain energy for BESO solution (figure 5.18b) to become smoother than the 

one obtained from utilizing coarse mesh in the previous experiment (figure 5.15b). 
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Table 5.3. Comparison of the solutions in experiment 1 and experiment 2. 
 

   Exp. I  Exp. II |∆| % 

Number of elements 22000 32000 45% 

Time cost of the  

first 100 iterations (s) 

Iso-XFEM 155190  258361  66% 

BESO  78636  155280  97% 

Objective of the 

 Solution (Nmm) 

Iso-XFEM 1662 1598  3.8% 

BESO  1945  1770  9% 

Number of members Iso-XFEM 21 26 25% 

BESO  15 19 27% 

Surface roughness 

 Ra of Z1 (mm) 

Iso-XFEM  0.037  0.019  49%  

BESO   0.62  0.42  32%  

Surface roughness 

 Ra of Z2 (mm) 

Iso-XFEM  0.15  0.12  20%  

BESO   0.65  0.61  6%  

 

 

Table 5.4. Comparison of the objective values and surface roughness of the solutions of the two 

approaches at the same time cost of 155 ks per 100 iterations. 
 

Time cost = 155 ks/(100 it) Iso-XFEM (Exp. I) BESO (Exp. II) |∆| % 

No. of elements 22000 32000 45% 

Objective (Nmm) 1662  1770  6.5% 

Ra of Z1  (mm) 0.037   0.422   1140% 

Ra of Z2  (mm) 0.15   0.61   306% 

 

 

5.4.3.3. Comparison and discussion  

Considering experiment 1, it can be seen from figure 5.15 that both X-FEM based 

and BESO approaches successfully obtained converged solutions for the topology 

optimization problem of the aerospace arm as an example of a real structure. It can 

be seen in figure 5.16 that the overall topologies of the converged solutions look 

similar; however the Iso-XFEM solution has a much smoother surface than the 

BESO solution. Measuring the surface roughness of the solutions is not very easy 

as it varies depending on the geometrical features forming the topology. Assuming 

that spherical and cylindrical features have higher values of surface roughness than 

flat features, two regions Z1 (hemispherical) and Z2 (cylindrical) in figure 5.16 for 

experiment 1 (and similar regions in figure 5.17 for experiment 2) were considered 

and their arithmetic mean surface roughness, Ra, was calculated, as shown in table 

5.3. It can be seen that in both regions, much higher values of surface roughness 

were obtained with the BESO solution. The jagged edges of the coarse finite 

elements on the boundary of the BESO solution (figure 5.16b) resulted in an 

unfeasible design boundary which needs further interpretation of the topology and 
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post processing such as smoothing, reanalysing and shape optimization before 

manufacture.  

Comparing the strain energies of the BESO and Iso-XFEM solutions in table 5.3, it 

can be seen that the Iso-XFEM approach has resulted in a performance for the 

converged solution approximately 18% higher than the BESO solution when 

compared with the same mesh size. It can also be seen that the BESO solution has 

fewer members (less complexity) than the Iso-XFEM solution (table 5.3). A reason 

for this could be the sensitivity filtering scheme (Sigmond and Petersson, 1998) 

that is employed with the BESO method (and many other element-based methods). 

This scheme is used to eliminate checkerboard pattern problems, however this 

filtration scheme is not required for the proposed Iso-XFEM method, although it 

can be used if solutions with less complexity are desired, e.g. to simplify 

manufacturing by traditional methods. Comparing the evolution history of both 

approaches (figures 5.15 and 5.18), we can see that the general trend is the same. 

However, the plots of strain energy for Iso-XFEM (figures 5.15a & 5.18a) are 

smoother than for BESO (figures 5.15b & 5.18b), demonstrating a higher stability 

for the global isovalue based material removal than the element based material 

removal in BESO.  

Comparing the time cost of the two optimization approaches in experiment 1 (table 

5.3), one may notice that the Iso-XFEM optimization approach operates slower 

than the BESO method for the same initial mesh as it takes more time to calculate 

the properties of boundary elements using the X-FEM integration scheme. 

However the time spent to solve the finite element linear system of equations will 

be approximately the same, as the same number of degrees of freedom exists in 

both methods. Therefore it is expected that by increasing the mesh density which 

results in an increase in the number of degrees of freedom, the percentage 

difference between the solution time of the two approaches decreases. This issue 

was investigated by performing experiment 2 in which the design domain was 

discretised with a finer mesh than experiment 1. 

It can be seen that by using a finer mesh in experiment 2, the time cost of both 

optimization approaches is increased and the objective values decrease (table 5.3). 

Comparing the effect of mesh refinement on the optimization’s time cost and the 
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solutions’ objective of the two approaches, one can see that the Iso-XFEM 

optimization approach is less dependent on the mesh refinement as it has lower 

percentage differences of time cost and objective in the two experiments. Also the 

comparison shows that when a finer mesh is employed, the time cost of the Iso-

XFEM optimization approach becomes closer to the BESO optimization approach.  

It can be seen that the time cost of BESO in experiment 2 is almost equal to the 

time cost of Iso-XFEM in experiment 1 (approximately 155 ks), thus enabling a 

comparison of BESO and Iso-XFEM performance at a normalised computational 

time cost. Using the values obtained for this time cost, table 5.4 compares the 

objectives and surface roughness of Iso-XFEM and BESO solutions for the same 

solution time. From table 5.4 it can be seen that even when employing the lower 

number of elements for the Iso-XFEM approach, the objective is still lower than 

that achieved with BESO demonstrating the higher performance of the Iso-XFEM 

solutions at the same time cost. Again for the same solution time, it can be seen 

that the Iso-XFEM solutions are represented with significantly smoother 

boundaries than the BESO solutions.  

 

5.5. Application of Iso-XFEM to problems with alternative 

objectives or constraints 

Application of the evolutionary based topology optimization methods is not just 

limited to minimizing compliance and dealing with linear structures. Over the past 

few years, there have been many studies regarding the application of ESO/BESO 

methods to a variety of problems and objective functions including (but not limited 

to) minimizing volume subject to a displacement constraint (Huang and Xie 

2010a), topology design of compliant mechanisms (Ansola et al 2007), 

maximizing natural frequencies (Yang et al 1999; Huang et al 2010), topology 

optimization of heat conduction problems (Li et al 1999; Gao et al 2008), topology 

optimization of structures with design dependent loads (Yang et al 2005) and 

topology optimization of problems involving material and/or geometrical 

nonlinearities (Huang and Xie 2007b).   
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Similar to other optimization methods, the evolutionary based methods require an 

objective function appropriate to the physics of the problem to be defined. In the 

ESO/ BESO methods, the elemental sensitivity numbers need to be determined by 

calculating the sensitivity of the objective function to the removal/addition of 

elements. Then the element removal/addition takes place according to the element 

sensitivity numbers. A similar procedure can be used in the Iso-XFEM method in 

order to extend it into optimization of alternative objective functions. In this case, 

the elemental sensitivity numbers needs to be calculated and the structural 

performance function can be obtained from elemental sensitivity numbers. The 

steps required for this extension is summarized below: 

1- Calculate the element sensitivity numbers and set the elemental values of 

structural performance equal to them. 

2- Calculate the nodal values of structural performance from the elemental 

ones. 

3- Form the structural performance function using the FE shape functions and 

nodal values of structural performance. 

4- Calculate the relative performance by subtracting the structural 

performance function from the minimum level of performance specified in 

the evolutionary iterations. 

Below is an example of this extension for stiffness design subject to a 

displacement constraint. 

 

5.5.1. Stiffness design with displacement constraint 

Stiffness design problems may include local displacement constraints. If the 

displacement constraint is not directly related to the overall structural performance 

i.e. not imposed at the loading DoFs, the stiffness optimization problem could be 

different to the one defined in section 4.5.  Kočvara (1997) studied the topology 

optimization of truss structures having an additional displacement constraint. 

Huang and Xie (2010c) extended BESO to stiffness design of continuum structures 

http://link.springer.com/search?facet-author=%22M.+Ko%C4%8Dvara%22
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with an additional displacement constraint. Considering an additional displacement 

constraint, the stiffness optimization problem can be defined as: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝐶 =
1

2
𝑈𝑇𝐾𝑈 =

1

2
∑ 𝑢𝑒

𝑇𝑘𝑒𝑢𝑒
𝑛
𝑒=1                                                         (5.10)  

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜:  ∑𝑣𝑒
𝑠

𝑛

𝑒=1

= 𝑉𝑐   

𝑢𝑗 ≤ 𝑢𝑗
𝑐 

where 𝑢𝑗  denotes the j
th

 displacement and 𝑢𝑗
𝑐 is its constraint.  In order to solve the 

above multiple constraint optimization problem using an evolutionary optimization 

algorithm, the displacement constraint can be added to the objective function using 

a Lagrangian multiplier 𝜆 (Huang and Xie 2010c): 

 𝑓(𝑥) = ∑ 𝑢𝑒
𝑇𝑘𝑒𝑢𝑒 + 𝜆(𝑢𝑗 − 𝑢𝑗

𝑐)𝑛
𝑒=1                                                                  (5.11) 

The Lagrangian multiplier is used to compromise between the objective function 

and the displacement constraint. If the displacement is equal to the constraint, the 

modified objective function is equivalent to the original one.  Otherwise if the 

displacement is smaller than the constraint, 𝜆 takes the value of zero (because the 

displacement constraint is already satisfied). When the displacement is larger than 

the constraint, 𝜆 tends to infinity to allow the minimization of the displacement, so 

the constraint can be satisfied in the later iterations. Using the adjoint method, 

Huang and Xie (2010c) obtained the elemental sensitivities for BESO employing a 

uniform mesh as  

𝑆𝑃𝑒 =
1

2
𝑈𝑒

𝑇𝐾𝑒𝑈𝑒 + 𝜆𝑈𝑒𝑗
𝑇 𝐾𝑒𝑈𝑒                                                                            (5.12) 

where 𝐾𝑒 and 𝑈𝑒 are the contributions of the element stiffness matrix 𝑘𝑒 and the 

element displacement vector 𝑢𝑒 in the global stiffness matrix and displacement 

vector, respectively. 𝑈𝑒𝑗 is the virtual displacement vector of element e resulting 

from a unit virtual load applied to the degree of freedom j. In order to apply the 

Iso-XFEM method to the optimization problem defined with equation 5.10, we can 

define the elemental structural performance using the values of the elemental 

sensitivities defined in the above equation as:  

𝑆𝑒 = (
1

2
𝑈𝑒

𝑇𝐾𝑒𝑈𝑒 + 𝜆𝑈𝑒𝑗
𝑇 𝐾𝑒𝑈𝑒)/𝑣𝑒                                                                     (5.13) 
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and find the structural performance function using the elemental values. It can be 

seen that the structural performance function is dependent on the value of 𝜆, which 

needs to be calculated for each evolutionary iteration. An effective way of finding 

an appropriate value for 𝜆 is to use an iterative process until all constraints are 

satisfied, as shown below. 

 

5.5.1.1. Calculating Lagrangian multiplier 

 We assume that 𝜆 is defined by 

𝜆 =
1−𝑞

𝑞
                                                                                                               (5.14) 

where q is a constant which is 0 < 𝑞𝑚𝑖𝑛 ≤ 𝑞 ≤ 1. This allows 𝜆 to vary from zero 

to infinity. Then the following steps can be used to find the appropriate value for q: 

1- Set the initial band values of q as 𝑞𝑙𝑜𝑤𝑒𝑟 = 𝑞𝑚𝑖𝑛 and 𝑞𝑢𝑝𝑝𝑒𝑟 = 1 and start 

with an initial guess of 𝑞 = 𝑞𝑢𝑝𝑝𝑒𝑟. 

2- Calculate 𝜆. 

3- Calculate the structural performance function using equation 5.13 and find 

an appropriate value of MLP for the target volume using the method 

discussed in section 5.3. 

4- Estimate j
th

 displacement in the next iteration 𝑢𝑗
𝑘+1 from 𝑢𝑗

𝑘+1 = 𝑢𝑗
𝑘 +

∑ (𝑈𝑒𝑗
𝑇 𝐾𝑒𝑈𝑒)∆𝑣𝑒𝑒 . 

5- If 𝑢𝑗
𝑘+1 < 𝑢𝑗

𝑐 , q is updated as 𝑞𝑛𝑒𝑤 =
𝑞𝑜𝑙𝑑+𝑞𝑙𝑜𝑤𝑒𝑟

2
 and then the upper band 

of q is updated as 𝑞𝑢𝑝𝑝𝑒𝑟 = 𝑞𝑜𝑙𝑑. Otherwise q is updated as 𝑞𝑛𝑒𝑤 =

𝑞𝑜𝑙𝑑+𝑞𝑢𝑝𝑝𝑒𝑟

2
 and then 𝑞𝑙𝑜𝑤𝑒𝑟 = 𝑞𝑜𝑙𝑑 .  

6- Repeat steps 2-5 until the difference between 𝑞𝑙𝑜𝑤𝑒𝑟 and 𝑞𝑢𝑝𝑝𝑒𝑟 is less than 

a minimum value. 

Assuming (𝑞𝑢𝑝𝑝𝑒𝑟 − 𝑞𝑙𝑜𝑤𝑒𝑟) < 10−5 as convergence condition for the above 

iterative process of finding 𝜆, a total number of 17 iterations is required. Assuming 

that in the estimation of displacement (step 4) the stiffness matrix of a boundary 
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element is proportional to the volume ratio of the solid part of the element (density 

based approach), the cost of finding 𝜆 can be negligible.  

 

5.5.1.2. 2D example  

The 2D simply supported rectangular domain shown in figure 5.19 is considered to 

demonstrate the procedure described above, i.e. the application of the proposed 

Iso-XFEM method to the topology optimization of problems with an additional 

displacement constraint. The reason for choosing this test case was that this 

structure experiences horizontal displacement at right bottom edge of the structure 

having roller joint (node A), and the horizontal displacement is not directly related 

to the overall performance of the structure. Therefore the additional displacement 

constraint can be defined for node A.  A load of 100 N is applied to the middle of 

the lower edge. The thickness of the structure is assumed to be 1 mm. The 

objective is to minimize the total strain energy of the structure subject to a volume 

constraint of 50% of the design domain as well as a maximum horizontal 

displacement of 1 mm for node A. The material used has a Young’s modulus of 1 

GPa and Poisson’s ratio of 0.3. A mesh of 100x50 was used for the FE model of 

the structure and a volume evolution rate of 0.01 was considered for the Iso-XFEM 

optimization approach. Figure 5.20 shows the resultant topologies of the problem 

without imposing the displacement constraint (17a) compared to the solution 

obtained after imposing the displacement constraint (17b).  Evolution histories of 

strain energy and constrained displacement (node A) are shown in figure 5.21. It 

can be seen that in the structure with no horizontal displacement constraint, the 

displacement of node A gradually increases by removing material from the design 

domain until convergence.  However when the displacement constraint is applied 

on node A, when removing material from the design domain the displacement 

increases until it reaches the maximum allowed value. It then remains almost 

constant as further material is removed. It can be seen from the plots of strain 

energy that there is an increase in the total strain energy of the structure with the 

addition of the horizontal displacement constraint, which would be expected.   
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Figure 5.19. Design domain of the 2D optimization problem with horizontal displacement 

constraint.   

 

 

(a) 

 
(b) 

 
Figure 5.20. Topology optimized solutions of the simply supported rectangular design domain: (a) 

stiffness optimization subject to volume constraint only (b) stiffness optimization subject to volume 

and displacement constraints. 
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(a) 

 
(b) 

 
Figure 5.21. Evolution histories of (a) and strain energy (b) of the simply supported plate problem, 

with and without a displacement constraint.  

 

5.5.1.3. 3D example  

The purpose of this experiment was to investigate the application of the procedure 

described above to stiffness design of 3D structures with an additional 

displacement constraint. A new 3D test case shown in figure 5.2.2 was used rather 

than a 3D version of the previous test case. This was to enable the illustration of 
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the difference in the optimised topologies with and without a displacement 

constraint, as they would have been very similar if the previous test case was used 

(note that the 3D solutions tend to be less complex than the equivalent 2D ones 

when the thickness is beyond the plane stress condition, as was observed in 

sections 5.4.1 & 5.4.2).  The beam has a size of 100x25x5 mm and a concentrated 

load of 100 N is applied to the bottom of the free end. The objective is to minimize 

the total strain energy of the structure subject to a volume constraint of 40% of the 

design domain as well as maximum horizontal displacement of 1.4 mm for node A. 

Note that the vertical deflection of the tip is directly related to the objective (strain 

energy or compliance), but the horizontal displacement of the tip is not related to 

the objective. Therefore it can be used as an additional constraint of the stiffness 

optimization problem.  The material used has a Young’s modulus of 1 GPa and 

Poisson’s ratio of 0.3. A mesh of 100x25x6 elements was used to generate the FE 

model of the structure and a volume evolution rate of 0.01 was considered for the 

Iso-XFEM optimization approach.  

 

 
Figure 5.22. Design domain of the 3D optimization problem with horizontal displacement 

constraint.  
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(a) 

 

(b) 

Figure 5.23. Topology optimization solutions of the 3D cantilever beam: (a) solution of the problem 

with volume constraint only (b) solution of the problem with both volume and displacement 

constraint. 
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(a) 

 
(b) 

 

Figure 5.24. Evolution histories of (a) and strain energy (b) of the 3D cantilever beam problem, 

with and without displacement constraint. 

 

Figure 5.23 compares the solutions before and after imposing the displacement 

constraint. It can be seen that a slightly different solution is obtained after 

imposing the displacement constraint.  Figure 5.24 shows the evolution histories of 

strain energy and constrained displacement. It can be seen that, similar to the 

previous test case, when the constrained displacement reaches the maximum 

allowed value, it remains almost constant throughout the rest of the material 

removal process and that the strain energy of the structure with constrained 
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displacement is higher than that without displacement constraint. Again, it is to be 

expected that additional constraints would result in a less optimal solution. 

 

5.6. Summary and conclusion 

In this chapter, Iso-XFEM was successfully extended to the topology optimization 

of 3D design domains. A new evolutionary optimization algorithm was developed 

and this was shown to have increased stability compared to the one presented in 

the previous chapter. The new method also allows extension of the method to 

alternative optimization problems.  

It was shown that by enabling optimization in 3D rather than 2D, a different 

solution with higher performance could be achieved. This indicates the benefit of a 

full 3D analysis when the thickness to length ratio is large enough that plane stress 

conditions cannot be assumed.  

The efficiency of the Iso-XFEM method was then investigated by applying the 

method to optimize an aerospace arm, as a real-life problem, and comparing the 

solutions with BESO solutions of the same problem. It was shown that solutions 

with much higher resolution than BESO ones can be achieved utilizing the Iso-

XFEM method. Although the use of X-FEM in structural optimization of 

continuum structures can increase the solution time, it is shown that this is more 

than offset by the benefit of being able to employ a coarse mesh to generate a 

smooth topology. Therefore, not only are the structural performances of the final 

solutions higher than the solutions obtained from an evolutionary element-based 

method, such as BESO, the total time that is required to present a solution with 

clearly defined boundaries can be greatly reduced.  

The possibility of the application of the method to alternative optimization 

problems was also discussed in this chapter and examples of the application of the 

method to the stiffness optimization of structures with an additional displacement 

constraint were presented. It is, therefore, shown that the method has the potential 

to be implemented on alternative objectives and constraints if an appropriate 

structural performance criterion can be defined for the problem. 
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As the focus of this wok in the last two chapters was mainly the stiffness 

optimization of linear 2D and 3D continuum structures using the proposed Iso-

XFEM approach, the question may arise whether this method can also be 

implemented for the topology optimization of nonlinear structures. This will be 

investigated in the next chapter of the thesis.  
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Chapter 6 

Topology Optimization of 

Geometrically Non-linear Structures  

 

In this chapter the Iso-XFEM is further developed to enable the topology 

optimization of geometrically non-linear structures undergoing large deformations. 

This involves extension of the previous linear finite element analysis into non-

linear FEA. This is achieved using a total Lagrangian FE formulation and an 

incremental-iterative Newton-Raphson procedure to determine the equilibrium 

solution at every evolutionary iteration. A structural performance criterion 

appropriate for the objective function of the optimization problem is defined and 

implemented in the Iso-XFEM approach.  The Iso-XFEM solutions for 

geometrically nonlinear test-cases implementing linear and non-linear modelling 

are compared, and the necessity of the use of non-linear modelling for the topology 

optimization of geometrically non-linear structures is investigated. 

 

6.1. Introduction 

The majority of work regarding topology optimization of structures is based on 

linear modelling of the problems, assuming the structure contains only linear 

elastic materials and undergoes small displacements. Although this assumption can 

be effectively applied to a large range of structural design problems, there are still 

many cases that require non-linear modelling in order to obtain valid solution. 

Large deformation is a significant source of non-linearity that can be found in 

many non-linear problems. Examples of such problems include energy absorption 

structures, compliant mechanisms and any other structure which undergoes large 

deformation, which can be classified as a “geometrically non-linear structure”.  
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There have been a number of previous works which considered geometrical non-

linearity in topology optimization problems.  Jog (1996) used a perimeter method 

for topology design problems of non-linear thermoelasticity. Bruns and Tortorelli 

(1998) introduced a Gaussian weighted density measure for solving topology 

optimization problem of geometrically nonlinear structures and compliant 

mechanisms. According to Buhl et al (2000), the examples provided in the above 

mentioned works were not able to clearly show a significant difference in the 

converged topologies or values of the objective function between linear and non-

linear modelling. Buhl et al (2000) coupled SIMP with a non-linear FE formulation 

to address the topology optimization of geometrically nonlinear problems. With 

the examples provided, Buhl showed that in many cases, the solutions from the 

nonlinear modelling are only slightly different from the linear ones. However if 

snap-through effects are involved in the problems, the difference could be 

significant. Gea and Luo (2001) proposed a microstructure-based design approach 

with a nonlinear FE formulation for the topology optimization of structures with 

geometrical non-linearity. Pedersen et al (2001) considered topology optimization 

of non-linear compliant mechanisms represented with frame elements. Bruns and 

Tortorelli (2003) proposed an element removal and reintroduction strategy for 

topology optimization problems with geometrical nonlinearity. Ha and Cho (2008) 

and Luo and Tong (2008) developed a level set based topology optimization 

method for large deformation problems. Huang and Xie (2007c&2008) applied 

BESO for topology optimization of geometrically nonlinear structures under both 

force loading and displacement loading.  

An important consideration when applying topology optimization techniques to 

nonlinear structures should be the computational efficiency of the method as the 

analysis requires much more computation than that of a linear structure. This 

becomes even more important when applying the method to 3D structures. The 

other issue which may arise in density based topology optimization approaches 

such as SIMP is the existence of intermediate densities in the solutions. Because of 

the large displacements, the tangent stiffness matrix of low density elements may 

become indefinite or even negatively definite during the optimization process 

(Buhl et al 2000; Bruns and Tortorelli 2003). To overcome this issue, Bruns and 

Tortorelli (2003) proposed totally removing low-density elements. Huang and Xie 
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(2007c&2008) suggested using hard-kill BESO to increase the computational 

efficiency and avoid issues regarding the existence of intermediate density 

elements.  

The application of the Iso-XFEM to the topology optimization of geometrically 

non-linear structures could be of significant benefit because of its high 

computational efficiency and lack of intermediate density elements in the 

solutions. In the next sections of the chapter, a non-linear modelling strategy for 

geometrically non-linear structures based on an incremental-iterative Newton-

Raphson approach is presented. An appropriate structural performance criterion for 

stiffness design is derived and the Iso-XFEM method is applied to several test 

cases. 

 

6.1.1. Types of structural non-linearity 

In general, three sources of non-linearity can be specified in structural analysis: 

- Geometrical non-linearity: as mentioned earlier, the effect of large 

deformations on the overall geometric configuration of the structure can 

cause the structure to respond non-linearly. An example of such a non-

linear behaviour is the deformation of a fishing rod. 

- Material non-linearity: the material shows nonlinear behaviour when the 

stress-strain relationships are non-linear. Examples of such material models 

include non-linear elastic and elastoplastic.  

- Boundary conditions: if the boundary conditions are displacement 

dependant, the response is non-linear. Contact problems are the most 

frequent type of non-linearity in boundary conditions.  

The non-linearity can have several consequences in the analysis of the structures. 

The structural behaviour becomes non-proportional to the applied load. The 

principal of superposition cannot be applied, e.g., combining the results of several 

load cases, and only one load case can be handled at a time. Also, the sequence of 

the application of load may become important in this case. For example plastic 

deformation depends on the manner of loading. So it’s advised to divide loads into 

small increments in non-linear structural analysis.  
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6.1.2. Incremental-iterative approach 

As discussed earlier, one of the characterizations of a non-linear analysis is that the 

load deformation behaviour is non-proportional. In this case, the response of the 

structure to an incremental loading is affected by the loading level and the 

deformed geometry of the structure. As a result, the stiffness matrix of the structure 

becomes a function of element force as well as the deflection of the structure. 

Therefore for large systems of equations, like the FE models of continuum 

structures, it is necessary to use numerical incremental and/or iterative procedures 

in order to allow for the geometrical change of the structure. The Newton-Raphson 

is an iterative approach which can be used in conjunction with an incremental 

model of loading to find the equilibrium state at each loading increment. In the 

incremental Newton-Raphson approach, the applied load (R) is first divided into a 

set of smaller load increments. Then starting from the first load increment, using 

the tangent stiffness matrix (𝐾𝑇), the displacement caused by that force increment 

is computed.  Using the accumulated displacement, the resistant force (F) is 

obtained and the unbalanced force ( 𝑅𝑡 − 𝐹𝑡 ), which is the difference between the 

applied and the resistant forces, is determined. The iterative process at this load 

increment continues by calculating a new tangent stiffness matrix, finding the 

displacement and the unbalanced force (figure 6.1). The equations used in the 

Newton-Raphson method can be stated as (Bathe 1996): 

 𝐾𝑇
(𝑖𝑡−1)∆𝑢(𝑖𝑡) = 𝑅 − 𝐹𝑡+∆𝑡 (𝑖𝑡−1)𝑡+∆𝑡𝑡+∆𝑡                                                           (6.1) 

𝑢𝑡+∆𝑡 (𝑖𝑡) = 𝑢𝑡+∆𝑡 (𝑖𝑡−1) + ∆𝑢(𝑖𝑡)                                                                                                           

where ∆𝑡 is a suitably chosen time increment and it denotes the iteration number of 

the Newton-Raphson procedure in each time increment. The initial conditions at 

the start of each time increment are: 

𝑢𝑡+∆𝑡 (0) = 𝑢;𝑡     𝐾𝑇
(0)𝑡+∆𝑡 = 𝐾𝑇;𝑡     𝐹𝑡+∆𝑡 (0) = 𝐹𝑡                                         (6.2) 

Convergence is achieved when both the errors, measured as the Euclidean norms 

of the unbalanced forces and of the residual displacements, are less than a 

minimum value. The complete equilibrium path can be traced by finding the 

subsequent solution points at higher load levels using the same approach. 
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Figure 6.1. Illustration of incremental Newton-Raphson approach.  

 

 
Figure 6.2. (a) Large displacements and large rotations but small strain (b) large displacements, 

large rotations and large strains (Bathe 2006).  

 

 

6.1.3. Geometrically non-linear behaviour of a continuum body 

In general, two classes of geometrically non-linear behaviour exist. First, large 

displacements, large rotations, but small strains. Second, large displacement, large 

rotations and large strains. Unlike the first class of geometrically nonlinear 

behaviour where the strains are small, in the second class the element extensions 

and angle changes within the element are large (figure 6.2). Typical formulations 

that are used to model these no-linear behaviours include the Total Lagrangian 
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(TL) formulation and Updated Lagrangian (UL) formulation. In the TL 

formulation all static and kinematic variables are referred to the initial undeformed 

configuration of the structure and the integrals are calculated with respect to that 

configuration. Due to the transformations, a new measure for stress, the second 

Piola-Kirchhoff stress tensor, has to be introduced with the Green-Lagrange strain 

tensor. Considering TL formulation for a general body subjected to applied body 

forces 𝑓𝐵 and surface tractions 𝑓𝑆 on the surface S and displacement field 𝛿𝑢𝑖, the 

equation of motion is given by (Gea and Luo 2001): 

∫ 𝑆𝑖𝑗𝑉0 𝛿𝜖𝑖𝑗𝑑
0𝑉 = ∫ 𝑓𝑖

𝐵𝛿𝑢𝑖𝑑
0𝑉

𝑉0 + ∫ 𝑓𝑖
𝑆𝛿𝑢𝑖

𝑆𝑑0𝑆
𝑆0
𝑓

                                    (6.3) 

where 𝑆𝑖𝑗 denote the Cartesian components of the second Piola-Kirchhoff stress 

tensor, 𝛿𝜖𝑖𝑗 are the components of the Green-Lagrange strain tensor corresponding 

to the virtual displacement field 𝛿𝑢𝑖 and 𝑉0  denotes the body volume at initial 

configuration. The Green-Lagrange strain tensor which is defined with respect to 

the initial configuration of the body is given by (Gea and Luo 2001): 

𝜖𝑖𝑗 =
1

2
(

𝜕𝑢𝑖

𝜕 𝑥𝑗
0 +

𝜕𝑢𝑗

𝜕 𝑥𝑖
0 +

𝜕𝑢𝑘

𝜕 𝑥𝑖
0

𝜕𝑢𝑘

𝜕 𝑥𝑗
0 )                                                                        (6.4) 

Considering reasonably small strains, the general elastic constitutive equation can 

still be used: 

𝑆𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙𝜖𝑖𝑗                                                                                                        (6.5) 

where C is the elasticity tensor. Equations (6.3)-(6.5) are the basic equations for 

calculating the response of a continuum body using the TL formulation. However 

in order to solve these equations for strongly non-linear problems, one may need to 

use an incremental-iterative approach, such as Newton-Raphson, as discus in 

section 6.1.2.  

If the UL formulation is implemented, all static and dynamic variables are referred 

to the last calculated configuration and the integrals are calculated with respect to 

the last configuration. In this case a different measure of stress and strain must be 

used. Both TL and UL formulations can be used to find the response of a 

geometrically non-linear continuum body and the only advantage of using one 

rather than the other could be a greater numerical efficiency. In this study, the 
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assumption is that the structures undergo large displacements and rotations with 

small strain, and the TL formulation in conjunction with the Newton-Raphson 

approach is employed to determine the non-linear response of the structures. 

 

6.2. Formulation of equation of motion 

6.2.1. Continuous form of the equilibrium equation 

Introducing the incremental approach to find the structural responses in non-linear 

structures, one can decompose the displacements, strains and stresses at time  

𝑡 + Δ𝑡 as 

𝑢𝑖
𝑡+∆𝑡 = 𝑢𝑖

𝑡 + ∆𝑢𝑖;     𝜖𝑖𝑗
𝑡+∆𝑡 = 𝜖𝑖𝑗

𝑡 + ∆𝜖𝑖𝑗;     𝑆𝑖𝑗
𝑡+∆𝑡 = 𝑆𝑖𝑗

𝑡 + ∆𝑆𝑖𝑗            (6.6) 

where ∆𝑢𝑖, ∆𝜖𝑖𝑗 and ∆𝑆𝑖𝑗 denote the displacements, strains and stresses increments, 

respectively, to be determined. Implementing Eq. (6.6) into the displacement-strain 

relation given in Eq. (6.4), the strain increments can be defined as the sum of linear 

and non-linear terms as 

∆𝜖𝑖𝑗 = 𝑒𝑖𝑗 + 𝜂𝑖𝑗                                                                                                     (6.7) 

where the linear incremental strain, 𝑒𝑖𝑗 is given by  

𝑒𝑖𝑗 =
1

2
(

𝜕Δ𝑢𝑖

𝜕 𝑥𝑗
0 +

𝜕Δ𝑢𝑗

𝜕 𝑥𝑖
0 +

𝜕Δ𝑢𝑘

𝜕 𝑥𝑗
0

𝜕 𝑢𝑘
𝑡

𝜕 𝑥𝑖
0 +

𝜕Δ𝑢𝑘

𝜕 𝑥𝑖
0

𝜕 𝑢𝑘
𝑡

𝜕 𝑥𝑗
0 )                                                   (6.8) 

and the non-linear incremental strain, 𝜂𝑖𝑗 is defined by 

𝜂𝑖𝑗 =
1

2

𝜕Δ𝑢𝑘

𝜕 𝑥𝑖
0

𝜕Δ𝑢𝑘

𝜕 𝑥𝑗
0                                                                                                   (6.9) 

Implementing Eq. (6.6) into the equilibrium equation (6.3) and assuming ∆𝑆𝑖𝑗 =

𝐶𝑖𝑗𝑘𝑙𝑒𝑖𝑗 and 𝛿∆𝜖𝑖𝑗 = 𝛿𝑒𝑖𝑗, the linearized incremental equation of motion is 

obtained as 

∫ 𝑐𝑖𝑗𝑘𝑙𝑒𝑖𝑗𝛿𝑒𝑘𝑙𝑑
0𝑉

𝑉0 + ∫ 𝑆𝑡 𝑖𝑗𝛿𝜂𝑖𝑗𝑑
0𝑉

𝑉0 =

∫ 𝑓𝑖
𝐵𝑡+Δ𝑡 𝛿Δ𝑢𝑖𝑑

0𝑉
𝑉0 + ∫ 𝑓𝑖

𝑆𝑡+Δ𝑡 𝛿Δ𝑢𝑖
𝑆𝑑0𝑆

𝑆0
𝑓

− ∫ 𝑆𝑡 𝑖𝑗𝛿𝑒𝑖𝑗𝑑
0𝑉

𝑉0                    (6.10) 
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The left hand side of Eq. (6.10), which is dependent on the displacements and 

stress field defines the so-called tangent structure. The right hand side of this 

equation represents the out of balance virtual work of the body. One may need to 

use iterative methods for solving this equation until the out of balance force 

vanishes.  

 

6.2.2. Finite element formulation 

Transforming the continuous form of the equation of motion represented by Eq. 

(6.10) to a finite element formulation, the equilibrium equation is obtained as (Gea 

and Luo 2001; Bathe 1996) 

 𝐾𝑇
𝑡 Δ𝑈 = (𝐾0 + 𝐾𝑑 + 𝐾𝜎)Δ𝑈 = Δ𝐹                                                               (6.11) 

where 𝐾𝑇
𝑡  is the tangent stiffness matrix and Δ𝐹 is the load unbalance between 

the external forces 𝑅𝑡+Δ𝑡  and the internal forces 𝐹𝑡 . 𝐾0 is the usual small 

displacement stiffness matrix represented by  

𝐾0 = ∫ 𝐵𝐿0
𝑇 𝐶𝐵𝐿0𝑑 𝑉0

𝑉0
                                                                                      (6.12) 

where 𝐵𝐿0 is a linear strain-displacement transformation matrix used in linear 

infinitesimal strain analysis. The stiffness matrix 𝐾𝑑 in Eq. (6.11) represents the 

large displacement stiffness matrix and is defined by 

𝐾𝑑 = ∫ (𝐵𝐿0
𝑇 𝐶𝐵𝐿1 + 𝐵𝐿1

𝑇 𝐶𝐵𝐿0 + 𝐵𝐿1
𝑇 𝐶𝐵𝐿1)𝑑 𝑉0

𝑉0
                                              (6.13) 

where 𝐵𝐿1 is a linear strain-displacement transformation matrix which depends on 

the displacement. 𝐾𝜎 in Eq. (6.11) is the initial stress matrix dependent on the 

stress level, and is given by 

𝐾𝜎 = ∫ 𝐵𝑁𝐿
𝑇 𝑆𝑡 𝐵𝑁𝐿𝑑 𝑉0

𝑉0
                                                                                  (6.14) 

where 𝐵𝑁𝐿
𝑇  denotes the non-linear strain-displacement transformation matrix and 

𝑆𝑡  denotes the second Piola-Kirchhoff stress matrix, which in a 2D formulation is 

defined by 
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[
 
 
 
 

𝑆11
𝑡      𝑆12

𝑡         0           0

𝑆21
𝑡      𝑆22

𝑡          0           0 

 0           0           𝑆11
𝑡     𝑆12

𝑡

0           0           𝑆21
𝑡     𝑆22

𝑡 ]
 
 
 
 

                                                                            (6.15) 

The correct calculation of the internal forces, 𝐹𝑡  in Eq. (6.11) is very crucial as 

any error in this calculation will result in an inaccurate response prediction. The 

internal forces can be found from 

𝐹𝑡 = ∫ (𝐵𝐿0 + 𝐵𝐿1)
𝑇 𝑆̅𝑡 𝑑 𝑉0

𝑉0
                                                                         (6.16) 

where  𝑆̅𝑡  is the second Piola-Kirchhoff stress vector. Eq. (6.11) is used to find the 

displacement increment corresponding to the state 𝑡 + Δ𝑡 which is then added to 

the displacement at state t to obtain displacement at state 𝑡 + Δ𝑡. The strain-

displacement relation in Eq. (6.4) allows the strain to be determined from the 

displacements and using the constitutive relation in Eq. (6.5), one can then 

calculate the corresponding stresses. 

 

6.2.3. X-FEM for geometrically non-linear behaviour 

In order to find the properties of the elements on the evolving boundary during the 

optimization process, a similar X-FEM scheme as the linear case can be used. In 

the case of geometrically non-linear problems, the contribution of the solid parts of 

the boundary elements into the elements’ tangent stiffness matrix as well as the 

elements’ internal forces needs to be identified. For 2D 4-node quadrilateral 

elements this can be done by dividing the solid part of the boundary elements into 

sub-triangles and performing Gauss quadrature, similar to the method presented in 

chapter 4, section 4.4. Following that, the element’s tangent stiffness matrix 𝑘𝑡 𝜎 

and internal force vector 𝐹𝑡 𝑒  can be obtained from 

𝑘𝑡 𝜎 = ∑ ∑ 𝐴𝑇𝑤𝑗𝑓1(𝜉1
𝑗
, 𝜉2

𝑗
, 𝜉3

𝑗
)𝑚

𝑗=1
𝑛
𝑖=1                                                                 (6.17) 

where  

𝑓1 = 𝐵𝑇𝐶𝐵𝑡 + 𝐵𝐿0
𝑇 𝐶𝐵𝐿1 + 𝐵𝐿1

𝑇 𝐶𝐵𝐿0 + 𝐵𝐿1
𝑇 𝐶𝐵𝐿1 + 𝐵𝑁𝐿

𝑇 𝑆𝑡 𝐵𝑁𝐿                        (6.18) 
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and 

𝐹𝑡 𝑒 = ∑ ∑ 𝐴𝑇𝑤𝑗𝑓2(𝜉1
𝑗
, 𝜉2

𝑗
, 𝜉3

𝑗
)𝑚

𝑗=1
𝑛
𝑖=1                                                                  (6.19) 

where   

𝑓2 = (𝐵𝐿0 + 𝐵𝐿1)
𝑇 𝑆̅𝑡                                                                                         (6.20) 

The elements’ tangent stiffness matrices and internal force vectors can then be 

assembled to obtain the global tangent stiffness matrix 𝐾𝑡 𝜎 and global internal 

force vector 𝐹𝑡  of the structure. 

 

6.3. Stiffness design 

6.3.1. Objective function and structural performance criteria 

In order to find the stiffest design, the natural choice is to minimize the deflection 

or compliance. However, as shown by Buhl et al (2000), the drawback of this 

objective function is that it may result in structures that can only support the 

maximum load they are designed for and may break down for lower loads. In order 

to avoid this, when the non-linear structure is loaded under force control, the 

complementary work 𝑊𝐶 can be chosen as the objective function (figure 6.3). In 

this case the optimization problem can be defined as: 

Minimize:   𝑓(𝑥) = 𝑊𝐶 = lim𝑛→∞ ⌈
1

2
∑ ∆𝑅𝑇(𝑈𝑖 − 𝑈𝑖−1)

𝑛
𝑖=1 ⌉                          (6.21) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜:  ∑ 𝑣𝑒
𝑠𝑛

𝑒=1 = 𝑉𝑐          

where ∆𝑅 is the load increment, i denotes the increment number and n is the total 

number of load increments.   

 

The sensitivity of the objective functions with respect to design variable 𝑥𝑒 is: 

𝑆𝑒 =
𝜕𝑓(𝑥)

𝜕𝑥𝑒
= lim𝑛→∞ ⌈

1

2
∑ (𝑅𝑖

𝑇 − 𝑅𝑖−1
𝑇 )(

𝜕𝑈𝑖

𝜕𝑥𝑒
−

𝜕𝑈𝑖−1

𝜕𝑥𝑒
)𝑛

𝑖=1 ⌉                                  (6.22) 

To find the elemental sensitivities, an adjoint equation is introduced to the above 

equation by adding a series of Lagrangian multipliers to the objective function 
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(Buhl et al 2000). Solving the above equation, Huang and Xie (2010a) found that 

for nonlinear structures under force control, the elemental sensitivity numbers are 

equal to the total elemental elastic and plastic strain energy, 𝐸𝑒
𝑛.  This can be used 

in BESO as the criterion for element removal and addition to find the solution for 

stiffness optimization of nonlinear structures. Similar to the formulation of the 

linear Iso-XFEM optimization method, the elemental sensitivity numbers can be 

used to find the structural performance: 

𝑆𝑃𝑒 =
𝐸𝑒

𝑛

𝑉𝑒
                                                                                                             (6.23) 

 
Figure 6.3. Objective function 𝑊𝐶 for stiffness optimization of nonlinear structures under force 

control.  

 

6.3.2. Filter scheme for Iso-XFEM 

In order to increase the stability of the Iso-XFEM method applied to geometrically 

non-linear problems, a similar filter scheme to the one used for BESO (Huang and 

Xie 2010a) and SIMP (Sigmund 2001) can be employed. This is used to smooth 

the structural performance distribution over the design domain by averaging the 

nodal values of structural performance with those of neighbouring nodes. The 

modified values of structural performance can then be defined by 

𝑆𝑃𝑖 =
∑ 𝑤𝑖𝑗𝑆𝑃𝑗

𝑘
𝑗=1

∑ 𝑤𝑖𝑗
𝑘
𝑗=1

                                                                                                 (6.24) 

where k is the number of nodes inside a domain centred at node i having a filter 

radius of 𝑟𝑚𝑖𝑛. 𝑤𝑖𝑗 are the weighting factors defined by 

𝑤𝑖𝑗 = 𝑟𝑚𝑖𝑛 − 𝑟𝑖𝑗                                                                                                 (6.25) 
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where 𝑟𝑖𝑗 is the distance between node i and the neighbouring node j.  

 

6.3.3. Iso-XFEM procedure for geometrically non-linear structures 

The Iso-XFEM procedure for stiffness design of geometrically non-linear 

structures is similar to the linear ones except that non-linear finite element analysis 

must be used. Thus, it can be summarized as the following steps: 

1- Initialize: define the design space, non-design domain, material properties, 

a fixed grid FE mesh, loads and boundary conditions, and the optimization 

parameters. 

2- Perform non-linear FEA: divide the applied load into a suitable number of 

load increments and find the equilibrium path using the Newton-Raphson 

approach. Find the properties of the boundary elements using the X-FEM 

scheme. 

3- Calculate the elements total strain energy and find the structural 

performance distribution over the design domain. 

4- Filter structural performance numbers. 

5- Average the structural performance numbers with those of the previous 

iteration. 

6- Calculate the target volume of the current iteration and find a minimum 

level of performance to meet the target volume. 

7- Find the relative performance, 𝛼, over the design domain and extract the 

design boundary. Assign solid material properties to regions having 𝛼 > 0 

and void material properties to the regions having 𝛼 < 0. 

8- If the convergence condition is reached, stop the design process, else, go to 

step 2. 

 

6.4. Test cases 

A Matlab code was developed to represent the FEA model for analysing 

geometrically non-linear 2D structures. It uses plane stress 4-node quadrilateral 

elements to represent the FE model of the structure. An incremental loading 



 

129 
 

scheme is used in the code and the Newton-Raphson method is used to find the 

equilibrium at each load increment. The assumption is that the test cases used in 

the study experience large deformation but with small strain. The non-linear 

response of the structure is then used to obtain the structural performance which is 

required for the Iso-XFEM optimization method. This section of the chapter 

include validation of the Matlab code for analysing geometrically-nonlinear 2D 

structures, followed by two 2D test cases to demonstrate the application of the Iso-

XFEM method to the topology optimization of geometrically non-linear structures. 

 

6.4.1. Validation of the  FE Matlab code  

A long cantilever beam was used as a test case to validate the developed non-linear 

Matlab code. This was selected from MSC Patran exercise work book, enabling 

comparison of the results of the Matlab code with MSC Nastran results. The beam 

has length of 100″(2540 mm), width of 2″ (50.8 mm) and thickness of 1″ (25.4). 

The material properties of the beam include Young’s modulus of 30e6 𝑙𝑏/𝑖𝑛2 (207 

GPa) and Poisson’s ratio of 0.3. A load of 6000 lbs (26.69 kN) is applied to the 

free end of the beam. The beam has a high length to cross section ratio which 

allows large deformations when subjected to a reasonably high amount of vertical 

load on the tip. In this experiment, the deflection of the beam is obtained from 

linear and nonlinear FE analysis using the developed Matlab code and the results 

are compared with those obtained from analysing the same problem using the 

commercial non-linear FEA code, MSC Nastran, implementing the same element 

type and the same mesh. Figure 6.4 illustrates the cantilever deformation results 

from linear and non-linear modelling, with load deflection plots shown in figure 

6.5. Table 6.1 compares the tip deflection results of the linear and non-linear 

modelling using the Matlab code and Nastran FE modelling. It can be seen that the 

tip displacement obtained from the non-linear analysis is about 23% lower than 

that from the linear solution in both the Matlab and Nastran FE models. Also, it 

can be seen that in the linear FEA, both models have resulted in the same tip 

displacement for the cantilever beam.  In the case of the non-linear FEA, there is a 

difference of less than 0.8% between the solutions obtained from the Nastran and 

Matlab FEA codes. 
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Figure 6.4. Illustration of linear and nonlinear large deformation of a cantilever beam calculated 

using the Matlab code. Deformations are to scale. 

 

 

 

Figure 6.5 Load deflection plots of the geometrically nonlinear cantilever beam. 

 

Table 6.1. Comparison of linear and non-linear response of the cantilever beam obtained from the 

Matlab FE code and Nastran FE modelling.  

 

 Vertical tip displacement 

(linear FEA) 

Vertical tip displacement (non-

linear FEA) 

Matlab FE code solution 70.91″ (1801 mm) 51.78″ (1315.2) 

Nastran FE solution 70.91″ (1801 mm) 51.38″ (1305.1) 
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6.4.2. Test case NL-1: non-linear cantilever plate 

The cantilever plate shown in figure 6.6 was considered as the first non-linear test 

case of this thesis. Length to cross section ratio of this cantilever was greater than 

those considered in the 2D linear studies of the thesis, to increase the chance of 

large deformation in the optimised topologies. Also, this beam has been used as a 

test case in previous studies, implementing SIMP (Buhl et al 2000) and BESO 

(Huang and Xie 2010a), allowing the comparison of the Iso-XFEM solutions with 

the other two methods. The cantilever plate was 1 m in length, 0.25 m in width and 

0.1 m in thickness, and was subjected to a concentrated load at the middle of the 

free end. The material used was nylon which has a low Young’s modulus of E = 3 

GPa and Poisson’s ratio of v = 0.4. Non-linear, stiffness optimised designs of the 

plate with a volume constraint of 50% of the design domain under two point loads 

60 and 144 kN, were investigated and compared. Note that in the case of the non-

linear analysis, simple scaling can’t be used to determine the results of the FEA at 

different loads. A mesh of 200x50 quadrilateral elements was used for the FE 

model of the structure. The volume evolution rate used for this experiment was ER 

= 0.005, which was smaller than the volume evolution rate used in the linear study. 

The reason for this was to increase the stability of the non-linear Iso-XFEM 

method by performing the material removal within a higher number of 

evolutionary iterations, i.e. applying less change to the topology at each iteration.  

Also, a filter radius of 𝑟𝑚𝑖𝑛 = 1.2 times the element size was considered. The 

reason for using a small filter radius was to stabilize the evolutionary process 

without significantly changing the complexity of the solutions.   

 

 

Figure 6.6. Design domain and boundary conditions of the geometrically nonlinear cantilever of test 

case NL-1. 
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(a) 

 

 
(b) 

 

Figure 6.7. Evolution histories of objective function and volume fraction of the non-linear 

cantilever subjected to (a) a point load of 60kN, and (b) a point load of 144 kN. 

 

Figure (6.7) shows the evolution histories of the objective function (𝑊𝐶) and 

volume fraction for the both load cases of 60 kN and 144 kN. It can be seen that 

the evolutionary optimization process of the non-linear structure subjected to the 

point load of 60 kN has good stability.  However, by increasing the load to 144 kN 

(figure 6.7b), i.e. increasing the degree of non-linearity, some instability was 

observed in the plot of complementary work (iteration 70 afterward). Figure (6.8) 

shows the solutions obtained from the linear and non-linear based optimization for 

the two different load values. Note that linear Iso-XFEM solution for both load 

cases are the same when same target volume fraction is used. As expected, it can 
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be seen that the linear Iso-XFEM has converged to a symmetric solution. This is 

expected as the design is optimised with respect to the equilibrium geometry of the 

undeformed beam. However, different designs are obtained by implementing the 

non-linear topology design, showing that the optimal topologies depend on the 

magnitude of the applied load. These are now non-symmetric as the design is 

optimised for the deformed beam under load, which is not symmetric. The large 

deformation of the Iso-XFEM solutions is illustrated in Figure (6.9). This test case 

has been previously studied using SIMP (Buhl et al 2000) and BESO (Huang and 

Xie 2010a). Table (6.2) compares the objective values of the linear and non-linear 

Iso-XFEM solutions with those of SIMP and BESO. It can be seen that the non-

linear designs obtained from both Iso-XFEM designs have lower magnitudes of 

complementary work than their linear designs, indicating a better performance for 

the load they are designed for. Also comparing the Iso-XFEM with BESO and 

SIMP solutions in terms of their complimentary work, it can be seen that the Iso-

XFEM solutions have lower magnitudes of complementary work than BESO and 

SIMP solutions, showing better performance of the Iso-XFEM solutions due to 

their smooth boundary representation. The slightly lower complimentary work of 

the SIMP solutions compared to the BESO solutions has been attributed to the 

effect of intermediate density elements in SIMP topology where their strain energy 

might have been overestimated (Huang and Xie 2010a). 

This test case showed that by using non-linear FE modelling in the Iso-XFEM 

method, a different solution with a higher performance than the linear design can 

be achieved.  However, it could be argued that difference in the overall topology of 

the linear and non-linear solutions of this test case was insufficient to justify the 

extra effort of the non-linear analysis. As will be shown in the next example, in 

some cases the difference can be extremely large and can make the use of non-

linear modelling essential.   
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Figure 6.8. Iso-XFEM solutions of the large displacement cantilever problem: (a) linear design (for 

both load cases of 60 kN and 144 kN) (b) non-linear design for point load of 60 kN (c) non-linear 

design for point load of 144 kN. 

 

 

 
 

Figure 6.9. Illustration of the large deformation of the cantilever of test-case NL-1 (a) cantilever 

subjected to point load of 60 kN (b) Cantilever subjected to point load of 144 kN. The deformations 

are to scale.  

 

 

 

Table 6.2. Comparison of the complementary works of linear and non-linear designs for test case 

NL-1. 

 

 Design for F=60 kN Design for F=140 kN 

Linear design from Iso-XFEM 2.107  kJ 12.072 kJ 

Non-linear design from Iso-XFEM 2.101  kJ 12.063 kJ 

Non-linear design from BESO 

(Huang and Xie (2010a) 

2.171  kJ 12.38   kJ 

Non-linear design from SIMP 

(Buhl et al 2000) 

2.331  kJ 13.29   kJ 
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6.4.3. Test case NL-2: slender beam 

The purpose of this experiment was to apply the Iso-XFEM method to topology 

optimization of a structure having snap-through buckling effects, i.e. the transition 

between two stable states in a structure. In this case, different topologies could be 

obtained by using linear and non-linear modelling in the structural optimization 

problem. As an example of a structure involving snap-through effects, topology 

optimization of a slender beam with the design domain and boundary conditions 

shown in figure (6.10) was considered. The beam was 8 m long, 1 m deep and 100 

cm thick. A load of 400 kN was applied to the centre of the top edge The material 

properties of the beam were Young’s modulus of E = 3 GPa and Poisson’s ratio of 

v = 0.4. Non-linear and linear stiffness optimised designs of the beam for a volume 

constraint of 20% of the design domain for downward and upward loads were 

investigated. A mesh of 320x40 quadrilateral elements was used for the FE model 

of the structure in all the experiments, and a volume evolution rate of ER = 0.01 

and a filter radius of 𝑟𝑚𝑖𝑛 = 1.2 times the element size were used as optimization 

parameters.  

 

 

Figure 6.10. Design domain and boundary conditions of the geometrically nonlinear slender beam 

of test case NL-2: (a) beam subjected to downward load (b) beam subjected to upward load. 
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Figure 6.11 compares the non-linear Iso-XFEM solutions of the beam subjected to 

downward (6.11a) and upward (6.11b) loads with the linear Iso-XFEM solution 

(6.11c). It can be seen that with the linear modelling the same solution is obtained 

for the structure subjected to either an upward or downward load, i.e. the 

magnitude of the load doesn’t change the solution in a linear topology optimization 

implementation.  However, it can be seen that by using the non-linear topology 

design approach, very different solutions are obtained for upward and downward 

loads. It can also be seen in figure 6.11 that in this test case, the solution for the 

upward load case is very similar to the linear solution. This can be explained by 

looking at the deformations of the various designs under load. 

 

 
Figure 6.11. (a) Non-linear design of the beam subjected to a downward load (b) non-linear design 

of the beam subjected to an upward load (c) linear design of the beam (for both downward load and 

upward load cases).  
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6.12. (a) Displacement of topology 6.11a (b) displacement of topology 6.11b (c) displacement of 

topology 6.11c subjected to downward load (d) displacement of topology 6.11c subjected to upward 

load. The deformations are to scale. 

 

 

 

 

Table 6.3. Comparison of the complementary works of non-linear and linear designs for test-case 2. 

 

Complementary work Design for 

 downward load 

Design for  

upward load 

Non-linear design from Iso-XFEM 38.700  kJ 36.492 kJ 

Linear design from Iso-XFEM 55.548  kJ 36.494 kJ 
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Figure 6.12 shows the deflection of the nonlinear and linear topology optimization 

solutions of the beam, subjected to both upward and downward loads. The 

deflection of all non-linear and linear solutions has been determined using 

geometrically non-linear FEA.  It can be seen that the solution of the non-linear 

design subjected to the downward load remains stable after applying the specified 

load it is designed for (figure 6.12a). However the linear design has become 

distorted under the prescribed downward load (figure 6.12c), which can be 

attributed to the buckling effects (Buhl et al 2000). This is because the linear 

solution of figure 6.11c has two thin members in the middle which are put under 

compression with the downward load. Although this is not an issue when linear 

modelling is used, with non-linear modelling the thin compressed beams buckle 

and the whole structure experiences snap-through as seen in figure 6.12c. The 

snap-through effect was not an issue for the upward loading as the thin struts were 

not put under compression, hence the similarity of the linear and nonlinear designs 

for upward loading (figures 6.12b and 6.12d). Table 6.3 compares the 

complementary works of the solutions subjected to downward and upward loads. 

As anticipated, the difference between the complementary works of non-linear and 

linear solutions for the upward load case is not significant. However in the case of 

the downward load case, the complementary work of the linear design involving 

buckling and snap-through effects is much higher than the non-linear one, showing 

the importance of  implementing a non-linear topology optimization approach for 

large displacement problems such as those involving snap-through effects.   

 

6.5. Summary and conclusions 

In this chapter, the topology optimization of geometrically nonlinear structures was 

investigated, assuming the structures undergo large displacement with small strain. 

A total Lagrangian FE formulation was used to model the geometrically non-linear 

behaviour of continuum structures and a Newton-Raphson iterative method was 

used to find the equilibrium solution at each load increment. The non-linear FE 

code developed for 2D structures was then integrated into the Iso-XFEM method 

to enable the topology optimization of structures undergoing large deformation. A 
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filter scheme was used in the method to increase the stability of the evolutionary 

optimization approach applied to non-linear structures.  

The topology optimization results achieved implementing linear and non-linear 

modelling showed that, for the presented test cases, a non-linear based 

optimization returns solutions that are dependent on the magnitude of the load. 

Also, the solutions achieved from the optimization using non-linear modelling 

have a higher performance than those with linear modelling. Although in the first 

test-case of this study, there is not a significant difference between the solutions 

achieved from linear and non-linear modelling, the results from the second test 

case, which involves snap-through effects, showed the importance of implementing 

non-linear modelling in large displacement problems. 
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Chapter 7 

Discussion 

 

 

The aim of this research was to develop a reliable and efficient topology 

optimization algorithm which doesn’t have the limitations of conventional FE-

based methods in representing design boundary. The following objectives have 

been achieved: 

 Commonly used topology optimization methods were investigated.  

The weaknesses and strengths of each method were investigated in chapter 

2. It was found that evolutionary based optimization methods are simple to 

programme and apply to 3D geometrically complex structures; also, they 

have the advantage of representing the solutions with clearly defined 

boundaries.    

 Different numerical analysis techniques used in structural analysis were 

investigated.  

In chapter 3, different numerical techniques appropriate for structural 

analysis were investigated. The idea was to find a numerical analysis 

technique to use in conjunction with one of the topology optimization 

algorithms investigated in chapter 2, to develop a new efficient and reliable 

topology optimization method, benefiting from improved boundary 

representation. It was found that X-FEM can be used as an efficient method 

to improve the quality of topology optimised solutions near the boundary, 

without the need for remeshing. 
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 A topology optimization method which is benefiting from a boundary 

improvement scheme was developed. 

In chapter 4, a topology optimization method, called ‘Iso-XFEM’, was 

developed by combining X-FEM and isoline/isosurface boundary 

representation with an evolutionary based optimization algorithm. 

 The proposed method was extended to the topology optimization of 3D 

real-life structures, multiple objectives and non-linear problems. 

In chapter 5, the proposed method was extended to topology optimization 

of 3D geometrically complex structures, and the required modifications for 

extension of the method to optimization of different objectives were 

presented. As an example the method was applied to stiffness optimization 

of structures with an additional displacement constraint. In chapter 6, the 

method was extended to topology optimization of geometrically non-linear 

problems.  

 Matlab codes presenting the proposed topology optimization method and 

its modifications and extensions were developed. 

Matlab was used to present the algorithms used in the proposed method and 

its extensions. Samples of these codes are shown in appendices A:D. 

 

7.1. General summary and major findings 

Topology optimization is the most challenging aspect of structural optimization, an 

approach that has been developed to enable design of high performance 

lightweight structures. A common drawback of the dominant topology 

optimization methods is the need for additional post-processing of the topology 

optimised solutions, as the quality of the optimised topology is mainly dependent 

on the use of finite element method in the topology optimization approach. The 

aim of this work was to develop an alternative topology optimization method 

which allows the generation of reliable and high quality topology optimised 

solutions, in order to avoid additional costly and time consuming post-processing. 

It was found that there could be two main factors that influence the quality of the 
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topology optimised solution. First, the optimization algorithm used, and second, 

the numerical structural analysis technique integrated with the optimization 

algorithm. These two were investigated in the two literature review chapters of the 

thesis (chapters 2&3).  

In terms of the topology optimization algorithm, the author’s interest was in the 

material distribution methods as these methods allow better handling of topological 

changes during the optimization process, compared to boundary variation methods. 

These methods include homogenization, SIMP and evolutionary based topology 

optimization methods (ESO & BESO). Evolutionary based topology optimization 

methods was found promising for the objectives of this work, because these are 

well integrated with FE framework of the structures, making the methods easy to 

be programmed and be applied to complex 3D structures. Furthermore, these 

methods generate discrete (0/1) solutions with clear FE based boundaries as 

opposed to SIMP with variable density solutions.   

To find an appropriate numerical analysis method to be integrated with an 

evolutionary optimization algorithm, both meshfree and mesh-based methods were 

investigated in chapter 3. It was found that in general, FEM is faster than meshless 

methods, and because it is an established, well developed technique, its application 

to different structural and multiphysics problems is more convenient. Different 

modifications of FEM to improve quality of solutions near boundary were 

investigated, including adaptive mesh refinement schemes and extended finite 

element method (X-FEM). The conclusion was that mesh refinement schemes 

could increase the computational cost of the optimization, especially in 3D 

applications, however, the X-FEM scheme proposed for modeling holes and 

inclusions (which is the type of discontinuity in material distribution problems) 

benefits from a high numerical efficiency and is a promising technique for 

structural optimization applications.  

In order to use X-FEM in conjunction with an evolutionary based topology 

optimization algorithm, there was a need to use a boundary representation 

approach to define the boundary of the material/void discontinuity within finite 

elements. This was achieved in chapters 4 and 5 by introducing isoline and 

isosurface approaches as implicit boundary representation schemes for 2D and 3D 
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structures. The idea was to implicitly define the design boundary (material-void 

interface) using isolines (or isosurfaces in 3D) of a measure of structural 

performance. The X-FEM scheme was used to find the properties of the elements 

on the boundary, and an evolutionary optimization algorithm was used to drive the 

solution toward optimum. The proposed method, called Iso-XFEM, has been found 

to be very efficient in generating optimal topologies with smooth and accurate 

representation of the design boundary. It was found that this method benefits from 

the simplicity of the conventional evolutionary based optimization methods in the 

application of the method to practical problems, while some drawbacks of the 

conventional ESO/BESO methods, such as checkerboarding and poor FE based 

boundary representation, are removed. The other challenges existed during 

development of this work were the application of the method to 3D real-life 

problems, different objectives, as well as problems involving nonlinearity. These 

were investigated in chapters 5 and 6. 

Two different evolutionary optimization algorithms were developed in this study. 

In the first algorithm, which was presented in chapter 4, a performance evolution 

rate was used to drive the evolutionary optimization algorithm. Although this 

method was successfully used for the stiffness design of structures, a drawback 

was that by using the performance evolution rate, there was little control of the 

amount of material removed in every evolutionary iteration. As a result, the plots 

of objective function and volume fraction histories showed some instabilities.  

In order to increase the stability of the evolutionary optimization process, and to 

enable application to alternative optimization problems, a new optimization 

algorithm was presented in chapter 5. In this method, a volume evolution rate was 

used, thus allowing more control over the amount of material removed during the 

evolution of the optimised topology. As a result, smooth plots of objective function 

and volume fraction histories were obtained using the new algorithm, showing the 

increased stability of the method compared to the one presented in chapter 4.  

The Iso-XFEM method presented in chapter 5 was successfully applied to the 

stiffness optimization of 2D and 3D structures. The required modifications of the 

method to enable extension to alternative optimization problems with different 

objectives or constraints were also discussed in chapter 5.  As an example of such 
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an extension of the method, the stiffness optimization of structures with an 

additional displacement constraint were considered. 2D and 3D test cases were 

presented to validate the applicability of the method in meeting the design 

constraints.  

In chapter 6, the method was extended to geometrical non-linear problems. This 

was achieved by using a total Lagrangian FE formulation and an incremental-

iterative Newton-Raphson procedure to determine the equilibrium solution at every 

evolutionary iteration. A filter scheme was also used to increase the stability of 

Iso-XFEM method dealing with non-linear problems. A non-linear FE Matlab code 

was developed to enable the large deformation response of the structure during the 

optimization process to be determined. The comparison of the solutions obtained 

from linear and non-linear modelling showed that the solutions obtained from non-

linear modelling have lower values of objective function (higher performance) than 

those obtained from linear modelling. It was also observed that for the structures 

involving snap-through effects, the use of non-linear modelling is of significant 

benefit in topology optimization.   

Throughout the thesis, Iso-XFEM solutions have been compared with BESO 

solutions for many 2D and 3D test-cases, in terms of performance, surface quality, 

and computational efficiency of the methods. The reason for choosing BESO for 

comparing with Iso-XFEM solutions was that they are both evolutionary based 

optimization approaches, with defined geometric boundaries, unlike the variable 

density solutions seen with SIMP. This and the different optimization parameters 

make an objective comparison with SIMP difficult. Especially, the Iso-XFEM 

algorithm presented in chapter 5 behaves very similar to BESO in terms of material 

removal, by considering a volume evolution rate in the algorithm. Therefore it 

allows doing a fair comparison of the solutions by using the same mesh and the 

same optimization parameters in both optimization approaches. In the following 

sections, a summary of these comparisons and major findings is presented. 
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7.2. Validating the Iso-XEM solutions 

During the work, validation of the method has been done for the 2D, 3D and non-

linear versions of Iso-XFEM method. In the case of 2D problems, a cantilever 

beam frequently used as a benchmark problem in the literature was used as initial 

validation of the Iso-XFEM method presented in chapter 4. Two different loading 

conditions were considered for the cantilever and the solutions were found to be 

very similar to those seen in the literature as well as the results obtained from 

BESO method. Moreover, in order to evaluate the accuracy of the objectives 

obtained using X-FEM scheme, the Iso-XFEM solutions of the cantilever beams 

were reanalysed implementing a fine converged mesh, using standard FEM, and 

the results were found to be in close agreement with those found using the X-FEM 

scheme.   

Validation of the 3D version of the Iso-XFEM method has been investigated in 

two sections of chapter 5. First, in section 5.4.1, 3D Iso-XFEM solutions of a 

cantilever plate test case with varying thickness were compared with 2D Iso-

XFEM solution. The results showed that the 3D Iso-XFEM solutions of the 

cantilever plate are very similar to the 2D solution when the structure is in plane 

stress condition. However, when the thickness increases beyond the plane stress 

condition, the performance of the 3D solutions is higher than the 2D solution. The 

next validation of 3D Iso-XFEM solutions was in section 5.4.3 where the Iso-

XFEM solutions of an aerospace arm were compared with BESO solutions. The 

results showed that Iso-XFEM solutions had similar topologies as BESO solutions, 

implementing the same starting mesh, however, of higher performance.  

Regarding the non-linear topology optimization studies of this work in chapter 6, 

the non-linear FEA Matlab code was first validated by comparing the deflection of 

a geometrically non-linear cantilever beam with Nastran non-linear FEA solutions 

(section 6.4.1). Then Iso-XFEM solutions of a geometrically non-linear cantilever 

plate problem were compared with those obtained using SIMP and BESO. Again, 

similar topologies, however of higher performance have been observed with Iso-

XFEM method. 
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It was observed from 2D, 3D and non-linear studies that by using the Iso-XFEM 

method, similar topologies as BESO can be achieved. However the performance of 

Iso-XFEM solutions tends to be higher than BESO. This can be attributed to two 

facts. First, the poor boundary of BESO solutions is a reason for the solutions to be 

less optimal than the Iso-XFEM solutions which are represented with smooth 

boundary. Also, the use of checkerboard filter in BESO reduces the complexity 

and performance of the solutions. However, with Iso-XFEM, more complex 

solutions can be obtained, as this method doesn’t need checkerboard filter.  

It was observed that the combination of X-FEM and isoline/isosurface modelling 

with an evolutionary optimization algorithm enabled the design of topology 

optimised structures represented with smooth and clearly defined boundaries. 

However, the question that may arise is whether Iso-XFEM solutions are more 

optimal than solutions from conventional element-based methods after 

thresholding the densities, for instance, a SIMP solution thresholded in an arbitrary 

density value. To address this, Altair Optistruct software was used to solve 

topology optimization problem for test case 3D-1 (section 5.4.1) using the SIMP 

method, with the same starting mesh as the one used with Iso-XFEM method, i.e. 

40x20x2 . Figure 7.1 compares the topologies obtained from Optistruct with the 

Iso-XFEM solution. Figure 7.1a is Optistruct solution (optimal density 

distribution) without implementing minimum member size constraint. It can be 

seen that design boundary is not clear as the solution is represented with 

intermediate densities. Figure 7.1b shows the densities thresholded in relative 

density of 0.5 which results to a solution with approximately the same volume as 

the prescribed volume constraint. However, it can be seen that thresholding the 

densities resulted in an unfeasible design as the structure has lost its member 

connectivity. It is possible to preserve member connectivity by choosing a lower 

isovalue of density. However, this would result in a solution of higher volume than 

the volume constraint, which requires further optimization and post-processing.  

In order to have a near 0/1 solution and prevent the loss of member connectivity 

after thresholding the densities, a minimum member thickness of 2 ×

𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑠𝑖𝑧𝑒 was applied, resulting in the solution shown in figure 7.1c. It can be 

seen that this is a near 0/1 solution and the members connectivity is well defined, 

however, with rough boundaries. Figure 7.1d shows the solution obtained by 
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thresholding the densities of the solution shown in figure 7.1c. The densities were 

thresholded in isovalue of 0.5, resulting in the same volume as the prescribed 

volume constraint, thus, enabling the comparison of all solutions with the Iso-

XFEM solution, shown in figure 7.1e.   

 
 

Figure 7.1. Comparison of Optistruct and Iso-XFEM solutions for test case 3D-1: (a) Optistruct 

solution without applying minimum member size constraint, and (b) densities of this solution 

thresholded in isovalue of 0.5. (c) Optistruct solution with minimum member size constraint, and 

(d) densities of this solution thresholded in isovalue of 0.5. (e) Iso-XFEM solution. 
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To quantify the optimality of the Optistruct and Iso-XFEM solutions shown in 

figure 7.1, the strain energy of the solutions has been measured and presented in 

table 7.1.  It can be seen that the design obtained by thresholding densities of 

optistruct solution has a higher value of objective than Optistruct solutions 

with/without minimum member size constraint. This is because the design 

obtained by thresholding the densities of a topology optimised solution, is not an 

optimised solution anymore, and will require additional shape optimization and 

further post-processing until it becomes an optimised manufacturable design. 

However, it can be seen that the strain energy of the X-FEM solution is lower than 

the other three designs, indicating that the Iso-XFEM solution is a more optimal 

solution compared to the Optistruct solutions before/after thresholding the 

densities. The results of this experiment clearly show that although thresholding 

the densities can improve the design boundary, it can reduce the optimality of the 

solutions. 

 

Table 7.1. Comparison of Optistruct and Iso-XFEM solutions. 

 

 SE 

Optistruct solution without minimum member size constraint 

(figure 7.1a) 

7.34 

Optistruct solution with minimum member size constraint 

(figure 7.1c) 

7.17 

Design obtained by thresholding densities of the Optistruct 

solution with minimum member size constraint (figure 7.1d) 

7.63 

Iso-XFEM solution (figure 7.1e) 6.56 

 

 

7.3. Numerical  instabilities 

The examples presented in this thesis showed that Iso-XFEM can produce 

checkerboard free solutions without the need to implement any sensitivity filtration 

scheme. However element-based methods such as BESO and SIMP require 

sensitivity filtration scheme or similar approaches to supress the checkerboard 

pattern formation in the solutions of topology optimization problem. This allows 

Iso-XFEM to generate solutions with higher complexity (which have higher 

performance) than those can be obtained from BESO when implementing the same 

FE mesh.   
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Mesh Topology implementing no filtration 

scheme 

Topology implementing filter radius 

of r = 3 

 

 

 

60x30 

 
SE = 30.81 

 
SE = 31.39 

 

 

 

80x40 

 
SE = 30.96 

 
SE = 31.13 

 

 

 

100x50 

 
SE = 30.75 

 
SE = 31.19 

 

 

 

120x60 

 
SE = 30.56 

 
SE = 31.31 

 

 

 

160x80 

 
SE = 30.55 

 
SE = 31.35 

Figure 7.2. Comparison of the solutions obtained from Iso-XFEM with/without implementing 

sensitivity filtration scheme. 

 

Applying Iso-XFEM to the structures represented with different mesh sizes 

(cantilever beam in chapter 4 and the aerospace arm in chapter 5) showed that by 

increasing the mesh density, solutions of a higher complexity, having higher 

performance can be achieved. This also means that Iso-XFEM is a mesh-dependent 

approach like BESO or other element based methods of topology optimization. A 
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degree of mesh dependency is unavoidable in element based topology optimization 

methods. A pseudo mesh independent solution can be obtained by actions such as 

filtering the sensitivities and by increasing the filter radius, but often they result in 

coarse topologies. A similar filtration scheme can also be employed in the Iso-

XFEM method by substituting the structural performance number of an element to 

an average value of the structural performance number of neighbouring elements. 

Figure (7.2) shows the Iso-XFEM solutions of a cantilever beam with/without 

performance filtration for the beam represented with different FE mesh. Similar to 

the study in section 4.7, in order to avoid singularity issues with concentrated 

loading, the element’s strain energies near the loading region is not considered in 

the calculation of the objective function (total strain energy). Figure 7.2 shows that 

by applying the filtration scheme, almost the same topologies have been obtained 

for the structures with different starting mesh, thus achieving mesh independent 

solutions. However these solutions tend to have a lower performance than those 

obtained without using the filtration scheme (and have higher geometrical 

complexity). Therefor if geometrical complexity is not an issue in fabricating the 

parts (additive manufacturing for instance) the use of Iso-XFEM without 

implementing filtration scheme is preferable. 

 

7.4. Surface roughness of the solutions 

The experiments performed in this thesis showed that the Iso-XFEM solutions 

have much smoother boundaries than BESO solutions as their solutions are 

represented with sub-element resolution. This fact has been quantified for 2D and 

3D solutions in chapters 4 and 5, respectively. In chapter 4, a Laplacian smoothing 

process as a post-processing stage was used to smooth both Iso-XFEM and BESO 

solutions, and then the deviation of the smooth boundary from its original state was 

calculated in terms of root mean square roughness (Rq). The comparison of the 

values of Rq between Iso-XFEM and BESO solutions showed that Iso-XFEM 

solutions require only a little post-processing and the FE mesh that is used for the 

optimization doesn’t have a significant effect on the value of surface roughness. A 

similar experiment was performed in chapter 5 to compare the surface roughness 

of 3D solutions on the different regions of the structures in terms of their 
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arithmetic mean surface roughness, Ra. The Iso-XFEM solutions had much lower 

values of surface roughness than the BESO solutions.  

 

7.5. Computational efficiency of Iso-XFEM 

Comparison of computational efficiency of different topology optimization 

methods is not very straightforward as the optimization parameters selected for an 

optimization process can affect the number of iterations to converge. However, the 

Iso-XFEM method developed in this work is similar to BESO in terms of the 

optimization algorithm. Therefore the method was compared with BESO in terms 

of the computational cost of the first 100 iteration of optimization process. 

In general, because Iso-XFEM method employs a consistent FE mesh throughout 

the optimization process, i.e. no remeshing, and the number of degrees of freedom 

of FE system doesn’t change, one would not expect a significantly different 

computational cost for Iso-XFEM method than BESO. Here, the only source for 

the additional computational cost of Iso-XFEM method compared to BESO, could 

come from the need for calculating the stiffness matrix of boundary elements in the 

Iso-XFEM method using the proposed X-FEM scheme. However this could be less 

important for the large systems of finite elements associated with higher number of 

degrees of freedom.   

Comparing the computational cost of Iso-XFEM and BESO in optimization of 2D 

structures, it was observed that BESO performs faster when a coarse mesh is 

implemented and by increasing the mesh density, the difference in the 

computational cost of the two approaches decreases. However as both Iso-XFEM 

and BESO are quit fast in 2D, the use of Iso-XFEM can be preferable as it 

generates solutions with sub-element resolution, requiring less post-processing.  

Compared to the topology optimization of 2D structures, application of the 

topology optimization approaches to the design of 3D structures requires much 

more computational effort because of the increase in the number of FE DoFs. 

However 3D implementation is necessary when the geometry and boundary 

conditions cannot be represented in 2D, or when the thickness to length ratio is 
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relatively high. As shown in chapter 5, the computational cost of Iso-XFEM is 

higher than BESO when implementing the same FE mesh. However BESO would 

require a much finer mesh to generate structures with similar resolution as those 

generated with Iso-XFEM. Otherwise it requires a time consuming post-processing 

to obtain structures with a smooth boundary. Therefore the higher computational 

cost of Iso-XFEM is offset by the benefit of being able to employ a coarse mesh to 

generate a smooth topology.  

 

7.6. Final remarks 

The proposed method, Iso-XFEM, has numerous advantages to the conventional 

element based evolutionary structural optimization methods. The method benefits 

from simplicity and potential applicability of evolutionary based methods to 

complex problems, however, many issues regarding the element-based nature of 

the resulting topologies from conventional methods have been resolved. No 

checkerboard is observed in the Iso-XFEM solutions. High resolution topologies 

with clearly defined smooth boundaries can be obtained with the proposed method. 

The Iso-XFEM solutions are less sensitive to start mesh than BESO solutions, for 

instance, and a smaller change in the value of converged objectives were seen in 

the Iso-XFEM solutions by refining the start mesh.  Similar to conventional 

evolutionary based methods, as well as SIMP, the issue of mesh dependency 

exists. However, similar strategies than those used in the conventional methods, 

such as sensitivity filter scheme, can be used to prevent increasing the complexity 

by refining the start mesh. The Iso-XFEM method has a good computational 

efficiency which is lower than BESO. However, this can be offset by the benefit of 

its capability in generating high resolution smooth topologies employing a coarse 

mesh. Extension of the Iso-XFEM method to different practical problems, 

including those dealing with non-linearity effects and alternative 

objectives/constraints could be straightforward, as some examples of such 

extensions are presented in this thesis.  

The next chapter presents the achievements and conclusions of this work, followed 

by recommendations for the future work.  
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Chapter 8 

Conclusions and Future Work 

 

 

8.1. Achievements 

The subject of topology optimization was introduced and reviewed in the first three 

chapters of this thesis. Other chapters include the original work of this author in 

developing the Iso-XFEM method as a new evolutionary topology optimization 

method, as well as modifications and extensions of the method to various topology 

optimization problems. The key achievements of this work are summarized below:   

 The Iso-XFEM method was developed and introduced as an alternative to 

the conventional evolutionary based topology optimization methods. 

 Compliance minimization (stiffness optimization) problem for the Iso-

XFEM method was formulized. 

 The Iso-XFEM method was extended to topology optimization of 3D and 

real-life structures. 

 The Iso-XFEM method was extended to optimization of problems with 

alternative objectives/constraints, including stiffness optimization with an 

additional displacement constraint.  

 The Iso-XFEM method was formulized for stiffness optimization of 

geometrically non-linear problems. 

 Matlab codes presenting the Iso-XFEM method and its 

modifications/extensions were developed. 
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8.2. Conclusions 

Based on the achievements, the following conclusions can be drawn from this 

study: 

 Iso-XFEM method is a reliable and efficient evolutionary optimization 

method for topology optimization of continuum structures. 

 Compared to the conventional element based methods of topology 

optimization, Iso-XFEM solutions require less post-processing, since they 

are represented with sub-element resolution. 

 No checkerboard was observed in Iso-XFEM solutions, thus no need to 

apply checkerboard filter scheme. However, in some cases, a similar filter 

scheme can be implemented to increase the stability (in nonlinear 

problems) or to reduce design complexity (when using traditional 

manufacturing process). 

 Iso-XFEM solutions have high accuracy and the objectives are less 

sensitive to mesh refinement compared to BESO. 

 Two different evolutionary optimization algorithms were presented in 

chapters 4 and 5, employing performance evolution rate and volume 

evolution rate, respectively. The evolutionary optimization algorithm with 

volume evolution rate has a better stability than the one with performance 

evolution rate, and can be used to extend the method to optimization of 

objectives other than compliance. 

  Iso-XFEM method works well with 3D complex geometries and structures 

represented with non-uniform FE mesh.  

 Little changes are required to extend the Iso-XFEM method to optimization 

of alternative problems. For instance, Iso-XFEM can be used for stiffness 

optimization of structures with an additional displacement constraint.  

 Iso-XFEM method can be used to optimise nonlinear structures. 
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 The non-linear Iso-XFEM approach returns solutions that may be different 

from linear ones. For instance, non-linear Iso-XFEM solution for a 

symmetric structure could be non-symmetric.  It is vital to use the non-

linear modelling for optimization of structures with snap-through effects.  

 

8.3.  Future work 

In this study, Iso-XFEM was proposed as an alternative to current element-based 

evolutionary structural optimization methods. Although extensive work has been 

conducted by introducing the proposed method, much more work is still required 

to improve and extend the method to different applications. This should include: 

 Optimizing the Iso-XFEM algorithm and Matlab code: This can significantly 

simplify the further extensions and improvements of the method and increase 

the computational efficiency of the structural optimization. Another idea could 

be to write a simple, short code for Iso-XFEM intended for educational 

purposes, similar to the 99 line SIMP code (Sigmund 2001).   

 

 Optimizing X-FEM integration scheme: The X-FEM integration scheme should 

be optimized to increase the computational efficiency of the Iso-XFEM 

method, especially in the case of 3D modelling. This can be achieved by 

modifying the decomposition scheme in such a way that by dividing the solid 

domain into fewer tetrahedra to give the same accuracy and smoothness as the 

proposed decomposition scheme at lower computational cost.  

 

 Utilizing different elements for Iso-XFEM: Although the linear quadrilateral 

and hexahedral elements used in this study are of a relatively high accuracy, 

meshing geometrically complex 3D design domains with Hex elements is 

sometimes cumbersome and requires pre-processing. To mesh complex 

geometries, higher order tetrahedral elements are preferable. Also, the use of 

higher order finite elements can increase the accuracy of the FE analysis during 

the optimization process. By using different element types one can extend the 

method to the topology optimization of alternative structures such as plate and 
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shell structures.  Implementing Iso-XFEM with alternative element types may 

require modifying the X-FEM integration scheme. 

 

 Applying Iso-XFEM to alternative optimization problems: As discussed in 

section 5.5, the application of Iso-XFEM and other evolutionary optimization 

methods is not just limited to stiffness design. They have the potential to be 

implemented on many alternative optimization problems such as maximizing 

natural frequencies and the optimization of heat conduction problems. Also, to 

include more realistic applications, multiple load cases should be considered.   

 

 Considering different sources of non-linearity: Continuum mechanics problems 

may include material non-linearity, geometrical nonlinearity or both. In this 

study, only the topology optimization of structures with geometrical non-

linearity was studied. An application of this is in the topology optimization of 

large-displacement, compliant mechanisms. To further extend this research, 

one can apply the method to topology optimization of the structures with 

material non-linearity and structures with both material and geometrical non-

linearity. This will allow further application of the method to alternative non-

linear topology optimization problems, such as the topology optimization of 

energy absorption structures. 

 

 Utilizing manufacturing constraints: A major focus of this research was to 

improve the design boundary of the topology optimization solutions. This was 

to reduce the post-processing required before the design becomes 

manufacturable. Another significant consideration to bridge the gap between 

structural optimization and manufacturing is to introduce manufacturing 

constraints into the optimization problem. An example of this is to minimize 

the support structure requirements for topology optimization solutions which 

are seen in additive manufacturing processes such as selective laser melting 

and fused deposition modeling.  
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Appendix A:  

Matlab Code for 2D Version of     

Iso-XFEM Method 

 

The Matlab code presented in this appendix is the 2D version of the proposed Iso-

XFEM method with the modifications presented in chapter 5, implemented for 

topology optimization of a rectangular design domain. The code accepts the 

geometric properties of the design domain including length (L), height (h) and 

thickness (t), number of grids in x and y (nelx & nely), material properties  

including Young’s modulus (E) and Poison’s ratio (nu), applied force (f), as well 

as the optimization parameters including volume evolution rate (er) and volume 

constraint factor (volfrac).  

  

%%%% 2D Iso-XFEM topology optimization code by Meisam Abdi, 

University of Nottingham %%%% 
% This code generates topology optimization solutions for 2D 

structures using Iso-XFEM method. 
function IsoXFEM2D(L,h,t,nelx,nely,er,volfrac,E,nu,f) 

  
% L: length, h: height, t: thickness 
% nelx: number of elements in x direction 
% nely: number of elements in y direction 
% er: volume evolution rate 
% volfrac: volume constraint 
% E: Young's modulus, nu: Poisson’s ratio 
% f: magnitude of load 
% IsoXFEM2D(100,50,1,60,30,0.01,0.5,1,0.3,1) % example 

  
[con,coord]=concoord(nelx,nely,L,h); % Element connectivity and 

Nodes' coordinate matrix 
nel=size(con,1);nnd=size(coord,1); %number of nodes and elements 
D=E/(1-nu^2)*[1,nu,0;nu,1,0;0,0,(1-nu)/2]; % Element elasticity 

matrix 

  
% Force and Boundary Conditions 
F = sparse(2*nnd,1); 
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bottomend=2*(nelx+1)*(nely+1); %DoF number of the bottom of the 

free end 
middleend=2*(nelx+1)*(nely+1) -nely; %DoF number of the middle of 

the free end 
fdof= bottomend;  
F(fdof)=f;  

  
U=sparse(2*nnd,1); %Displacement DoFs 
fixeddofs=[1:2*(nely+1)]; 
alldofs     = [1:2*nnd]; 
freedofs    = setdiff(alldofs,fixeddofs); 

  
%elements connected to each node 
ncon=zeros(nnd,6); 
for i=1:nnd 
    [row,col] = find(con==i); 
    d=size(row,1); 
    ncon(i,1:d)=row; 
end 

  
%area and stiffness of the elements  
Ae1=zeros(nel,1); % initial elements' area 
Ke1=zeros(8,8,nel); % initial elements' stiffness matrix 
for el=1:nel 
    elcoord=coord(con(el,:)',:); 
    Ae1(el,1)=polyarea(elcoord(:,1),elcoord(:,2)); 
    Ke1(:,:,el)=stiffnessmat(D,t,el,coord,con); 
end 

  
A=sum(sum(Ae1)); % area of the whole structure 
Ke=Ke1;Ae=Ae1; % updated elements' stiffness matrix and area 

  
for it=1:200 

     
if it>1; ndcold=ndc; end 

  
[K]=stiffness(nel,nnd,con,Ke); 
U(freedofs,1)=K(freedofs,freedofs)\F(freedofs,1); 

  
ese=zeros(nel,1);dc=ese; % vector of element strain energies and 

element structural performances 
for   el = 1:nel 
      edof = [2*con(el,1)-1; 2*con(el,1); 2*con(el,2)-1; 

2*con(el,2); 2*con(el,3)-1; 2*con(el,3); 2*con(el,4)-1; 

2*con(el,4)]; 
      Ue=U(edof,1); 
      ese(el,1)=0.5*Ue'*Ke(:,:,el)*Ue;  
      dc(el,1) = ese(el,1)/Ae1(el,1);  
end 
SE=sum(sum(ese)); % objective (total strain enrgy) 

  
ndc=zeros(nnd,1); % nodal values of structural performance  
for i=1:nnd 
    a=find(ncon(i,:)>0); 
    b=dc(ncon(i,a),1); 
    ndc(i,1)=sum(b)/max(4,numel(a)); 
end 
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if it>1; ndc=(ndc+ndcold)/2; end % stabilizing the evolutionary 

process 

  
vf(it)=sum(sum(Ae))/A; % volume fraction of the design for the 

current iteration 

  
% finding a minimum level of performance (MLP) which  
% results in the target volume of the current iteration 
if it == 1;smax=max(max(ndc));vfi=1;er=0.01;MLP=0.99*smax;end 
vfi=max(volfrac,vfi*(1-er));vfk=0; % target volume fraction of the 

current iteration 
while abs(vfi-vfk)/vfi>0.001 
    rcr=ndc-MLP*ones(size(ndc)); % relative peformance 
    Ve=solidarea(Ae1,con,rcr,nel); 
    vfk=sum(Ve)/A; 
    MLP=MLP*vfk/vfi; % updating MPL 
end 

  
% updating elements' stiffness matrix (KE) using X-FEM 
xcoord=coord;xcon=con; 
voidel=[];solel=[];bel=[]; 
for el=1:nel 
    [KE,AE,elshape,addcoord]= 

elm_prop(con,coord,rcr,el,Ke1,Ae1,D,t); 
    Ke(:,:,el)=KE;Ae(el,1)=AE; 
    if elshape==1 
        solel=[solel;el]; %solid elements 
    elseif elshape==0 
        voidel=[voidel;el]; % void elements 
    else 
        bel=[bel;el]; % boundary elements 
        xcon=[xcon;elshape+size(xcoord,1)];  
        xcoord=[xcoord;addcoord]; 
    end 
end 

  
solcon=xcon(solel,:);boncon=xcon(nel+1:end,:); 
xsol=zeros(size(solcon))';ysol=zeros(size(solcon))'; 
xb=zeros(size(solcon))';yb=zeros(size(solcon))'; 
for i=1:size(solcon,1) 
    for j=1:4 
        xsol(j,i)=xcoord(solcon(i,j),1); 
        ysol(j,i)=xcoord(solcon(i,j),2); 
    end 
end 
for i=1:size(boncon,1) 
    for j=1:4 
        xb(j,i)=xcoord(boncon(i,j),1); 
        yb(j,i)=xcoord(boncon(i,j),2); 
    end 
end 

  
% visualization of the topology 
figure (it) 
h1=patch(xsol,ysol,'w');axis equal; axis([min(coord(:,1)) 

max(coord(:,1)) min(coord(:,2)) max(coord(:,2))]);axis off; 
h2=patch(xb,yb,'w');axis equal; axis([min(coord(:,1)) 

max(coord(:,1)) min(coord(:,2)) max(coord(:,2))]);axis off; 
set(h1,'LineWidth',1) 
set(h2,'EdgeColor','r') 
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set(h2,'LineWidth',1) 
set(h1,'FaceColor',[.9 .9 .9]) 
set(h2,'FaceColor',[.9 .9 .9]) 
hgsave(num2str(it)) 

  
disp([' It.: ' sprintf('%4i',it) ' Obj.: ' sprintf('%10.4f',SE) ' 

Vol.: ' sprintf('%6.3f',vf(it) )]); 
end 

  
%%%%%%%%%% connectivity and coordinate 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [connectivity,coord]=concoord(nelx,nely,L,h) 
connectivity=zeros(nelx*nely,4); 
for ii=1:nelx*nely 
    rw=mod(ii,nely); 
    cl=fix((ii-1)/nely)+1; 
    connectivity(ii,1)=cl-1+ii; 
    connectivity(ii,4)=connectivity(ii,1)+1; 
    connectivity(ii,2)=connectivity(ii,1)+nely+1; 
    connectivity(ii,3)=connectivity(ii,2)+1; 
end 

  
coord=zeros((nelx+1)*(nely+1),2); 
for ii=1:(nelx+1)*(nely+1) 
    coord(ii,1)=fix((ii-1)/(nely+1))*L/nelx; 
    coord(ii,2)=mod((ii-1),(nely+1))*h/nely; 
end 

  

  
%%%%%%%% Element Stiffness Matrix %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function[ke]=stiffnessmat(D,t,en,coord,con) 

  
GP=[-1/sqrt(3),-1/sqrt(3);1/sqrt(3),-

1/sqrt(3);1/sqrt(3),1/sqrt(3);-1/sqrt(3),1/sqrt(3)]; 

  
i=con(en,1);j=con(en,2);k=con(en,3);l=con(en,4); 
x01=coord(i,1);y01=coord(i,2); 
x02=coord(j,1);y02=coord(j,2); 
x03=coord(k,1);y03=coord(k,2); 
x04=coord(l,1);y04=coord(l,2); 

  
ke=zeros(8,8); 
for i=1:4 

     
    r=GP(i,1);s=GP(i,2); 

     
    dN1r=-1/4*(1-s);dN1s=-1/4*(1-r); 
    dN2r=1/4*(1-s);dN2s=-1/4*(1+r); 
    dN3r=1/4*(1+s);dN3s=1/4*(1+r); 
    dN4r=-1/4*(1+s);dN4s=1/4*(1-r); 

     
    j11=x01*dN1r+x02*dN2r+x03*dN3r+x04*dN4r; 
    j12=y01*dN1r+y02*dN2r+y03*dN3r+y04*dN4r; 
    j21=x01*dN1s+x02*dN2s+x03*dN3s+x04*dN4s; 
    j22=y01*dN1s+y02*dN2s+y03*dN3s+y04*dN4s; 
    J=[j11 j12;j21 j22];detj=det(J); 

  
    dNxy=inv(J)*[dN1r dN2r dN3r dN4r; dN1s dN2s dN3s dN4s]; 
    dN1x=dNxy(1,1);dN2x=dNxy(1,2);dN3x=dNxy(1,3);dN4x=dNxy(1,4); 
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    dN1y=dNxy(2,1);dN2y=dNxy(2,2);dN3y=dNxy(2,3);dN4y=dNxy(2,4); 

     
    BL0=[dN1x 0 dN2x 0 dN3x 0 dN4x 0 
     0 dN1y 0 dN2y 0 dN3y 0 dN4y 
     dN1y dN1x dN2y dN2x dN3y dN3x dN4y dN4x]; 

  
    ke=ke+t*BL0'*D*BL0*detj;    
end 

   
%%%%%%%%%% global stiffness matrix %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [K]=stiffness(nel,nnd,con,Ke) 
K = sparse(2*nnd, 2*nnd); 
for el = 1:nel 
      edof = [2*con(el,1)-1; 2*con(el,1); 2*con(el,2)-1; 

2*con(el,2); 2*con(el,3)-1; 2*con(el,3); 2*con(el,4)-1; 

2*con(el,4)]; 
      K(edof,edof) = K(edof,edof) + Ke(:,:,el); 
end 

  

  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% estimation of the element areas using nodes' relative 

performance numbers 
function [Ae]= solidarea(Ae1,con,rcr,nel) 
for en=1:nel 
if min(rcr(con(en,:),1)) > 0 % the case that the element is inside 

the boudary 
    AreaRatio=1; 
elseif max(rcr(con(en,:),1)) < 0 
    AreaRatio=0;% the case that the element is outside the boudary 
else% the case that the element is cut by the boudary 
[ s , t ] = meshgrid([-1 : 0.1 : 1],[-1 : 0.1 : 1]); 
tmpPhi = (1 - s(:)).*(1 - t(:))/4 * rcr(con(en,1)) + (1 + 

s(:)).*(1 - t(:))/4 * rcr(con(en,2))... 
    + (1 + s(:)).*(1 + t(:))/4 * rcr(con(en,3)) + (1-s(:)).*(1 + 

t(:))/4 * rcr(con(en,4)); 
AreaRatio = length(find( tmpPhi >= 0 ))/length(s(:)); 
end; 
Ae(en,1)=AreaRatio*Ae1(en,1); 
end 

  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Dividing the boundary elements into sub-triangles 
function [KE,AE,elshape,addcoord]= 

elm_prop(con,coord,rcr,en,Ke1,Ae1,D,t) 
KE1=Ke1(:,:,en);AE1=Ae1(en,1); 
if min(rcr(con(en,:),1)) >= 0 % the case that the element is 

inside the boudary 
    KE = KE1;AE=AE1;elshape=1;addcoord=[]; 
elseif max(rcr(con(en,:),1)) <= 0 % the case that the element is 

outside the boudary 
    KE = KE1*0.0001;AE=0;elshape=0;addcoord=[]; 
else% the case that the element is cut by the boudary 
    elrcr=rcr(con(en,:),1); %relative criteria level of nodes of 

the element 
    elcoord=coord(con(en,:),:); 
    NND=find(elrcr<0); %nodes with negative rcr 
    PND=find(elrcr>0);%nodes with positive rcr 
    elm=[1 2 3 4 1]; 
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    nbnodes=[4 2;1 3;2 4;3 1]; % neghboring nodes, row no is equal 

to negative node no. 

     
    relrcr=[elrcr;elrcr(1,1)]; % rcr for [1 2 3 4 1] 
    ni=0; % no of intersection points 
    for i=1:4 
        if relrcr(i,1)*relrcr(i+1,1)<0 
          ni=ni+1; 
          intp(ni,1:2)=[elm(i),elm(i+1)]; % nodes which have a 

boundary intersection in between   
        end 
    end 

     
    for i=1:size(intp,1) %finding the location of intersection 

points 
        

x1=elcoord(intp(i,1),:);x2=elcoord(intp(i,2),:);rel=abs(elrcr(intp

(i,1),1)/elrcr(intp(i,2),1)); 
        intl(i,:)=x1+(x2-x1)*rel/(1+rel); 
    end  

  
    nelcoord=[elcoord;intl];  
    nelrcr=[elrcr;zeros(ni,1)]; 
    nelm=elm;elrcr=[elrcr;elrcr(end,1)]; 
    ts=0;  
    for i=1:4  
        if relrcr(i,1)*relrcr(i+1,1)<0 
            

aa=find(intp(:,1)==elm(1,i));bb=find(intp(:,2)==elm(1,i+1)); 
            

cc=find(intp(:,1)==elm(1,i+1));dd=find(intp(:,2)==elm(1,i)); 
            if aa==bb;ip=aa+4;else ip=cc+4;end 
            nelm=[nelm(1,1:i+ts)';ip;nelm(i+ts+1:end)']'; 
            ts=ts+1; 
        end 
    end 

     
    a=find(nelrcr(nelm(1,:),1)>=0); 
    pelnd=nelm(1,a'); % positive nodes + intersection nodes of the 

element 
    if pelnd(1,1)~= pelnd(1,end);pelnd=[pelnd,pelnd(1,1)]; end % 

loop positive nodes 
    nelcoord=[nelcoord;mean(nelcoord(pelnd,:))]; %defining a 

centre point for the element to construct the triangles 
    triang=zeros(size(pelnd,2)-1,3); 
    for i=1:size(pelnd,2)-1 
        triang(i,:)=[pelnd(1,i),pelnd(1,i+1),size(nelcoord,1)]; 
        

triarea(i,1)=polyarea(nelcoord(triang(i,:)',1),nelcoord(triang(i,:

)',2)); 
    end 

  
    AE=sum(sum(triarea)); 
    AreaRatio=AE/AE1; 

     
    KE =K_XFEM(D,t,en,coord,con,triang,nelcoord); % X-FEM  

     
    elshape=triang;elshape(:,4)=triang(:,3); 
    addcoord=nelcoord;    
end 
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 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% X-FEM scheme: calculate element stiffness by integration over 
% subtriangles 
function [k0]=K_XFEM(D,t,en,coord,con,triang,tricoord) 

  
i=con(en,1);j=con(en,2);k=con(en,3);l=con(en,4); 
x01=coord(i,1);y01=coord(i,2); 
x02=coord(j,1);y02=coord(j,2); 
x03=coord(k,1);y03=coord(k,2); 
x04=coord(l,1);y04=coord(l,2); 

  
% calculate the transformation matrix 
A=[x01 y01 x01*y01 1; x02 y02 x02*y02 1; x03 y03 x03*y03 1; x04 

y04 x04*y04 1]; 
B=[-1 -1 1 1; 1 -1 -1 1; 1 1 1 1; -1 1 -1 1]; 
TM=A\B; 

  
% calculate natural coordinates of triangle nodes 
gcoord=[tricoord tricoord(:,1).*tricoord(:,2) 

ones(size(tricoord,1),1)]; 
natcoord=gcoord*TM(:,1:2); 

  
% calculate gauss points of the tringles in natural coordinates 
tcoor = zeros(3,2,size(triang,1)); 
for ij=1:size(triang,1) 
    tcoor(:,:,ij)=natcoord(triang(ij,:)',:); 
    tarea(ij,1)=polyarea(tcoor(:,1,ij),tcoor(:,2,ij)); 
end 

  
GP = zeros(3,2,size(triang,1));% Gauss Points 
GP(1,:,:)=(tcoor(1,:,:)+tcoor(2,:,:))/2; 
GP(2,:,:)=(tcoor(2,:,:)+tcoor(3,:,:))/2; 
GP(3,:,:)=(tcoor(3,:,:)+tcoor(1,:,:))/2; 

  
k0=zeros(8,8); 
for i=1:numel(tarea) 
    for j=1:3 
        r= GP(j,1,i);s=GP(j,2,i) ; 

         
        N1=1/4*(1-r)*(1-s); 
        N2=1/4*(1+r)*(1-s); 
        N3=1/4*(1+r)*(1+s); 
        N4=1/4*(1-r)*(1+s); 

         
        dN1r=-1/4*(1-s);dN1s=-1/4*(1-r); 
        dN2r=1/4*(1-s);dN2s=-1/4*(1+r); 
        dN3r=1/4*(1+s);dN3s=1/4*(1+r); 
        dN4r=-1/4*(1+s);dN4s=1/4*(1-r); 

         
        j11=x01*dN1r+x02*dN2r+x03*dN3r+x04*dN4r; 
        j12=y01*dN1r+y02*dN2r+y03*dN3r+y04*dN4r; 
        j21=x01*dN1s+x02*dN2s+x03*dN3s+x04*dN4s; 
        j22=y01*dN1s+y02*dN2s+y03*dN3s+y04*dN4s; 
        J=[j11 j12;j21 j22];detj=det(J); 

         
        dNxy=inv(J)*[dN1r dN2r dN3r dN4r; dN1s dN2s dN3s dN4s]; 
        

dN1x=dNxy(1,1);dN2x=dNxy(1,2);dN3x=dNxy(1,3);dN4x=dNxy(1,4); 
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dN1y=dNxy(2,1);dN2y=dNxy(2,2);dN3y=dNxy(2,3);dN4y=dNxy(2,4); 

         
        BL0=[dN1x 0 dN2x 0 dN3x 0 dN4x 0 
             0 dN1y 0 dN2y 0 dN3y 0 dN4y 
             dN1y dN1x dN2y dN2x dN3y dN3x dN4y dN4x]; 

          
         k0=k0+t*BL0'*D*BL0*detj/3*tarea(i,1); 
    end 
end 
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Appendix B: 

Matlab Code for 3D version of  

Iso-XFEM Method 

 

The Matlab code presented in this appendix is the 3D version of the proposed Iso-

XFEM method presented in chapter 5, implemented for topology optimization of a 

cuboid design domain. The code accepts the geometric properties of the design 

domain including length (L), width (W) and height (h), number of grids in x, y and 

z (nelx, nely & nelz), material properties  including Young’s modulus (E) and 

Poison’s ratio (nu), applied force (f), as well as the optimization parameters 

including volume evolution rate (er) and volume constraint factor (volfrac). 

%%%% 3D Iso-XFEM topology optimization code by Meisam Abdi, 

University of Nottingham %%%% 
% This code generates topology optimization solutions for 3D 

structures 
% usin Iso-XFEM method. 

  
function IsoXFEM3D(L,W,h,nelx,nely,nelz,volfrac,E,NU,er,f) 

  
% L: length, W: width, h: height  
% nelx: number of elements in x direction 
% nely: number of elements in y direction 
% nelz: number of elements in z direction 
% er: volume evolution rate 
% volfrac: volume constraint 
% E: Young's modulus, nu: Poisson’s ratio 
% f: magnitude of load 
% IsoXFEM3D(40,2,20,20,2,10,0.5,1,0.3,0.01,1) % example 

  

  
[con,coord]=concoord3D(L,W,h,nelx,nely,nelz); % Element 

connectivity and Nodes' coordinate matrix 
nel=size(con,1);nnd=size(coord,1); %number of nodes and elements 

  
% Element elasticity matrix 
D = (E/((1+NU)*(1-2*NU)))*[1-NU NU NU 0 0 0 ; NU 1-NU NU 0 0 0 ; 

NU NU ... 
1- NU 0 0 0 ; 
0 0 0 (1-2*NU)/2 0 0 ; 0 0 0 0 (1- 2*NU)/2 0 ; 0 0 0 0 0 (1- 

2*NU)/2]; 
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% Display and save the start mesh (full solid design domain)  
 surfcon=[]; 
 for i=1:nel 
         surfcon(end+1:end+6,1:4)=[con(i,1:4);con(i,5:8);con(i,[1 

4 8 5]) 
         con(i,[2 3 7 6]);con(i,[4 3 7 8]);con(i,[1 2 6 5])]; 
 end 
figure (1) 
for i=1:size(surfcon,1) 
    for j=1:4 
        xcoord(j,i)=coord(surfcon(i,j),1); 
        ycoord(j,i)=coord(surfcon(i,j),2); 
        zcoord(j,i)=coord(surfcon(i,j),3); 
    end 
end 
h=patch(xcoord,ycoord,zcoord,'w');axis equal;  
axis([min(coord(:,1)) max(coord(:,1)) min(coord(:,2)) 

max(coord(:,2)) min(coord(:,3)) max(coord(:,3))]);axis off; 
set(h,'LineWidth',1.5) 
set(h,'FaceColor',[.85 .85 .85]) 
hgsave('0') 

  

  
% Force and Boundary Conditions 
U=sparse(3*nnd,1); 
F = sparse(3*nnd,1); 
fixeddofs=[1:3*(nely+1)*(nelz+1)]; % Fixed DoF 
fdof=3*(nelx*(nely+1)*(nelz+1) + (nely/2+1)*(nelz+1)); % DoF of 

the buttom of the free end 
F(fdof,1) = f; % apply force 
alldofs     = [1:3*nnd]; 
freedofs    = setdiff(alldofs,fixeddofs); 

  
% elements connected to each node 
ncon=zeros(nnd,8); 
for i=1:nnd 
    row=[];col=[]; 
    [row,col] = find(con==i); 
    d=size(row,1); 
    ncon(i,1:d)=row; 
end 

  
%volume and stiffness of the elements  
for el=1:nel 
    elcoord=coord(con(el,:)',:); 
    [~,Ae1(el,1)] = 

convhulln([elcoord(1,:);elcoord(2,:);elcoord(3,:);... 
    

elcoord(4,:);elcoord(5,:);elcoord(6,:);elcoord(7,:);elcoord(8,:)])

; 
    Ke1(:,:,el)=Brick_Stiffness(D,el,coord,con); % element 

stiffness at start mesh 
end 

  
A=sum(sum(Ae1)); % area of the whole structure 
Ke=Ke1;Ae=Ae1; % set the current stifnees and volume as those of 

the initial design  

  
for it=1:200 
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if it>1; ndcold=ndc; end 

  
[K]=stiffness(nel,nnd,con,Ke); % Global stiffness matrix 
U(freedofs,1)=K(freedofs,freedofs)\F(freedofs,1); % FEA for 

initial structure 

  
for   el = 1:nel 
      edof = [3*con(el,1)-2; 3*con(el,1)-1; 3*con(el,1) 
              3*con(el,2)-2; 3*con(el,2)-1; 3*con(el,2) 
              3*con(el,3)-2; 3*con(el,3)-1; 3*con(el,3) 
              3*con(el,4)-2; 3*con(el,4)-1; 3*con(el,4) 
              3*con(el,5)-2; 3*con(el,5)-1; 3*con(el,5) 
              3*con(el,6)-2; 3*con(el,6)-1; 3*con(el,6) 
              3*con(el,7)-2; 3*con(el,7)-1; 3*con(el,7) 
              3*con(el,8)-2; 3*con(el,8)-1; 3*con(el,8)];       
      Ue=U(edof,1); 
      ese(el,1)=0.5*Ue'*Ke(:,:,el)*Ue; % element strain energy 
      dc(el,1) = ese(el,1)/Ae1(el,1); % element strain energy 

density (structural performance) 
end 
SE=sum(sum(ese)); 

  
for i=1:nnd 
    a=find(ncon(i,:)>0); 
    b=dc(ncon(i,a),1); 
    ndc(i,1)=sum(b)/max(8,numel(a)); % structural performance 

value at nodes 
end 

  
if it>1; ndc=(ndc+ndcold)/2; end  % stabilization of evolutionary 

process 

  
vf(it)=sum(sum(Ae))/A; % volume fraction of current design 

  
%------------ evolutionary optimization---------------- 
% finding a minimum level of performance (MLP) which  
% results in the target volume of the current iteration 
if it == 1;smax=max(max(ndc));vfi=1;er=0.01;MLP=0.99*smax;end 
vfi=max(volfrac,vfi*(1-er));vfk=0; % target volume fraction of the 

current iteration 
while abs(vfi-vfk)/vfi>0.001 
    rcr=ndc-MLP*ones(size(ndc)); % relative peformance 
    Ve=solidvolume(Ae1,con,rcr,nel); 
    vfk=sum(Ve)/A; 
    MLP=MLP*vfk/vfi; % updating MPL 
end 
%------------------------------------------------------- 

  
% updating elements' stiffness matrix (KE) using X-FEM 
xcoord=coord;xcon=con; 
voidel=[];solel=[];bel=[]; 
for el=1:nel 
    [KE,AE,elshape,addcoord]= 

brick_prop(con,coord,rcr,el,Ke1,Ae1,D); % element properties 
    Ke(:,:,el)=KE;Ae(el,1)=AE; 
    if elshape==1 
        solel=[solel;el]; %solid elements 
    elseif elshape==0 
        voidel=[voidel;el]; % void elements 
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    else 
        bel=[bel;el]; % boundary elements 
        ELshape{el}=elshape;ADDcoord{el}=addcoord; 
    end 
end 
% ----------------------------------------------- 

  
%------------ visualization of the topology 
for i=1:numel(bel) 
    el=bel(i); 
    xcon=[xcon;ELshape{el}+size(xcoord,1)];  
    xcoord=[xcoord;ADDcoord{el}]; 
end 

  
xcon([voidel;bel],:)=[]; 
solsurf=[]; 
 for i=1:numel(solel) 
         

solsurf(end+1:end+6,1:4)=[xcon(i,1:4);xcon(i,5:8);xcon(i,[1 4 8 

5]) 
         xcon(i,[2 3 7 6]);xcon(i,[4 3 7 8]);xcon(i,[1 2 6 5])]; 
 end 

  
 bonsurf=[]; 
 for i=1+numel(solel):size(xcon,1) 
         

bonsurf(end+1:end+6,1:4)=[xcon(i,1:4);xcon(i,5:8);xcon(i,[1 4 8 

5]) 
         xcon(i,[2 3 7 6]);xcon(i,[4 3 7 8]);xcon(i,[1 2 6 5])]; 
 end 

  
 figure (it+1) 
 xs=[];ys=[];zs=[]; 
for i=1:size(solsurf,1) 
    for j=1:4 
        xs(j,i)=xcoord(solsurf(i,j),1); 
        ys(j,i)=xcoord(solsurf(i,j),2); 
        zs(j,i)=xcoord(solsurf(i,j),3); 
    end 
end 
hs1=patch(xs,ys,zs,'w'); 
axis([min(coord(:,1)) max(coord(:,1)) min(coord(:,2)) 

max(coord(:,2)) min(coord(:,3)) max(coord(:,3))]);axis off; 
set(hs1,'LineWidth',1.5) 
xb=[];yb=[];zb=[]; 
for i=1:size(bonsurf,1) 
    for j=1:4 
        xb(j,i)=xcoord(bonsurf(i,j),1); 
        yb(j,i)=xcoord(bonsurf(i,j),2); 
        zb(j,i)=xcoord(bonsurf(i,j),3); 
    end 
end 
hb1=patch(xb,yb,zb,'w'); 
axis equal; axis([min(coord(:,1)) max(coord(:,1)) min(coord(:,2)) 

max(coord(:,2)) min(coord(:,3)) max(coord(:,3))]);axis off; 
set(hb1,'EdgeColor','r') 
set(hs1,'FaceColor',[.9 .9 .9]) 
set(hb1,'FaceColor',[.9 .9 .9]) 
colormap(gray(50)) 
hgsave(num2str(it)) 
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close(it) 

  
disp([' It.: ' sprintf('%4i',it) ' Obj.: ' sprintf('%10.4f',SE) ' 

Vol.: ' sprintf('%6.3f',vf(it) ) ]); 

  
end 

   

  
%%%%%%%%%% global stiffness matrix %%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [K]=stiffness(nel,nnd,con,Ke) 
K = sparse(3*nnd, 3*nnd); 
for el = 1:nel 
      edof = [3*con(el,1)-2; 3*con(el,1)-1; 3*con(el,1) 
              3*con(el,2)-2; 3*con(el,2)-1; 3*con(el,2) 
              3*con(el,3)-2; 3*con(el,3)-1; 3*con(el,3) 
              3*con(el,4)-2; 3*con(el,4)-1; 3*con(el,4) 
              3*con(el,5)-2; 3*con(el,5)-1; 3*con(el,5) 
              3*con(el,6)-2; 3*con(el,6)-1; 3*con(el,6) 
              3*con(el,7)-2; 3*con(el,7)-1; 3*con(el,7) 
              3*con(el,8)-2; 3*con(el,8)-1; 3*con(el,8)]; 
     K(edof,edof) = K(edof,edof) + Ke(:,:,el); 
end 

  

  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% estimation of the element volumes using nodes' relative 

performance numbers 
function [Ae]= solidvolume(Ae1,con,rcr,nel) 
for en=1:nel 
if min(rcr(con(en,:),1)) > 0 % the case that the element is inside 

the boudary 
    AreaRatio=1; 
elseif max(rcr(con(en,:),1)) < 0 
    AreaRatio=0;% the case that the element is outside the boudary 
else% the case that the element is cut by the boudary 
[ r, s , t ] = meshgrid([-1 : 0.1 : 1],[-1 : 0.1 : 1],[-1 : 0.1 : 

1]); 
tmpPhi = (1 - r(:)).*(1 - s(:)).*(1 - t(:))/8 * rcr(con(en,1)) + 

(1 + r(:)).*(1 - s(:)).*(1 - t(:))/8 * rcr(con(en,2))... 
    + (1 + r(:)).*(1 + s(:)).*(1 - t(:))/8 * rcr(con(en,3)) + (1 - 

r(:)).*(1+s(:)).*(1 - t(:))/8 * rcr(con(en,4))... 
    +(1 - r(:)).*(1 - s(:)).*(1 + t(:))/8 * rcr(con(en,5)) + (1 + 

r(:)).*(1 - s(:)).*(1 + t(:))/8 * rcr(con(en,6))... 
    + (1 + r(:)).*(1 + s(:)).*(1 + t(:))/8 * rcr(con(en,7)) + (1 - 

r(:)).*(1+s(:)).*(1 + t(:))/8 * rcr(con(en,8)); 

  
AreaRatio = length(find( tmpPhi >= 0 ))/length(s(:)); 
end; 
Ae(en,1)=AreaRatio*Ae1(en,1); 
end 

 

 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

% This function finds the boundary elements and represent solid 

part of 
% boundary elements with sub-tetrahedra 
% by Meisam Abdi, University of Nottingham 
function [KE,AE,elshape,addcoord]= 

brick_prop(con,coord,rcr,en,Ke1,Ae1,D) 
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KE1=Ke1(:,:,en);AE1=Ae1(en,1); 
if min(rcr(con(en,:),1)) >= 0 % the case that the element is 

inside the boudary 
    KE = KE1;AE=AE1;elshape=1;addcoord=[]; 
elseif max(rcr(con(en,:),1)) <= 0 % the case that the element is 

outside the boudary 
    KE = KE1*0.0001;AE=0;elshape=0;addcoord=[]; 
else% the case that the element is cut by the boudary 

     
    elrcr=rcr(con(en,:),1); %relative criteria level of nodes of 

the element 
    elcoord=coord(con(en,:),:); %coordinates of the nodes of the 

brick 

     
    quadsurf=[1 2 3 4; 5 6 7 8; 1 5 8 4; 2 6 7 3;1 5 6 2; 4 8 7 

3];% define the nodes on each surface of the xehahedra making a 

quad 
    natcoord=[-1 -1 -1; 1 -1 -1; 1 1 -1; -1 1 -1;-1 -1 1; 1 -1 1; 

1 1 1; -1 1 1]; 
    midquads=[0 0 -1; 0 0 1; -1 0 0; 1 0 0; 0 -1 0; 0 1 0]; 

%centre of the quads 
    midbrick=[0 0 0]; % centre of the brick 
    midp=[midquads;midbrick]; 
    nelcoord=[natcoord;midquads;midbrick]; 
    subth=[1 2 9 15; 2 3 9 15; 3 4 9 15;4 1 9 15 
           5 6 10 15; 6 7 10 15; 7 8 10 15; 8 5 10 15 
           1 5 11 15; 5 8 11 15; 8 4 11 15; 4 1 11 15 
           2 6 12 15; 6 7 12 15; 7 3 12 15; 3 2 12 15 
           1 5 13 15; 5 6 13 15; 6 2 13 15; 2 1 13 15 
           4 8 14 15; 8 7 14 15; 7 3 14 15; 3 4 14 15];      
%     subth=[5 1 2 3; 5 1 3 4; 5 2 6 3; 5 3 4 8;5 3 6 7; 5 3 7 8]; 

% the brick is divided into 6 subtetrahedra 
    edgth=[1 2; 1 3; 1 4; 2 3; 2 4; 3 4]; % edges of a 

subtetrahedron 

     
    %finding the value of rcr for the midpoints using the shape 

functions 
    s=midp(:,1);t=midp(:,2);u=midp(:,3); 
    N1 = 1/8*(1-s).*(1-t).*(1-u);   N2 = 1/8*(1+s).*(1-t).*(1-u); 
    N3 = 1/8*(1+s).*(1+t).*(1-u);   N4 = 1/8*(1-s).*(1+t).*(1-u); 
    N5 = 1/8*(1-s).*(1-t).*(1+u);   N6 = 1/8*(1+s).*(1-t).*(1+u); 
    N7 = 1/8*(1+s).*(1+t).*(1+u);   N8 = 1/8*(1-s).*(1+t).*(1+u); 
    nrcr = N1*elrcr(1,1) + N2*elrcr(2,1) + N3*elrcr(3,1) + 

N4*elrcr(4,1)... 
        + N5*elrcr(5,1) + N6*elrcr(6,1) + N7*elrcr(7,1) + 

N8*elrcr(8,1); 
    nrcr=[elrcr;nrcr]; 
    elrcr=nrcr; 
    ond=find(elrcr==0); %nodes with 0 rcr 
    elrcr(ond,1)= max(elrcr)*.00001; 

        

     
    solth=[];vth=[];bth=[]; 
    for i=1:size(subth,1) 
        if min(elrcr(subth(i,:)))>0 
            solth=[solth;i]; % solid subtetrahedra 
        elseif max(elrcr(subth(i,:)))<0 
            vth=[vth;i]; % void subtetrahedra 
        else 
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            bth=[bth;i]; % boundary subtetrahedra 
        end 
    end 

  
    nib=0;sth=subth(solth,:); % nib: global number of intersection 

point, sth: subtetrahedra obtained from decomposition of solid 

part of tetrahedra 
    for i=1:size(bth,1) 
        ni=0;intcoord=[];intp=[]; 
        pnd=find(elrcr(subth(bth(i,1),:))>0); %nodes with +rcr 
        for j=1:6 % size(edgeth,1) 
            if 

elrcr(subth(bth(i,1),edgth(j,1)))*elrcr(subth(bth(i,1),edgth(j,2))

)<0 
                ni=ni+1;nib=nib+1; %ni: no. of int points of the 

subtetrahedron, nib: no. of int points of the brick 
                if elrcr(subth(bth(i,1),edgth(j,1)))>0 
                   intp(ni,1:2)=subth(bth(i,1),edgth(j,:)); % 

nodes which have a boundary intersection in between  
                else                                        % 

first column shows the positive nodes, second col, negative nodes 
                   

intp(ni,1:2)=[subth(bth(i,1),edgth(j,2)),subth(bth(i,1),edgth(j,1)

)];  
                end 
                

x1=nelcoord(intp(ni,1),:);x2=nelcoord(intp(ni,2),:); 
                rel=abs(elrcr(intp(ni,1),1)/elrcr(intp(ni,2),1)); 
                intl=x1+(x2-x1)*rel/(1+rel); % coordinates of 

intersection points 

                 
                s=intl(1,1);t=intl(1,2);u=intl(1,3); 
                N1 = 1/8*(1-s).*(1-t).*(1-u);   N2 = 

1/8*(1+s).*(1-t).*(1-u); 
                N3 = 1/8*(1+s).*(1+t).*(1-u);   N4 = 1/8*(1-

s).*(1+t).*(1-u); 
                N5 = 1/8*(1-s).*(1-t).*(1+u);   N6 = 

1/8*(1+s).*(1-t).*(1+u); 
                N7 = 1/8*(1+s).*(1+t).*(1+u);   N8 = 1/8*(1-

s).*(1+t).*(1+u); 
                orcr = N1*elrcr(1,1) + N2*elrcr(2,1) + 

N3*elrcr(3,1) + N4*elrcr(4,1)... 
                + N5*elrcr(5,1) + N6*elrcr(6,1) + N7*elrcr(7,1) + 

N8*elrcr(8,1); 
                rcr1=elrcr(intp(ni,1),1);rcr2=elrcr(intp(ni,2),1); 
                while abs(orcr/mean(abs([rcr1 rcr2])))>0.0001 

%numerical calculation of the intersection point 
                    if orcr<0 
                        x2=intl;rcr2=orcr; 
                    else 
                        x1=intl;rcr1=orcr; 
                    end 
                    rel=abs(rcr1/rcr2); 
                    intl=x1+(x2-x1)*rel/(1+rel); % coordinates of 

intersection points 

                     
                    s=intl(1,1);t=intl(1,2);u=intl(1,3); 
                    N1 = 1/8*(1-s).*(1-t).*(1-u);   N2 = 

1/8*(1+s).*(1-t).*(1-u); 
                    N3 = 1/8*(1+s).*(1+t).*(1-u);   N4 = 1/8*(1-

s).*(1+t).*(1-u); 
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                    N5 = 1/8*(1-s).*(1-t).*(1+u);   N6 = 

1/8*(1+s).*(1-t).*(1+u); 
                    N7 = 1/8*(1+s).*(1+t).*(1+u);   N8 = 1/8*(1-

s).*(1+t).*(1+u); 
                    orcr = N1*elrcr(1,1) + N2*elrcr(2,1) + 

N3*elrcr(3,1) + N4*elrcr(4,1)... 
                    + N5*elrcr(5,1) + N6*elrcr(6,1) + 

N7*elrcr(7,1) + N8*elrcr(8,1); 
                end 
                intcoord(ni,:)=intl;  
            end 
        end 
        nelcoord=[nelcoord;intcoord];sc=size(nelcoord,1); 
        tri=[];qdl=[]; 
        if ni==3 && numel(pnd)==1; % in this case the solid part 

of the subtetrahedra is only 1 tetrahedron 
            sth=[sth;[sc-2 sc-1 sc subth(bth(i,1),pnd)]]; 
        elseif ni==3 && numel(pnd)==3; % in this case, the solid 

part of the subtetrahedron has 5 surfaces 
            qdl=zeros(3,4);tri=zeros(5,3); 
            tri(1,:)=subth(bth(i,1),pnd);  % which is 2 triangles 

and 3 quadrilaterals 
            tri(2,:)=[sc-2 sc-1 sc]; 
            qdl(1,:)=[sc-2 sc-1 intp(ni-1,1) intp(ni-2,1)]; 
            qdl(2,:)=[sc-1 sc intp(ni,1) intp(ni-1,1)]; 
            qdl(3,:)=[sc sc-2 intp(ni-2,1) intp(ni,1)]; 
            qdl=[qdl';qdl(:,1)']'; % we are making triangles from 

quadrilaterals 
            tri(3:5,:)=qdl(:,1:3);tri(6:8,:)=qdl(:,3:5); % 

surfaces of the solid part of the subtetrahedron represented by 

subtriangles 
            

cntr=mean([nelcoord(subth(bth(i,1),pnd),:);nelcoord(sc-2:sc,:)]); 

% centre coordinates of the solid part 
            nelcoord=[nelcoord;cntr]; %new nelcoord including the 

centre 
            nsth=[tri';(sc+1)*ones(1,8)]'; 
            sth=[sth;nsth]; % sub-tetrahedra 

  
        elseif ni==4; % 2 triangs 3 quds 
            qdl=zeros(3,4);tri=zeros(5,3); 
            a1=find(intp(:,1)==intp(1,1)); b1=setdiff(a1,[1]); 

%qdl(1,2)=sc-ni+b1; 
            a2=find(intp(:,2)==intp(b1,2));b2=setdiff(a2,[b1]); 

%qdl(1,3)=sc-ni+b2; 
            b3=setdiff([1:4],[1,b1,b2]); %qdl(1,4)=sc-ni+b3; 
            qdl(1,:)=[sc-3,sc-ni+b1,sc-ni+b2,sc-ni+b3]; % first 

quad consist of the intersection points: 1(+)b1(-)b2(+)b3(-)1 
            qdl(2,:)=[sc-ni+b1,sc-ni+b2,intp(b3,1),intp(1,1)]; 

%second quad 
            qdl(3,:)=[sc-ni+b3,sc-3,intp(1,1),intp(b3,1)]; %third 

quad 
            tri(1,:)=[sc-3,sc-ni+b1,intp(1,1)]; 
            tri(2,:)=[sc-ni+b2,sc-ni+b3,intp(b2,1)]; 
            qdl=[qdl';qdl(:,1)']'; % we are making triangles from 

quadrilaterals 
            tri(3:5,:)=qdl(:,1:3);tri(6:8,:)=qdl(:,3:5); %quads 

decomposed into triangles 
            

cntr=mean([nelcoord(subth(bth(i,1),pnd),:);nelcoord(sc-3:sc,:)]);% 

centre coordinates of the solid part 
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            nelcoord=[nelcoord;cntr]; %new nelcoord including the 

centre 
            nsth=[tri';(sc+1)*ones(1,8)]'; 
            sth=[sth;nsth]; %subtetrahedra 
        end 
    end 

      
    vst=zeros(size(sth,1),1); 
    for i=1:size(sth,1) 
    vst(i) = 1/6*abs(dot(nelcoord(sth(i,2),:)-

nelcoord(sth(i,1),:),cross(nelcoord(sth(i,3),:)-

nelcoord(sth(i,1),:),nelcoord(sth(i,4),:)-nelcoord(sth(i,1),:)))); 
    end  
    v=sum(sum(vst)); 

     
    % finding the physical coordinates of the subtetrahedrals 
    s=nelcoord(:,1);t=nelcoord(:,2);u=nelcoord(:,3); 
    N1 = 1/8*(1-s).*(1-t).*(1-u);   N2 = 1/8*(1+s).*(1-t).*(1-u); 
    N3 = 1/8*(1+s).*(1+t).*(1-u);   N4 = 1/8*(1-s).*(1+t).*(1-u); 
    N5 = 1/8*(1-s).*(1-t).*(1+u);   N6 = 1/8*(1+s).*(1-t).*(1+u); 
    N7 = 1/8*(1+s).*(1+t).*(1+u);   N8 = 1/8*(1-s).*(1+t).*(1+u); 
    physcoord(:,1:3) = N1*elcoord(1,:) + N2*elcoord(2,:) + 

N3*elcoord(3,:) + N4*elcoord(4,:)... 
                       + N5*elcoord(5,:) + N6*elcoord(6,:) + 

N7*elcoord(7,:) + N8*elcoord(8,:); 

  
    V=zeros(size(sth,1),1); %volume of the distorted element 
    for i=1:size(sth,1) 
    V(i) = 1/6*abs(dot(physcoord(sth(i,2),:)-

physcoord(sth(i,1),:),cross(physcoord(sth(i,3),:)-

physcoord(sth(i,1),:),physcoord(sth(i,4),:)-

physcoord(sth(i,1),:)))); 
    end  
    AE=sum(sum(V)); 

         
    KE =Kxfem3D(elcoord,nelcoord,sth,vst,D);  % stiffness matrix 

from X-FEM scheme 

         
    elshape=zeros(size(sth,1),8); 
    elshape(:,1:3)=sth(:,1:3);elshape(:,4)=sth(:,3);   
    

elshape(:,5)=sth(:,4);elshape(:,6)=sth(:,4);elshape(:,7)=sth(:,4);

elshape(:,8)=sth(:,4); 

     
    addcoord=physcoord; 

  
end 

 

      
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

% this function calculates the coordinate and connectivity matrix 

of 3D 
% structures represented with 8-node Hex elements 
Function 

[connectivity,coordinate]=concoord3D(L,W,h,nelx,nely,nelz) 

  
connectivity=zeros(nelx*nely*nelz,8);coordinate=zeros((nelx+1)*(ne

ly+1)*(nelz+1),3); 
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for ii=1:nelx*nely*nelz 
    elx=fix((ii-1)/(nely*nelz))+1; 
    ely=fix(((ii-(elx-1)*nely*nelz)-1)/nelz)+1; 
    elz=mod(ii,nelz);if elz==0;elz=nelz;end; 
    connectivity(ii,1)=(nely+1)*(nelz+1)*(elx-1)+(ely-

1)*(nelz+1)+elz; 
    connectivity(ii,2)=connectivity(ii,1)+(nely+1)*(nelz+1); 
    connectivity(ii,3)=connectivity(ii,2)+(nelz+1); 
    connectivity(ii,4)=connectivity(ii,1)+(nelz+1); 
    connectivity(ii,5)=connectivity(ii,1)+1; 
    connectivity(ii,6)=connectivity(ii,2)+1; 
    connectivity(ii,7)=connectivity(ii,3)+1; 
    connectivity(ii,8)=connectivity(ii,4)+1; 
end 

  
dx=L/nelx;dy=W/nely;dz=h/nelz; 
for ii=1:(nelx+1)*(nely+1)*(nelz+1) 
    nx=fix((ii-1)/((nely+1)*(nelz+1)))+1; 
    ny=fix(((ii-(nx-1)*(nely+1)*(nelz+1))-1)/(nelz+1))+1; 
    nz=mod(ii,(nelz+1));if nz==0;nz=nelz+1;end; 
    coordinate(ii,:)=[(nx-1)*dx (ny-1)*dy (nz-1)*dz]; 
end 

 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% This function calculates element stifness matrix for 8-node Hex 

elements. 
% by Meisam Abdi, university of Nottinham 
function [ke] = Brick_Stiffness(D,en,coord,con) 

  
g=1/sqrt(3); 
GP=[-g -g -g;g -g -g;g g -g;-g g -g;-g -g g;g -g g;g g g;-g g g]; 

% integration points 

  
i=con(en,1);j=con(en,2);k=con(en,3);l=con(en,4); 
m=con(en,5);n=con(en,6);o=con(en,7);p=con(en,8); 
x1=coord(i,1);y1=coord(i,2);z1=coord(i,3); 
x2=coord(j,1);y2=coord(j,2);z2=coord(j,3); 
x3=coord(k,1);y3=coord(k,2);z3=coord(k,3); 
x4=coord(l,1);y4=coord(l,2);z4=coord(l,3); 
x5=coord(m,1);y5=coord(m,2);z5=coord(m,3); 
x6=coord(n,1);y6=coord(n,2);z6=coord(n,3); 
x7=coord(o,1);y7=coord(o,2);z7=coord(o,3); 
x8=coord(p,1);y8=coord(p,2);z8=coord(p,3); 

  
% shape functions 
% N1 = 1/8*(1-s)*(1-t)*(1-u);   N2 = 1/8*(1+s)*(1-t)*(1-u); 
% N3 = 1/8*(1+s)*(1+t)*(1-u);   N4 = 1/8*(1-s)*(1+t)*(1-u); 
% N5 = 1/8*(1-s)*(1-t)*(1+u);   N6 = 1/8*(1+s)*(1-t)*(1+u); 
% N7 = 1/8*(1+s)*(1+t)*(1+u);   N8 = 1/8*(1-s)*(1+t)*(1+u); 

  
% interpolation of shape functions 
% x = N1*x1 + N2*x2 + N3*x3 + N4*x4 + N5*x5 + N6*x6 + N7*x7 + 

N8*x8; 
% y = N1*y1 + N2*y2 + N3*y3 + N4*y4 + N5*y5 + N6*y6 + N7*y7 + 

N8*y8; 
% z = N1*z1 + N2*z2 + N3*z3 + N4*z4 + N5*z5 + N6*z6 + N7*z7 + 

N8*z8; 

  
ke=zeros(24,24); 
for ii=1:8   
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s=GP(ii,1);t=GP(ii,2);u=GP(ii,3); 

  
xs = (x2*(t - 1)*(u - 1))/8 - (x1*(t - 1)*(u - 1))/8 - (x3*(t + 

1)*(u - 1))/8 + (x4*(t + 1)*(u - 1))/8 + (x5*(t - 1)*(u + 1))/8 - 

(x6*(t - 1)*(u + 1))/8 + (x7*(t + 1)*(u + 1))/8 - (x8*(t + 1)*(u + 

1))/8; % diff(x,t); 

 
xt = x2*(s/8 + 1/8)*(u - 1) - x1*(s/8 - 1/8)*(u - 1) - x3*(s/8 + 

1/8)*(u - 1) + x4*(s/8 - 1/8)*(u - 1) + x5*(s/8 - 1/8)*(u + 1) - 

x6*(s/8 + 1/8)*(u + 1) + x7*(s/8 + 1/8)*(u + 1) - x8*(s/8 - 

1/8)*(u + 1); % diff(x,t); 

 
xu = x2*(s/8 + 1/8)*(t - 1) - x1*(s/8 - 1/8)*(t - 1) - x3*(s/8 + 

1/8)*(t + 1) + x4*(s/8 - 1/8)*(t + 1) + x5*(s/8 - 1/8)*(t - 1) - 

x6*(s/8 + 1/8)*(t - 1) + x7*(s/8 + 1/8)*(t + 1) - x8*(s/8 - 

1/8)*(t + 1); % diff(x,u); 

 
ys = (y2*(t - 1)*(u - 1))/8 - (y1*(t - 1)*(u - 1))/8 - (y3*(t + 

1)*(u - 1))/8 + (y4*(t + 1)*(u - 1))/8 + (y5*(t - 1)*(u + 1))/8 - 

(y6*(t - 1)*(u + 1))/8 + (y7*(t + 1)*(u + 1))/8 - (y8*(t + 1)*(u + 

1))/8; % diff(y,s); 

 
yt = y2*(s/8 + 1/8)*(u - 1) - y1*(s/8 - 1/8)*(u - 1) - y3*(s/8 + 

1/8)*(u - 1) + y4*(s/8 - 1/8)*(u - 1) + y5*(s/8 - 1/8)*(u + 1) - 

y6*(s/8 + 1/8)*(u + 1) + y7*(s/8 + 1/8)*(u + 1) - y8*(s/8 - 

1/8)*(u + 1); % diff(y,t); 

 
yu = y2*(s/8 + 1/8)*(t - 1) - y1*(s/8 - 1/8)*(t - 1) - y3*(s/8 + 

1/8)*(t + 1) + y4*(s/8 - 1/8)*(t + 1) + y5*(s/8 - 1/8)*(t - 1) - 

y6*(s/8 + 1/8)*(t - 1) + y7*(s/8 + 1/8)*(t + 1) - y8*(s/8 - 

1/8)*(t + 1); % diff(y,u); 

 
zs = (z2*(t - 1)*(u - 1))/8 - (z1*(t - 1)*(u - 1))/8 - (z3*(t + 

1)*(u - 1))/8 + (z4*(t + 1)*(u - 1))/8 + (z5*(t - 1)*(u + 1))/8 - 

(z6*(t - 1)*(u + 1))/8 + (z7*(t + 1)*(u + 1))/8 - (z8*(t + 1)*(u + 

1))/8; % diff(z,s); 

 
zt = z2*(s/8 + 1/8)*(u - 1) - z1*(s/8 - 1/8)*(u - 1) - z3*(s/8 + 

1/8)*(u - 1) + z4*(s/8 - 1/8)*(u - 1) + z5*(s/8 - 1/8)*(u + 1) - 

z6*(s/8 + 1/8)*(u + 1) + z7*(s/8 + 1/8)*(u + 1) - z8*(s/8 - 

1/8)*(u + 1); % diff(z,t); 

 
zu = z2*(s/8 + 1/8)*(t - 1) - z1*(s/8 - 1/8)*(t - 1) - z3*(s/8 + 

1/8)*(t + 1) + z4*(s/8 - 1/8)*(t + 1) + z5*(s/8 - 1/8)*(t - 1) - 

z6*(s/8 + 1/8)*(t - 1) + z7*(s/8 + 1/8)*(t + 1) - z8*(s/8 - 

1/8)*(t + 1); % diff(z,u); 

  
J = [xs ys zs; xt yt zt; xu yu zu]; 
detJ = xs*(yt*zu - zt*yu) - ys*(xt*zu - zt*xu) + zs*(xt*yu - 

yt*xu); 

  
N1s = -((t - 1)*(u - 1))/8; % diff(N1,s); 
N2s = ((t - 1)*(u - 1))/8; % diff(N2,s); 
N3s = -((t + 1)*(u - 1))/8; % diff(N3,s); 
N4s = ((t + 1)*(u - 1))/8; % diff(N4,s); 
N5s = ((t - 1)*(u + 1))/8; % diff(N5,s); 
N6s = -((t - 1)*(u + 1))/8; % diff(N6,s); 
N7s = ((t + 1)*(u + 1))/8; % diff(N7,s); 
N8s = -((t + 1)*(u + 1))/8; % diff(N8,s); 
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N1t = -(s/8 - 1/8)*(u - 1); % diff(N1,t); 
N2t = (s/8 + 1/8)*(u - 1); % diff(N2,t); 
N3t = -(s/8 + 1/8)*(u - 1); % diff(N3,t); 
N4t = (s/8 - 1/8)*(u - 1); % diff(N4,t); 
N5t = (s/8 - 1/8)*(u + 1); % diff(N5,t); 
N6t = -(s/8 + 1/8)*(u + 1); % diff(N6,t); 
N7t = (s/8 + 1/8)*(u + 1); % diff(N7,t); 
N8t = -(s/8 - 1/8)*(u + 1); % diff(N8,t); 
N1u = -(s/8 - 1/8)*(t - 1); % diff(N1,u); 
N2u = (s/8 + 1/8)*(t - 1); % diff(N2,u); 
N3u = -(s/8 + 1/8)*(t + 1); % diff(N3,u); 
N4u = (s/8 - 1/8)*(t + 1); % diff(N4,u); 
N5u = (s/8 - 1/8)*(t - 1); % diff(N5,u); 
N6u = -(s/8 + 1/8)*(t - 1); %diff(N6,u); 
N7u = (s/8 + 1/8)*(t + 1); % diff(N7,u); 
N8u = -(s/8 - 1/8)*(t + 1); % diff(N8,u); 

  
Nxyz= J\[N1s N2s N3s N4s N5s N6s N7s N8s; 
              N1t N2t N3t N4t N5t N6t N7t N8t; 
              N1u N2u N3u N4u N5u N6u N7u N8u]; 
N1x = Nxyz(1,1); N2x = Nxyz(1,2); N3x = Nxyz(1,3); N4x = 

Nxyz(1,4); 
N5x = Nxyz(1,5); N6x = Nxyz(1,6); N7x = Nxyz(1,7); N8x = 

Nxyz(1,8); 
N1y = Nxyz(2,1); N2y = Nxyz(2,2); N3y = Nxyz(2,3); N4y = 

Nxyz(2,4); 
N5y = Nxyz(2,5); N6y = Nxyz(2,6); N7y = Nxyz(2,7); N8y = 

Nxyz(2,8); 
N1z = Nxyz(3,1); N2z = Nxyz(3,2); N3z = Nxyz(3,3); N4z = 

Nxyz(3,4); 
N5z = Nxyz(3,5); N6z = Nxyz(3,6); N7z = Nxyz(3,7); N8z = 

Nxyz(3,8); 

  
% Linear strain-displacement transformation matrix 
B = [N1x 0 0 N2x 0 0 N3x 0 0 N4x 0 0 N5x 0 0 N6x 0 0 N7x 0 0 N8x 0 

0; 
     0 N1y 0 0 N2y 0 0 N3y 0 0 N4y 0 0 N5y 0 0 N6y 0 0 N7y 0 0 N8y 

0; 
     0 0 N1z 0 0 N2z 0 0 N3z 0 0 N4z 0 0 N5z 0 0 N6z 0 0 N7z 0 0 

N8z; 
     N1y N1x 0 N2y N2x 0 N3y N3x 0 N4y N4x 0 N5y N5x 0 N6y N6x 0 

N7y N7x 0 N8y N8x 0; 
     0 N1z N1y 0 N2z N2y 0 N3z N3y 0 N4z N4y 0 N5z N5y 0 N6z N6y 0 

N7z N7y 0 N8z N8y; 
     N1z 0 N1x N2z 0 N2x N3z 0 N3x N4z 0 N4x N5z 0 N5x N6z 0 N6x 

N7z 0 N7x N8z 0 N8x]; 

  
BD = transpose(B)*D*B*detJ; 
ke=ke+BD; 
end 
  

 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% This Functions return the stiffness matrix of a 3D brick element  
% using X-FEM approximation 

  
function KE =Kxfem3D(elcoord,nelcoord,sth,vst,D) 

  
x1=elcoord(1,1);y1=elcoord(1,2);z1=elcoord(1,3); 
x2=elcoord(2,1);y2=elcoord(2,2);z2=elcoord(2,3); 
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x3=elcoord(3,1);y3=elcoord(3,2);z3=elcoord(3,3); 
x4=elcoord(4,1);y4=elcoord(4,2);z4=elcoord(4,3); 
x5=elcoord(5,1);y5=elcoord(5,2);z5=elcoord(5,3); 
x6=elcoord(6,1);y6=elcoord(6,2);z6=elcoord(6,3); 
x7=elcoord(7,1);y7=elcoord(7,2);z7=elcoord(7,3); 
x8=elcoord(8,1);y8=elcoord(8,2);z8=elcoord(8,3); 

  
KE=zeros(24,24); 

  
[GP1,GP]=tetquad(sth,nelcoord); %This function peforms Gauss 

quadrature for tetrahedral. GP1: 1 integration point per 

tetrahedron, GP: 4 integration points per tetrahedron 

  
for ii=1:size(sth,1) 
k1=zeros(24,24); 

  
for jj=1:4 
s=GP(ii,jj,1);t=GP(ii,jj,2);u=GP(ii,jj,3); 

         
xs = (x2*(t - 1)*(u - 1))/8 - (x1*(t - 1)*(u - 1))/8 - (x3*(t + 

1)*(u - 1))/8 + (x4*(t + 1)*(u - 1))/8 + (x5*(t - 1)*(u + 1))/8 - 

(x6*(t - 1)*(u + 1))/8 + (x7*(t + 1)*(u + 1))/8 - (x8*(t + 1)*(u + 

1))/8; % diff(x,t); 

 
xt = x2*(s/8 + 1/8)*(u - 1) - x1*(s/8 - 1/8)*(u - 1) - x3*(s/8 + 

1/8)*(u - 1) + x4*(s/8 - 1/8)*(u - 1) + x5*(s/8 - 1/8)*(u + 1) - 

x6*(s/8 + 1/8)*(u + 1) + x7*(s/8 + 1/8)*(u + 1) - x8*(s/8 - 

1/8)*(u + 1); % diff(x,t); 

 
xu = x2*(s/8 + 1/8)*(t - 1) - x1*(s/8 - 1/8)*(t - 1) - x3*(s/8 + 

1/8)*(t + 1) + x4*(s/8 - 1/8)*(t + 1) + x5*(s/8 - 1/8)*(t - 1) - 

x6*(s/8 + 1/8)*(t - 1) + x7*(s/8 + 1/8)*(t + 1) - x8*(s/8 - 

1/8)*(t + 1); % diff(x,u); 

 
ys = (y2*(t - 1)*(u - 1))/8 - (y1*(t - 1)*(u - 1))/8 - (y3*(t + 

1)*(u - 1))/8 + (y4*(t + 1)*(u - 1))/8 + (y5*(t - 1)*(u + 1))/8 - 

(y6*(t - 1)*(u + 1))/8 + (y7*(t + 1)*(u + 1))/8 - (y8*(t + 1)*(u + 

1))/8; % diff(y,s); 

 
yt = y2*(s/8 + 1/8)*(u - 1) - y1*(s/8 - 1/8)*(u - 1) - y3*(s/8 + 

1/8)*(u - 1) + y4*(s/8 - 1/8)*(u - 1) + y5*(s/8 - 1/8)*(u + 1) - 

y6*(s/8 + 1/8)*(u + 1) + y7*(s/8 + 1/8)*(u + 1) - y8*(s/8 - 

1/8)*(u + 1); % diff(y,t); 

 
yu = y2*(s/8 + 1/8)*(t - 1) - y1*(s/8 - 1/8)*(t - 1) - y3*(s/8 + 

1/8)*(t + 1) + y4*(s/8 - 1/8)*(t + 1) + y5*(s/8 - 1/8)*(t - 1) - 

y6*(s/8 + 1/8)*(t - 1) + y7*(s/8 + 1/8)*(t + 1) - y8*(s/8 - 

1/8)*(t + 1); % diff(y,u); 

 
zs = (z2*(t - 1)*(u - 1))/8 - (z1*(t - 1)*(u - 1))/8 - (z3*(t + 

1)*(u - 1))/8 + (z4*(t + 1)*(u - 1))/8 + (z5*(t - 1)*(u + 1))/8 - 

(z6*(t - 1)*(u + 1))/8 + (z7*(t + 1)*(u + 1))/8 - (z8*(t + 1)*(u + 

1))/8; % diff(z,s); 

 
zt = z2*(s/8 + 1/8)*(u - 1) - z1*(s/8 - 1/8)*(u - 1) - z3*(s/8 + 

1/8)*(u - 1) + z4*(s/8 - 1/8)*(u - 1) + z5*(s/8 - 1/8)*(u + 1) - 

z6*(s/8 + 1/8)*(u + 1) + z7*(s/8 + 1/8)*(u + 1) - z8*(s/8 - 

1/8)*(u + 1); % diff(z,t); 
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zu = z2*(s/8 + 1/8)*(t - 1) - z1*(s/8 - 1/8)*(t - 1) - z3*(s/8 + 

1/8)*(t + 1) + z4*(s/8 - 1/8)*(t + 1) + z5*(s/8 - 1/8)*(t - 1) - 

z6*(s/8 + 1/8)*(t - 1) + z7*(s/8 + 1/8)*(t + 1) - z8*(s/8 - 

1/8)*(t + 1); % diff(z,u); 

  
J = [xs ys zs; xt yt zt; xu yu zu]; % Jacobian operator 
detJ = xs*(yt*zu - zt*yu) - ys*(xt*zu - zt*xu) + zs*(xt*yu - 

yt*xu); 

  
N1s = -((t - 1)*(u - 1))/8; % diff(N1,s); 
N2s = ((t - 1)*(u - 1))/8; % diff(N2,s); 
N3s = -((t + 1)*(u - 1))/8; % diff(N3,s); 
N4s = ((t + 1)*(u - 1))/8; % diff(N4,s); 
N5s = ((t - 1)*(u + 1))/8; % diff(N5,s); 
N6s = -((t - 1)*(u + 1))/8; % diff(N6,s); 
N7s = ((t + 1)*(u + 1))/8; % diff(N7,s); 
N8s = -((t + 1)*(u + 1))/8; % diff(N8,s); 
N1t = -(s/8 - 1/8)*(u - 1); % diff(N1,t); 
N2t = (s/8 + 1/8)*(u - 1); % diff(N2,t); 
N3t = -(s/8 + 1/8)*(u - 1); % diff(N3,t); 
N4t = (s/8 - 1/8)*(u - 1); % diff(N4,t); 
N5t = (s/8 - 1/8)*(u + 1); % diff(N5,t); 
N6t = -(s/8 + 1/8)*(u + 1); % diff(N6,t); 
N7t = (s/8 + 1/8)*(u + 1); % diff(N7,t); 
N8t = -(s/8 - 1/8)*(u + 1); % diff(N8,t); 
N1u = -(s/8 - 1/8)*(t - 1); % diff(N1,u); 
N2u = (s/8 + 1/8)*(t - 1); % diff(N2,u); 
N3u = -(s/8 + 1/8)*(t + 1); % diff(N3,u); 
N4u = (s/8 - 1/8)*(t + 1); % diff(N4,u); 
N5u = (s/8 - 1/8)*(t - 1); % diff(N5,u); 
N6u = -(s/8 + 1/8)*(t - 1); %diff(N6,u); 
N7u = (s/8 + 1/8)*(t + 1); % diff(N7,u); 
N8u = -(s/8 - 1/8)*(t + 1); % diff(N8,u); 

  
Nxyz= J\[N1s N2s N3s N4s N5s N6s N7s N8s; 
         N1t N2t N3t N4t N5t N6t N7t N8t; 
         N1u N2u N3u N4u N5u N6u N7u N8u]; 

      
N1x = Nxyz(1,1); N2x = Nxyz(1,2); N3x = Nxyz(1,3); N4x = 

Nxyz(1,4); 
N5x = Nxyz(1,5); N6x = Nxyz(1,6); N7x = Nxyz(1,7); N8x = 

Nxyz(1,8); 
N1y = Nxyz(2,1); N2y = Nxyz(2,2); N3y = Nxyz(2,3); N4y = 

Nxyz(2,4); 
N5y = Nxyz(2,5); N6y = Nxyz(2,6); N7y = Nxyz(2,7); N8y = 

Nxyz(2,8); 
N1z = Nxyz(3,1); N2z = Nxyz(3,2); N3z = Nxyz(3,3); N4z = 

Nxyz(3,4); 
N5z = Nxyz(3,5); N6z = Nxyz(3,6); N7z = Nxyz(3,7); N8z = 

Nxyz(3,8); 
  

% Linear strain-displacement transformation matirx  
B = [N1x 0 0 N2x 0 0 N3x 0 0 N4x 0 0 N5x 0 0 N6x 0 0 N7x 0 0 N8x 0 

0; 
     0 N1y 0 0 N2y 0 0 N3y 0 0 N4y 0 0 N5y 0 0 N6y 0 0 N7y 0 0 N8y 

0; 
     0 0 N1z 0 0 N2z 0 0 N3z 0 0 N4z 0 0 N5z 0 0 N6z 0 0 N7z 0 0 

N8z; 
     N1y N1x 0 N2y N2x 0 N3y N3x 0 N4y N4x 0 N5y N5x 0 N6y N6x 0 

N7y N7x 0 N8y N8x 0; 
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     0 N1z N1y 0 N2z N2y 0 N3z N3y 0 N4z N4y 0 N5z N5y 0 N6z N6y 0 

N7z N7y 0 N8z N8y; 
     N1z 0 N1x N2z 0 N2x N3z 0 N3x N4z 0 N4x N5z 0 N5x N6z 0 N6x 

N7z 0 N7x N8z 0 N8x]; 

  
BD = transpose(B)*D*B*detJ; 
k1=k1+1/4*BD;  

  
end 
KE=vst(ii)*k1+KE; 
End 
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Appendix C: 

Matlab Code for 3D version of BESO 

 

The Matlab code presented in this appendix is the 3D version of BESO which is 

developed based on Huang and Xie’s (2010a) study.  This code can be used for 

topology optimization of cuboid design domains. The code accepts the geometric 

properties of the design domain including length (L), width (W) and height (h), 

number of grids in x, y and z (nelx, nely & nelz), material properties  including 

Young’s modulus (E) and Poison’s ratio (nu), applied force (f), as well as the 

optimization parameters including volume evolution rate (er) and volume 

constraint factor (volfrac). 

 

%%%% 3D Iso-XFEM topology optimization code by Meisam Abdi, 

University of Nottingham %%%% 
% This code generates topology optimization solutions for 3D 

structures 
% using Iso-XFEM method. 

  
function BESO3D(L,W,h,nelx,nely,nelz,volfrac,E,NU,er,rmin) 

  
% L: length, W: width, h: height  
% nelx: number of elements in x direction 
% nely: number of elements in y direction 
% nelz: number of elements in z direction 
% er: volume evolution rate 
% volfrac: volume constraint 
% E: Young's modulus, nu: Poisson’s ratio 
% f: magnitude of load 
% BESO3D(40,2,20,20,2,10,0.5,1,0.3,0.01,1.5) % example 

  

  
[con,coord]=concoord3D(L,W,h,nelx,nely,nelz); % Element 

connectivity and Nodes' coordinate matrix 
nel=size(con,1);nnd=size(coord,1); %number of nodes and elements 

  
% Element elasticity matrix 
D = (E/((1+NU)*(1-2*NU)))*[1-NU NU NU 0 0 0 ; NU 1-NU NU 0 0 0 ; 

NU NU ... 
1- NU 0 0 0 ; 
0 0 0 (1-2*NU)/2 0 0 ; 0 0 0 0 (1- 2*NU)/2 0 ; 0 0 0 0 0 (1- 

2*NU)/2]; 
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% initial design 
x=ones(nel,1); % set all design variables as 1 (full solid design 

domain) 

  
% Display and save the start mesh (full solid design domain)  
 surfcon=[]; 
 for i=1:nel 
         surfcon(end+1:end+6,1:4)=[con(i,1:4);con(i,5:8);con(i,[1 

4 8 5]) 
         con(i,[2 3 7 6]);con(i,[4 3 7 8]);con(i,[1 2 6 5])]; 
 end 
figure (1) 
for i=1:size(surfcon,1) 
    for j=1:4 
        xcoord(j,i)=coord(surfcon(i,j),1); 
        ycoord(j,i)=coord(surfcon(i,j),2); 
        zcoord(j,i)=coord(surfcon(i,j),3); 
    end 
end 
h=patch(xcoord,ycoord,zcoord,'w');axis equal;  
axis([min(coord(:,1)) max(coord(:,1)) min(coord(:,2)) 

max(coord(:,2)) min(coord(:,3)) max(coord(:,3))]);axis off; 
set(h,'LineWidth',1.5) 
set(h,'FaceColor',[.85 .85 .85]) 
hgsave('0') 

  

  
% Force and Boundary Conditions 
U=sparse(3*nnd,1); 
F = sparse(3*nnd,1); 
fixeddofs=[1:3*(nely+1)*(nelz+1)]; % Fixed DoF 
fdof=3*(nelx*(nely+1)*(nelz+1) + (nely/2+1)*(nelz+1)); % DoF of 

the buttom of the free end 
F(fdof,1) = 1*nely/(nely+1); % apply force 
alldofs     = [1:3*nnd]; 
freedofs    = setdiff(alldofs,fixeddofs); 

  
% elements connected to each node 
ncon=zeros(nnd,8); 
for i=1:nnd 
    row=[];col=[]; 
    [row,col] = find(con==i); 
    d=size(row,1); 
    ncon(i,1:d)=row; 
end 

  
%volume and stiffness of the elements  
for el=1:nel 
    elcoord=coord(con(el,:)',:); 
    [~,Ae1(el,1)] = 

convhulln([elcoord(1,:);elcoord(2,:);elcoord(3,:);... 
    

elcoord(4,:);elcoord(5,:);elcoord(6,:);elcoord(7,:);elcoord(8,:)])

; 
    Ke1(:,:,el)=Brick_Stiffness(D,el,coord,con); % element 

stiffness at start mesh 
end 

  
A=sum(sum(Ae1)); % area of the whole structure 
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Ke=Ke1;Ae=Ae1; % set the current stifnees and volume as those of 

the initial design  

  
if rmin>=0 
 [nbnodes,nbdis]=nodedis(coord,rmin); 
end 

  
volfracit=1; % defining initial volume fraction of the design 

  
for it=1:200 

     
if it>1; olddc=dc; end 
volfracit=max(volfracit*(1-er),volfrac); % calculate volume of the 

next design 

  
[K]=stiffness(nel,nnd,con,Ke,x); % Global stiffness matrix 
U(freedofs,1)=K(freedofs,freedofs)\F(freedofs,1); % FEA for 

initial structure 

  
for   el = 1:nel 
      edof = [3*con(el,1)-2; 3*con(el,1)-1; 3*con(el,1) 
              3*con(el,2)-2; 3*con(el,2)-1; 3*con(el,2) 
              3*con(el,3)-2; 3*con(el,3)-1; 3*con(el,3) 
              3*con(el,4)-2; 3*con(el,4)-1; 3*con(el,4) 
              3*con(el,5)-2; 3*con(el,5)-1; 3*con(el,5) 
              3*con(el,6)-2; 3*con(el,6)-1; 3*con(el,6) 
              3*con(el,7)-2; 3*con(el,7)-1; 3*con(el,7) 
              3*con(el,8)-2; 3*con(el,8)-1; 3*con(el,8)];       
      Ue=U(edof,1); 
      ese(el,1)=0.5*Ue'*Ke(:,:,el)*Ue; % element strain energy 
      dc(el,1) = ese(el,1)/Ae1(el,1); % element strain energy 

density (elemental sensiytivities)  
end 
SE=sum(sum(ese)); 

  

  
for i=1:nnd 
    a=find(ncon(i,:)>0);  
    b=dc(ncon(i,a),1); 
%     ndc(i,1)=mean(b); 
    ndc(i,1)=sum(b)/max(8,numel(a)); % nodal sensitivities 
end 

  
% Filtering The Sensitivites  
  if rmin>=0 
     [ndc,dc]=filter(nbnodes,nbdis,ndc,dc,rmin,con); 
  end 

   
if it>1; dc=(dc+olddc)/2; end  % stabilization of evolutionary 

process 

  
vf(it)=sum(sum(Ae))/A; % volume fraction of current design 

   
% BESO Algorithm 
  [x]=ADDDEL(volfracit,A,dc,x,Ae); 
  sol=x==1; 
  vol(it)=sum(Ae1(sol,1)); 

   
%%%%%%%%%%%%%%%%%%%%%%%%% visualization of the topology 
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 surfcon=[];xcoord=[];ycoord=[];zcoord=[]; 
 for i=1:nel 
     if x(i)==1 
         surfcon(end+1:end+6,1:4)=[con(i,1:4);con(i,5:8);con(i,[1 

4 8 5]) 
         con(i,[2 3 7 6]);con(i,[4 3 7 8]);con(i,[1 2 6 5])]; 
     end 
 end 

  
figure (it) 
for i=1:size(surfcon,1) 
    for j=1:4 
        xcoord(j,i)=coord(surfcon(i,j),1); 
        ycoord(j,i)=coord(surfcon(i,j),2); 
        zcoord(j,i)=coord(surfcon(i,j),3); 
    end 
end 
h2=patch(xcoord,ycoord,zcoord,'w');axis equal;  
axis([min(coord(:,1)) max(coord(:,1)) min(coord(:,2)) 

max(coord(:,2)) min(coord(:,3)) max(coord(:,3))]);axis off; 
set(h2,'LineWidth',1.5)  
set(h2,'FaceColor',[.85 .85 .85]) 
camlight  
colormap(gray(100)) 
lighting gouraud 
hgsave(num2str(it)) 
close(it) 

  
disp([' It.: ' sprintf('%4i',it) ' Obj.: ' sprintf('%10.4f',SE) ' 

Volfrac.: ' sprintf('%6.3f',volfracit )]); 

  
end  

  
%%%%%%%%%% BESO add-remove algorithm 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [x]=ADDDEL(volfrac,domain_vol,dc,x,Ae) 
l1 = min(min(min(dc))); l2 = max(max(max(dc))); 
while ((l2-l1)/l2 > 1.0e-5) 
   th = (l1+l2)/2.0; 
   x = max(0.001,sign(dc-th)); 
   if sum(x.*Ae)-volfrac*(domain_vol) > 0; 
      l1 = th; 
   else 
      l2 = th; 
   end 
end 

  

  
%%%%%%%%%%%%% filteration 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [a,b]=nodedis(coord,rmin) 
for i=1:size(coord,1) 
    coordi=zeros(size(coord)); 
    

coordi(:,1)=coord(i,1);coordi(:,2)=coord(i,2);coordi(:,3)=coord(i,

3); 
    ndis=coordi-coord; 
    for j=1:size(coord,1) 
    r(i,j)=sqrt(sum(ndis(j,1)^2+ndis(j,2)^2+ndis(j,3)^2)); 
    end 
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    a{i}=find(r(i,:)<rmin); 
    b{i}=r(i,a{i}); 
end 

  
function [ndc,dc]=filter(a,b,ndc,dc,rmin,con) 
oldndc=ndc; 
for i=1:size(ndc,1) 
    wi=rmin-b{i}; 
    alphai=oldndc(a{i},1)'; 
    ndc(i,1)=sum(wi.*alphai)/sum(wi); 
end 
for i=1:size(dc,1) 
    dc(i,1)=mean(ndc(con(i,:)',1)); 
end 

  
%%%%%%%%%% global stiffness matrix 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [K]=stiffness(nel,nnd,con,Ke,x) 
K = sparse(3*nnd, 3*nnd); 
for el = 1:nel 
      edof = [3*con(el,1)-2; 3*con(el,1)-1; 3*con(el,1) 
              3*con(el,2)-2; 3*con(el,2)-1; 3*con(el,2) 
              3*con(el,3)-2; 3*con(el,3)-1; 3*con(el,3) 
              3*con(el,4)-2; 3*con(el,4)-1; 3*con(el,4) 
              3*con(el,5)-2; 3*con(el,5)-1; 3*con(el,5) 
              3*con(el,6)-2; 3*con(el,6)-1; 3*con(el,6) 
              3*con(el,7)-2; 3*con(el,7)-1; 3*con(el,7) 
              3*con(el,8)-2; 3*con(el,8)-1; 3*con(el,8)]; 
     K(edof,edof) = K(edof,edof) + Ke(:,:,el)*x(el); 
end 
%%%%%%%%%%%%%% 
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Appendix D: 

Geometrically Non-linear FEA 

Matlab Code 

 

This Matlab code presents the non-linear FEA method used in chapter 6 for 

modelling the structures experiencing large deformations. The code operates by 

dividing the load into a number of increments and implementing Newton-Raphson 

method to find the equilibrium state in each load increment. In this code, N denotes 

the number of load increments which can be controlled by the user. In order to 

regenerate the simulation presented in section 6.4.1, one can use 

GNL_FEA(100,2,1,50,2,6000,30e6,0.3,5). 

  

function GNL_FEA(L,H,t,nelx,nely,f,E,nu,N) 

 
% parameters representing the cantilever beam problem in section 

6.4.1: 
% GNL_FEA(100,2,1,50,2,6000,30e6,0.3,5)  

  
[con,coord]=con_coor(nelx,nely,L,H); %nodes and elements matrices 
coord1=coord; % coordinates in undeformed structure 

  
%---------------- initialization 
D=E/(1-nu^2)*[1,nu,0;nu,1,0;0,0,(1-nu)/2]; % element elasticity 

Matrix (plain stress) 
% D=E/(1+nu)/(1-2*nu)*[1-nu,nu,0;nu,1-nu,0;0,0,.5-nu]; %element 

elasticity Matrix (plain strain) 
U=zeros(2*(nelx+1)*(nely+1),1); 
F = sparse(2*(nely+1)*(nelx+1),1); 
fixeddofs=[1:2*(nely+1)]; 
alldofs     = [1:2*(nely+1)*(nelx+1)]; 
freedofs    = setdiff(alldofs,fixeddofs); 
fnode=(nelx+1)*(nely+1)*2; %buttom of the free end 
F(fnode,1)=-f;  
%------------------------- 

  
 for el=1:nelx*nely 
     Ke0(:,:,el)=stiffnessmat(D,t,el,coord,con); 
 end 
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[K]=stiffness(nelx,nely,con,Ke0) ; 
U1=U; 
U1(freedofs,:) = K(freedofs,freedofs) \ F(freedofs,:);  %Linear 

solution 

  
dF=F/N;Kt=K;se2=0;Wc2=0; 
for inc=1:N 
    Uel=U;Ut=U;Kold=Kt;    
    Uel(freedofs,:) = Kt(freedofs,freedofs) \ dF(freedofs,:);  

%Linear solution to be used as a guess 
    

[dU,Kt,se]=newton(coord,coord1,con,nelx,nely,freedofs,Uel,Ut,D,t,d

F*inc); %Newton-Raphson method 
    U=U+dU; 
    for ih=1:size(U,1)/2 
        dis(ih,1)=U(2*ih-1); 
        dis(ih,2)=U(2*ih); 
    end 
    coord=coord1+dis; 
    se2=se2+dU'*((inc-1)*dF+dF/2);%calculating the strain energy 

using the increments and linearity 
    Wc2=Wc2+(U-dU/2)'*dF; 

  
for ih=1:size(U,1)/2 
    dis(ih,1)=U1(2*ih-1); 
    dis(ih,2)=U1(2*ih); %nodal displacements in x and y 
end 
coordel=coord1+dis/N*inc;  

  
coordi=coord;     
 figure (1) 
for i=1:size(con,1) 
    for j=1:4 
        xcoord0(j,i)=coord1(con(i,j),1); 
        ycoord0(j,i)=coord1(con(i,j),2); 
    end 
end 
for i=1:size(con,1) 
    for j=1:4 
        xcoord1(j,i)=coordel(con(i,j),1); 
        ycoord1(j,i)=coordel(con(i,j),2); 
    end 
end 
for i=1:size(con,1) 
    for j=1:4 
        xcoord(j,i)=coordi(con(i,j),1); 
        ycoord(j,i)=coordi(con(i,j),2); 
    end 
end 
ax=0;bx=1.05*L;ay=-1.5*L;by=H; 
figure (inc) 
h0=patch(xcoord0,ycoord0,'w');axis equal; axis([ax bx ay by]);axis 

off; 
h1=patch(xcoord1,ycoord1,'w');axis equal; axis([ax bx ay by]);axis 

off; 
h=patch(xcoord,ycoord,'w');axis equal; axis([ax bx ay by]);axis 

off; 
set(h,'FaceColor','r') 

  
end 
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Linear_deflection=U1(end) % linear tip deflection 
nonlinear_deflection=U(fnode) % non-linear tip deflection 

  

  
%%%%%%%%%% connectivity and coordinate 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [connectivity,coord]=con_coor(nelx,nely,L,h) 
connectivity=zeros(nelx*nely,4); 
for ii=1:nelx*nely 
    rw=mod(ii,nely); 
    cl=fix((ii-1)/nely)+1; 
    connectivity(ii,1)=cl-1+ii; 
    connectivity(ii,4)=connectivity(ii,1)+1; 
    connectivity(ii,2)=connectivity(ii,1)+nely+1; 
    connectivity(ii,3)=connectivity(ii,2)+1; 
end 

  
for ii=1:(nelx+1)*(nely+1) 
    coord(ii,1)=fix((ii-1)/(nely+1))*L/nelx; 
    coord(ii,2)=mod((ii-1),(nely+1))*h/nely; 
end 

  

  
%%%%%%%% Element Stiffness Matrix %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function[ke]=stiffnessmat(D,t,en,coord,con) 

  
GP=[-1/sqrt(3),-1/sqrt(3);1/sqrt(3),-

1/sqrt(3);1/sqrt(3),1/sqrt(3);-1/sqrt(3),1/sqrt(3)]; 

  
i=con(en,1);j=con(en,2);k=con(en,3);l=con(en,4); 
x01=coord(i,1);y01=coord(i,2); 
x02=coord(j,1);y02=coord(j,2); 
x03=coord(k,1);y03=coord(k,2); 
x04=coord(l,1);y04=coord(l,2); 

  
ke=zeros(8,8); 
for i=1:4 

     
    r=GP(i,1);s=GP(i,2); 

     
    dN1r=-1/4*(1-s);dN1s=-1/4*(1-r); 
    dN2r=1/4*(1-s);dN2s=-1/4*(1+r); 
    dN3r=1/4*(1+s);dN3s=1/4*(1+r); 
    dN4r=-1/4*(1+s);dN4s=1/4*(1-r); 

     
    j11=x01*dN1r+x02*dN2r+x03*dN3r+x04*dN4r; 
    j12=y01*dN1r+y02*dN2r+y03*dN3r+y04*dN4r; 
    j21=x01*dN1s+x02*dN2s+x03*dN3s+x04*dN4s; 
    j22=y01*dN1s+y02*dN2s+y03*dN3s+y04*dN4s; 
    J=[j11 j12;j21 j22];detj=det(J); 

  
    dNxy=inv(J)*[dN1r dN2r dN3r dN4r; dN1s dN2s dN3s dN4s]; 
    dN1x=dNxy(1,1);dN2x=dNxy(1,2);dN3x=dNxy(1,3);dN4x=dNxy(1,4); 
    dN1y=dNxy(2,1);dN2y=dNxy(2,2);dN3y=dNxy(2,3);dN4y=dNxy(2,4); 

     
    BL0=[dN1x 0 dN2x 0 dN3x 0 dN4x 0 
     0 dN1y 0 dN2y 0 dN3y 0 dN4y 
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     dN1y dN1x dN2y dN2x dN3y dN3x dN4y dN4x]; 

  
    ke=ke+t*BL0'*D*BL0*detj;    
end 

  

  
%%%%%%%%%% global stiffness matrix 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [K]=stiffness(nelx,nely,con,Kel) 
K = sparse(2*(nelx+1)*(nely+1), 2*(nelx+1)*(nely+1)); 
for el = 1:nelx*nely 
      edof = [2*con(el,1)-1; 2*con(el,1); 2*con(el,2)-1; 

2*con(el,2); 2*con(el,3)-1; 2*con(el,3); 2*con(el,4)-1; 

2*con(el,4)]; 
      K(edof,edof) = K(edof,edof) + Kel(:,:,el); 
end 

  
%%%%%%%%%% global internal forces 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [Fint]=internalforces(nelx,nely,con,Fe) 
Fint=zeros((nelx+1)*(nely+1)*2,1); 
for el = 1:nelx*nely 
      edof = [2*con(el,1)-1; 2*con(el,1); 2*con(el,2)-1; 

2*con(el,2); 2*con(el,3)-1; 2*con(el,3); 2*con(el,4)-1; 

2*con(el,4)]; 
      Fint(edof,1) = Fint(edof,1) + Fe(:,el); 
end 

  

  
%%%%%%%%%% elment properties in large deformation  

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% elements' tangent stiffness matrix, internal force and strain 

energy 
function [kt,Fel,se]=nonlinearmat(D,t,en,coord,coordt,u,con) 

  
GP=[-1/sqrt(3),-1/sqrt(3);1/sqrt(3),-

1/sqrt(3);1/sqrt(3),1/sqrt(3);-1/sqrt(3),1/sqrt(3)]; 

  
i=con(en,1);j=con(en,2);k=con(en,3);l=con(en,4); 
x01=coord(i,1);y01=coord(i,2); 
x02=coord(j,1);y02=coord(j,2); 
x03=coord(k,1);y03=coord(k,2); 
x04=coord(l,1);y04=coord(l,2); 

  
ux1=u(2*i-1);uy1=u(2*i); 
ux2=u(2*j-1);uy2=u(2*j); 
ux3=u(2*k-1);uy3=u(2*k); 
ux4=u(2*l-1);uy4=u(2*l); 

  
x1=x01+ux1;x2=x02+ux2;x3=x03+ux3;x4=x04+ux4; 
y1=y01+uy1;y2=y02+uy2;y3=y03+uy3;y4=y04+uy4; 

  
k0=zeros(8,8);k1=k0;knl=k0;Fel=zeros(8,1);se=0; 
for i=1:4 
    r=GP(i,1);s=GP(i,2);     
    N1=1/4*(1-r)*(1-s); 
    N2=1/4*(1+r)*(1-s); 
    N3=1/4*(1+r)*(1+s); 
    N4=1/4*(1-r)*(1+s); 



 

200 
 

     
    dN1r=-1/4*(1-s); dN1s=-1/4*(1-r); 
    dN2r=1/4*(1-s); dN2s=-1/4*(1+r); 
    dN3r=1/4*(1+s); dN3s=1/4*(1+r); 
    dN4r=-1/4*(1+s); dN4s=1/4*(1-r); 

     
    j11=x01*dN1r+x02*dN2r+x03*dN3r+x04*dN4r; 
    j12=y01*dN1r+y02*dN2r+y03*dN3r+y04*dN4r; 
    j21=x01*dN1s+x02*dN2s+x03*dN3s+x04*dN4s; 
    j22=y01*dN1s+y02*dN2s+y03*dN3s+y04*dN4s; 
    J=[j11 j12;j21 j22];detj=det(J); 

     
    dNxy=inv(J)*[dN1r dN2r dN3r dN4r; dN1s dN2s dN3s dN4s]; 
    dN1x=dNxy(1,1);dN2x=dNxy(1,2);dN3x=dNxy(1,3);dN4x=dNxy(1,4); 
    dN1y=dNxy(2,1);dN2y=dNxy(2,2);dN3y=dNxy(2,3);dN4y=dNxy(2,4); 

     
    dxx11=dN1x*x1+dN2x*x2+dN3x*x3+dN4x*x4; 
    dxx12=dN1y*x1+dN2y*x2+dN3y*x3+dN4y*x4; 
    dxx21=dN1x*y1+dN2x*y2+dN3x*y3+dN4x*y4; 
    dxx22=dN1y*y1+dN2y*y2+dN3y*y3+dN4y*y4; 

     
    XX=[dxx11 dxx12; dxx21 dxx22];  

     
    BL0=[dN1x 0 dN2x 0 dN3x 0 dN4x 0 
     0 dN1y 0 dN2y 0 dN3y 0 dN4y 
     dN1y dN1x dN2y dN2x dN3y dN3x dN4y dN4x]; 

  
    L11=dN1x*ux1+dN2x*ux2+dN3x*ux3+dN4x*ux4; 
    L12=dN1y*ux1+dN2y*ux2+dN3y*ux3+dN4y*ux4; 
    L21=dN1x*uy1+dN2x*uy2+dN3x*uy3+dN4x*uy4; 
    L22=dN1y*uy1+dN2y*uy2+dN3y*uy3+dN4y*uy4; 

  
    BL1=[L11*dN1x L21*dN1x L11*dN2x L21*dN2x L11*dN3x L21*dN3x 

L11*dN4x L21*dN4x 
         L12*dN1y L22*dN1y L12*dN2y L22*dN2y L12*dN3y L22*dN3y 

L12*dN4y L22*dN4y 
         (L11*dN1y+L12*dN1x) (L21*dN1y+L22*dN1x) 

(L11*dN2y+L12*dN2x) (L21*dN2y+L22*dN2x)... 
         (L11*dN3y+L12*dN3x) (L21*dN3y+L22*dN3x) 

(L11*dN4y+L12*dN4x) (L21*dN4y+L22*dN4x)]; 

  
    BNL=[dN1x 0 dN2x 0 dN3x 0 dN4x 0 
         dN1y 0 dN2y 0 dN3y 0 dN4y 0 
         0 dN1x 0 dN2x 0 dN3x 0 dN4x 
         0 dN1y 0 dN2y 0 dN3y 0 dN4y]; 

  

  
    eps=1/2*(XX'*XX-[1 0;0 1]); % green lagrange strain tensor 
    GLS=[eps(1,1);eps(2,2);eps(1,2)*2]; 
    PK2=D*GLS; 
    PK2mat=[PK2(1) PK2(3) 0 0;PK2(3) PK2(2) 0 0; 0 0 PK2(1) 

PK2(3); 0 0 PK2(3) PK2(2)]; 

  

  
    k0=k0+t*BL0'*D*BL0*detj; 
    k1=k1+t*detj*(BL0'*D*BL1+BL1'*D*BL0+BL1'*D*BL1); 
    knl=knl+t*BNL'*PK2mat*BNL*detj; 
    Fel=Fel+(BL0+BL1)'*PK2*t*detj; 
    se=se+PK2'*GLS*t*detj/2; 
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end 
kt=k0+k1+knl; 

  
%%%%%%%%%%%%%%%% Newton-Raphson method 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function 

[dU,Kt,se]=newton(coord,coord1,con,nelx,nely,freedofs,Uel,Ut,D,t,F

) 
     

cond=1;change=1;U=Uel/100;ru=sparse(2*(nely+1)*(nelx+1),1);it=0; 
     while cond>1e-6 
        oldU=U;it=it+1; 
        for ih=1:size(U,1)/2 
           dis(ih,1)=U(2*ih-1); 
           dis(ih,2)=U(2*ih); 
        end 
        coordi=coord+dis; 
        for el=1:nelx*nely 
            

[Ket(:,:,el),Fe(:,el),se(el)]=nonlinearmat(D,t,el,coord1,coordi,Ut

+U,con); 
        end 
        [Kt]=stiffness(nelx,nely,con,Ket) ; 
        Fint=internalforces(nelx,nely,con,Fe); 
        ru=Fint-F; 
        U(freedofs,:)=U(freedofs,:)-

Kt(freedofs,freedofs)\ru(freedofs,:); 

         
     cond=norm(U-oldU)/norm(U); 
     end 
dU=U; 

 

  

 

 

 

 

 

 

 

 

 

 


