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Abstract 

The measurement of oxygen saturation 802 is one of the vital signs relied on by the 

medical profession. Pulse oximeters are widely used in many branches of medicine; 

and are the most widely used method of assessing oxygen saturation. However they 

can only be applied to an extremity (usually a finger or toe), need calibration, and 

are known to be inaccurate under certain conditions. 

The object of this research was to develop an oximeter, that does not require a 

pulsatile signal, (and so can be used anywhere on the body); can be used in either 

transmission of reflective mode; does not require calibration; and does not stiller from 

the known problems of pulse oximeters. 

The instrument must work with reflected light, and so the first step wa..'i to de­

velop a Monte Carlo simulation of the Attenuation spectra, for visible light, from a 

scattering media (tissue). 

A Mathematical model of the attenuation surface had then to be found, and its 

effect on the absorbtion spectra of oxyhemoglobin Hb02 and de-oxyhemoglobin Hb 

understood. Then the oxygen saturation the ratio of Hb02 to total haemoglobin 

could be recovered. 

Methods of computing oxygen saturation from the raw reflectance spectra were 

devised and then tested with single reflection spectra, the results indicate that a 

low cost instrument could be developed. The technique wa..'i applied to images from a 

hyper-spectral camera, this instrument takes a full spectrum at each pixel of an image, 

and enabled an oxygen saturation map for large areas of the body to be produced. 

The technique is being used with AstraZenca Ltd as a bio marker skin for irritation 

xii 
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studies. 
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Chapter 1 

Introduction 

1.1 Oximetry 

The life of every cell in the human body depends on the supply of oxygen and nu­

trients, and the removal of carbon dioxide and other waste. These essential services 

are provided by the circulatory system and include the transport of red blood cells 

loaded with oxygen from the lungs to the extremities, and return of oxygen depleted 

red blood cells to be recharged. The load of oxygen carried by the red blood cells 

to the tissue is a valuable indicator of the likely health of that tissue. The measure­

ment of this is known as oximetry, and is valuable to clinicians working in respiratory 

medicine, anesthesia, reconstructive surgery and many other fields. 

For example: oximetry can be used to evaluate cerebral oxygenation during the 

variolls phases of ischaemic stroke [1] to detect nocturnal de-saturation in patients 

with stable heart failure [2]; and for neonatal monitoring [3]. Reconstrllctive surgeons 

are interested in the blood supply to, and the profusion of oxygen within skin flaps, 

and tissue grafts [4]. 

Assessment of the oxygen content of blood can be performed in various ways. The 

1 
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gold standard is blood gas partial pressure measurement known as ccroximetry, and 

requires a sample of blood to be taken so that the partial pressures of oxygen and 

carbon dioxide can be measured via an electrcrchemical technique. This technique 

measures the partial pressure of oxygen which can be converted to oxygen saturation 

by the appropriate oxygen disa..~80ciation curve. Optical techniques, such a..~ pulse 

oximetry have also been developed, which allow continuous monitoring. These tech­

niques mea..~ure oxygen saturation which is related to partial pressure via the oxygen 

disassociation curve (fig 1.1) and is a good mea..~ure of oxygenation, except when the 

curve is largely flat indicating that a large change in partial pressure will result in 

only a small change in oxygen saturation. Oxygen saturation, 802 is measured as a 

percentage of haemoglobin carrying oxygen, in the form of oxy- haemoglobin, with 

respect to the total capacity. 

SO 
oxyhemoglobin concentration & 

2 = * 10070 total hemoglobin concentration 

that is: 
Hb02 

802 = Hb0
2 
+ Hb * 100% 

where: 

Hb02 = Concentration of oxyhemoglobin 

Hb = Concentration of deoxyhemoglobin 

(1.1.1) 

(1.1.2) 
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The arterial blood supply in a healthy subject has an 802 of approximately 98% 

while the venous or return supply has an average of 75% [5] 

Hemoglobin Disassociation Curve 
100 

90 

80 

70 
N 
0 

60 ~ 
c 
.2 50 iii ... 
:::J 
iii 40 U) 

~ 0 

30 

20 

10 

0 
0 20 40 60 80 100 120 140 

Partial Pressure of Oxygen (mm Hg) 

Figure 1.1: This Curve shows the relationship between 802 and the partial pressure 
of oxygen in the blood of a normal healthy adult, the partial pressure is the important 
parameter, however it cannot be measured, by non-invasive means . 
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Oxygen is transported by hemoglobin, an iron based compound within the red 

blood cells which has a high affinity for oxygen. Each haemoglobin molecule can 

bind with 4 oxygen (02 ) molecules, 802 is the ratio of haemoglobin molecules bound 

to oxygen to the total number of such molecules. This can be measured because 

hemoglobin is a chromophore whose absorption spectrum changes when it moves 

from unbound (Hb) to the bound (Hb02 ) state. The absorption spectrum changes 

over a wide band (wavelength range approx 400nm - 1200nm), and a variety of in­

struments have been designed to exploit this response at a number of wavelengths 

(for example: [4] [6] [7].) A number of reviews of oximetry have been published over 

the years [8] [9] [10] 

1.1.1 Pulse Oximetry 

In clinical practice today the most widely used instrument, for mea..,uring oxygen 

saturation, is the pulse oximeter, whose operation relies on measuring a differential 

change in attenuation at a pair of wavelengths caused by the arrival of a pulse at an 

extremity. The Pulse oximeter's success has been largely due to the use of the pulse, 

so giving a signal that can be locked on to, and technological advances in electro-optic 

components, they are relatively cheap to produce and have brought many benefits to 

clinicians, due to their ea.<;e of use. However they are limited to pulsatile flow moni­

toring, have range and accuracy limitations, and their calibration is largely empirical 

and varies from manufacturer to manufacturer [11] [12] 

Pulse oximetry does not satisfy all clinical requirements, the need for a puL.,e at an 

extremity, which its thin enough to allow a transmission based instrument to work, 
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limits it use in patients whose circulation at the extremities may shut down so that 

these readings do not reflect core oxygen saturation. Pulse oximeters are known to 

be less accurate at low saturation values and are used to provide a trend indication 

only at saturations below about 80%. The Nellcor reflectance probe W8..C; validated 

using piglets [13] [14] and found to be within 5% of co-oximetry over a wide range of 

802• Improvements to pulse oximetry, to remove error caused by patient movement 

and response time are still being developed [15]. However pulse oximeters, which 

are a clinical and commercial success, still have fundamental limitations, they are 

clumsy for the patient to wear and so unsuited to long term ambulatory use. They 

are also plagued with motion artifacts (readings are affected and lost due to patients 

movement). 

1.1.2 Recent Developments 

Within the last 10 years a variety of work has been published extending a number of 

known techniques. Kurth [16] developed a multi-wavelength frequency-domain near­

infrared cerebral oximeter, using diffusion theory to approximate the phase shift due 

to the effect of scattering at three wavelengths. The instrument used 3 laser diodes 

at wavelengths 754 nm, 785 nm and 816 nm, with a reference wavelength at 780 nm 

not directed through the sample. The laser light intensities were modulated at 200 

MHz. The instrument employs heterodyne frequency-domain technology to monitor 

ph8..c;eshifts at the three measuring wavelengths.The results compare favourably with 

co-oximetry for the model of the human brain used in the experimental work. 

Dougherty et al [6] developed an instrument combining laser Doppler flowmetry and 
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reflection pulse oximetry, both of which depend on laser light back-scattered from 

the skin tissue. Simultaneous and continuous measurements of both microvascular 

blood flow and blood oxygen saturation were obtained from the same measurement 

site. Oximetry readings from the combined instrument were compared with a pulse 

oximeter in a limited clinical study, they showed a variability of 4% and a difference 

of (5 - 10) %. 

Boalth et al [17] combined co-oximetry and multi-spectral instrument to produce 

a calibration free instrument that can be used near to the patient. The mea..'lurement 

of the partial pressure of carbon dioxide pC02 is by a multi-wavelength spectral 

technique. The measurement is made at three wavelengths 4228, 4268 and 4308 nm, 

pla..'lma ha..'l an absorbtion peak at 4268nm . To mea..'lure pC02 the blood sample is 

compressed and de-compressed to modulate the signal. 

These recent advances plus new clinical applications, such a..'l mapping S02 sur­

faces u .. '1ing NMR techniques [18], investigating lung function, monitoring the health 

of organs on the operating tables and other areas of research, demonstrate the need 

for more flexible, accurate and non-invasive oximetry, to give a better picture of the 

oxygen supply and more rapid response to changes without impeding the surgeon or 

being of inconvenience for the patient. 
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1.1.3 Summary 

The above brief review demonstrates the value of 802 monitoring in clinical practice 

and how the pulse oximeter has, largely due to its ease of use, become the instru­

ment of choice. However, continuing work in the field demonstrates that there are 

still improvements that would bring benefit to patient care. Ideally an instrument 

that could measure 802 non-inva..'lively from any tissue surface, that would not need 

empirical calibration and would provide an accurate measure even in the presence of 

other haemoglobin derivatives is needed. The subject of this thesis is the develop­

ment of such an oximeter using the visible spectrum, ideally applicable to long term 

ambulatory care. The limitations of current instruments leave room for the introduc­

tion of novel oximeters, to take their place beside pulse oximeters as diagnostic and 

monitoring tools. 
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1.2 Introduction to Lambert-Beer Law based oxime­
try 

In oximetry the constituent absorbers are lL'mally de-oxyhemoglobin, oxyhemoglobin, 

and carboxyhemoglobin, the spectra of these are shown in figure 1.2. 

18 

--Hb02 
16 - - Hb 

14 
--HbC0

2 

........ 
...... 
I - 12 

...... 
I 

Q) 

0 10 
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'I 
E 8 
~ 
c 
.2 6 
Li .... 
0 
III 4 ..c 
ra 

2 

0 

-2 
400 500 600 700 800 900 1000 

wavelength (nm) 

Figure 1.2: Hemoglobin Extinction Curves 

If the Lambert-Beer law applies, that is the sample is non-scattering and atten­

uation is solely due to the absorbers the attenuation A at wavelength .x is given 

by 
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(1.2.1) 

where 

10 is the illumination incident on the sample, 

I is the measured illumination at the detector, 

d is the depth of the sample, or the path length (cm), 

ai(oX) is the absorption of the ith component at wavelength oX( cm-I mole-II), and, 

t; is the concentration of the ith component (mole 1-1). 

The absorbtion coefficient, P.a, of the sample at wavelength oX is given by 

n 

J.ta().) = L ai().)Cj (1.2.2) 

hence 

A()') = J.ta(oX).d (1.2.3) 

To determine the concentrations of n absorbing substances, measurements must 

be made at n, or more, wavelengths, the resulting set of simultaneous equations can 

then be represented in matrix notation 

A=a·c·d (1.2.4) 

The required concentrations may be found by inverting a 
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-1 A c=a .-
d 

(1.2.5) 

Oxygen Saturation S02 is the ratio of oxyhemoglobin and total hemoglobin con-

centrations. It is dimensionless and must be multiplied by the total concentration of 

hemoglobin in the sample to obtain the concentration of oxyhemoglobin. 

Applying this procedure to oximetry (with only Hb02 and Hb present). 

A = (a[Hb02J + ,6[Hb])d (1.2.6) 

Attenuation measurements must be made at two wavelengths as there are two 

absorbing species. 

(1.2.7) 

(1.2.8) 

Solving for the concentrations of oxygenated, Hb02, and deoxygenated haemoglobin, 

Hb, gives. 

(1.2.9) 

(1.2.10) 

where :-
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Al and A2 are the attenuation at the two wavelengths with d l and d2 the path 

lengths at these wavelengths. 

Oxygen saturation can be computed from these concentrations: 

Or alternatively: 

Where 

so = /3A~ - 8A; 
2 (/3 - a)A~ + (X - 8)Ai 

A' _ Al 
1- dl 

(1.2.11) 

(1.2.12) 

(1.2.13) 

(1.2.14) 
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13~ -~ 
802 = A~ 

(13 - Q) i! + (X - ~) 
1 

(1.2.15) 

When there is no scattering, the ratio of the path lengths at the measurement wave­

lengths ~ will be unity and hence the term will cancel. This equality of all path 

lengths only occurs when the Lambert-Beer law applies, that is in media which do 

not scatter, however this will not be the case when making photometric measure­

ments in tissue which is a scattering media and and so the pathlength will change 

with measurement wavelength and other factors. It is not possible to determine 

whether a change in measured absorbtion is due to a change in total absorption or to 

a change in path length (d) by optical measurement. To measure Hb02 and Hb the 

total absorbtion must be measured but only their ratio is required to determine oxy-

gen saturation, therefore ratio measurements such as oxygen saturation can be made 

in tissue where any change in path length will affect measurements of all absorbers 

equally at each wavelength 

For three or more absorbers the ratio of each to the total absorbtion can be computed 

if measurements are taken at 3 or more wavelengths. 

1.2.1 Pulse oximetry 

Given the dominance of pulse oximetry it is of benefit to consider the underlying 

theory. This assumes that the light emerging from the tissue has been attenuated by 

absorbers such as blood and bone according to the Lambert Beer law model. The 

emerging light has a relatively large DC component with a small superimposed AC 

component which is assumed to be due to the changing volume of blood due to the 
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arrival of the pulse. Haemoglobin is the main absorber in tissue so the absorption falls 

when the blood volume decreases and rises when it increa.'!es. It is further a.'!sumed 

that the pulsatile signal is due solely to changes in arterial blood volume. 

Intensity 

If 

I 

time 

Figure 1.3: The pulsatile signal (exaggerated) from a pulse oximeter showing l' 
(dc+ac) and I (dc) 



A change in the attenuation due to a pulse is given by: 

I' 
Apulse = InI 
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(1.2.16) 

Pulse oximeters do not measure this ratio directly but rather use the (AC/DC) 

ratio as an estimate thus :-

AC = I' - I (1.2.17) 

Hence: 

(I + AC) [AC] Apu1se = In 1 = In 1 + -1- (1.2.18) 

However since the pulsatile signal is small the AC signal in the NIR is 1- 2 % of 

1 (but not neces...,arily in the visible [19]) this expression can be approximated (by 

the use of the series expansion for In(l+x)) as (AC/I) and as the AC component is 

small, 1 is approximately equal to I' giving (AC/I') or the (AC/DC) ratio. 

The ratio of the AC/DC measurements at two wavelengths are used to produce: 

R - (~)'\l _ Al 
- (AC) -

DC '\2 A2 
(1.2.19) 

This ratio is used as an estimate for the ratio of the attenuations of the arterial 

pulse at each wavelength. Most puL'>e oximeters use red (660nm) and near-infrared 

(904nm) light. The equation for oxygen saturation (eqn 1.2.15) then becomes: 

(1.2.20) 
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Where the constants (kn ) are related in theory to the specific absorbtion coef­

ficients. This leads to the familiar known fall in S with R, with the denominator 

gradually increasing the slope as R increases. 

Pulse oximetry relies on measurements at two wavelengths only and computes a 

differential attenuation between the background and when the pulse is present to cal­

culate oxygen saturation. This theory assumes attenuation is due only to absorption, 

with the pulsatile signal due to changes in the volume of arterial blood only. These 

assumptions are clearly incorrect, and is in part why there is a need to calibrate pulse 

oximeters and why their accuracy is limited to 2-3% in normal use and 5 % at low 

saturations [14]. For general clinical applications this accuracy is sufficient, although 

it can be frustrating when pulse oximeters on the same patient give different readings, 

the absolute value of oxygen saturation is less important than the trend. However as 

noted in the introduction [18J non-invasive and more rapidly responding oximeters are 

needed by surgeons. Increase accuracy may lead to new diagnostic tools. It is noted at 

this point that most other oximeters ( including those using infra-red spectrophotom­

etry) also assume a linear relationship between A and p'o, although the attenuation 

offset due to scattering is usually included. Such models will be considered in more 

detail in later chapters. 

1.3 Oximetry from reflectance spectra 

1.3.1 Introduction 

Pulse oximetry is mostly carried out with transmission signals, which involve large 

absolute attenuations, however the technique does not require absolute measurements 
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of intensity but rather differential measurements of the change in intensity of the pul­

satile component of the absorbtion. Oximetry using transmission spectra requires 

measurements which are related to absolute inten..c;ity. As a sensitive photometer is 

required to measure the transmitted light, an attenuator (eg: neutral den..c;ity filter) is 

used to measure the incident light, this complicates and may compromise the spectra 

obtained (neutral density filters have spectral impurities). Transmission spectra are 

limited to extremities because of high attenuation. In reflectance the reflected light 

can be 50% of the incident light enabling absolute reflectance spectra to be measured, 

and to be mea.'!ured on any exposed surface of the subject. If a reflectance probe or 

imaging technique can be developed it should show important advantages over trans­

mission methods. 

Reflectance pulse oximetry probes have, according to some researchers [20], not 

proved very accurate or reliable. Reflectance probes which mea.'!ure a full spectrum 

were used for much of the experimental work reported, but it was not until hyperspec­

tral imaging cameras became available that the variation of oxygen saturation across 

the surface of tissue could be mapped. Mansfield et al [21] demonstrated oxygen 

saturation mapping in rats using a partially detached, rectangular skin flap with an 

arterial blood supply from one end only, a change in the oxygen saturation gradient 

is clearly visible 2 hours after the surgery to detach the flap. Hyperspectral imaging 

to map perfusion in human subjects has also been demonstrated by Zuzak et aI, [22] 

and by Hirsch et al for monitoring the acidity of blood [23]. 
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1.3.2 Research by Lubbers et al 

Much of the early work in reflectance photometry as applied to tissue was done 

by Lubbers and his co-workers. In 1969 Lubbers and Wodick [24J report on the 

examination of multicomponent systems in biological materials. In this work they 

make use of a scanning photometer to make the wavelength measurements and they 

rely on a linear transform, (Lambert Beer with some corrections for inhomogeneity 

and wavelength variations). Lubbers series of papers seek an improved transform to 

replace The Lambert-Beer Plus offset approximation. 

1.3.3 The attenuation v absorption transform 

The required tran..'lform can be plotted from the absorption spectrum and the attenu­

ation spectrum (fig 1.4) provided that the oxygen saturation is known. The attenua­

tion spectrum in the figure is the result of a Monte Carlo simulation, for transmission 

through a 1cm thick slab of homogenous media with a reduced scattering coefficent 

J.L~ = l.Omm-1 oxygen saturation = 100%. The oxygen saturation is computed to be 

89% in this example. 
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Figure 1.4: The transform from absorbtion to attenuation showing the required trans­
form and the Lambert-Beer + offset approximation 
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1.3.4 The effect of composite media 

In 1975 Lubbers and Wodick [25] investigated the effect of rearranging the order of 

scattering media and absorbers in artificial composite media. They lL"ed 6 sets of 8 

cuvettes each, placed side by side to simulate an absorbing media. The 8 cuvettes in 

each set were filled with an absorbing media in decreasing depths so the first cuvette 

was full and the last one eighth full, yielding a staircase of absorption from the top 

of the set (least absorption) to the bottom (most absorption). The incident light is 

applied evenly to the face of the first cuvette in each set. The reflected light will 

then have have travelled through one of 6 sets (x axis) and through 1 - 8 absorbers 

(y axis). These cuvettes were then used to investigate the sensitivity of reflectance 

measurement to the order of absorbers. The absorbers used were Hb and Hb02, but 

the ordering of these within each of the 6 sets was different. Lubbers and Wodick 

demonstrated that they could measure the aggregate oxygen saturation and that the 

order of the absorbers had little effect on the result. The analysis was performed using 

5 wavelengths using a piece-wise linear (Lambert-Beer) transform between each pair of 

carefully chosen wavelengths, these being the peaks and troughs of the Hb02 spectra. 

This method arrives at a piecewise transformation from absorption to attenuation 

and demonstrates the principle they were later to exploit. 

1.3.5 The Kubelka-Munk transform 

In 1998 Hoffmann, Lubbers and Heise demonstrated transform derived from Kubelka­

Munk theory of reflectance from a semi-infinite scattering slab of media. [26] 

The reflectance ROO(A) of a semi-infinite plane scattering slab can be expressed 

by Loaylka and Riggs 1995 [27] 



2a(.\) + s(.\) = s('\)coshbR(.\)) 

Where 

/'R(.\) = -lnRoo('\) 

a(.\) is the absorption coefficent 

s(.\) is the scattering coefficent 

This follows directly from Kubelka-Munk theory ie: 

k(.\) (1 - Roo(.\))2 
= 

s(.\) 2Roo(.\) 

1 1 -( () + 1) - 1 = cosh('YR(.\)) - 1 
2 Roo.\ 
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(1.3.1 ) 

(1.3.2) 

(1.3.3) 

(1.3.4) 

Here k(.\) = 2a(.\) is twice the absorption coefficient a(.\) and s(.\) is the scatter­

ing coefficient, both are wavelength dependent and will also be dependent on position 

within the tissue unless it is assumed to be homogeneous. 'YR(.\) is the reflectance 

spectrum. 

Hence the reflectance spectrum is: 

2a(.\) 
s(.\) 

(1.3.5) 

Over the optical spectrum a simple approximation for the variation of scattering 

with wavelength is used, the scattering is a..'lsumed to decrea..~ with wavelength from 
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a value, and with a slope obtained by fitting, from the shortest wavelength in the 

range. The extinction spectra are then 'transformed' to match the results of linearis­

ing the measured spectrum. It is noted that this will introduce errors as scattering 

is a function of attenuation, wavelength, thickness and other parameters, but is a 

reasonable a..<;sumption if the scattering is assumed only to vary with wavelength. 

(1.3.6) 

Multi-component analysis for Lambert Beer law media with Cj concentrations with 

ej extinction coefficients is performed by solving: 

(1.3.7) 

The transform derived from Kubelka-Munk theory is used to linearise the mea­

sured samples, so that the transform extinction coefficients can be used with lea..<;t 

squares solution to find the ratio of the concentrations. It should be noted that 

relative normalised spectra are used to reduce errors in the least squares solution 

methodology. 

L(Cj€j(A)) = s(A)cosh(YR(A)) (1.3.8) 
j 

The researchers present their results computed from spectra measured from a 

haemoglobin-free perfused guinea pig heart. The absorbers being Cytochrome aa3, 

Cytochrome b, Cytochrome c and Myoglobin the estimate of expected error are be­

tween 1 % and 6 % depending on the absorber and the concentration. The wavelength 

correction term applied to scattering made a significant contribution (up to 23%) in 
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all cases. 

1.3.6 Parabolic approximation to the transform 

Lubbers also approximates the transform, by curve fitting, with a parabola: 

This leads to an improved transformation, however for most of his work he ignores 

the squared term to reduce computation time accepting the relative small error for 

the high absorption to scattering ratio of the media he is using. For a comparison of 

these transforms see section 2.3. 

1.3.7 The effect of wavelength on the attenuation v absorp­
tion transform 

The effect of a typical change with wavelength is shown in figure 1.5, the Lambert­

Beer + offset model becomes a compromise between the extremes of the range. This 

compromise cannot be optimised until the range is known and so in practice should 

be computed for each transformation and not applied to the extinction coefficients. 

Finding a good transformation entails ensuring that it models the wavelength change 

well. The wave length transformation which is applied in fig 1.5 only improves the 

estimate of oxygen saturation by 0.5 % to 89.5%. In the next chapters a better 

equation for the transform is developed allowing oxygen saturation accuracy of better 

than 0.5% with attenuation spectra. 
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1.4 Conclusion 

This chapter reviews current oximetry techniques, of which pulse oximetry is com­

mercially the most important, and points out their value and short comings. It then 

examined other techniques, most notably Lubbers et aI, for recovering oxygen sat­

uration from transmission and reflectance spectra. It was demonstrated that the 

Lambert-Beer phL" offset attenuation versus absorbtion transform was an inadequate 

model to recover oxygen saturation to better than 10% accuracy at normal levels 

(98% in healthy adults). In his series of papers he searches for a better transform. 

Chapter 2 follows that search. 



Chapter 2 

Spectrophotometry in scattering 
media 

2.1 Introduction 

In chapter 1 it was demonstrated that the Lambert-Beer plus offset attenuation verses 

absorbtion transform is only able to recover oxygen saturation to about 10% accuracy. 

In this Chapter the effect of scattering is introduced, a three dimensional attenuation 

surface is plotted. This surface shows the relationship between attenuation, absorp­

tion and scattering and introduces the complications involved in seeking a transform. 

Three transforms are tested against Monte Carlo simulations of the attenuation sur­

face for absorption and scattering coefficients, typical for tissue. 

Spectrophotometry, the measurement of attenuation (the loss of intensity) against 

the wavelength of the illumination, is performed to determine the proportions of the 

constituents within a sample. If each compound has a dissimilar spectral response 

(specific absorption coefficient) then if all the absorbers are known and there is no 

scattering of the light, their concentration can be determined. Spectrophotometry is 

an exact science for linear absorbing media, however with samples which scatter light 

25 
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such as tissue and food this is not so. 

The Lambert-Beer law which defines a linear transform between attenuation and 

absorption no longer applies in scattering media, under these circumstances conven-

tional multi-component analysis fails. However Spectrophotometry (chapter 1.3.3) 

can still be performed if a transform (attenuation v absorption) can be applied to the 

attenuation data to restore the linear relationship. 

Within a scattering medium attenuation (A) is no longer a linear flillction of the 

absorption coefficient (J-La) as stated by the Lambert-Beer law. In fact the attenua-

tion will now be a function of, 

1. geometry, shape and thickness of sample, 

2. illumination and detection schemes, 

3. absorption coefficient J-La(>'), 

4. scattering coefficient J.Ls(>'), 

5. anisotropy (mean cosine of scattering angle) g(>.). 

2.1.1 Absorption alone 

If the Lambert-Beer law applies the attenuation (A) is given by 

(2.1.1) 

see chapter 1.2. 
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2.1.2 Scattering alone 

Photons passing through a scattering media, such as tissue, suffer many scattering 

events and so propagate along many paths of differing lengths, a 2 dimensional re~ 

resentation of this 3 dimensional process can be seen in the figure below 

Figure 2.1: The Scattering process 2D representation of the many paths. The illumi­
nation enters the sample centre left. 
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Photons will travel via different paths , due to their random scattering and so 

take different times to reach the detector. This temporal spread is presented as the 

Temporal Point Spread Function (TPSF) and shown in figure 2.2. This is the impulse 

response of the sample, i.e. output from the sample as a function of time in response 

to an impulse of light being incident on the sample. 
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Figure 2.2: TPSF 108 photons incident on a lOmm thick sample having an effective 
scattering coefficient J.L~(,X) = 1.25mm- 1 (J.t~(,X) = J.ts('x).(l - g(,X)) 
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Scattering alone implies that the path length travelled by each photon will be 

different, for a given sample (with no absorbers) the variety of pathways, and so the 

path length, is no longer fixed or even known. The Temporal Point Spread Function 

(TPSF) (fig 2.2)is a probability distribution and characterised by its mean and stan­

dard deviation. 

Attenuation due to scattering alone can be defined as:-

Ascattering ( A) = In 10 
Is 

Where Is the light received by the detector and is given by:-

Is = 100 

s(t) . dt 

(2.1.2) 

(2.1.3) 

Where s(t) is the probability distribution of the flight time of photons for a given 

scattering media, illumination and detection arrangement. 
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2.1.3 Scattering plus an absorber 
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Figure 2.3: light passes through a scattering media /-L~ = 1.25mm- 1

, then through an 
absorber /-La = 0.03mm- 1 resulting in the TPSF (far right) 

Assuming the scattered light passes through the absorber and is absorbed accord-

ing to the Lambert-Beer law, then as the path length is different for each photon, 

they will each be attenuated by a different amount. The resulting TPSF will be the 

result of adding the TPSF due to scattering to the effect of the absorber (Le. photons 

with flight times of 20nsecs will be absorbed by the corresponding absorption. 

The total attenuation can be computed as follows 

(2.1.4) 

Where (for fixed geometry, illumination and detector arrangement) 

(2.1.5) 

(2.1.6) 

Where 



J.La (.).) is the absorption coefficient 

J.Ls(>\) is the scattering coefficient 

g(.).) is the anisotropy, the mean cosine of the scattering angle 
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It can be shown from Photon Diffusion Theory [28] and demonstrated from Monte 

Carlo experiments that the anisotropy g(.).) and the scattering coefficient J.Ls(.).) can 

be combined as a single coefficient J.L~ (.).): 

J.L~(.).) = J.Ls(.).)(1 - g(.).)) (2.1.7) 

This assumption allows us to l1.'le effective scattering in our equation and thus 

reduce the number of variables in our model. Substituting :-

10 
A = In roo 

Jo s[J.L~ (.).)] • e-I'a(.~)ct . dt 
(2.1.8) 

Hence provided that the geometry is fixed and that the illumination and detector 

arrangements don't alter, the attenuation depends solely on the effective scattering 

and the absorption coefficients. This equation gives rise to an attenuation surface (fig 

2.4) which can be plotted from Monte Carlo data. 
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Figure 2.4: Attenuation surface from Monte Carlo data 108 photons incident on a 
10mm thick sample with /-La in the range 0-5 mm- 1 and /-L~ in the range 0 - 3.3 mm- 1 
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2.2 Models used previously 

A number of attenuation surface models have been used from the simple straight 

line plus offset model (Lambert Beer Law with a constant to allow for the loss due 

to scattering alone), the parabolic models used by Lubbers (section 1.3.5) and the 

power law model from photon diffusion theory (section 2.3). 

Lambert Beer + Offset [29], 

A = G + /Lad (2.2.1) 

Lubbers 

(2.2.2) 

Photon Diffusion Theory 
1 

A = a/La 2 + c (2.2.3) 

It can be seen (figure 2.5) that none of the approximations match the Monte carlo 

data well, the errors increase with the amount of scattering. 
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Figure 2.5: Comparison of three approximations with Monte Carlo data, in transmis­
sion, with all transmitted photons detected for a slab of thickness lcm 
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2.3 Photon diffusion theory 

Photon diffusion modelling requires that the photon..'l propagation can be approxi-

mated as diffuse (ie J.L~ »J.La). Under this assumption Patterson et al (1989) shows 

that for a narrow beam of light normally incident to the surface of a semi-infinite 

scattering medium the diffusion equation can be expressed as [30]. 

1 a 2 cat ¢J(r, t) - DV ¢J(r, t) + J.La¢J(r, t) = S(r, t) (2.3.1) 

Alderidge et al show that for any geometry, with the diffusion model assumptions 

the attenuation is given by [28]. 

1 

A = aJ.L~ + c (2.3.2) 
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2.4 The Power Law fit 

In search of a better model we now introduce the moments of the TPSF in order to 

introduce the work of Kohl et al [31], and our later research. 

The Central Moments of the TPSF (which is a statistical function) can be read­

ily calculated and when compared with the derivatives of the Attenuation v J.ta curve 

match exactly in magnitude differing only in sign (all even derivatives are negative). 

Presented below are plots for Attenuation and its first two derivatives, It can be 

seen that: 

If A" = 0 Then A = G + J.tad Lambert Beer + Offset 

If A'" = 0 Then A = G + J.tad - k(J.tad)2 Lubbers (section 1.3.5) 

It can be seen from figure 2.5 that all the derivatives of A are non-zero therefore 

some type of power law fit, for example an exponential series would seem most likely. 
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2.4.1 Derivatives and Moments 

This section derives the relationship between the first and second derivative of A with 

respect to J-la and the first and second central moments. 

The Attenuation due to scattering alone is given by : 

As = ln~: also Is = 100 

s(t).dt 

The attenuation due to absorption is given by : 

Ae. = In:: with Ie. = 100 

h(t).dt 

So the total Attenuation A = As + Ae. 

A 1 
10 J s(t).dt = n +ln~~--J s(t).dt J h(t).dt 

(2.4.1) 

(2.4.2) 

(2.4.3) 

This result demonstrates that we can mathematically separate the attenuation 

due to absorption from the attenuation due to scattering. This is important in Monte 

Carlo modelling as for any model we require only one set of, results for each J-l~ value, 

as the attenuation due to any J-La value can be added to it. 

In this analysis the attenuation A depends on s(t) which will in turn depend on 

J-Ls(>'), the geometry of the shape, the position of both source and detector and char­

acteristics of both source and detector and that the absorption J-la(.'x) is the sum of 

all absorbing species multiplied by their concentrations. 



The first derivative of A with respect to J.La: 

Therefore: 

10 1 I s(t).dt 
A = In + n -==--"---I s(t).dt I h(t).dt 

A = In Io -In I h(t).dt 
I s(t).dt I s(t).dt 

Io Is(t).e-Jlact.dt 
A = In - In=-----='"----I s(t).dt I s(t).dt 

_dA __ 0 _ ~I,---:-s-,-(t-,-)._dt--::- I s(t).( -ct)e-Jlact.dt 
dJLa - I s(t).e-I'act .dt . I s(t).dt 

dA I s(t).te-Jlact.dt 
dJLa = -[-c. I s(t).e-Jlact.dt 1 

dA I th(t).dt 
--c 
dJLa - . I h(t).dt 

dA 
-=c. <t> 
dJLa 
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(2.4.4) 

(2.4.5) 

(2.4.6) 

(2.4.7) 

(2.4.8) 

(2.4.9) 

(2.4.10) 

Where < t >= the mean of h( t) or its first moment. This result can be demon­

strated using a Monte Carlo simulation (fig 2.7) by plotting the difference between 

the mean and the first derivative for a number of simulations (JL~ values) and a range 

of J.La. 
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Figure 2.7: Comparing the mean of the TPSF with ddA using a Monte Carlo simulation 
1-'80 

of 108 photons incident on a lOmm sample 

These results confirm that: 

dA 

d/-La 
= c. <t> = The Mean Pathlength 

Now consider the second derivative of A with respect to /-La. 

By the quotient Rule: 

J t.s(t).e- I-'act.dt 
< t >= "'-;;--:-'-:-'----­J s(t).e- I-'act.dt 

(2.4.11) 

(2.4,12) 
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(2.4.13) 

(2.4.14) 

(2.4.15) 

Where -c( < t2 > - < t >2) = the variance of h(t) or its second moment. This 

result can be demonstrated using a Monte Carlo simulation (fig 2.5) by plotting the 

difference between the variance and the second derivative for a number of simulations 

(J.L~ values) and a range of J.La· 



42 

15000 

N=1.'" 

'C 
< 10000 N 
U 

I 

--11'= 5mm-1 
s 

- - Il'=25mm-1 
s . 

--11 '= 1.25mm-1 
s .... 

0 

8 5000 c 
.~ 

--11 ' = 0.625mm-1 
s 

--11$' = 0.3215mm-1 

co 
> 

0 

- 11 '= 0.16025mm-1 

~ 
$ 

0 0.5 1 1.5 --Il '= 0.080125mm-1 

• $ 

Ila mm-1 
--J.1$' = 0.0400625mm-1 

10 

~ 

N<ll 0 :1-
=0 
~ 

N -10 
~ 
I 
CD -20 
" c 
co 
.~ -30 
> 

-40 
0 0.2 0.4 0.6 0.8 1.2 1.4 1.6 1.8 2 

Ila mm-1 
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Po. 

simulation of 108 photons incident on a lOmm sample 

Note that the noise, visible in the difference plot which arises from the statistical 

nature of the Monte Carlo data is magnified by repeated differentiation. These results 

confirm that: 

d < t > 
d = -c . Variance(t) 

J1.a 
2nd Moment (2.4.16) 
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2.5 Ratio of the first and second derivatives 

The work of Kohl [31 J in identifying a transform from the ratio of the first and 

second derivatives of attenuation with respect to absorption, taken together with 

their equivalence to the first and second central moments led to the first transform 

to be investigated. Kohl's assumptions which, when applied to diffusion theory lead 

to the simple absorption to transform are presented in this section. The traI1.'!port 

of light in scattering media can be analyzed using diffusion theory. For a pencil-

beam light source on a semi-infinite half-space, the reflectance R (Le., the number 

of photons backscattered to the surface of the medium per unit area) and the mean 

traI1.')it time (time of flight) < t > detected at a distance r from the source can be 

written as: 

(2.5.1) 

2 

< t > (r) = p 1 

2c[D + p. (/LaD) 2 J 
(2.5.2) 

Where it is assumed that the pencil beam creates an isotropic photon source at 

depth zo, 

1 
and Zo =-

/L~ 

where the velocity of light in the medium c = coin, 

Co is the velocity of light in a vacuum 

(2.5.3) 
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and n is the refractive index of the medium. 

The effective attenuation coefficient J-Leff is defined as, 

(2.5.4) 

and the diffusion coefficient D is defined as, 

D = 1 
3(JLa + JL~) 

(2.5.5) 

From equation 2.5.1 and 2.5.2 it can be shown that[31]: 

oA 3 P 
(2JLa + JL~) (2.5.6) 

OJLa 
-

2ln1O 1 p + JLeff 

o<t> -3 [e JL~ -1] (2.5.7) 
OJLa 

-
2( ~ + JLeff )2C (J-LaD)~ 2 

The quotient of these two quantities can be simplified using the diffm,ion approx­

imation which states that scattering dominates absorption JLa < < JL~ therefore: 

and 
1 

D~-
3JL~ 

(2.5.8) 



Hence: 

For media with optical properties similar to tissue Jls = 1 - 2mm-1 

/-La = 0.005 - 0.05mm- 1 and source-detector distances r = 10 - 40mm. 

and 

Furthermore, for large source-detector distances 

hence 

1 
p»-

/-Leff 

Which is a linear function of /-La and conly 

2.5.1 Solving the differential equation 
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(2.5.9) 

(2.5.10) 

(2.5.11) 

(2.5.12) 

Kohl's work shows that ratio of the partial derivative of attenuation with respect 

to the absorption coefficient, and the partial derivative of the mean flight time with 
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respect to the absorption coefficient, is approximately equal to a constant multiplied 

by the absorption. 

The solution of this equation for attenuation requires the substitution of then 

mean flight time for the partial derivative of the mean flight time with respect to the 

absorption coefficient (equation 2.4.10). This novel step enables the partial differential 

equation to be written:-

Hence: 

dA 

dl'a k 
d2A = J-ta 
~ 

This is a differential equation which has the general solution: 

(2.5.13) 

(2.5.14) 

(2.5.15) 

Which is the form of equation 2.3.2 and reduces to the Lambert-Beer law when b 

= 1.0 and the constant of integration c is zero, and the diffusion approximation when 

b = 0.5. 
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These results confirm the result in the previous section, however J.L~ is less restric-
1 

tive than J.L~ and applies provided that J.L~ < < J.La· 

The limited scattering range in which Kolh's approximation applies suggests that 

a poor fit could be expected outside this range, this effect can be clearly seen at low 

absorptions, however at high absorptions, this errors are damped by the dominant 

absorption term. The effect is further reinforced by the fitting algorithm which will 

always strive for zero error at the mid point and balance the mean square error, a 

measure of the area of the difference, either side of this point. 

2.6 Comparing Models 

A set of 18 Monte Carlo runs in Logarithmic increments of J.L~ from 0.0743 to 1.6817 

mm-1 , each for 10,000,000 photons, was prepared. The absorption was incremented 

in 38 logarithmic steps of J.La. from 0.000014 to 5.242880 mm-1 and the Attenuation 

computed for each step. A non-linear search in combination with a matrix trans-

pose (for linear parameters) was used to fit the equation under test to each of the 

Attenuation v J.La. curves. The error was then computed and plotted a..~ a percentage 

against J.La. for each J.Ls value. A second plot of the parameters of the test equation 

v J.La. demonstrates the sensitivity of the parameters to changes in the Attenuation 

Surface. 
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2.6.1 Error and Parameter plots Lambert Beer plus offset 

The error increases with scattering which is to be expected, reaching 40% at the 

maximum J.L~. The slope (a) increases with J.L~ as would be expected, scattering 

increases the attenuation, The offset, parameter (c) mimics the loss due to scattering 

alone and must be a factor of any solution. Figure 2.9 shows the fitting error and 

parameter values using a Monte Carlo simulation of 108 photons incident on a lOmm 

thick sample of tissue for 18 values of J.L~ 0.0743 to 1.6817mm -1. 
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Figure 2.9: (a) percentage error in fitting (error increases with J.L~) and (b ) fitting 
parameters, Lambert Beer plus offset fit using a Monte Carlo simulation. mm- 1 



50 

2.6.2 Error and Parameter plots Photon Diffusion Theory 

The error is highest when J.ta is low, although the result is better than Lambert Beer 

plus offset the result is best suited to high absorption and scattering regions. Figure 

2.10 shows the fitting error and parameter values using a Monte Carlo simulation of 

108 photons incident on a lOmm thick sample of tissue for 18 values from J.t~ 0.0743 

to 1.6817mm-1. 
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Figure 2.10: Fitting parameters, Photon Diffusion Theory fit using a Monte Carlo 
simulation108 photons incident on a 10mm thick sample of tissue for 18 values from 
J.l~ 0.0743 to 1.6817mm- 1 
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2.6.3 Power Law fit 

Figure 2.11 shows the fitting error and parameter values using a Monte Carlo simu­

lation of 108 photons incident on a lOmm thick sample of tissue for 18 values from J.L~ 

0.0743 to 1.6817mm-1. 
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Figure 2.11: Fitting parameters, Power Law fit using a Monte Carlo simulation 108 

photons incident on a lOmm thick sample of tissue for 18 values from J-L~ 0.0743 to 
1.6817mm- 1 . 
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~ --b 
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Figure 2.12: Fitting parameters (expanded scale) , Power Law fit using a Monte Carlo 
simulation. 
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2.7 Conclusion 

The error has a maximum of 9% (figure 2.11), at low absorptions compared with a 

fitting error using Lambert Beer plu..'! offset of 40% at low absorptions (figure 2.9) and 

60 % for the diffusion approximation. This test fits are over a much wider range of 

absorptions the are found in tissue, however they serve to demonstrate the shape of 

the fitting curve and are useful in identifying the best candidate for detailed testing. 

If initial testing is performed over a very limited range of absorption and scattering 

then many curves can be made to fit. The object of this exercise was to understand 

the nature of the transform, bearing in mind that it could be used in other media 

with different absorbers. 

The power law transform, derived from Kohl's approximation is the best candidate 

at this stage. The equation fits the Monte Carlo data with this least error. The 

parameters a and c behave in a similar manner to the Lambert Beer plus offset equa­

tion mimicking the physics, while the parameter b varies from 1.0 with no scattering 

(Lambert Beer Law) to about 0.7 (figure 2.12 expanded parameter plot). The error 

is the lowest achieved so far, low enough to proceed with more detailed work over the 

expected range of absorption and oxygen saturation recovery (Chapter 3). 



Chapter 3 

Oximetry using Power Law 
Transform 

3.1 Introduction 

The power Law transform, chapter 2, was shown to have an error of ± 4% in the 

range of interest, and a so is a good candidate for oxygen saturation recovery. 

The next step is to generate a model of the attenuation surface (figure 3.1) to test 

oximetry using the power law transform. The surface is defined by a set of Monte 

Carlo simulations (section 3.1.1). To test the accuracy of oxygen saturation recovery 

the following sets of data are required: 

1. The attenuation surface (figure 3.1) 

2.The extinction spectra for Hb and Hb02 (figure 3.1) 

3. The assumed relationship between wavelength and scattering 

Attenuation increase = dA + do 

56 
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3.1.1 The attenuation surface 

To test the power law transform for oximetry, a set of Monte Carlo results were used to 

model the attenuation surface of tissue J1-~ = 1.0mm- 1 ± 20% and J1-a = 0 - 0.3mm- 1 

This attenuation surface i.e; shown in figure 3.1 
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Figure 3.1: The Attenuation Surface used to test oxygen saturation recovery 
/-La = 0.01 - 0.3 mm-1 /-L~ = 0.8 - 1.2 mm- 1 

3.1.2 The extinction spectra 

The extinction spectra for Haemoglobin were compiled from standard results Oregan 

Medical Laser [32] . see figure 1.2 

Figure 3.2 shows the resulting Attenuation spectra when a mixture of Hb02 and 
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Hb (figure 1.2) is transformed by the Attenuation surface model (figure 3.1). That is 

each point on the absorbtion curve for the 11 chosen S02 values (0-100%), is trans­

formed using the data in fig 3.1 by interpolation to give the Attenuation spectra in 

fig 3.2.The extinction curves are scaled so that the sum of any two points does not 

produce an absorbtion J1.a greater the 0.3 ensuring that the Attenuation Spectra are 

within the Model surface. This is effectively choosing a total absorber concentration. 

The percentage in the legend is that of Hb02. The model makes use of the widest 

possible range of the attenuation surface, to provide a realistic representation of the 

worst ca..c;e found in normal tissue, however no attempt to model the effects of melamin 

has been included [33J. 
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Figure 3.2: The Attenuation Spectra, for 11 percentages of oxygen saturation, nsing 
the Surface Model 

3.1.3 Creat ing t he at tenuat ion spectra for a given oxygen 
saturation 

The next step is to create a theoretical attennation spectra from the Monte Carlo 

data, the wavelength factor, the extinction coefficients and a test oxygen saturation 

value. The simulation was designed to cover as mnch of the attenuation surface as 

possible, by ensuring the 100% oxygen saturation had a peak absorbtion of 0.3 J.la, 

this effectively chooses the total haemoglobin to be that which has a peak absorbtion 

of 0.3 J.la. The variation of scattering due to wavelength is assumed to be -20 % at 

450nm and +20% at 650nm, this is a larger variation than reported [34], however 

using J.l~ = 1.0 mm- 1 ± 20% is more however this should serve to demonstrate the 



60 

effectiveness of the algorithm to cope with scattering changes due to wavelength. 

The stages required are: 

1. Sum the extinction curves for Hb and Hb02 in the ratio defined by the test 

oxygen saturation value, this will yield the combined absorbtion curve. 

2. for each wavelength compute the scattering (450nm = O.8mm-1 650nm = 1.2mm-1 

with a linear interpolation) providing a table of the scattering coefficients to be ap­

plied at each point on the extinction curve . 

3. Using an interpolation algorithm, lookup the attenuation from the absorbtion, 

computed in 1 above, and scattering computed in 2 above. 

4. The resulting curve is then a simulated result which may be expected from a 

suitable experiment. 

The simulated result is then used to test the transform and fitting procedure, if 

both are perfect the oxygen saturation should be recovered with no error. 

3.1.4 Extracting the oxygen saturation from the spectra 

When the simulated attenuation curve has been obtained we use the surface mod­

elling formula to extract the S02 value and then compare it with the value modelled. 

First we calculate the total absorbtion in terms of S02 the oxygen saturation and T 

the total haemoglobin and hence the attenuation in the same terms 

The total absorbtion J-ta is: 

(3.1.1) 



Where: 

Hb02(A) is the extinction spectra for oxyhemoglobin cm- 1 mole-1 

Hb(A) is the extinction spectra for deoxyhemoglobincm-1 mole-1 

where T is the total haemoglobin which is T = Hb02 + Hb mole and 

802 is the oxygen saturation (0-100 %). 

J.ta = a802T + (3(T - ST) 

J.ta = [(a - ,B)8 + ,BJ T 

80 the Attenuation for the Lambert-Beer plus offset transform is: 

J.ta = [(a - ,B)8 + ,BJ T 
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(3.1.2) 

(3.1.3) 

(3.1.4) 

(3.1.5) 

(3.1.6) 

The method can be demonstrated using figure 3.3. The attenuation spectra is 

top left, the extinction spectra for 802 bottom right, the fitted transform in the case 

aJ.ta + c is top right. The fitting equation is: 



8 
A = aT((Hb02(,\) - Hb(,\)) 100 + Hb(.A)) + c 

Where: 

Hb02 (,\) is the extinction spectra for oxyhemaglobin 

Hb('\) is the extinction spectra for deoxyhemaglobin 

Hb02(,\) - Hb('\) is the difference of the two spectra 

802 is the oxygen saturation (0-100 %). 

a is the mean path length 

c is the loss due to scattering 

T is the total haemoglobin 
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(3.1.7) 

The fit is performed with a non-linear search algorithm that uses the simplex 

search method [35]. This is a direct search method that does not t1.<re numerical or 

analytic gradients. For n tmknown parameters, of the fitting equation, the simplex in 

n-dimensional space is characterized by the n+ 1 distinct vectors that are its vertices. 

In two-space, a simplex is a triangle; in three-space, it is a pyramid. At each step 

of the search, a new point in or near the current simplex is generated. The function 

value at the new point is compared with the function's values at the vertices of the 

simplex and, usually, one of the vertices is replaced by the new point, giving a new 

simplex. This step is repeated until the diameter of the simplex is less than the spec-

ified tolerance. 
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In this simple case there is only one non-linear parameter, the oxygen saturation 

S. Once this has been estimated the linear parameters are found by matrix inversion. 

The simplex search requires an estimate for each search parameter in this ca...,e S 

= 50%. Iterations continue until a preset lea...,t square error is attained or a maxi­

mum number of cycles of iteration is reached. The method has been used for all the 

transform equations in this work. The method can be used with any tran..,form and 

extended to 3 or more absorbing species (see later sections). 

In figure 3.3 the top right hand plot is the tran..,form from the absorbtion spectrum 

(lower right) to the attenuation spectrum (top left). The blue transform is required 

to map absorbtion to attenuation with no errors. The red line is the actual transform 

fitted by the non-linear search, this best fit results in an oxygen saturation error of 

about 12 % and is the worst case presented simply to demonstrate the method. Note 

only the simulation and the archived transform are normally presented to keep the 

graphics uncluttered. 
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3.2 Applying the method to the Power Law trans­
form 

Equation 3.1 can be modified to implement the Power Law transform thus: 

A = a [1~0 (Hb02 (A) - Hb(A)) + Hb(A)] b + c (3.2.1) 

Note a = aT a..'l the fitting equation cannot distinguish between them 

The wavelength term dA + do is then added, the wavelength term, over the 450nm 

to 650nm range is d(A - 450)/1000 This removes the need for most of the constant 

term do .Any adjustment determined by fitting will modify the constant term c. 

A = a [1~O * (Hb02 (A) - Hb(A)) + Hb(A) r + c + dA (3.2.2) 

It should be noted that the signs of the linear parameters will be determined by 

the fitting algorithms and so it is unnecessary to specify the correct signs in the trans-

form equations. 
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3.2.1 Range and accuracy of fit 

This section shows the results obtained using the transform on a range of modelled 

spectra from 0 - 100% S02. The fitting error of the transform to the Monte Carlo 

data is shown in figure 3.4, Figure 3.5 shows the range of fitt ing parameters for a 

wide range of scattering coefficients. The error in the accuracy of recovered oxygen 

saturation is demonstrated in fig 3.6 and the plots of parameter values in figure 3.7. 
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The error in recovered 802 is better than might be expected given the error in 

the transform and there is little change in the parameter values over the range of 802 

which is desirable as it shows a stable tran...,form. 

3.3 Extension to Three Species of Haemoglobin 

The principle can be readily extended to three or more species of absorber for which 

the extinction spectra are known. To extend the model to include carboxyhemoglobin 

(HbCO) which has extinction coefficients very similar to oxyhemoglobin see figure 

1.2. We define carboxyhemoglobin saturation as the ratio of carboxyhemoglobin to 

total haemoglobin and proceed to a fitting equation as in section 3.2 

The total absorbtion J-La is: 

J-La = aHb02 (,X) + /3Hb(A) + ,HbCO('x) 

Where: 

Hb02 (,X) is the extinction spectra for oxyhemaglobin 

Hb('x) is the extinction spectra for deoxyhemaglobin 

HbCO('x) is the extinction spectra for carboxyhemaglobin 

where T is the total haemoglobin which is T = Hb02 + Hb + HbCO 

(3.3.1) 

(3.3.2) 



Now 

Therefore 

Seo = RbCO 
T 

J.La = oS02T + j3(T - S02T - ScoT) + ,(ScoT) 

J.La = [(0 - 13)S02 + j3 + (r - j3)SeoJ T 

And the Attenuation for the Power Law transform is: 
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(3.3.3) 

(3.3.4) 

(3.3.5) 

(3.3.6) 

A = a [S02(Hb02(A) - Hb(A)) + Seo(HbCO(A) - Hb(A)) + Hb(A)]b + c + dA 

(3.3.7) 

This can be readily tested over a range of S02 and Seo values the results presented 

are for the range: 

S02 = 0 to 100% while HbCO = 100 to 0%. 

The extinction spectra for Hb02 and HbCO are close see figure 1.2 and so this set 

provides the worst errors. 
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3.3.1 Range and accuracy of fit using 3 species 

The error in the accuracy of recovered oxygen saturation and carbon monoxide satu­

ration Seo are demonstrated in figure 3.8 and the plots of parameter values in figure 

3.8. 
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3.3.2 Discussion 

The errors in recovered S02 and carbon monoxide saturation SeQ are acceptable 2 % 

given the error in the transform which is of similar magnitude. The error is presented 

as a percentage of full scale (FSD), and so care is required interpreting the results for 

low saturations, however it should be noticed that the error is against the simulated 

input and a..., such is repeatable. 

The Monte Carlo simulations used are for 108 photons which ensures that for scatter­

ing of this magnitude J.l~ '" 1.0 the errors in the form of noise are small. There is little 

change in the parameter values over the range of S02 which is desirable a..'i it shows a 

stable transform. However this is an ideal theoretical setup with no instrumentation 

noise, quantisation or linearity errors, which will occur in practice. It was felt that 

these errors could combine to add an additional 2 % to the mea..'iured saturations and 

therefore an more accurate transform was desirable. 

A more accurate transform will also be required if the technique is the be used with 

other absorbers with a lower range of absorptions. The power law transform param­

eters do not readily map the scattering which could be offered by a more accurate 

transform. A long term objective would be to correct the measured attenuation for 

scattering to enable smaller concentrations of other absorbers to be identified. 

The search for this transform is the subject of the next chapters, the techniques 

presented in this chapter have been used to test all the other transforms which have 

been developed and have proved excellent tools. 



Chapter 4 

Exponential Model 

4.1 A more general result 

In chapter 3 it was demonstrated that for spectrophotometry in a scattering medium 

to be accurate, a transform which is accurate in all regions especially at low Jl.a is 

needed. The power law model matches the Monte Carlo results +1- 2.5%, resulting 

in a maximum error of 2% 802 , This is a considerable improvement on the Lambert 

Beer with offset model, maximum error of 11 % 802, 

The search for a transform, which fits the Monte Carlo data to 0.5% or better was 

undertaken to improve the accuracy of a practical instrument, and improve the mod­

elling of the shape of the Monte Carlo data, an improvement that may be needed when 

attempting to map the scattering coefficient and hence correct the measured attenua­

tion for scattering to enable smaller concentrations of other absorbers to be identified. 

The search for this improved model proceeded as a theoretical study, in parallel 

with an heuristic search. 
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The mean flight time (first differential of Attenuation wrt J-La) has an exponential 

form, which when integrated will lead to a model of the form: 

Attenuation = ae-bl'a + c (4.1.1) 

This model was not an improvement on the power law model, but led to the next 

model which formed the basis of all models used in this thesis and wa..<; eventually 

theoretically justified (see chapter 6). 

(4.1.2) 

This equation is used and developed in the rest of this thesis. 

4.1.1 Error and Parameter plots general form 

This equation fits with just over 5% error at J.ta = 0 and is ± 2% through most of the 

range of absorption J.ta = 0 - 6. 
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Figure 4.1: The Error and fitting parameters for the fitting equation 
Attenuation = ae- bl'a - ~e-b2I'a + c, for J1.a = 0 - 6mm- 1 
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Figure 4.2: The Error and fitting parameters for the fitting equation 
Attenuation = ae- bpa - ~e-~Pa + c, for J.ta = 0 - O.33mm- 1 
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4.2 Adding a Linear Term 

The parameter plot (figure 4.1) shows that the exponentials are attempting to emu­

late a linear term at low J.La values and so a linear term was added to the transform. 

The error over the absorption range J.La = 0 - 6 is better than 1.25 %, and is better 

than 0.25% in the range used by the model (Pa = 0 - 0.3) The spectrophotometry 

work used this fitting equation, Imtil the improved equation was developed (chapter 

6). 

Attenuation = ae-bl'a - ~e-b2I'a + CPa + d (4.2.1) 
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Figure 4.3: Errors and parameters, for /-La = 0 - 6mm- 1 

Attenuation = ae- bjja - 3.:2e-b2JJa + C/-La + d (/-La mm- Iand /-L~ mm- l) note the values 
of parameter a and d are divided by the scattering coefficient to demonstrate there 
dependance on scattering. 
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Figure 4.4: Errors and parameters, for J..La = 0 - O.33mm- 1 

Attenuation = ae- bpa - ~e-~Pa + CJ.£a + d (J..La mm- Iand J..L~ mm- l ) note the values 
of parameter a and d are divided by the scattering coefficient to demonstrate there 
dependance on scattering. 
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4.3 Scattering Variation with Wavelength 

The double exponential fitting equation must be modified to take into account the 

change in scatting with wavelength. Lubbers and others have reported that scatter­

ing decreases with wavelength almost linearly by approximately 20 percent over the 

visible spectrum. This observation provides the third axis for the Attenuation surface. 

It was noticed that the wavelength parameter increa..'!ed with 802 that is the at­

tenuation increa..'!ed with absorbtion as well as scattering and so a second wavelength 

multiplied by absorbtion term was added to allow the model this freedom. This ap­

proximation is responsible for most of the S02 error and needs to be addressed by 

modelling the contribution of scattering to the surface for a further discussion see 

chapter 6. 

Attenuation = ae-blJa - ~e-b2I'a + CILa + dILa'\ + e'\ + f (4.3.1) 

4.4 Model Results 

The improved transform was tested using the methods described in chapter 3 equation 

using Hb and Hb02 extinction spectra to create a simulated Attenuation spectrum. 

Figure 4.2 shows the absorbtion spectra for a range of oxygen saturations. 
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Figure 4.5: The Error and fitting parameters for SD2 recovery, llsing the model, 
Attenuation = ae-bl'a - 8.:le- i>2l'a + Ctta + dJ.LaA + eA + f 
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The error in extracting the value of Hb02 is reduced by a factor of 4 when com­

pared with the Power Law transform (chapter 3.2). This solution provides a good 

model to test with noise, quantization and other error and in vivo. 

4.4.1 Testing the Exponential transform with 3 species 

The transform was then tested with 3 species, the resulting error plot and parameter 

plot are presented in figure 4.6. 
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Although the errors were greater with 3 species the result was most often better 

than the power transform by a factor of 2 (figure 3.8).The results presented show that 

the simulation using a Monte Carlo generated surface, J.L~ centered arOlmd l.O,pro­

duced good results with three ab..<;orbers. 
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4 .5 Noise and Quantization Errors 

Detector noise and quantization errors in the spectrophotometer both introduce er-

rors. 

4.5.1 The effects of Noise 

The modelled attenuation spectra was passed to a Poisson noise generator, in order 

to test the sensitivity of the method to noise. The technique proved to be insensitive 

as can be seen from figure 4.6 
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4.5.2 The Effects of Quantisation 

A measured attenuation spectra (chapter 5.1)was subjected to quantisation in order 

to test the sensitivity of the method to the resolution of the measuring system. The 

technique proved to be insensitive as can be seen from figure 4.7 
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4.5.3 Bandwidth 

When testing the method with restricted band width, it was fotmd necessary to bal­

ance the restriction at the higher wavelengths with an equal restriction at lower wave 

lengths in order to obtain a reasonable fit. It should be born in mind that the mea­

sured attenuation spectra u .. .,ed is the same as for the quantisation tests in section 

4.5.2 and only has 0.32 points/nm (64 points) therefore restricting bandwidth aL.,o 

reduces the total number of points eg: 500-600nm = 32points. 

480-620nm percentage error in recovered 802 = +7.3 % 

500-600nm percentage error in recovered 802 = -9.5 % 
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4.5.4 Wavelength Interval 

Reducing the number of points, by removing the even number points to increase the 

interval to 0.64 (32 points) and again to 1.28 points/nm 16 points, the results are 

shown in figure 4.8 for 16,10 and 8 bit quantisation. 
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4.6 Conclusion 

The recovery of S02, accuracy 0.4 % and the recovery of S02 and seo demonstrate 

that the exponential transform is a worthy candidate for further testing. 

The introduction noise to the modelled attenuation spectrum (figure 4.7) is initially 

to reduce the error in recovered S02 to zero at a signal to noise ratio of 40db, which 

may be due to the dither helping the search algorithm to minimise the error. The 

error then increases but remains below 1% at a signal to noise ration of 26db demon­

strating that the method is not unduely affected by noise. 

The quantisation error test (figure 4.8) assumed that there was negligible error due 

to quantisation with 12 bit data, the error decreased slightly as the number of quan­

tisation levels were reduced. The result for 8 bit quantisation is probably the change 

in sign of the error, and the error can be seen to rise sharply when the number quan­

tisation levels are reduced seven. In practice 12 bit quantisation can be considered 

the minimum, however signal levels may be below full scale, this test demonstrates 

the need to maintain signal levels above the 8 bit quantisation level. 

Significant errors were found (section 4.5.3) when the measured attenuation band­

width W8..CJ reduced, the reasons for this will lie in the reduction of information, the 

range of absorption covered by the reduced bandwidth data will adversely affect the 

search algorithms ability to pick the correct transform, leading to errors in recovered 

S02' 
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The number of wavelength intervals also adversely affects S02 recovery, figure 4.9 

shows the effect for 3 levels of quantisation. Reducing the number of intervals does 

not decrea..o;;e the bandwidth but significantly increa.."es the error for all 3 quantisations. 

These results demonstrate the bandwidth and wavelength interval required for ex­

perimental work, and provide guide lines for the signal levels required and the noise 

level that can be tolerated. Chapter 5 presents S02 measurements in vivo and S02 

maps using this exponential transform to analyze images from a hyper-spectral cam­

era. 



Chapter 5 

Experimental Confirmation 

5.1 Introduction 

To confirm the theoretical work experimentally, a spectrometer and probe (section 

5.2), of a hyper-spectral imaging system (section 5.3) is required to measure the 

reflectance spectra of the tissue under examination. The raw reflectance signal must 

then be calibrated against the reflectance signal from a 99 % reflectance standard and 

then analysed l1.'ling the method demonstrated in chapter 4. 

5.2 Results using an Ocean Optics USB 2000 

Initial experimental work was carried out using an ocean optics USB 2000 [36], this 

miniature instrument has a pre-selected grating and was purchased pre-calibrated to 

provide a 400 - 700 nm spectral range to a resolution and accuracy better than 0.5 

nm, at full signal the instrument offers a signal to noise ratio better than 250:1. The 

USB 2000 was used with an Ocean Optics R200-7 reflection probe which consists of a 

tight bundle of 7 200 I'm diameter optical fibers in a stainless steel ferrule. There are 

6 illumination fibers around 1 read fiber. This arrangement ensures that the distance 

between illumination fibre and read fiber is 1 fibre diameter or 200 J1.m. 
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5.2.1 Early in vivo data 

Results are presented in fig 5.1 for two reflectance spectra take from (a) the author's 

left thumb and (b) and are just above a vien on the back of the authors right hand. 
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Figure 5.1: Fits obtained from The Left Thumb and A right vein on the back of the 
Right Hand, ..x (nm), /-La. mm- 1 
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5.2.2 discussion 

Both samples are fitted by the fitting equation and give reasonable results for the 

oxyhemoglobin fraction and also for the effective scattering and its rate of change 

with wavelength. While the result for the thumb was expected however result for the 

back of the hand was a surprise to some researchers, this is because of the assump­

tion that oxygen saturation was relatively constant over the surface of the skin. Low 

readings had been observed from reflectance pulse oximeter probes, but these results 

were 1L.'lually discarded as erroneous. 

The range of oxygen saturation readings that can be expected is better demonstrated 

by an oxygen saturation map produced from a hyper-spectral image (figure 5.15). The 

image is analysed pixel by pixel using the same method as used with the reflectance 

probe and demonstrates a wide range of oxygen saturations. 

5.3 Hyperspectra Camera 

Hyperspectral imaging has been IlSed for geological surveying for some years, the 

cameras (fig 5.2) are airborne (or spaceborne) and so scan the terrain as it is over 

flown. A single line of spectral information, repeated at frequent and regular intervals 

builds a hyper-spectral image of thousands of megabytes. These intensity images are 

known as hyper cubes as the data has three dimensions spatial (x,y) and spectral ("X). 

The data is usually treated as absolute reflectance data and statistical techniques are 

used to identify regions of mineral bearing formations, bedrock, faults, water courses 

and buildings, to name but a few commercial purposes [37] [38]. Hyper-spectral 

imagining is also used to identify and monitor military hardware and other resources. 
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Airborne Spaceborne 

HYDICE (Navy) Lewis (NASNTRW) 

Figure 5.2: Traditional Hyper-spectral Cameras 

The spaceborne instruments can be used to monitor cloud and other weather related 

formations [39]. 
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5.3.1 Hyper-spectral cameras for in vivo work 

Hyper-spectral imaging is a lL.'leful tool in biology and pharmacy as it enables the 

observer to separate regions of staining and cell types more easily. The instruments 

are also used for spectrophotometry usually assuming the Lambert Beer law, which 

is a fair approximation in the typical microscope transmission setup [40] [41]. This 

technique has been applied to sickle cell studies in which there is a need to remove 

the high melanin absorbtion from reflectance spectra. The melanin spectra can be 

identified and unmixed from the image, lL.'iing statistical techniques, this helps to clear 

the image and allows other spectra and their distribution to be studied. [42] 

The hypercube used for in vivo work is illustrated in fig 5.3. 
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Two types of instrument are in use one recorded a full spectrum and makes use 

of mechanical scanning recording a line of the image with its spectrum for each 

scan, building up a 20 image over time as the scan progresses, this is a straight 

adaptation of the airborne in..<;trument [43] [44]. The other uses tunable liquid crystal 

filters through which a complete image is taken, the filter scans through a range of 

wavelengths building a spectrum over time. [45] Both in..<;truments suffer from motion 

artifacts, the scanning instrument is the more accurate, sensitive and lower noise and 

so is preferred for this work. The liquid crystal filters operate by polarizing the light 

from the image and then make use of interference to select a particular wavelength, 

the transmission loss depends on the bandwidth of the filter but can be as high as 

10:1. The work reported in this chapter was done with a Provision scanning camera 

(fig 5.4). 
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Figure 5.4: The Provision Hyper-spectral camera 
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Figure 5.5: The Experimental Configuration 

5.4 Experimental configuration 

The camera setup is shown in (fig 5.5), the lamps used for the trials conducted to date 

are tungsten filament spot lights of the type used for home photography and movies. 

These lamps have a spectrum which is much more intense in the red (600-700nm) 

also the camera and diHraction grating are more efficient at these wavelengths. The 

range of interest is 450-650nm and so calibration must be used to remove the effects of 

changes in intensity in the illumination both spectrally and spatially in the response, 

see fig 5.6. 
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Figure 5.6: Trial data calibration 
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5.5 The Provision scanning Hyper visual imaging 
camera 

The Provision Camera uses an "ImSpector" [38]. The ImSpector is a direct sight imag­

ing spectrograph, equipped with an objective lens and coupled with a monochrome 

area camera (figure 5.6. The lens can be moved to scan each line of the image in turn. 

A line of the object to be imaged is focused on the slit by the objective lens, this line 

then illuminated a diffraction grating after being corrected by the input prism. The 

grating then disperses light from each line image pixel to spectrum. The resulting 

(y,'\) image, is then corrected by the output prism and then output to the camera 

which records an image containing the spectrum for each line image pixel. The lens 

is then moved to focus the next line on the slit and this process is repeated until a 

hypercube (x,y,'\ image) has been recorded. 
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Figure 5.7: The ImSpector - direct sight imaging spectrograph 
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The 2D image has coordinates of X and .A. A mechanical scanner enables up to 

500 lines in the Y direction to be scanned in turn. A complete scan takes approxi­

mately 5 - 250 seconds depending on the integration time needed for the illumination 

used. The instrument records absolute reflection when calibrated with a 98 percent 

reflection standard and compensated for the dark current. 

Measured - Dark 
absoluterefection = S d d D k tan ar - ar 

In practice the shot noise recorded as the dark image made no difference to the 

results in Optical Density space and so the simpler calibration was used. 

(
MeaSured) 

Attenuation = In Standard 

The ENVI software supplied with the HSI enables Regions of Interest (RoI) to be 

selected from the 300 MByte image for analysis for S02 by the same techniques as 

used with the reflectance probe (section 5.1). 
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5.6 Results from Lab on 28/11/03 at AstraZeneca 

Presented below are a region of interest and analysis from one of the hand imag­

ing experiments conducted at AstraZeneca using their Hyper Spectral Camera. The 

mean for the entire region of interest was taken and the scan time was 125 seconds 

(500 lines with an integration time of 250ms per line). 

The instrument was found to have a A shift which varied with position. This was 

detected from the illumination image (99% image) as the intensity of this image will 

change but not its spectra. This was a scanning fault which Provision eventually 

corrected. The fitting algorithm had to be modified to correct for an estimated A 

shift (which could be as high as 4nm). 

Presented in figures 5.8 to 5.13 are the regions of interest and analysis of 2 sepa­

rate hand imaging experiments conducted at AstraZeneca using their Hyper Spectral 

Camera, by Vinod (AstraZeneca) and Paul (the author). 

The setup included a Lee 061 gel Filter (Mist Blue), placed directly before the lens to 

reduce the high Red content of the illuminators and the high Red sensitivity of the 

silicon based CCD detector. A polariser was also placed before the lens to reduce the 

glare. 

The images and analysis for the two experiments are reported below: 
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1. An image of Vinod's hand. 

2. An image of Paul's hand. 
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Figure 5.8: Vinod's hand image showing regions of interest 
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Figure 5.11: Paul's hand image showing regions of interest 
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Figure 5.12: Analysis of Paul's hand image regions of interest Red and Green 
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Figure 5.13: Analysis of Paul's hand image regions of interest Blue and Yellow 



116 

5.6.1 Results and Discussion 

Taking the results for the first image (Vinod) the recovered oxygen saturations on 

the finger (regions red,green and blue) are in the high nineties, as was expected from 

the reflectance probe measurements reported in section 5.1. The yellow region on the 

palm gave a much lower reading 62.4 % indicating that the surface oxygen saturation. 

The fitting parameters indicate a lambert beer plus offset fit (the exponential terms 

cancel and the absorption term is high and so is the constant term). The shape of 

the transform does indicate a lower oxygen saturation. 

The recovered saturations for the second image (Paul) are all in the range 59-71 

% the shape of the transforms do indicate lower oxygen saturations. The fitting pa­

rameters follow a similar pattern with the palm (yellow) region fitting parameters 

indicating a lambert beer plus offset fit. The camera and illumination were giving 

problems at this stage, however we known from later trails that recovered surface 

oxygen saturation may vary over a large range. 

It should be noted that the shape of the transform will change for each pixel, as 

the optical parameters, scattering and absorption, change over the surface of the 

skin. The transform parameters reflect the changing optical parameters and enable 

the true absorption spectrum to be recovered and then matched. Haemoglobin has a 

wide range of absorption and so an excellent transform is required to achieve accuracy 

of the wide range of scattering and absorption encountered. 
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5.7 Az Trial 

The Provision camera's faults hardware and software were corrected by Provision and 

AstraZeneca setup a full scale trial to test the lL.'>€fulness of oxygen saturation maps 

as a bio marker and to compare the results with laser doppler imaging. The Thial 

involved taking images at set time intervals (15 mins, 6, 24 and 48 hours). Each 

subject was injected with a pattern of uric acid crystals (fig 5.14) which produce a 

inflammatory response. The top site on each limb is injected with a 1.25 mg dose 

of uric acid crystals and treated with an anti-inflammatory cream, three treatments 

were used in a random and blind pattern. The four lower sites are used to provide a 

calibration or dose response curve (0,0.313,0.625,1.25 mg uric acid crystals). 

The images, at each time point were taken first with a la..'ler doppler system, which 

provides both doppler and monochrome images and the with the hyperspectral cam­

era. Analysis of the hyperspectral images provided the image (figure 5.15) and oxygen 

saturation (figure 5.16). These were then compared with the laser doppler image and 

the planimetry (mea..'luring the size of the response, which is assumed to be circular 

from the monochrome image. 

It should be noted that this trial involved both arms and legs requiring the cam­

era to be moved for each subject. This made it difficult to ensure that each image 

was in focus. The difficulty is due the the scanning nature of the provision camera, 

which can require a number of scans to correct the focus, hence the fuzzy appearance 

of image 5.15 
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Figure 5.15: Trial image subject 7 after 8 hours showing region of 802 Map 
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Figure 5.16: 802 Map of region of trial image subject 7 after 8 hours 
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5.8 Results and Discusion 

AstraZeneca are seeking a fast reliable bio marker technology to enable then to iden­

tify and quantify the response to anti-inflammatory treatments. The size of the re­

sponse measured by planimetry, is difficult to assess, subjective and while it provides 

an indication of the size of response it is difficult to quantify and compare between 

subjects. Laser doppler has been used for some time, it measures a mass, velocity 

product and gives an indication of the inflammatory respon..cre, but the scan time is 

long approximately 5 mins it dose differentiate the response sizes but the images con­

tain other clutter such as the response of veins. 

The S02 maps (figure 5.15), agreed well with the laser doppler images and were clearer 

and thought by the AstraZenica clinical team to be superior to them. AstraZeneca 

are sufficiently impressed with the technique to continue funding development and to 

seek a partner in the development of a diagnostic instrument. 



Chapter 6 

Mathematics Underpinning the 
model 

6.1 Introd uction 

This chapter looks at the mathematics which underpin the dual exponential model 

and extend the fitting equation to three and then four exponential terms. It also 

examines a series solution to the attenuation integral and compares this solution to 

the exponential fit. 

6.2 Simplest case 

The simplest model for s(t) is an equal probability of detecting a photon at all path 

lengths up to a maximum t2, as shown in figure 6.1, this simplifies the Attenuation 

integral to equation 6.1.1. 
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Figure 6.1: A simple unit Intensity TPSF 
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(6.2.1) 

(6.2.2) 

(6.2.3) 

(6.2.4) 

Expanding In(1 - x) 

(6.2.5) 

A fitting equation is formed from the first two exponential terms, these have a 

dependant relationship of one half, however this is relaxed to make their relationship 

independent. This modification allows the fitting algorithm to compensate for the 

higher order terms and the effects of scattering (shape of the TPSF), which is inves­

tigated in section 6.3. 

(6.2.6) 

Where the linear term introduced in chapter 4 is replaced by the log term dIn J.l.a, 

this improves the accuracy of the fit, reducing the worst error by 20 % at low J.l.a 
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values, this is due to the log term going to -00, eliminating the effect of the larger 

exponential terms and so increasing the freedom of the fitting equations. 
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Figure 6.2: A TPSF composed of two blocks 

6.3 The effect of the shape of the TPSF 

The next case involves a TPSF with two intensities, as shown in figure 6.2, intensity 

(a) from t = 0 to t = tl and intensity (b) from t = tl to t = t2 • The Attenuation 

integral is then equation 6.3.1. We are using this case to examine the effect of the 

shape of the TPSF on the fitting equation. 

(6.3.1) 



127 

(6.3.2) 

(6.3.3) 

(6.3.4) 

Expanding In(1 + x) 

(6.3.5) 

Equation 6.3.5 has the same form as equation equation 6.2.5 demonstrating that this 

exponential form is valid for the approximate TPSF shown in figure 6.2., all the 

figures in previoll." chapters used two exponentials as shown in 6.2.5 and 6.3.5. In 

section 6.4 the effect of including three and then four exponential terms is examined. 
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6.4 The accuracy of the fitting equation 

The mathematics of multi-block TPSF's quickly becomes complicated, and so having 

demonstrated that the fitting equation does not change form with TPSF shape and 

that provided J1.~ is constant and photon extinction is ignored, the equation may be 

expected to fit a range of J1.a values, the accuracy may be tested using Monte Carlo 

data. Initially a fitting equation with two terms was used then this was increased to 

three and finally four terms. 

figure 6.3 shows the error and fitting parameters for the two exponential term fit:-

(6.4.1) 

The maximum fitting error is approximately ± 0.05 %, this is just slightly less 

than the error for the fitting equation used in all the experimental work as shown in 

figure 4.4, the experimental fitting equation uses a linear coefficient for I-'a. Figure 

6.3 also shows that the parameters change smoothly with p.~ which is desirable for a 

stable fitting process. 

Figure 6.4 shows the fitting error and parameters for a three exponential fitting equa­

tion the error has reduced to ± 0.015 %, however coefficient a3 has a large spike at 

low p.~. 

Figure 6.5 shows the fitting error and parameters for a four exponential fitting equa­

tion the error has reduced to ± 0.0015 %, however coefficients a3 and a4 have large 

spikes at low p.~, and some of the other coefficients do not change smoothly with I-'~. 
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Figure 6.3: Error in fit with A = ae-bJla + a2e-b2Jla + c + dlog(J.La), over the absorbtion 
range J.la 0 - 0.3 mm- 1 v scattering coefficient J.L~ 0.0743 - 1.6817 mm- 1 
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Figure 6.4: Error in fit with A = ae- b/, .. + a2e- b2/'a + a3e-b~/, .. + c + dlog(J.£a) , over the 
absorbt ion range J.£a 0 - 0.3 mm- 1 v scattering coefficient J.Ls 0.0743 - 1.6817 mm- 1 
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Figure 6.5: Error in fit with A = ae-b/'a + a2e- b2/'a + a3e- b3/'& + a4e- b4/'a + c + dlog(/La), 
over the absorbtion range /La 0 - 0.3 mm- 1 V scattering coefficient 
/Ls 0.0743 - 1.6817 mm- 1 
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6.4.1 Discussion 

It is evident by comparing figure 6.3 and 6.5 that the improvement in the fit as the 

number of exponential terms is increased is very marked. The fitting equation achieves 

an improvement in maximum error from 0.8% with two exponential terms to better 

than 1.5xlO-3 with four exponentials. Figure 6.6, which compares oxygen recovery 

using 2 and 3 exponentials, demonstrates that this large improvement in accuracy 

in the attenuation v absorption transform does not give rise to an improvement in 

oxygen saturation recovery. 

The accuracy of oxygen saturation recovery is probably limited by the wavelength 

v scattering model. The rea..'lOn for this limitation is that while the effect of scatter­

ing change with wavelength has been reported as linear [34]' scattering is not directly 

modelled by the fitting equations, but rather influences all the coefficients to a greater 

or lesser extent. This lack of an accurate model for changing wavelength results in 

an S02 of 0.35 % maximum error at 100 % saturation. 
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6.5 An alternative approach to the dependency of 
A on /-La 

The Attenuation may also be defined from: 

(6.5.1) 

The TPSF is a probability density function 

10 100 

A = In T = -In[a 0 e-l'actTPSF(t)dt] (6.5.2) 

(6.5.3) 

A = Ina - In[ (1 - Il-act + ~ - ... )TPSF(t)dt] 1
00 2c2t2 

o 2 
(6.5.4) 

J1.2C
2 

A = Ina-In[l- J1.aC < t > +-t- < t >2 ... ) (6.5.5) 

Taking the Series expansion for In(l + x) 
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/-L;C2 2 (-/-LaC < t > +/-L~C2 < t2 >? 
A = Ina - [I - J.LaC < t > +-2- < t > - ... J 2 ... J 

(6.5.6) 

Gathering up the terms will provide a power series transform, as written in 6.5.7. 

(6.5.7) 

6.5.1 Fitting the power series 

Having derived this new form for the Attenuation v absorption transform, it is in-

teresting to see how well it fits the Monte Carlo data. Taking the power series form 

fitting equation, the Monte Carlo data was with a 12 term power series (figure 6.7), 

here are first the 6 power terms of a twelve term fit. 

(6.5.8) 

Figure 6.7 compares the fit obtained with two exponentials to that obtained with a 

twelve term power series. The fits match in terms of maximum error however the 

power series performs better above /-La > 1.0, it is interesting to note that in the range 

of our model /-La < 0.3 it requires 12 terms to match the 2 exponential model. 
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An explanation as to why this is may be the case is illustrated in figure 6.8. The 

ratio of the terms calculated and plotted and with the exception of the ratio of the 

first and second terms the result was a constant, this means that the coefficients are 

not independent but dependant as would be expected if the terms were in fact an 

exponential series. 

It should be noted that a twelve term power series will match a wide range of curves 

and consequentially does not make a good fitting equation. 
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Figure 6.7: Error in fit with (a) 12 term 
(b)A = ae- bl'a + ~e-b2I'a + c + dlog(J-La) , over the absorbtion range J-La 
v scattering coefficient J-L~ 0.0743 - 1.6817 mm- 1 

series, and 
0-0.3 mm- 1 
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6.6 Conclusion 
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Simple maths produced a model with a series of exponential terms which match the 

Monte Carlo data with increasing accuracy but don't improve the oxygen saturation 

recovery. 

An alternative mathematical approach yielded a power series approximation which 

although fitting well, required twelve terms to match the two exponential term fit. 

The fitting equation was not used due to its flexibility, can match many curves, and 
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its sensitivity to noise. 

The fit for constant Jl~ is much more accurate than is needed, however the rela­

tionship between scattering and wavelength and the fit for constant Jla is still under 

investigation and may take as long to develop as the fit used in this thesis. The effect 

of absorbtion is dominant and the error in recovered 802 is approximately 0.4% due 

to this imperfection, the model uses a 40% change in Jl~ to ensure that any errors are 

highlighted. The reported change is 20 % [34].The clinical trials aimed at validating 

the method will not be completed until after the submission date for this thesis. 



Chapter 7 

Discussion and Future Work 

7.1 finding the Transform 

Most of the work presented is involved with the modelling the scattering and absorb­

tion of light in media such as tissue. The object of this work being to develop an 

accurate mathematical equation to fit the Attenuation surface which may be plotted 

by Monte Carlo experiments. The scattering and absorbtion coefficients of tissue 

change with the coordinates examined at the microscopic scale and so this model is 

required to perform spectrophotometry and hence quantify the ratios of the leading 

chromophores, that is the various species of haemoglobin. 

The work began with many Monte Carlo runs to plot an accurate surface model. 

The search for an equation (transform), led to the examination of the work of Lub­

bers and from there the approximations published by Kohl. Kohl's work provided 

a useful insight into the characteristics of the moments of the TPSF and helped de­

velop an understanding of the transform which would be needed. The Kohl equations 

enabled the early spectrophotometry which determined the need for a more accurate 

transform. The results from the early work were within 2 % in ideal conditions using 

140 
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modelled data, from here the search for a better transform began. 

It was decided to search for a transform that would perform well over a wide range 

of scattering and absorbtion coefficients,this would enable the work to be applied to 

other scattering media with differing ranges of coefficients, this has yet to be investi­

gated. 

The transforms used in this thesis were developed by attempting to improve on the 

Kohl approximations by careful consideration of the form of the first four moments 

of the TPSF. This led to adding the ratio of the third and fourth moment to Kohl's 

approximation with an improved result. The noise inherent in the Monte Carlo data 

made this line of research difficult to follow but see chapter 6 for more information. 

The theoretical research, the attempt to integrate the attenuation equation was pro­

ceeding in parallel and yielded the result in chapter 6.1 but no transform as yet. 

The transform used in all the experimental work (4.3.1) was found directly from con­

sideration of the moments relationship with absorbtion and provided more accurate 

spectrophotometry with modelled data and in vivo data now that an accurate Spec­

trometer had become available. 

The Ocean Optics USB200 Spectrometer and industrial quality reflectance probe 

enabled the early reflectance photometry which confirmed the method, but left a 

need for comparative studies to check the results. This work is planned and ethi­

cal approval is being sought. The trial will involve patients with low sats (low S02 
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readings) and healthy subjects and will compare the spectrophotometry with partial 

pressure and pulse oximetry. 

The mathematical analysis finally bore fruit and the theoretical understanding of 

the transform is presented in Chapter 6, it can be seen that while slight improve­

ments are possible form adding extra terms to the transform, it is at the price of 

considerable increases in complexity. The solutions presented in chapter 7 may en­

able an improved compensation for the scattering v wavelength factors and lead to a 

more uniform improvement in performance. 

7.2 The Hyper-spectral Camera 

This work is the result of an on-going collaboration with AstraZeneca Ltd. A2. 

had purchased a provision Hyper-spectral and were using it to determine whether 

haemoglobin could be used as a bio marker in trials using irritation assaults, on the 

arms am legs of healthy volunteers. They are very interested in this technique and, 

in turn we are interested in their work and the camera. The instrument (see chapter 

5) enabled full spectrum images to be taken from anns and legs which we were able 

to produce oxygen saturation maps. The maps compare favorably with images taken 

using a laser doppler instrument. 
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7.3 Further Work 

The validation of the oxygen saturation maps has proved a major challenge. Haemoglobin, 

if left exposed to the air becomes saturated with oxygen. So far a tissue phantom, in 

which we can set the oxygen saturation of a blood sample has not been discovered. 

In collaboration with the Queens Medical center a trial is been developed with first 

healthy subjects and then subjects with low oxygen sats, some of these individuals 

routinely have sats of 80 % and some times as low as 70 %. The trial will compare, 

capillary blood samples, pulse oximeter data and hyperspatial images. Pulse oximeter 

provide an indication of core stats, but as these are measured at an extremity, care 

has to be taken to ensure that circulation has not shutdown at the extremity. The 

capillary blood samples give the best chance of validation, but are, of course single 

point data. To ensure an image of core oxygenated tissue a hyperspectral image of 

the underside of the tongue will be taken. 

The transform could also be developed, not primarily, to increase accuracy but to 

enable the mapping of the changes in scattering coefficient. A long term objective 

would be to correct the measured attenuation for scattering to enable smaller con­

centrations of other absorbers to be identified. 

The Hyper-spectral camera, requires a scanner to provide a complete image, this 

limits the frame rate to 90 seconds per frame. A lower resolution "Real Time" cam­

era could be developed using a bundle of fibres to replace the scanner, the fibres 

would be arranged in a square at one end to capture an image but a line at the 
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other end to interface with the Imspector, this arrangement would enable an image 

to be taken in a few milliseconds. This new instrument could be used with micro­

scope, endoscope or in reflection or transmission to study transient oxygen saturation. 

The other field of opportunity is work with other haemoglobin species and other 

absorbers in different media, The food industry ha.. .. a sustained interest in measuring 

levels of fats and other absorbers in their products. Agriculture is interested in sugar 

level .. in fruit, to monitor ripeness and for quality control purposes. [46] 
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