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Abstract 

The work presented in this thesis aims to improve the performance of 

the Fundamental PWM sensorless control technique by proposing a new way 

to estimate current derivatives in the presence of high frequency oscillations. 

The Fundamental PWM technique offers performance across the entire speed 

range (including zero speed). The method requires current derivative 

measurements when certain PWM (Pulse Width Modulation) active and null 

vectors are applied to the machine.  However the switching action of the active 

devices in the inverter and the associated large dv/dt result in current and 

current derivative waveforms being affected by high frequency oscillations 

which prevent accurate measurement of the current derivative. Other 

approaches have allowed these oscillations to decay before attempting to take 

a derivative measurement. This requires that the PWM vectors are applied to 

the machine for a time sufficient to allow the oscillations to decay and a 

derivative measurement to be made (the minimum pulse width). On some 

occasions this time is longer than the time a vector would have normally been 

applied for (for example when operating at low speed) and the vectors must be 

extended and later compensated. Vector extension introduces undesirable 

current distortion, audible noise, torque ripple and vibration.  

In this thesis the high frequency oscillations and their sources are 

investigated and a method of using Artificial Neural Networks to estimate 

current derivatives using only a short window of the transient current response 

is proposed. The method is able to estimate the derivative directly from phase 

current measurements affected by high frequency oscillations and thus allows 

a reduction in the minimum pulse width to be achieved (since it is no longer 

necessary to wait for the oscillations to fully decay) without the need for 

dedicated current derivative sensors. The performance of the technique is 

validated with experimental results.  
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Chapter 1  

Introduction  

1.1 Background  

Variable frequency drives are now commonplace in industrial 

applications and with the realisation of the negative environmental effects of 

burning fossil fuels they are certain to become even more common in future 

motive applications. 

The most basic control technique of all those employed in variable 

frequency drives using AC machines is open loop control. Open loop control 

offers a simple solution but provides poor dynamic performance and suffers 

from speed droop when a load torque is applied. Whilst this is perfectly 

acceptable in many applications, there are many others where this is not 

acceptable and closed loop control is needed. Closed loop control systems 

have relied on shaft mounted encoders or resolvers to provide a rotor position 

measurement which can be used for control. These mechanical speed feedback 

devices work very well, but their reliability can be an issue, especially when 

operating in harsh environments, which can undermine the robustness and 

reliability of the entire drive system leading to potentially costly downtime. 

Other disadvantages include the additional cost, increased manufacture time 

since they must be calibrated and on small machines they represent a 

significant proportion of the entire physical package size.  
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These drawbacks have contributed towards a large research focus on 

sensorless control techniques. Such techniques rely on electrical 

measurements only to estimate the rotor position allowing closed loop control 

of the machine without the need to have a mechanical speed sensor. Many 

sensorless approaches exist, each of which has its own merits and weaknesses. 

Of the sensorless techniques, mathematical model approaches face issues at 

low speed where measurements from the machine become small and are badly 

affected by noise which prevents these methods from being able to operate at 

zero speed. Parameter sensitivity and variation also introduces errors while the 

inverter itself affects the performance by introducing non-linear behaviour 

through variations in the applied dv/dt. Saliency tracking methods seek to 

track inductance variations brought about by the variation in the effective air 

gap length.  

The saliency tracking techniques when considered from a general point 

of view (as in Chapter 2) can be applied to both permanent magnet machines 

and induction machines. The difference lies in the saliencies that are being 

tracked and their sources. For example, the saturation saliency in permanent 

magnet machines is due to the rotor magnets while in an induction machine it 

is due to the fundamental wave. Geometric effects in permanent magnet 

machines arise from magnet placement while in induction machines it is due 

to rotor design (rotor slot opening width, number of rotor bars etc). 

Saliency tracking techniques are able to operate at zero speed and are 

immune to parameter sensitivities but often require additional signals to be 

applied to the machine either by adding these to the fundamental output of the 

inverter or by directly modifying the PWM (pulse width modulation) sequence 

itself, both of which introduce current distortion, torque ripple and audible 

noise.  

One particular saliency tracking technique, the Fundamental PWM 

technique, makes use of the current derivative response of the machine to 
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pulses applied under normal SVPWM (Space Vector PWM) to track the 

machine saliency. This is in theory an ideal solution as the removal of the need 

to add special test pulses or HF (high frequency) signals also removes their 

negative side effects (current distortion, torque ripple, vibration and audible 

noise) and the technique is able to operate across the entire speed range. 

However additional sensors in the form of current derivative sensors are often 

required and the technique is limited by high frequency oscillations appearing 

in the current and current derivative waveforms due to parasitic impedances in 

the motor and cabling responding to the large dv/dt applied during switching.  

These oscillations are responsible for the major limitation affecting the 

Fundamental PWM technique ï the Narrow Vector Problem, as they prevent 

immediate measurement of the current derivative and result in an enforced 

delay until measurement of the current derivative becomes possible. The 

PWM vector being applied to the machine must also be maintained throughout 

this delay; in many cases this means extending the PWM vector length beyond 

the time originally intended. This delay is known as the minimum vector time 

(tmin) and extending short vectors to the minimum vector time introduces 

undesirable current distortion into the response.  

1.2 Scope of the Thesis and Overall 

Objectives 

This thesis aims to investigate the minimum vector problem and 

propose new methods to reduce this limitation thus providing a sensorless 

technique that can operate across the entire speed range with minimal current 

distortion, torque ripple and audible noise. It will be seen that the parasitic 

impedances that cause the high frequency oscillations in the current response 

cannot be eradicated and so will always produce some unwanted ringing 
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which prevents one from overcoming the problem completely. In this work 

methods to extract the current derivative from the transient phase current 

waveform while the high frequency oscillations are still present are explored. 

This offers two distinct advantages: 

1) If the derivative can be estimated before the oscillations have decayed 

then the minimum vector time can be significantly reduced therefore 

reducing the current distortion imposed by vector extensions.  

 

2) Extracting the derivative from the phase current response removes the 

need to have additional dedicated derivative sensors in the drive as the 

standard current sensors found in a normal drive can be used instead.  

 

It should be noted that the phase current has previously been used to 

estimate the derivative but a significant minimum vector length was required 

to allow a detectable change in the current to occur [1]. In this work a new 

approach which uses the phase current and an artificial neural network to 

estimate the current derivative in a shorter time than has previously been 

possible is proposed. The Narrow Vector Problem is far from straightforward 

to solve as there are significant variations in the shape of the transient 

responses seen. The transient current response is highly dependent on the dv/dt 

of the inverter which varies according to the conducting device and operating 

condition of the inverter.  

A target for the accuracy of the derivatives estimated by the proposed 

technique is specified in this work. A maximum increase of 10% in the 

THD+N (Total Harmonic Distortion + Noise) when compared to derivatives 

found through existing methods has been defined as the acceptable limit in 

Chapter 2.  
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Noting the above arguments a number of objectives may be set out which 

include: 

¶ To understand the sources of main parasitic impedances which cause the 

high frequency phenomena seen in the transient current and current 

derivative responses following inverter switching 

 

¶ To understand the non-linear switching behaviour of the inverter, its 

effects on the transient current response and appreciate when and how 

this effects the current derivative response  

 

¶ To propose solutions which either have zero or a minimal effect on the 

fundamental operation of the inverter 

 

¶ To investigate new methods of extracting the current derivative from a 

transient current response in a reduced time, in the presence of high 

frequency oscillations. The maximum acceptable increase in the THD + 

N of the estimated derivatives (compared to derivatives obtained using 

existing methods) is limited to 10%. 

 

¶ To identify the saturation saliency component using the estimated 

derivatives in a time frame that is at least comparable to existing 

methods. 

 

¶ To implement proposed solutions in hardware in order to demonstrate 

their effectiveness in a real time situation. 
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1.3 Thesis Overview 

The following gives a brief outline of the material contained in this thesis  

Chapter 2 summarizes the common sensorless approaches beginning 

with mathematical model based approaches. The saliencies (and their origins) 

that exist in induction machines and permanent magnet machines are 

introduced before moving on to generally describe saliency tracking 

techniques. The Fundamental PWM technique and its main limitation, the 

Narrow Vector Problem, are described in detail as it is this area that this 

research is aimed at improving. The appearance of the current derivative 

waveforms that are of interest is introduced and an acceptable level of 

accuracy for a derivative estimation system is defined. 

Chapter 3 discusses the sources of the parasitic impedances that give 

rise to the oscillations seen in the current response following a switching event 

of the inverter. Electrical models which are able to reproduce the high 

frequency behaviour are investigated and simulation results are presented and 

compared with those obtained through experimental investigation. 

Discrepancies in the shape of the current transients following switching at low 

current are highlighted and the reasons behind the anomaly are identified and 

discussed; namely the non-linear switching behaviour of the inverter due to 

the parasitic capacitance of the switching devices. Simulation results are then 

presented with these parasitic capacitances included to replicate the low 

current behaviour. 

Chapter 4 introduces a number of methods implemented by researchers 

previously which lessen the high frequency current oscillations. These 

methods mostly aim to reduce the dv/dt of the inverter phase(s) following 

switching. While this does reduce the current oscillations it also has the effect 

of reducing the high frequency content of the voltage waveform applied to the 
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machine. The leakage inductances respond to this high frequency content 

allowing the position to be identified. The derivative response reduces and 

switching losses are increased.  

Since it is desirable to have a solution which has a minimal effect on 

the operation of the drive, non-intrusive techniques are investigated which 

make use of current sensors (therefore removing the need for special current 

derivative sensors). These involve sampling the current transient (including 

the high frequency oscillations) at high speed to capture the response to a 

reasonable resolution ï this is often referred to as oversampling. Work by 

other researchers is introduced before a mathematical curve fitting approach is 

explored. Many variations on the curve fitting approach are presented, 

however an accurate estimate of the current derivative could not be achieved 

when using only a small portion of the current transient. This is due to the 

limited bandwidth of the current sensor, the non-linear switching behaviour of 

the inverter and difficulties in identifying key contributions in the response 

beyond the dominant high frequency component. 

Chapter 5 introduces the idea of using an artificial neural network 

(ANN) as a pattern recognition tool to associate current transients with their 

steady state derivatives. This method offers a way of dealing with both the 

non-linear switching behaviour of the inverter and the limited bandwidth of 

the current transducer. Artificial neural networks require training and so a 

methodology to achieve this is discussed before results obtained using a neural 

network implemented in Matlab supplied with experimental current transient 

data are presented.  

Chapter 6 presents the experimental system. The hardware configuration, 

control platform and FPGA (Field-Programmable Gate Array) development 

board (used to implement the proposed technique) are described. Some of the 

FPGA design methodology is also described. 
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Chapter 7 presents a set of experimental results achieved using the 

proposed technique. The derivative estimates from the neural network are 

compared with derivative measurements obtained using the two current 

sample method (which measures the change in phase current amplitude over a 

set time window to give di/dt) and those measured directly using a Rogowski 

coil. The performance of the neural network approach at various speeds and 

loads is analysed to see what effects these factors have on the ability of the 

ANN to accurately estimate the derivatives and ultimately identify the 

saturation saliency component. Finally the performance of the technique with 

a narrowed pulse width is investigated. The results show that although there is 

degradation in the accuracy of the derivative estimates, they offer an 

improvement over the traditional two current sample and derivative sensor 

techniques when operating under narrow pulse widths. 

Chapter 8 discusses the findings of the research and suggests further 

work that could be undertaken in this research area based on the findings of 

this study.  
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Chapter 2  

Sensorless Control Techniques 

2.1 Introduction  

Sensorless control techniques are particularly attractive to industry as 

they offer closed loop control without the need for a shaft mounted mechanical 

encoder or resolver. This has a number of advantages including a reduction in 

production time and costs, smaller overall physical size of the machine (this is 

particularly the case for small frame size machines where an encoder is a 

significant proportion of the overall size) and increased reliability and 

robustness given the tendency of encoders and resolvers to fail under harsh 

conditions. This Chapter will briefly introduce the main sensorless techniques 

that exist today and are applicable to both permanent magnet and induction 

machines. Sensorless techniques can be divided into two categories; 

mathematical model based methods which generally rely on measuring 

electrical inputs of the machine and supplying these to a mathematical model 

from which a speed estimate is obtained while saliency tracking techniques 

make use of the machines anisotropic properties. As each technique is 

discussed the associated shortcomings will also be highlighted. With the 

various techniques introduced, the main focus will be directed towards the 

Fundamental PWM technique and the main limitation that effects this 

technique, the Narrow Vector Problem, which this work will aim to alleviate.  
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2.2 Mathematical Methods 

2.2.1 Model Based Adaptive Reference System (MRAS) 

The MRAS approach is one of the simplest closed loop sensorless 

techniques known. It relies on two mathematical models of the machine. One 

which depends on rotor speed (the adaptive model) and one which is 

independent of rotor speed (the reference model). The models both estimate 

the same parameter with rotor flux being common [2-4], Back-EMF [5] and 

reactive power [6] have also been used. The cross product of the model 

outputs is taken and the rotor speed is adjusted such that the adaptive model 

output is changed to drive the cross product result to zero at which point the 

estimated rotor speed will match the actual rotor speed [2, 3]. The adaptive 

mechanism is designed according to the hyper-stability concept which 

guarantees convergence and suitable dynamic characteristics [7].  

 

Figure 2.1 MRAS sensorless control scheme where the rotor flux is the 

estimated parameter 
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Performance of MRAS systems at high speed is excellent. However 

they perform poorly at low speeds where the sampled values supplied to the 

models are difficult to accurately measure and have a low signal to noise ratio. 

Parameter sensitivity is also an issue as parameters need to be accurately 

defined. There is often a need to calibrate a drive to determine the exact values 

of the model parameters (instead of simply using datasheet and calculated 

values). Heating during operation causes a change in the resistances used in 

the design with a key parameters being the stator and rotor resistances, this in 

turn affects the stator and rotor time constants. Many tracking techniques have 

been proposed to limit the effects of changes in stator and rotor resistance by 

tracking the variation online [8-12]. In addition, effects from the inverter itself 

start to become significant at low speed and should be compensated. For 

example the power device voltage drop is considerable when compared to the 

voltage supplied to the machine [13]. These methods also require the use of 

integrators which introduce drift due to noise in the measurements or 

imperfect AC quantities. It is reported that low pass filters can replace the 

integrator but low speed behaviour will be affected due to the phase shift 

introduced [2, 13]. An alternative is to use a feedback integrator which 

identifies the drift component in the output and feeds a cancellation term back 

into the integrator [13, 14]. The feedback integrator modification to the 

voltage model is illustrated in Figure 2.2. 

 

 

Figure 2.2 Voltage model implemented using a feedback integrator to cancel 

the effect of integrator drift [13, 14] 
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The feedback integrator well but can be difficult to start since the 

identification of the drift component usually relies on knowledge of peak AC 

values (hence one full period of the flux waveform is required).  

2.2.2 Observer Techniques  

Observers feature a state space model of the machine operating in 

parallel with the actual machine itself. The concept involves supplying 

measured values to the model and then estimating state variables that can be 

compared with a measured value from the machine. In [15-19] the estimated 

state variables of an induction machine model were the stator current and rotor 

flux. The state space model includes the rotor speed. This is the unknown 

parameter of interest and is varied through an adaptive mechanism until the 

state space model output matches the measured value of the machine. The 

model was supplied with stator voltage measurements in the stationary 

reference frame. Design of the adaptive mechanism according to the 

Lyapunov criterion and careful selection of the gain values used ensures 

stability [16]. Figure 2.3 gives a general overview of an observer based design. 

More details regarding the implementation can be found in [15-19].  

 

Figure 2.3 Simplified diagram of the rotor flux and speed adaptive observer 
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Observer techniques suffer from stability problems at low and zero 

speed operation. Also accurate definition of parameters is important and 

parameter tracking/identification is often required to overcome changes due to 

heating. 

2.2.3 The Extended Kalman Filter  

Where measurements are affected by noise the Kalman filter, a 

variation on the standard observer based methods, is seen as a good way to 

estimate state variables. When the rotor speed is considered as a state variable 

the system becomes non-linear and an extended Kalman filter must be used 

which involves linearizing the system about a set operating point [20, 21]. The 

system estimates the error covariance and uses this to predict states. The 

implementation of the algorithm is a recursive one and as a result adds a 

significant computation burden. The performance of the system in the 

presence of random noise however is very good.  

2.2.4 Mathematical Methods Conclusions 

The mathematical techniques described all share the common 

characteristic of performing very well at high speed but poorly at low and zero 

speed. This limitation restricts their use in many applications since variable 

speed drives must start from zero speed and often need to be able to operate at 

or close to zero speed. This has led to a concentration of research effort on an 

alternative type of approach called saliency tracking which will now be 

discussed.  
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2.3 Saliency Tacking Techniques 

2.3.1 Introduction  

With the zero and low speed limitations of the mathematical modelling 

techniques, saliency tracking techniques have received significant attention in 

recent years. These techniques take advantage of the machines anisotropy 

which can either be natural or intentionally introduced. The anisotropic 

properties of the machine can be tracked even when operating at zero speed 

and the influence parameter dependence (which affects the mathematical 

model methods) is removed. The work presented in this research is 

implemented using a permanent magnet machine, but the saliency tracking 

techniques described are equally applicable to both permanent magnet 

machines and induction machines. Before describing the saliency tracking 

methods, the saliencies that exist in permanent magnet machines and induction 

machines are briefly described.  Several saliencies have been identified and 

can be successfully tracked in induction machines, these include: 

¶ Saturation saliency due to fundamental wave excitation [22-25]. The main 

flux has an associated orthogonal leakage flux which causes magnetic 

saturation around the affected stator windings. This directly affects the 

leakage inductance of affected stator windings. The stator leakage 

inductance is modulated as the saturation moves around the stator. The 

effect is similar to saturation saliency due to the magnets in permanent 

magnet machines (which will be described in more detail later). 

¶ Rotor slotting saliency exists due to the variation in magnetic coupling 

between the stator windings and rotor slot openings as the rotor slots pass 

the stator windings [22, 23, 25-27]. Each stator winding has a leakage flux 

associated with it which passes through the surface of the rotor (for 

explanation purposes assume that this flux does not couple with the rotor 
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bars). The rotor slots cause a variation in the effective air gap seen by the 

leakage flux. The two extremes are; 1) rotor and stator slots aligned ï in 

this case the leakage flux will be at a minimum as the aligned rotor slot 

affects the leakage flux path (resulting in maximum air gap length). 2) 

Stator and rotor slots misaligned by half a rotor slot pitch ï in this case the 

leakage flux is at a maximum as adjacent rotor slots have no effect on the 

leakage flux path. The variation in leakage flux modulates the stator 

leakage inductance which allows detection of the effect. The number of 

saliency cycles per rotor revolution will be equal to the number of rotor 

slots. This technique requires the use of a rotor with open or semi closed 

rotor slots.  

¶ Saliency can be intentionally introduced by designing the rotor with 

asymmetries introduced around its circumference. In [28] the width of the 

rotor slot openings were varied to cause a variation in the leakage 

inductance while in [29] a double cage rotor was used which incorporated 

a resistance variation in the wire used in the outer cage (achieved by 

varying the copper gauge). These methods can offer a more robust 

position signal by being independent of load but obviously require the use 

of a specially designed rotor. 

 When considering permanent magnet machines there are two main 

saliencies which naturally exist; geometric and saturation saliencies.  

Geometric saliencies arise from the magnet placement in the rotor 

construction. Three common arrangements exist; these are illustrated in Figure 

2.4 [23]. The magnets themselves have a relative permeability close to one 

meaning that the magnets appear as air gap to the flux. The main flux due to 

the permanent magnets is aligned with the d-axis. An increase in the effective 

air gap seen by the d axis leads to a reduction in the d axis inductance 

compared to the q axis inductance. The surface mount arrangement shown in 

Figure 2.4 (a), from the point of view of the rotor and effective air gap, is 

symmetrical and has a no geometric saliency. The configuration shown in 
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Figure 2.4  (b) has some saliency due to the rotor iron interpoles while the 

construction shown in Figure 2.4  (c) is a highly salient one. In addition to the 

salient nature of this design, the magnets themselves are better protected 

against centrifugal forces as they are contained within the rotor. This also 

offers better thermal protection thus reducing the risk of de-magnetisation. 

They are however more difficult to construct [23]. 

 

 

 (a)  (b)  (c) 

   

Figure 2.4 Rotor construction configurations of a permanent magnet motor 

[23]: (a) surface mount, (b) Inset and (c) Interior 

 

The other saliency that exists in permanent magnet machines is known 

as saturation saliency. The flux in the machine causes local saturation of the 

iron, therefore reducing its permeability. This reduces the inductance of any 

conductors passing through the stators saturated region. There is a large 

saturation due to the main flux. Saturation also exists due to the leakage flux 

which occurs orthogonally to the main flux. This is illustrated in Figure 2.5 

which shows the ideal no load case [23, 30].  
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Figure 2.5 Magnetic saturation due to the main flux and leakage flux in a 

surface mounted permanent magnet machine [23, 30] 

 

Under normal unloaded conditions the main flux causes a large 

saturation aligned to the d-axis. The resulting effective air gap due to the main 

flux is large [31]. The leakage flux saturation affects are aligned to the q-axis, 

hence saturation due to the leakage flux causes a reduction in the q-axis 

leakage inductance compared to the d-axis leakage inductance. The leakage 

inductances are almost unaffected by the saturation due to the main flux [32]. 

The saturation caused by the leakage flux occurs in the stator yoke and the 

teeth as shown in Figure 2.6 [30]. 
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Figure 2.6 Saturation points due to leakage flux [30] 

  

The saturation results in a reduction in the permeability of the iron 

surrounding the stator windings. This causes a reduction of the stator leakage 

inductances of the windings traversing the saturated iron. By tracking the 

variation in spatial leakage inductance around the machine the rotor position 

can be established. The stator leakage inductances themselves are positionally 

dependant and can be described by equations 2.1 - 2.3 [33]. 
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(Eqn 2.1) 
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 (Eqn 2.3) 

 

Where lo is the average inductance, ȹl is the inductance amplitude variation 

due to the saliency, nan is the number saliency peaks per shaft rotation (=2 for 

saturation saliency). 

In order to track the variation in stator inductance a high frequency 

voltage signal is applied to the machine and the resulting current response is 

measured to track the impedance variation. This high frequency signal 

generates a flux which is not able to flow through the main flux path and so 

the leakage effects dominate the response (providing the effects of resistance 

voltage drop and back-EMF are cancelled) [23, 31].    

When load is applied to the machine the q-axis current introduces a 

flux in the q-axis which has the effect of shifting the resultant main flux away 

from the d-axis. The resulting position estimate is aligned to the resultant flux 

and not the true d-axis of the machine and so compensation is required to 

remove the phase shift effects of q-axis flux on the position estimate [23, 30, 

34]. Naturally the level of compensation needed depends on the magnitude of 

Iq and hence load. 

Saliency tracking methods themselves can be further split into two 

groups depending on the way the high frequency signal is applied; one group 

of methods have a high frequency signal added or ñinjectedò into the demand 

signals applied to the machine while the other group of methods make use of 

the inherent high frequency content of transient vectors applied to the machine 

under PWM. For transient vector methods, in most cases additional vectors are 

applied to the machine that would not be applied under normal PWM 

operation in order to obtain the necessary measurements required for position 

estimation. 
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2.3.2 High Frequency Injection Methods 

High frequency signal injection techniques work by adding a high 

frequency signal to the reference vector that is output by the inverter under 

normal operation. The high frequency signal itself is added during the 

implementation of the classic vector control equations and can either be added 

as a current [35] or as a voltage [28]. Voltage injection is more common since 

the bandwidth of the current controller will limit the frequency that can be 

injected. Injecting a lower frequency results in a larger torque ripple. The 

leakage inductances are modulated by the machine saliencies. This can be 

detected in the response to the high frequency signal [36]. Different high 

frequency signals have been applied to the machine in literature. A number of 

these will now be briefly discussed. 

2.3.2.1 Continuous Injection in the Ŭɓ Frame 

This method adds a high frequency signal to the reference vector in the 

stationary Ŭɓ reference frame. This is commonly injected as a voltage and so 

is added to the output of the current controller. The injected component can 

have a frequency of a few hundred Hz to a few kHz [37]. The high frequency 

current response of the machine consists of a positive sequence component 

and a negative sequence component both of which rotate at the injection 

frequency but in opposing directions. The negative sequence component also 

includes the saliency information which can be isolated to find the rotor 

position [28, 29]. A common approach to achieving this is to use a heterodyne 

demodulation strategy [28, 29].  

This technique works well and its implementation in simple but the 

injected signal has components in both the flux and torque axis and so induces 

substantial torque ripple and audible noise.  
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2.3.2.2 d-axis Injection 

This method seeks to improve the performance obtained from the Ŭɓ 

injection technique by injecting a signal which only has a component in the 

flux axis [38], therefore reducing the torque ripple and audible noise seen in 

the response. The signal is injected into the rotating dq reference frame. The 

true dq orientation is not known so the injected signal is applied to an 

estimated dq frame. In [38] a measurement frame was defined as being 45º 

offset from the estimated frame. Theoretically, if the estimated frame is 

aligned with the actual dq frame of the machine then the d and q axis 

impedances measured in the 45º offset frame should have the same magnitude 

(assuming the impedances are symmetrical along the d or q axis). Any 

difference between the d and q axis impedances can be used as an error signal 

to drive the estimated dq axis onto the real dq axis allowing an accurate 

position estimate to be obtained [38].  

2.3.3 Test Pulse Methods 

An alternative to adding high frequency signals to the fundamental 

output of the inverter is to use the voltage vectors themselves applied by the 

PWM strategy since they have intrinsic high frequency content. Two 

approaches will be discussed here: the INFORM method and the Fundamental 

PWM technique. The latter has been designed to make use of the voltage 

vectors applied during normal PWM operation meaning that ideally no 

modifications need to be made to the vectors applied to the machine. In reality 

this is not the case and reasons behind this will be explained. 
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2.3.3.1  INFORM  

The INFORM (Indirect Flux Detection by Online Reactance 

Measurement) method [33] uses additional test pulses applied during the null 

vector of a SVPWM period to measure the current derivatives which are 

modulated by the saliency and so contain position information. Three pulses 

must be applied in order to obtain the necessary measurements to construct a 

position vector and cancel the effects of back EMF and stator resistance 

voltage drop. For each of the pulses applied an equal but opposite pulse is 

immediately applied to cancel the effect of the initial pulse. As a result the net 

effect in terms of the additional voltage applied to the machine over a PWM 

period is zero. However the current does experience some additional distortion 

which leads to an increase in the THD (Total Harmonic Distortion) of the 

current and torque ripple. Figure 2.5 illustrates a typical INFORM pulse train. 

The additional switching of the phases increases switching losses. Also, the 

starting position for all three phases in the null vector is +VDC, this means that 

it is necessary to switch multiple phases simultaneously. This can lead to 2VDC 

being applied to the motor windings which will cause a reduction in the 

lifetime of the winding insulation [22].  

 

Figure 2.7 Test vectors applied under INFORM [22] 
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This method suffers from a limitation known as the minimum vector 

problem. The problem will be discussed in more detail later in this chapter but 

a brief description is that following a change in the switching state of the 

inverter high frequency oscillations are seen in the phase current and current 

derivative responses and these oscillations must be allowed to decay before a 

measurement of the derivative can be taken. As the oscillations can usually be 

guaranteed to have decayed after a certain amount of time, this time is the 

minimum time that a pulse must be applied to the machine for when a 

derivative measurement is required. It naturally follows that the opposite 

(compensation) pulse applied immediately after must also be applied for the 

same amount of time to fully compensate the change in the volts-seconds 

applied to the machine. As a result, the minimum pulse width limitation, apart 

from increasing current distortion, means that it is not always possible to have 

all three test pulses (and their necessary compensating pulses) in the same null 

vector. In [39] this was addressed by spreading the three test pulses over three 

consecutive PWM periods. However the mathematical derivation of the 

position vector equations assumes there is little change in the machines state 

between measurements. This assumption implies a limitation on the machines 

operating range as at high speed there is a significant change in position 

between each of the measurements. 

2.3.3.2 Fundamental PWM Technique 

The Fundamental PWM technique is another saliency tracking 

technique that uses test pulses applied to the machine in order to measure the 

modulation of the current derivative due to the leakage inductance and 

therefore track the machine saliency. The approach is designed to make use of 

the vectors applied under normal SVPWM meaning that no modifications to 

the standard PWM waveform in the form of additional test or compensation 

pulses are required [40, 41]. The method is theoretically able to work across 
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the entire speed range and is applicable to both induction machines and 

permanent magnet machines. The need to apply opposite test vectors, as with 

the INFORM method, in order to cancel the effects of back EMF and stator 

resistance voltage drop is removed by making use of the null vectors [41].  

In terms of the implementation, ideally, all that is required is the 

sampling of current derivatives under certain active and null PWM vectors. 

Figure 2.8 illustrates the timing of the derivative sampling with respect to the 

PWM waveforms.  

Once obtained, the derivative results are then used to calculate the 

position scalers Pa, Pb and Pc. The SVPWM sector in which the voltage 

reference lies determines which current derivatives should be measured and 

the results are easily utilised to obtain a position estimate. 

 

 
 

Figure 2.8 Illustrates the timing of the derivative measurements with respect to 

the PWM waveforms applied to the machine 

 

The table of position scalar equations for a star connected machine is 

given in Table 2.1. Details regarding the derivation of the equations shown 

and the constant, c, referred to in Table 2.1, as well as information regarding 

the calculation of a position estimate based on the position scalars can be 

found in Appendix A. A similar set of equations can be derived for a delta 

connected machine.  
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Table 2.1 Position scalars for each of the active vectors (and corresponding 

null vectors) when operating a star connected machine [40, 41] 

 

Superficially the Fundamental PWM technique appears to offer an 

ideal solution by making use of the vectors that would be applied to the 

machine with or without the addition of a sensorless control implementation. It 

simply involves sampling the necessary current derivatives, from which a 

position estimate may be obtained. The implementation of this approach in 

terms of the vectors applied to the machine and the responses that must be 

measured are confined to a single PWM period. In practice measurement of 

the current derivatives following inverter switching is prevented by high 

frequency oscillations appearing in the both the current and current derivative 

waveforms. These oscillations impose a limitation on the Fundamental PWM 
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technique known as the Narrow Vector Problem. This research is aimed at 

reducing this limitation which will now be described in detail. 

2.4 The Narrow Vector Problem  

2.4.1 Introduction  

For the Fundamental PWM technique to work, an accurate 

measurement of the current derivative is required under certain SVPWM 

vectors. Taking an accurate measurement of the current derivative is not 

always possible however, as following a change in the switching state of the 

inverter; the current waveform contains high frequency oscillations (up to the 

MHz range). These oscillations, whose source and behaviour are investigated 

in Chapter 3, initially prevent an accurate derivative measurement from being 

made, but decay to the point where a derivative measurement can be made 

after a short amount of time. The length of time is dependent on the drive 

setup and is determined by the frequency content of the current or current 

derivative transient response following switching; this will be discussed 

further in Chapter 3. Figure 2.9 shows a typical current (a) and current 

derivative (b) response of a machine following the switching of an inverter 

output phase. The derivative response was captured using a commercial di/dt 

sensor built by PEM UK. The response has been filtered and amplified by the 

inbuilt signal processing circuitry of the sensor which has removed some of 

the high frequency content. In this instance the PWM vector times were large 

enough to allow the transient oscillations to decay, after which a current 

derivative measurement could be made. 

Allowing the oscillations to decay before taking a measurement is 

acceptable but it requires that all vectors applied to the machine (under which 
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a derivative measurement is required) are sufficiently long enough to allow 

time for the oscillations to decay leading to a minimum PWM vector time 

threshold often called the minimum pulse width, tmin. 

 

Figure 2.9 (a) 

 

Figure 2.9 (b) 

Figure 2.9 current response (a) and current derivative response (b) to inverter 

switching 
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A problem arises when the vector time is less than the minimum pulse 

width and there is not a sufficient amount of time available to allow the 

oscillations to decay and a derivative measurement to be made. Figure 2.10 

shows an example where the vector time for the first active vector is less than 

the minimum pulse width threshold. It is clear that in this situation an accurate 

current derivative measurement cannot be obtained under this vector. 

 

Figure 2.10 phase current response under a narrow vector. The high frequency 

oscillations under the first active vector do not have time to settle before the 

second active vector is applied 

 

Minimum pulse width violations occur at low voltage references and 

when crossing SVPWM boundaries, some vectors must be extended to ensure 

that the minimum pulse width threshold is not breached. Figure 2.11 illustrates 

the areas in the SVPWM plane where pulse width extensions are required 

[42]. 
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Figure 2.11 The locations on the SVPWM plane where voltage vector 

extensions are required [42] 

2.4.2 SVPWM Pulse Width Extensions 

Under normal (ideal) SVPWM operation the demand PWM vectors are 

applied in a symmetrical manner during the PWM period as illustrated in 

Figure 2.12. 

 

Figure 2.12 An ideal PWM output waveform for sector 1, t1 ï t7 are the vector 

times  
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When it is necessary to extend vector(s) due to an original demand vector 

(under which a derivative measurement is required) being less than the 

minimum pulse width (tmin) there are two possibilities that exist. To illustrate 

these scenarios it will be assumed that the first active vector time, t2, is less 

than the minimum pulse width threshold: 

 

i) t2 < tmin but t2 >= tmin/2 

 

If a PWM demand vector is less than the minimum pulse width threshold 

but still greater than half the minimum pulse width threshold then the 

minimum pulse width threshold can be met in one half of the PWM period 

(thereby allowing a derivative measurement to be made) by applying the 

vector asymmetrically, e.g. if the first active vector is too short it can be 

applied for a longer period in the first half of the PWM period than in the 

second half.  Whenever a vector is extended to satisfy the minimum pulse 

width criteria, additional current distortion is introduced. This scenario is 

illustrated in Figure 2.13.   

 

ii)  t2 < tmin and t2 < tmin/2 

 

If the demand vector is less than half the minimum pulse width threshold 

then the pulse extension to tmin will result in an increase in the volt-seconds 

being applied to the machine for a given vector. This must be compensated, 

usually by applying a different vector from the SVPWM plane, one which 

would not normally be applied in the sector the voltage reference lies in as 

il lustrated in Figure 2.14. This ensures that the reference voltage vector that 

was originally intended is maintained in each PWM period.  

 



Chapter 2 

Sensorless Control Techniques 

 

31 

 

 

Figure 2.13 (a) PWM vectors before extension applied to t2 

 

Figure 2.13 (b) PWM vectors after extension applied to t2, now t2 = tmin 

 

Figure 2.13 (c) Typical phase current illustrating the effects of extending a 

vector, the difference between the normal (black) and extended vector case 

(red) is the current distortion introduced 

Figure 2.13 A case where vector extension is required for the first active 

vector only, with the original vector length being > tmin/2  
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Figure 2.14 (a) PWM vectors before extension applied to t2 

 

Figure 2.14 (b) PWM vectors after extension applied to t2, now t2 = tmin, V3 

is now applied in the second half of the PWM period to compensate the 

extension of V1 

 

Figure 2.14 (c) Typical phase current illustrating the effects of extending a 

vector, the difference between the normal (black) and extended vector case 

(red) is the current distortion introduced 

 

Figure 2.14 A case where vector extension is required for the first active 

vector only, with the original vector length being < tmin/2 
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It is clear that a narrower pulse requires a larger extension and 

therefore results in a larger current distortion being introduced which 

significantly effects harmonic performance. A number of compensation 

approaches have been published [23, 43, 44] some of which introduce less 

distortion than others by compensating as close to the extension as possible. 

But whenever extensions are implemented, distortion of the current waveform 

is unavoidable.  

2.4.3 Current Distortion Introduced as a Result of 

Extending Vectors ï An Investigative Demonstration 

In order to highlight the level of current distortion introduced by 

extending vectors a number of experimental measurements were taken using 

different minimum pulse width thresholds at different speeds. Vector 

extensions were compensated using the methodology described in (2.4.2). The 

experimental rig described in Chapter 6 was used to collect the results. Some 

loading of the machine was required as the results were collected using a 

permanent magnet machine which only has a small fundamental current 

component at low loads. The choice of loading value used was arbitrary; a 

value of 50% load was selected. Under each speed five different minimum 

pulse widths were applied to the PWM and a measure of the total harmonic 

distortion (THD) of the phase current waveform was taken according to Eqn 

2.4.  

)
В )

)
ȢρππϷ 

(Eqn 2.4) 

 

 

The THD of the phase current waveform can be plotted according to 

the speed and minimum pulse width threshold as shown in Figure 2.15. 
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Figure 2.15 THD of the phase current waveform according to speed (electrical 

frequency) and minimum pulse width (tmin) 

 

Figure 2.15 illustrates the problem well. Firstly it can clearly be seen 

that an increase in the tmin value generally results in an increase in the THD. 

Secondly a reduction in speed also causes an increase in THD. This is because 

the low speed region corresponds to the blue region in Figure 2.11, where 

narrow pulse widths naturally occur on both active vectors. This means that 

even a small tmin value will cause a large number of vector extensions to be 

required. The bigger the tmin value the larger the distortion introduced. 

Conversely, at high speed a small value of tmin has little effect since the 

majority of the PWM vectors will already be longer than the tmin threshold. It 

should be noted that at low fundamental frequencies the THD per fundamental 

period is increased as there are an increased number of PWM periods (per 

fundamental period) where current distortion could be introduced. While 

collecting the results it was observed that the fundamental current component 

remained the same (as expected) and the increase in THD was mainly due to 

an increase in the 5
th
 and 7

th
 harmonic components as the tmin value was 

increased for each speed. 
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2.4.4 Narrow Vector Problem Conclusions 

The Narrow Vector Problem is one of the remaining major limitations 

affecting the implementation of the Fundamental PWM technique. It will be 

seen in Chapter 3 that the oscillations seen in the current and current 

derivative waveforms arise due to parasitic impedances in the motor, drive and 

cabling. Since these effects cannot be removed oscillations will always be 

present following switching and hence narrow vectors will need to be 

extended to allow derivative measurements to be made, at the expense of the 

additional current distortion introduced. This problem is worsened at higher 

switching frequencies where vectors are generally shorter and so will require 

extending on a more frequent basis. The problem cannot be removed. 

However, it has been established that the current distortion (and associated 

torque ripple, vibration and audible noise) introduced is significantly reduced 

with a shorter minimum pulse width threshold. If an estimate of the current 

derivative can be made in a reduced time (ideally before the high frequency 

oscillations have decayed) then the minimum pulse width threshold can be 

reduced. This is the basis of the work proposed in this thesis.   

2.5 Appearance of the Current Derivative s  

It is pertinent to introduce and explain the current derivative 

waveforms seen under the SVPWM active vectors which must be measured in 

order to track saliency. The waveforms displayed in Figure 2.16 were obtained 

using the experimental setup detailed in Chapter 6. Figure 2.16 (a) shows 

current derivative waveforms sampled under the first active vector for phases 

A, B and C while Figure 2.16 (b) shows similar waveforms sampled under the 

second active vector. Figure 2.16 (c) shows the SVPWM sector. 
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Figure 2.16 (a) Current derivatives under first active vector 

 
Figure 2.16 (b) Current derivatives under second active vector 

 
Figure 2.16 (c) SVPWM sector 

Figure 2.16 Current derivatives under the first (a) and second (b) SVPWM 

active vectors. The SVPWM sector (c) is also shown 
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When inspecting the first active vector derivatives of Figures 2.16 (a) it 

is clear that (for each phase) for one third of the fundamental period the 

derivatives have positive amplitude while for the remaining two thirds of the 

fundamental period they have negative amplitude. Similarly, in the case of the 

second active vector derivatives, the derivatives have positive amplitude for 

two thirds of the fundamental period and negative amplitude for the remaining 

one third of the fundamental period. This can be explained by using the  motor 

equivalent circuit illustrated in Figure 2.17 [22].  

 

Figure 2.17 Equivalent circuit for phase A of a PM motor 

 

Where VDC is the applied DC link voltage, rs is the stator resistance, 

Lůa is the leakage inductance and ea is the back EMF. If the back EMF and 

stator resistance are neglected (this is valid since the back EMF has small 

amplitude at low speeds and the stator resistance voltage drop is small 

compared to the DC link voltage) then Eqn 2.5 describes applied voltage.  

 

ὠ ὒ
ὨὭ

Ὠὸ
 (Eqn 2.5) 

 

Hence the current derivative (di/dt) depends on the applied DC link 

voltage and the leakage inductance (which is modulated by the motor 

saliencies). Table 2.2 shows the voltages applied to the motor by the inverter 



Chapter 2 

Sensorless Control Techniques 

 

38 

 

under the first active and second active SVPWM vectors. It is clear from Table 

2.2 that for phase A, under the first active vector, +VDC is applied for one third 

of the fundamental period (under sectors one and six), hence a positive 

derivative is expected. While ïVDC is applied for two thirds of the 

fundamental period (under sectors two to five), hence a negative derivative is 

expected. This expectation matches the observations made in Figure 2.16. 

Similar conclusions can be drawn for the second active vector.  

 

     Sector 

 

Phase 

1 2 3 4 5 6 

First 

Active 

Vector 

A +VDC -VDC -VDC -VDC -VDC +VDC 

B -VDC +VDC +VDC -VDC -VDC -VDC 

C -VDC -VDC -VDC +VDC +VDC -VDC 

Second 

Active 

Vector 

A +VDC +VDC -VDC -VDC +VDC +VDC 

B +VDC +VDC +VDC +VDC -VDC -VDC 

C -VDC -VDC +VDC +VDC +VDC +VDC 

Table 2.2 The voltages applied to each phase, in each sector of the SVPWM 

plane for both first active and second active vectors 

2.6 Accuracy Requirements of a Current 

Derivative Estimation/Calculation System 

The current benchmark in terms of the accuracy of measured current 

derivative values is set by dedicated current derivative sensors, such as 

Rogowski coils. Standard current sensor implementations (where the 

derivative is estimated using two current measurements taken over a pre-

defined time window ï referred to as the two current sample approach in this 

work) have also been demonstrated and perform well provided a large 

minimum pulse width is set. Using the experimental setup described in 

Chapter 6, a 17µs minimum pulse width was found to be adequate for 
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measurement of the derivative when using both Rogowski coils and standard 

current sensors. The target of the new derivative calculation/estimation 

approach investigated in this work is to match the derivative measurement 

performance of these existing methods without the need to have the same large 

minimum pulse widths. In order to gauge what is an acceptable level of 

performance for a current derivative calculation/estimation approach, random 

noise has been added to derivatives measured using the two current sample 

approach. The THD + N (Total Harmonic Distortion + Noise) of the resulting 

position vector (calculated using the derivatives) was measured and is 

displayed in Figure 2.18. The peak amplitude of the derivatives used to 

calculate the position vector was 1x10
5
.  

 

Figure 2.18 The THD + N (Total Harmonic Distortion + Noise) of the position 

vector when random noise is added to the derivative waveforms obtained 

using the two current sample method 

 

It was important to include the noise contribution in the distortion 

measurement as this would not be truly reflected in a standard THD 

measurement but practically would make it difficult to cleanly isolate the 
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saliency component that is of interest using standard methods such as 

synchronous filtering [22, 23]. From the results shown in Figure 2.18 it is clear 

that as the amplitude of the noise added to the derivatives is increased, the 

position vector (and therefore the position estimate that would arise) is 

adversely affected. If a limit of 10% is set on the maximum allowable THD+N 

distortion (compared to the results obtained using the two current sample 

method), then the amplitude of the noise that is acceptable in the derivative 

estimates/calculations is ±1.315e
4
 A/s (according to Figure 2.18). 

Hence a target of this work will be to produce a derivative estimate 

that falls within ±1.315e
4
 A/s of the value obtained from the two current 

sample method whilst only using a small time window to allow a reduction in 

the minimum pulse width to be achieved.    

2.7 Hybrid Sensorless Solutions 

Hybrid approaches combine more than one sensorless technique in 

order to achieve a better overall performance. This represents the best 

possibility for a generally applicable sensorless approach that can operate 

reliably across the entire speed range. Typically a hybrid solution will employ 

a saliency tracking technique at zero and low speed and a mathematical model 

approach for medium to high speed operation [45-53]. The two different 

approaches complement each other well. Saliency tracking methods can 

provide reliable low speed operation while at higher speeds mathematical 

model based methods can be used. This also allows the saliency tracking 

technique to be disabled if desired at higher speed. This can be advantageous 

since stopping the injection of a high frequency signal or the modification of 

the switching waveforms will  significantly reduce the torque ripple and 

current distortion seen in the machines response.  
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With regards to the Fundamental PWM technique, at high speed it is 

the null vectors that become narrow and hence could require extension. Also, 

the technique cannot work in the over-modulation region as it requires that 

two active vectors and null vectors are applied [45]. Hence at high speed it 

would be beneficial to have a mathematical model based technique that could 

be relied upon to give an accurate position estimate.  

The difficulties associated with hybrid solutions are the added 

complexity of implementing two techniques, the additional computation 

power required and how to achieve the crossover of the speed and angle value 

used for control from the different techniques.    
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Chapter 3  

High Frequency Parasitic Effects in 

a Variable Speed Drive 

3.1 Introduction  

In order to allow investigation to take place into possible ways to 

reduce the minimum vector limitation, a detailed and thorough understanding 

of the sources of the high frequency current phenomena is required. It is 

widely known and accepted that the high frequency ringing observed in the 

phase current waveforms is due to parasitic capacitances and inductances that 

exist in the motor drive and cabling and the large dv/dt seen by these 

impedances when switching the active devices in the inverter. In order to 

reduce these high frequency effects (which can also cause problems with EMI) 

these impedances should be minimised through careful and considered design 

and construction techniques and if possible the dv/dt applied should be 

reduced. Figure 3.1 shows a simple drive schematic including some parasitic 

components. The main parasitic components illustrated are W) the capacitance 

to ground via the heat-sink, X) switching device parallel capacitance, Y) the 

loss and inductance of the supply cable, the capacitive coupling of the phases 

and the capacitance to ground via the shielding, Z) The turn to turn 

capacitance and the phase to frame capacitance of the windings. 
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Figure 3.1 main parasitic impedances in a standard drive setup [54] 

 

A complete and detailed description of the causes and locations of 

these parasitic impedances is lacking generally in the research literature. This 

is to some extent because the parasitic impedances are so diverse that to list 

them all and detail their quantitative effect on the machine response would be 

extremely difficult. It is however possible to pick some of the key contributing 

components which when included in a simulation model will produce a result 

which closely matches the real result. 

3.2 Modelling of the High Frequency 

Behaviour of a Drive System 

The parasitic impedances present in the drive system give rise to the 

high frequency behaviour that is of interest. Establishing the origins of these 

parasitic components and gaining a measure of the impedances themselves 

however is a complicated task. It is well known that noise conduction paths 

can be categorised into one of two types ï common mode and differential 

mode [55]. Common mode conduction paths occur when there is a path 

through which current may flow between a conductor and ground while 
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differential mode paths exist when current paths are present between 

conductors. In a drive system the differential mode currents flow between 

capacitivly coupled conductors and back through the inverter and DC link 

which completes the loop. There are many sources of these paths; many of the 

components in a drive system are grounded for safety reasons and provide 

common mode paths e.g. inverter heat-sink, cable shielding and motor frame. 

Insulation materials act as a dielectric material leading to capacitive coupling 

between conductors which again creates noise paths. Most of these couplings 

only become an issue at high frequency, in this work the frequency range of 

interest is 10 kHz to 30 MHz [56]. The following sections will describe the 

key contributors to the parasitic impedance network from the perspective of 

the motor and cabling and describe the simulation models that already exist in 

literature to allow investigation into high frequency behaviour. Later it will be 

seen that in order to capture the non-linear switching behaviour of the inverter 

some of the parasitic capacitances in the inverter itself must be included in any 

simulation model. 

3.3 Motor Modelling  in the High Frequency 

Range 

3.3.1 Introduction  

The creation of a high frequency motor and cabling model is achieved 

by producing an electrical model which has an identical frequency response in 

the MHz range to that of the actual motor and cabling being modelled. Such 

models are generally designed on a per phase basis and are capable of 

accurately characterising the frequency response in the 10 kHz to 30 MHz 

range [56].  Finding an appropriate model and extracting parameters for the 
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components within the model is a non trivial task and a number of methods 

exist to enable this. One such method is the Finite Element Method where the 

material properties and geometries (which can be difficult to obtain) of the 

machine being modelled are entered into modelling software which can then 

predict the parasitic impedance values for a given electrical model [57]. 

Another approach, the analytical approach, involves solving electrical circuit 

equations to find model parameters [58]. This method is more complex and 

although the resulting models can produce accurate results, they hold little 

physical meaning being constructed from several RLC branches that imitate 

the frequency response. Another alternative approach, the asymptotical 

method, was used in this work and is based on experimental measurement of 

the frequency response from which model parameters can then be derived. The 

components in the models proposed by previous investigations have been 

attributed to real physical quantities and effects in the motor or cabling. The 

component values in the models when using the asymptotical approach are 

found from equations which take their inputs from asymptotes of the 

frequency response as well as the maxima and minima values in the 

experimental frequency response.  

3.3.2 Motor Model Development 

Historically research into the high frequency behaviour of inverters 

coupled to motors began in the mid 1990ôs when it was realised that the EMI 

of such a setup was significant and could have a negative effect on 

neighbouring devices [59]. Initially the focus was directed towards 

understanding the EMI sources and producing simulation models to facilitate 

improvements in the EMC of drives. To this end, the models proposed were 

used as a tool to assist in the design of EMC filters [55, 58-60]. Many early 

high frequency models required a compromise between accuracy in the 

simulated results and a reasonable simulation run time, especially since any 
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motor model usually forms part of a larger system model rather than simply 

being simulated individually. Some models were not suitable at all for time 

domain simulations since many early models were made up of several 

segments placed in series to try and capture the distributed effects of the 

windings [55, 61]. This led to models which had high component counts and 

also made calculating model parameters difficult, while others were not 

capable of simulating both common mode and differential mode behaviour 

[60, 62]. With modern computing capability constantly improving, the run 

time restriction became less of a concern and models have more recently been 

designed for both frequency and time domain simulation and have 

incorporated both common mode and differential mode effects. This has led to 

more complex but more accurate models.  

Many different models have been proposed in the literature. In this 

work the model proposed in [63] was adopted. The principle reasons behind 

this decision were that the model was a based on the culmination of many 

years worth of research by many different authors, the relative ease of model 

parameter extraction and also because in [63] a corresponding cable model 

had been successfully used to investigate the effects of cable length ï 

something which has a heavy influence on the high frequency content of the 

current waveform and is therefore extremely relevant to this research. The 

selected model proposed in [56, 63] is of a lumped parameter type. This will 

cause some loss in accuracy since some of the effects (such as turn to turn 

capacitance and winding to ground capacitance) are clearly distributed effects. 

However this reduction in accuracy has been proven to have a minimal 

detrimental effect in the final results [54, 62]. Only the stator windings are 

considered in the high frequency analysis since the high frequency flux does 

not penetrate the rotor or stator laminations [64]. The models which have been 

proposed in the literature have been based on evolution, with each new model 

incorporating an improvement compared to the previous effort. Figure 3.2 (a) 

ï (d) illustrates the development of the chosen model which will now be 

introduced and discussed.  
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Figure 3.2 HF motor models proposed by a) [62], b) [60], c) [56] and d) [63] 

 

The models in Figure 3.2 (a) and (b) were not suitable for common and 

differential mode simulation owing to the way that the frequency response 

measurements were made. Also, splitting the winding to frame capacitance 

into two separate capacitance values (as in Figures 3.2 (c) and (d) allows the 

common mode and differential mode responses to be more accurately 

modelled [65]. The models in Figure 3.2 (a) and (b) however, form a 

foundation for later models and are therefore relevant in the derivation of the 

model used in this work.  
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The model proposed in Figure 3.2 (a) was one of the first to be 

designed to simulate both high and low frequency behaviour of the machine 

simultaneously in the time domain [62]. The lumped parameter model 

consisted of a resistance and inductance to represent the low frequency 

resistance and stator leakage inductance (R and Ld). Connected in parallel 

branches to this there is a resistance to represent the eddy current loss in the 

magnetic core (Re) and a capacitance for the turn to turn capacitive coupling 

(Ct). Finally there is a capacitive coupling between the winding and ground at 

both the phase and neutral ends of the winding (Cg). In this model this 

capacitance is given the same value at each end of the winding. The damping 

of the high frequency oscillations in the current was attributed to the 

impedance of the cable and input impedance of the machine. Initially the 

model failed to accurately model the damping of these current oscillations so a 

resistance was added in series with Cg at the phase input end to increase the 

damping performance.  

This model was adopted and used to produce the model illustrated in 

Figure 3.2 (b) [60]. The model featured some key additions including a 

resistance between the winding neutral and ground (Rg). The parallel turn to 

turn branch also now included a resistance (Rt) and inductance (Lt) which 

would be present in the high frequency path. These additional components 

meant that a second resonance point in the experimental result was now 

captured by the simulation. A parallel branch containing the dynamic dq 

model was suggested to capture the low frequency behaviour.  

An intermediate model not shown here was proposed by Weber [66] 

and was based on [59, 60, 62, 64]. The purpose of the work was to try and 

design a model library that could be used to simulate the high frequency 

behaviour of a given motor. The conclusion was that for accurate simulation 

performance each motor should be modelled individually. It is however of 

interest since it provided the basis for the work in [56, 63] which were the first 

models to be designed for simulating common mode and differential 

behaviour and could be used for both time and frequency domain simulation. 
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These models were not aimed at being able to capture low frequency 

behaviour. The component count of the model was relatively low and the 

parameter extraction techniques were simple and described in detail.  

The initial model illustrated in Figure 3.2 (c) [56], consisted of the 

winding to ground capacitances (Cg1 and Cg2) and resistances (Rg1 and Rg2)  as 

in Figure 3.2 (b) [60] but in line with the real machine, these were given 

different values (where as in [60] they were treated as equal). Rcu represented 

the copper loss and could be neglected for high frequency simulation and 

therefore analysis in the frequency domain but at low frequencies acted to 

limit the current and so was necessary for time domain simulation. The 

inductances represent the stray inductance (Lstr) and an inductance 

incorporating the inductive coupling between the phases (LM). Once again iron 

loss was included in the form of a parallel resistance (Re) but turn to turn 

effects were not included. The model produced good results but there was a 

resonance point not captured by the proposed model and so an additional 

capacitance and resistance were added in parallel with the phase coupled 

inductance, LM. The values for these components were found by trial and error 

and had no physical meaning. The additional resonance provided by these 

additional components resulted in an improved correlation between the 

simulated and experimental results.  

Finally the model proposed in Figure 3.2 (d) [63] was based entirely on 

Figure 3.2 (c). However the additional resonance point which was identified in 

[60] as being due to the turn to turn impedance was included. The additional 

un-attributable resistance and capacitance in [56] were replaced with a parallel 

branch containing the turn to turn impedance components (Ct, Lt and Rt). The 

method for finding these additional component values was documented in a 

similar way to [60].  

This resulted in a complete model for time and frequency domain 

simulation including both common and differential mode behaviour with a low 

component count where each component could be associated with the real 

physical effects of the machine and each component value was simple to find. 
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The model was accurate up to very high frequencies (> 30 MHz) at which 

point the impedances of the measuring equipment would begin to affect the 

measured response and so effects observed in the response could not be 

attributed to the machine [56]. It should be noted that some accuracy is lost by 

stipulating that the model must be suitable for time domain simulation as some 

of the parameters should in reality have some frequency dependence, for 

example Re in Figure 3.2 (d) which represents iron loss. As the frequency is 

increased the cross sectional area decreases due to diffusion [56].  

3.3.3 Finding the Model Parameters 

The method proposed in [56] was used to find the parameters for use in 

the motor model. This requires two measurements of the machineôs frequency 

response ï one of the common mode response and one of the differential mode 

response. The measurements are taken with the motor at standstill and all 

supply cabling detached. To measure the impedance of the differential path of 

a three phase machine, two of the three phases are connected together as 

shown in Figure 3.3. The frequency response is then measured using an 

impedance analyser or RLC meter across the two shorted phases and third 

phase 
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Figure 3.3 Measurement Setup to Determine Differential Mode Parameters 
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To measure the impedance of the common mode path all three phases 

of the stator windings are connected together and the response is measured 

between the input of the three phases and the motor frame, as shown in Figure 

3.4.  
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Figure 3.4 Measurement Setup to Determine Common Mode Parameters 

 

  Figure 3.5 shows the common mode and differential mode impedance 

responses for an ASEA 4 kW induction machine measured using a HP Agilent 

4194 Impedance analyser. To increase the accuracy of the results the 

logarithmic steps (100-1000, 1000-10000, 10000-100000...) of the 

measurement were broken up and carried out separately when taking 

measurements. 

The following derivation of the HF model parameters is based on [63]. 

Refer to Figure 3.2 (d) for the schematic of the model used. There are a 

number of points in the common and differential mode impedance response 

which are used to find the model parameters and these are marked on the plots 

in Figure 3.5.  

The points marked CHF, Ctotal and LDM  in Figure 3.5 are the points 

from which asymptotes are taken to find the value for each of the respective 

impedances. The asymptotes are assumed to have a gradient of 20dB/decade, 

capacitances are found from  ὅ  while inductances are calculated using 

ὒ  . 
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Figure 3.5 The common mode (red) and differential mode (black) impedance 

responses captured from a 4 kW ASEA induction machine. Also highlighted 

are the key points that are used to find high frequency model component 

parameters 

 

Once CHF, Ctotal and LDM have been obtained the equations for the 

derivation of the electrical component values given in (Eqn 3.1) to (Eqn  3.12) 

can be used to find the remaining component values [63]. 

ὅ
ρ

σ
ὅ  (Eqn 3.1) 

  

ὅ
ρ

σ
ὅ ὅ  (Eqn  3.2) 

  

ὒ ρς“ὅ ὪὪ  (Eqn  3.3) 

  
























































































































































































































































































































































































































