Current Derivative
Estimation for Sensorless

Motor Drives

David Martin Hind , MEng

Thesis submitted to the University of
Nottingham for the degree of Doctor of

Philosophy

APRIL 201 5



Abstract i

Abstract

The work presented in this thesis aims to improve the performance of
theFundamental PWNensorless control technique by proposing a new way
to estimate current derivativesthe presence of high frequency oscillations
The Fundamental PWNMechniqueoffersperformance across the entire speed
range (including zero speed). The method requires current derivative
measurements when cert&kVM (Pulse Width Modulation) active amualll
vectors are applied to the machine. However the switching action of the active
devices in the inverter arileassociatetarge dv/dt result in current and
current derivative waveforms being affected by high frequency oscillations
which prevent acaate measurement of the current derivat@ther
approaches have allowed these oscillations to decay before attempting to take
a derivative measurement. This requires thaPW& vectors are applied to
the machine for a time sufficient to allow the dstibns to decay and a
derivative measurement to be mathee minimum pulse widthJOn some
occasions this time is longer than the time a vector would have normally been
applied for (for example when operating at low spesthe vectorgnust be
extended and later compensated. Vector extension introduces undesirable

current distortion, audible noise, torque ripple and vibration.

In this thesighe high frequency oscillations atiteir sources are
investigated and method of using Artificial Neal Networks toestimate
current derivatives using onéyshort window of the transient current response
is proposed. The method is able to estimate the deriwditioetly from phase
current measurements affected by high frequency oscilladioditus alows
a reduction in the minimum pulse width to be achieved (since it isnget
necessary to wait for the oscillatiotesfully decay)without the need for
dedicated current derivative sensarle performance of the technique is

validated with experimeal results
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Chapter 1

Introduction

1.1 Background

Variablefrequency drives aneow commonplacen industrial
applicationsandwith the realisation of the negatieavironmental effectef
burning fossil fuels they amertainto become even mor@mmon infuture

motive applications

The most basic control technique of all those employed in variable
frequency drives using A@achines is open loop contr@pen loop control
offers a simple solutiobut providegpoor dynamic performance asdffers
from speed droop when a load torque is applied. Whilst this is perfectly
acceptable in many applicatigrisere are mangtherswhere this $ not
acceptableandclosed loop contrak neededClosed loop control systems
have relied oshaft mounte@ncoders or resolvers to provideo#or position
measurementhich can be used for control. Thesechanical speed feedback
deviceswork very well, butheir reliabilitycan bean issueespeciallywhen
operatingn harsh environmentsvhich can undermia the robustnesand
reliability of the entire drive systeteading to potentially costly downtime
Other disadvantageéscludethe additional costincreasd manufacture time
since they must be calibrated and on small machines they represent a

significantproportion of the entire physical package size.
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These drawbacks have contributed towarldsge research focus on
sensorless control techniques. Such techniques rely on electrical
measurements only to estimate the rotor position allowing closed lotmplcon
of the machine withouhe needo have a mechanical speed sensor. Many
sensorless approaches exist, each of which hawirtsnerits and weaknesses.
Of the sensorless techniques, mathematical model approaches face issues at
low speed where measurerngfrom the machinedzome small and are badly
affectedby noise which prevents these methods from being able to operate at
zero speed. Parameter sensitivity and variation also intreduces while the
inverter itself affectshe performance by introducing ndinear behaviour
through variations in the applied dv/&aliency tracking methods seek to
track inductance variations brought about by the variation in the effective air
gap length.

The saliency tracking techniquesevhconsidered from a general point
of view (as in Chapter 2) can be applied to both permanent magnet machines
and induction machines. The difference lies in the saliencies that are being
tracked and their sources. For example, the saturation salienayriarnt
magnet machines is due to the rotor magnets while in an induction machine it
is due to the fundamental wave. Geometric effects in permanent magnet
machines arise from magnet placement while in induction machines it is due

to rotor design (rotor stapening width, number of rotor bars etc).

Saliency trackingechniques are able to operate at zero speddire
immune to parameter sensitivitieat often require additional signals to be
applied to the machine either by adding these to the fundanoempait of the
inverter or by directly modifying the PWHpulse width modulationdequence
itself, both of which introduce current distortion, torque ripple and audible

noise.

One particular saliency tracking technique, Boedamental PWM

techniquemakes use of the current derivative response of the machine to
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pulses applied under normal SVPWBpace Vector PWMip track the

machine saliency. This in theory an ideal soluticas the removal of the need

to add special test pulsesk (high frequencysignals also removes their
negative side effec{gurrent distortion, torque ripple, vibration and audible
noise)and the technique is able to operate across the entire speed range
Howeveradditional sensors in the form of current derivateasorsre often
required and theechnique is limited by high frequency oscillations appearing

in the current and current derivative waveforms due to parasitic impedances in

themotor and cablingesponding to the large dv/dt applied during switching.

These osillationsare responsible for the major limitation affecting the
Fundamental PWNMechniqué the Narrow Vector Problenas theyprevent
immediate measurement of the current derivativerasdlt in & enforced
delayuntil measurement of the current detiva becomes possible. The
PWM vector being applied to the machine must also be maintained throughout
this delay;in many cases this means extendingRk¢M vector length beyond
the time originally intended. This delay is knoasthe minimum vector time
(tmin) andextendingshort vectors to the minimum vector time introduces

undesirable currerdistortion into the response

1.2 Scope of the Thesis and Overall

Objectives

This thesisaims toinvestigate the minimum vector problem and
propose new methods to reduce this limitattwmsprovidinga sensorless
techniquehat can operate across the entire speed range with minimal current
distortion, torque ripple and audible noiftewill be seernthat theparasitic
impedances #it cause the high frequency oscillations in the current response

cannot be eradicated and so will always produce some unwanted ringing
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which prevents onfrom overcoming the problem completely. In this work
methods to extrddhe current derivative from the transig@iase current
waveform while the high frequency oscillations are still present are explored

This offers two distinct advantages

1) If the derivative can be estimated before the oscillatiawve decayed
then he minimum vector time can be significantly reduced therefore

reducing the current distortion imposed by vector extensions.

2) Extracting the derivative from the phase current response removes the
need to have additional dedicated derivative sensors iritresas the

standard current sensors found in a normal drive can be used instead.

It should be noted that the phase current has previously been used to
estimate the derivative but a significant minimum vector length was required
to allow a detectable elmge in the current to occi]. In this work a new
approach which uses the phase curaemt an artificial neural netwotk
estimate the current derivative in a shorter time than has previously been
possible is proposed. TiNarrow Vector Problens far from straghtforward
to solve as therare significant variatios in the shape of the transient
responses seen. The transient current response is tegendenon the dv/dt
of the inverter which varies according to the conducting device and operating

condition d the inverter.

A target for the accuracy of the derivatives estimated by the proposed
technique is specified in this work.mAaximum increase of 10% in the
THD+N (Total Harmonic Distortion + Noise) when comparedeéoivatives
found througtexisting metlods has been defined as the acceptableilimit
Chapter 2.
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Noting the above argumentsiamber of objectivemaybe set outvhich

include:

1 To understand the sources of main parasitic impedances which cause the
high frequency phenomena seen inttla@sient current and current

derivative responses following inverter switching

1 To understand the ndmearswitchingbehaviour of the inverteits
effectsonthe transient current responaad appreciatezhen and how

this effects the current derivativesponse

1 To propose solutions whiakither have zero or a minimédfect on the

fundamental operation of the inverter

1 To investigate new methods of extracting the current derivative from a
transient current response in a reduced time, in the presthigh
frequency oscillationsThe maximum acceptable increase in the THD +
N of the estimated derivatives (compared to derivatives obtained using

existing methods) ibmited to 10%.

1 To identify the saturation saliency componesing the estimated
derivatives in a time frame that is at least comparable to existing

methods.

1 To implement proposed solutions in hardware in order to demonstrate

their effectiveness in a real time situation.
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1.3 Thesis Overview

The following gives a brief outline of the material contained in this thesis

Chapter Zummarizeshe common sensorless approaches beginning
with mathematical model based approachée saliencies (and their origins)
that exist in induction machines apdrmanent magnetachinesre
introducedbefore moving on tgenerallydescribesaliency tracking
techniquesTheFundamental PWMechniqueand its main limitation, the
Narrow Vector Problemaredescribed in detail as it is thaseathat this
research is aimed at improvinhe appearance of the current derivative
waveformghat are of interess introduced and an acceptable level of

accuracy for a derivative estimation system is defined.

Chapter 3 discusséise sources of the parts impedances that give
rise to the oscillations seen in the current response following a switching event
of the inverter. Electrical models which are able to reproduce the high
frequency behaviour are investigatnd simulation resultare presentednd
comparedvith those obtained through experimental investigation.
Discrepancies in the shape of the current transients following switching at low
current are tghlighted and the asons behind the anomeére identified and
discussed; namely the ndinear switchingbehaviour of the inverter due to
the parasitic capacitance of the switching devi8asulation esults are then
preseted with these parasitic captcices included to replicate the low

current behaviour.

Chapter 4 introduces a number of methiotislemented by researchers
previouslywhich lesserthe high frequencgurrentoscillations. These
methods mostly aim teeducethe dv/dtof the inverter phase(&llowing
switching. While this does reduce the cuatrescillations it also has the effect

of reducing the high frequency contenthe voltage waveform applied to the
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machine. The leakage inductances respond to this high frequency content
allowing the position to be identified. Thlerivative responseeduces and

switching losses are increased.

Since it isdesiableto havea solution which has a minimaifect on
the operation of the driveonintrusive techniques are investigatedich
make use of current sensors (therefore remawiageed fospecial current
derivative sensorsYhese involve sampling the current transient (including
the high frequency oscillations) at high speed to capture the redpanse
reasonableesolutioni this isoften referred to as oversampling. Work by
other reseahers is introduced before a mathematicaveuitting approach is
explored. Many variationgn the curve fitting approach are presented,
however an accurate estimate of the current derivative could not be achieved
when using only a small pown of the cirrent transient. This is due to the
limited bandwidth of the current sensor, the {iaearswitchingbehaviour of
the inverter and difficulties in identifying key contributions in the response

beyond the dominarigh frequencyomponent.

Chapter 5 intrduces the ideafasing an artificial neural network
(ANN) as a pattern recognition tool to associate current transients with their
steady state derivatives. This method offers a way of dealingowaitithe
nonlinearswitchingbehaviour of the inverter arile limited bandwidth of
the current transducer. Artificial neural networks require training and so a
methodology to achieve this is discusbedbreresults obtained using a neural
network implemented in Matlab supplied wékperimentaturrent transient
data are presented

Chapter 6 presents the experimental system. The hardware configuration
control platformand FPGA(Field-Programmable Gate Arragevelopment
board(used to implement the proposed techn)cqare describé Some of the

FPGA design methodology &sodescribed.
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Chapter 7 presents a set of experimental results achieved using the
proposed techniqué&he derivative estimatdsom the neural network are
compared with derivativemeasuremestobtained using thtevo current
samplemethod fhich measurethe change in phase current amplitude over a
set time window to give di/dt) and thoseasurediirectly usinga Rogowski
coil. The performance of the neural network approach at various speeds and
loads is analysed to see whéeets these factors have on the ability of the
ANN to accurately estimate the derivasvendultimately identify the
saturation saliency componehinally the performance of the technique with
a narrowed pulse width isvastigated. The results show that although there is
degradationn the accuracy of the derivative estimatbgy offer an
improvement over the traditiahtwo current sampland derivative sensor

techniqus when operating under narrow pulse widths

Chapter 8 discusses thedings of the research and suggédstther
work that could be undertaken in this research area based ondihgdiof

this study.
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Chapter 2

Sensorless Control Techniques

2.1 Introduction

Sensorless control techniques pagticularly attractive to industry as
they offer ¢osed loop control without the need foslaaft mountednechanical
encoder or resolver. This has a number of advantages including a reduction in
production time and costs, smaltererall physical size adhe machine (this is
particularly the case for small frame size machines wherecadenis a
significant proportion of the overall size) and increased reliability and
robustness given the tendency of encoders and resolvers to fail under harsh
conditions.This Chapter wilbriefly introduce the main sensorless techniques
that exist todaynd are applicable to both permanent magnet and induction
machinesSensorless techniques can be divided intodategories
mathematical model basetethodsvhich generly rely on measuring
electricalinputsof the machine and supplying thésea mathematical model
from which a speed estimate is obtainddle saliency trackingechniques
make use of the machines anisotropic properis®each technique is
discussed th associated shortcomings will also be highlighted. With the
various techniques introducgtie main focusvill be directed towardthe
Fundamental PWMechniqueand the main limitation thaffects this

technique, thé&arrow Vector Problemwhich this wok will aim to alleviate
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2.2 Mathematical Methods

2.2.1Model Based Adaptive Reference System (MRAS)

The MRASapproach i®ne of the simplestlosed loopsensorless
techniqueknown It relies on two mathematical models of the machine. One
which depends on rotepeedthe adaptive mode§nd one which is
independent of rotor speéithe reference modelyhe modeldothestimate
the same parameter with rotor flux bgcomman [2-4], BackEMF [5] and
reactive powe[6] have also ben usedThe cross product of the model
outputs is taken and the rotor spéeddjustedsuch that thedaptive model
outputis changed to drive the cross product result to zero at which point the
estimated rotor speed will match the actual rotor sfize®l. The adaptive
mechanism is designed accordindhe hyperstability cmnceptwhich

guarantees convergenard suitable dyamic characteristicf7].

- Voltage Model

» ol

: Current Model
o Or = R
" 1+1, i
F 3 F Y v
0, e Adapn?’e
) Mechanism
—
o,

Figure2.1 MRAS sensorless control scheme where the rotor flux is the

estimated parameter
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Performance of MRAS systems at high speezktellent However
theyperformpooty at low speeds where tsampledvalues supplied to the
modek are difficult to accurately measure and have a low signal to noise ratio.
Parameter sensitivity is also an issue as parameters need to be accurately
defined. There is often a need to calibrate a drive to determine the exact values
of the model paramete(mstead of simply using datasheet and calculated
values) Heating during operation causes a chandgbéemnesistances used in
the design with a key parametéeing thestator andotor resistancg this in
turn affectshe stator and rotor time constaritany tracking techniques have
been proposed to limit the effects of changestamor andotor resistancey
tracking the variation onling-12]. In addition effectsfrom the invertertself
start to become significaat low speed and should be compensdted.
example the power device voltage drop is considerable when compared to the
voltage supplied to the machifie3]. These methods als@quire the use of
integrators which introduce driftlue to noise in the measuremeunits
imperfect AC quantitiedt is reported thaliow pass filtersan replace the
integrator btilow speed behaviour will baffecieddue to the phase shift
introduced?2, 13]. An alternative is to usefaedback integratr which
identifies the drift component in the output and feeds a cancellation term back
into the integratof13, 14] The feedback integrator modification to the
voltage model is illustrated in Figure 2.2.

Voltage Model

lgp I

ry

Y

ol

-+, j- + X T . “P\_:_C.B

Vq[}

Offset | ¥ Peak
Calculation | Detect

Figure2.2 Voltage model implemented using a feedback integrator to cancel
the effect of integrator driftL3, 14]
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The feedback integrator wddut can be difficult to start since the
identification of the drift component usually relieslarowledge of peak AC

values (hence one full period of thex waveform is requid).
2.2.20bserver Techniques

Observers feature a state space motltle machineperating in
parallel with theactualmachineitself. The concept involves supplying
measured values to the model and then estimating state variables that can be
compared with a measured value from the machmfe.5-19] the estimated
state variablesf an induction machine modefere the stator current and rotor
flux. The state space model includes the rotor speed. This is the unknown
paramegr of interest and is varied through an adaptive mechanism until the
state space model output matches the measured value of the mabkhine.
model was supplied with stator voltage measurements in the stationary
reference frame. Design of the adaptive madm according to the
Lyapunov criterion and careful selection of the gain values used ensures
stability [16]. Figure2.3 gives a general overview of an observer based design.

More detds regarding the implementation can be founfiLi19].

VsctB -@ isuB
'@
> +

"
v v
State | O Adaptive
Observer Mechanism

3

‘Pmﬁ ‘

Figure2.3 Simplified diagram of the rotor flux and speed adaptive observer
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Observetechniques suffer from stability problems at low and zero
speed operation. Also accurate definition of parameters is important and
parameter trackinglentification is often required to overcome changes due to

heating.

2.2.3The ExtendedKalman Filter

Where mesurements are affected by noise the Kalman fiter,
variation on the standard observer based methods, is seen as a good way to
estimate state variatdeWhen the rotor speed is considered as a state variable
the system becomes ntinear and an extended Kalman filter must be used
which involves linearizing the system about a set operating [gn21] The
system estimates the error covariance and tiée to predict states. The
implementation of the algorithm is a recursive one and as a result adds a
significant computation burden. The performance of the system in the
presence of random noise howeigrery good.

2.2.4Mathematical Methods Conclusions

The mathematical techniquekescribedall share the common
characteristic of performing very well at high speed but poorly atluvzero
speed. This limitatiomestrictstheir use in many applicatiorsnce variable
speed drives must start from zero speed and often need to be able to operate at
or close tazero speedThis has led to a concentration of research effort on an
alternative type of approadalled saliency trackinghich will now be

discussd
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2.3 Saliency Tacking Techniques

2.3.1Introduction

With thezero andow speedimitationsof the mathematical modelling
techniquessaliency tracking techniques have received significant attention in
recent years. These techniques take advantage of the machines anisotropy
which caneitherbe natural or intentionally introducetihe anisotropic
properties of the machine can be trackedn when operating at nespeed
and the influence paraster dependence (which affette mathematial
model methods) is removethe work presented ithis researchs
implemented using a permanent magnet machbunethe saliency tracking
techniqueslescribedare equally applicable tooth permanent magnet
machines anthduction machinesBefore describing the saliency tracking
methods, the saliencies that exist in permanent magnet machines and induction
machinesarebriefly described.Several salien@s have been identified and

can besuccessfully trackenh induction machineghese include:

1 Saturatiorsaliencydue to fundamental wave excitatif#2-25]. Themain
flux has arassociatedrthogonaleakage fluxwhich causesnagnetic
saturatioraround theffectedstator windingsThis directlyaffectsthe
leakagenductance of affected stator windings. Hhator leakage
inductance is modulated as the saturation moves around the Jtag¢or
effectis similar to saturation saliency due to the magimepgermanent
magnet machirsgwhich will be described in more detail Igter

1 Rotor slotting saliencgxistsdue to the variation in magnetic coupling
between theatator windings and rot@lot openingss therotor slots pass
the stator windingf22, 23, 2527]. Each stator winding has a leakage flux
associated witht which passes through the surface of the r¢for

explanation purposes assume that this flux does not couple with the rotor
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bars) The rotorslots cause a variation in the effective air gapnby the
leakage flux The two extremes are; 1) rotor andtet slots aligned in
this case the leakage flux will be at amimum as the aligned rotor slot
affects the leakage flux pafresulting in maximum air gap lengtt®)
Stator and rotor slots isaligned by half a rotor slot pit¢hin this case the
leakagp flux is at a mmximum as adjacent rotor sldtave nceffect onthe
leakage flux pathThe variation in leakage flux modulates the stator
leakage inductance which allows detection ofeffect. The nunioer of
saliency cycles per rotor revolutiovill be equal tothe number of rotor
slots. This technique requires the use of a rotor with open or semi closed
rotor slots.

1 Saliencycan bententionally introducetby desigimg therotor with
asymmetries introduced arouridcircumferenceln [28] the width of the
rotor slot openings were varied to cause a variation in the leakage
inductancewhile in[29] a double cage rotor was used which incorporated
a resistance variation in thére used inthe outer cageathievedy
varying the copper gaugéhese methods can offer a more robust
position signaby being independent of load but obviously require the use
of a specially dggned rotor.

When considering permanent magnet machines there are two main

saliencies whicmaturallyexist;geometricandsaturatiorsaliendes

Geometric saliencies arise from the magnet placement in the rotor
construction. Three common arrangemexxist; these are illustrated in Figure
2.4[23]. The magnets themselves have a relative permeability close to one
meaning that the magnets appear as air géapefitux. The main flux due to
the permanent magnets is aligned with tkeexs. An increasen the effective
air gap seen bthe d axideads to aeductionin thed axis inductance
compared to the q axisductanceThe surface mount arrangement shown in
Figure2.4(a), from the point of view of the rotor and effective air gap,

symmetricaland has ano geometrisaliency. The configuration shown in
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Figure2.4 (b) has some saliency due to the rotor iron interpoles while the
construction shown in Figuz4 (c) is a highly salient one. In additiemthe
salient nature of ib design the magets themselves are better protected
against centrifugal forcess they arecontained within the rotoiThis also
offers better thermal protech thus reducing the risk of dmagnetisation.

They are however more difficult to constr{28].

(@) (b) ()

Figure2.4 Rotor constructioronfigurationsof a permanent magnet motor

[23]: (a) surface mount, (b) Inset and (c) Interior

The other saliencthat exists in permanent magnet machisésmown
as saturation saliency. The flux in the machine causes local saturation of the
iron, therefore reducing its permeabilithhis reduces the inductance of any
conductors passing through tstatorssaturatedegion There is a large
saturation due to the main flugaturatioralso exists due tthe leakage flux
which occursorthogondly to the main fluxThis is illustrated in Figur@.5
which shows thédealno load cas§3, 30}
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Leakage Flux

q

Saturation
Region due to
Leakage Flux

Main Flux

Saturation Due
to Main Flux

Figure2.5 Magnetic saturation due to the main flux and leakage flux in a

surface mounted permanent magnet macfdBe30]

Under normalinloadedconditionsthe main flux causes a large
saturation aligned to theakis. The resulting effective air gap due to the main
flux is large[31]. The leakage flux saturation affects are aligned to thei%
hencesaturation due to the leakage flux causes a reduction irdRes q
leakage inductance compared to thaxds leakage inductancéhe leakage
inductances aralmostunaffected by the saturation due to the main f8%.

The saturation caused by the leakage flux occurs in the stator yoke and the
teeth as shown in Figu&6 [30].
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Figure2.6 Saturation points due to leakage f[30]

Thesaturation results in a reductiontive permeability of the iron

surrounding the stator windings. Thiguse areductionof the stator leakage

inductance®f the windings traversing the saturated if®y tracking the

variationin spatialleakage inductase around the machinte rotor position

can be establishet@he stator leakage inductastbemselves are positionally

dependant and can be described dpya¢ions?.1- 2.3[33].

a o Y®oéiE — (Eqn2.1)

C

& a YEhér — = (Eqn2.2)

o
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a & Y®oéiEg — — (Eqn2.3)

Wherel, is the average inductanag,is the inductance amplitude variation
due to the saliency, is the numbesaliency peakper shaft rotatiorf=2 for

saturation saliency)

In order to track thgariation in stator inductaneehigh frequency
voltage signal is applied to the machareltheresultingcurrent response is
measured to track the impedance variatidns high frequency signal
generates a flux which is not able to flow throughrttenflux pathand ®
the leakage effects dominate the resp@psaviding the effects of resistance
voltage drop and badkMF are cancelledR3, 31]

When load is applied to the machine thaxis current introduces a
flux in the gaxis which has theffect of shifting the resultant main flux away
from the daxis. The resulting position estimate is aligned to the resultant flux
and not the true-dxis of the machine and so compensation is required to
remove thghase shifeffects of gaxis flux on theposition estimat§23, 30,
34]. Naturally the level o€ompensation needed depends on the magnitude of

Ig and hence load.

Saliency tracking methodeemselvegan be further split into two
groups depending on the way the high frequency signal is applied; one group
of methods have a high frequency signddledorii nj ect edo i nto tF
signals applied to the machine while the other group of methaélsuseof
the inherent high frequency contafttransientvectors applied to the machine
under PWM. For transient vector methods, in most cases additiotais/ace
applied to the machine that would not be applied under normal PWM
operation in order to obtain timecessaryneasurements geired for position

estimation.



Chapter 2
SensorlesControl Techniques 20

2.3.2High Frequency Injection Methods

High frequency signal injection techniques work by ad@irggh
frequency signal to the reference vector that is ouipthe inverteunder
normal operation. The high frequency signal itself is added during the
implementation of the classic vector control equations and can either be added
as a curren35] or as a voltagf?8]. Voltage injection is more commamce
thebandwidth of the current controlleiill limit the frequency that can be
injected. Injecting a lower frequency results ilayertorque ripple The
leakagenductancesire modulated by th@achinesaliendes. Thiscan be
detected in the response to the high frequency sj86hlDifferent high
frequency signals have been applied to the machine in literature. A number of

thesewill now be briefly discussed.

2.3.2.1Continuous Injection in the U BFrame

This method adds a high fregpcy signal to the referengectorin the
stationaryU reference frame. This is commonly injected as a voltage and so
is added to the output of the curreontroller The injected component can
have arequencyof a few hundred Hz to a felHz [37]. Thehigh frequency
currentrespons®f the machineonsists of a positive sequence component
and a negative sequence component both of which rotate at the injection
frequency but in opposing directions. The negative sequence component also
includes the saliency information which can be isolated to fiaddtor
position[28, 29] A common approach to achieving this is to usetarbdyne
demodulatiorstrategy[28, 29]

This technique works wedind tsimplementation irsimplebut the
injected signal has components in both the flux and torque axisoamduces

substantial torque ripple and audible noise.
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2.3.2.2d-axis I njection

This method seeks to improve therformancebtained from thé&) b
injection technique by injecting a signal which only has a component in the
flux axis[38], therefore reducing the torque ripple and audible noise seen in
the responsélhe signal isnjectedinto therotating dq reference framé&he
true dgorientationis not known so the injected signal is appliedn
estimatediq frame. IN38] a measurement frame was defined as being 45°
offset from the estimated frame. Theoretically, if the estimated frame is
aligned with the actual dg frame of the machine themnl thed caxis
impedances measuredthre 45° offset frame should have the same magnitude
(assuming the impedances are symmetrical along the d or g axis). Any
difference between the d and g axis impedances can be used as sigreafor
to drive the estimated dq iaonto the real dq axis allowing an accurate

position estimate to be obtaing’8].

2.3.3Test Pulse Methods

An alternative to adding high frequency signals toftimelamental
output of the inverteis to use theoltagevectorsthemselvespplied by the
PWM strategysince theyhave intrinsichigh frequencyontent Two
approaches will be discussed here: the INFORM method arkutidamental
PWM technique. The lattdras been designed moakeuseof the voltage
vectors applied during normal PWM operation meaning that ideally no
modifications need to be made to treetors applied to the machine. In reality

this is not the case and reasons behind this will be explained.
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2.3.3.1INFORM

The INFORM(Indirect Hux Detection by Online Reactance
Measurementinethod[33] uses additional test pulses applied during the null
vector of a SVPWNMeriod to measure trairrentderivativeswhich are
modulated by the saliency and so contain position informafibreepulses
must be applied in order to obtain thecessaryneasurements to construct a
position vectoland cancel the effects of baEMF and stator resistance
voltage dropFor each of theulses appliedan equal but opposite pulse
immediatelyapplied b cancel theeffect of the initial pulse. As a result the net
effectin terms of theadditionalvoltage applied to the machioger a PWM
period is zero. However the current does experience some additional distortion
which leads to an increasetme THD (Total Harmonic Distortiondf the
currentand torque rippleFigure 2.5 illustrates a typical INFORM pulse train.
The additional switching of the phases increases switching loSisesthe
starting position for all three phaseshe null vectoiis +Vpc, this means that
it is necessary to switanultiple phasesimultaneouslyThiscan leado 2Vpc
being applied to thenotorwindings which will cause a reduction in the

lifetime of the winding insulatiof22].

Figure2.7 Test vectors applied under INFORRR]
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This method suffers from a limitation knowas the minimum vector
problem Theproblem will be discussed in more detail later in this chdmier
a brief description is thdbllowing a change in the switching state of the
inverterhigh frequency oscillations are seen in the phase current and current
derivative responses and these oscillations must be allowed to decay before a
measurement of thaerivativecan be taken. As the oscillations can usually be
guainteed to have decayedefa certain amount of time, this time is the
minimumtime that a pulsenustbe applied to the machine for when a
derivative measurement is required. It naturally follows that the opposite
(compensationpulse applied immediately after must also be agdte the
same amount of time to fully compensate the chamgee voltsseconds
applied to the machindés a result,te minimum pulse width limitation, apart
from increasing current distortion, means that it is not always possible to have
all three tespulses (and their necessary compensating pulses) in the same null
vector. In[39] this wasaddresed by spreading the three test pulses over three
consecutive PWM periodslowever thenathematicatlerivation of the
position vector equations assumes there is little change in the machigees stat
between measurements. This assumption implies a limitation on the machines
operating range as at high speed theeesgnificant change in pomit

between eachf the measurements.

2.3.3.2Fundamental PWM Technique

TheFundamental PWNMechnique is anothesaliency tracking
technique that uses test pulses applied to the machine in ordeasure the
modulation of the current derivatieie to the leakaginductancand
therefore track the machine salientheapproachs designed to make use of
the vectors applied under normal SVPWM meaningrbanodifications to
the standard PWM waveform the form of additional test or compensation

pulsesare required40, 41] The method is theoretically able to work across
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the entire speed range and is applicable to both induction machines and
permanent magnet machin@$ie need to apply opposite test vectaswith
the INFORM methodin order to cancel the effects of back EMF and stator
resistance voltage drop is removed by making fisleeonull vectorg41].

In terms of the implementationgdeally, all that is required is the
sampling of current derivativesider certain active and null PWM vectors.
Figure2.8illustrates the timing of the derivative sampling with respe the
PWM waveforms.

Once obtained, the derivative results are then used to calculate the
position scalers PP, and R. The SVPWM sector in which the voltage
reference lies determines which current derivatives should be measured and

the results are easily utilised to obtaiposition estimate.

| Vo | Vi | Va | Vo | W, I Vi Vo o
A | | | | | |
I | | | I I
T | | | I L
I | l | | I
B I | | | | I
] | | I ] i
C | | | | I
I | | | I
I | | | I
| b L b L | I
g -
I | | I

| |
I |
Sample Sample  Sample Sample

di di di di
dat dt dat dat

Figure2.8 lllustrates the timing of the derivative measurements with respect to

the PWM waveforms applied to the machine

Thetable ofpositionscalarequationgor a star connected machiise
given in Table 2. Details regarding the derivation thfe equations shown
andthe constant, c, referred to in Table 24 well as information regarding
the calculation of a position estimate based on the positialas can be
found in Appendix AA similar set of equations can be derived for a delta

connected machine.
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SVPWM Pa Pb Pc
Vectors
V1 & Vo AAE AE AAE AE AAE AE
G "AO A0 P "AO AOD P "AO AO
V2 & V7 AAE AE AAE AE AAE AE
P Ao Ao | P A0 Ao | © A0 AO
V3 & VO AAE AE AAE AE AAE AE
P "AO AOD G A0 AO P A0 AO
V4 & V7 AAE AE AAE AE AAE AE
G A0 AO P Ao Ao | P A0 AO
V5 & VO AAE AE AAE AE AAE AE
P A0 AO P "AO AO G "AO AOD
V6 & V7 AAE AE AAE AE AAE AE
P "AO AOD G A0 AO P "AO AO

Table2.1 Positionscalardor each of the active vectors (and corresponding

null vectors) when operating a star connected maghhet1]

Superficiallythe Fundamental PWNMechniqueappeardo offeran
ideal solution by making use of the vectors that would be applied to the
machine with or without the addition of a sensorless control implementktion.
simplyinvolvessampling the necessary current derivati¥esm which a
position estimatenay be obtained. Thenplementatiorof this approach in
terms of the vectors applied to the machine and the responses that must be
measured areonfined to a single PWM period. In practioeasurement of
the current derivatives following inverter switchirs prevented by high
frequency oscillations appearing in the both the current and current derivative

waveforms. These oscillations impose a limitation orFilnedamental PWM
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technique known as the Narrow Vector Problem. This research is aimed at

reducingthis limitation which will now be described in detail.

2.4 The Narrow Vector Problem

2.4.1Introduction

For theFundamental PWNMechnique to work, an accurate
measurement of the current derivative is required under certain SVPWM
vectors. Taking an accurate measoeat of the current derivative is not
always possible howeveas following a change in the switching statehe
inverter, the current waveform contains high frequency oscillati@p to the
MHz range) These oscillationsvhose source and behaviour emeestigated
in Chapter 3jnitially prevent an accurate derivaa@ measurement from being
made, but decay to the point where a derivative measurement can be made
afterashortamount of time. The length of timedgpendenbn the drive
setupand is determined bthe frequency content of the current or current
derivative transient response following switchitigs will be discussed
further in Chapter 3Figure2.9shows a typical current (a) and current
derivative (b) response of a machinowing the switching of an inverter
output phaseThe derivative response was captured using a commercial di/dt
sensor built by PEM UK. The response has been filtered and amplified by the
inbuilt signal processing circuitiyf thesensomwhich has removedome of
the high frequency conterh this instance the PWM vector times were large
enough to allow the transient oscillations to decay, after which a current

derivative measurement could be made.

Allowing the oscillations to decay before taking a meassuant is

acceptable but it requires that all vectors applied to the machine (under which
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a derivative measurement is required) are sufficiently long enough to allow
time for the oscillations to decay leading to a minimum PWM vector time

threshold often cid the minimum pulse widtHmin.

Phase Voltage Switching Waveforms
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Figure2.9(a)
Phase Voltage Switching Waveforms
600 ‘4. I I I I o
S 400+ —
o —Va
£ 200 Vb
g —Ve
0 ) _
| | | | | | | | | |
-5 0 5 10 15 20 25 30 35 40 45 50
Time (us)
(0]
-% Current Derivative Response
> 2 T T T T
g —di/dt
€ 1+ f
o
3
- 0
[0]
®
g A \ \ \ \ \ \ \ \ \ \
5 -5 0 5 10 15 20 25 30 35 40 45 50
=z Time (us)

Figure2.9 (b)
Figure2.9 current response (a) andrrent derivative response (b) to inverter

switching
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A problem arises when the vector time is less than the minimum pulse
width and there is not a sufficient amount of time available to allow the
oscillations to decay araderivative measurement to be maligure2.10
shows an example where the vector tiorethefirst active vector is less than
the minimum pulse widtthreshold It is clear that in this situation an accurate

current derivative measurement cannot be obtained under this.vector

Current (A)

Phase Voltage Switching Waveforms
600 SOV T T T T T
% 4001 avdt > —Va| |
o)) easur.ement 7Vb
2007 required |
—Ve
0 A'AA —
| | | | | | | | | |
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 15 2 2.5 3
Time (us)
Phase Current Response
4 T T T T T T
2, -
0, -
_ | | | | | | | | | |
-%.5 -2 -1.5 -1 -0.5 0 0.5 1 15 2 25 3

Time (us)

Figure2.10 phase current response underarrow vector. The high frequency
oscillations under the first active vector do not have time to settle before the

second active vector is applied

Minimum pulse width violations occat lowvoltage referencesnd
when crossing SVPWM boundaries®me vectorsustbe extended to ensure
that the minimum pulse width threshold is bo¢achedFigure2.11illustrates
the areas in the SVPWM plamdnere pulse width extensions are required
[42].
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V3 (0.1,0) V2 (1.1,00

Sector 2

Sector 3 Sector |

V4 (0,1,1)

» V1 (1.0.0)

Sector 4 Sector 6

Sector 5

V5 (0,0,1) V6 (1,0,1)

- Extension required due to small voltage reference

- Extension required due to sector boundary crossing

Figure2.11 The locations on the SVPWM plane where voltage vector
extensions are requirgdi2]

2.4.2SVPWM Pulse Width Extensions

Under normalideal) SVPWM operationtie demand PWM vectors are
applied in a symmetrical manner during the PWM period as illustrated in
Figure2.12.

| Vo | V4 | Vo | V7 | Vs | Vi Vo |
A | | I I [ |
[ | | | I |
| | | I [ |
B | I | | I |
| I | | | |
| I | | I |
C | I | | I |
| | | | | |
: ty ! tz | ts t ts l ts ! t; :
L |
A Trwm >

Figure2.12 An ideal PWM output waveform for sector 17 tt; are the vector

times
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Whenit is necessary textend vectds) due toanoriginal demand vector
(under which a derivative measurement is requibei)g less than the
minimum pulse width %) there are twossibilities that existTo illustrate
these scenarios it will be assumed thatfirst active vectotime, ¢, is less

than the minimum pulse width threshold

) t2<tmin butty>= tin/2

If a PWM demand vector is less than the minimum pulse width threshold
but still greater than half the minimum pulse width threshold then the
minimum pulse width threshold can be nrebne half of the PWM period
(therebyallowing a derivative measuremeatlie madeby applying the
vector asymmetrically, e.g the first active vector is too short it can be
applied for a longer period in the first half of the PWM period than in the
second half. Whenever a vector is extended to satisfy the minimum pulse
width criterig additional current distortion is introducethis scenario is
illustrated in Figure.13

”) t2 < tmin and Tz< tmin/2

If the demand vector is less than half the minimum pulse width threshold
then the pulse extension tg.twill result in an increasen thevolt-seconds
being applied to the machine for a given vector. This must be compensated,
usually by applying a different vector from the SVPWM plane, one which
would not normally be applied in the sector the voltage reference lies in as
illustrated in Figure 2.14. This ensures that the reference voltage vector that

was originally intended is maintained in each PWM period.
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Figure2.13 (a)PWM vectors before extension applied4o t
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Figure2.13 (b)PWM vectors after extension appliedtf0ow & = tmin
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—— - Phase Current Before Vector Extension is Applied
—— - Phase Current After Vector Extension is Applied
Figure2.13 (c)Typical phase current illustrating thé&ects of extending a
vector, the difference between the normal (black) and extended vector case
(red) is the current distortion introduced

Figure2.13 A case where vector extension is required for the first active

vector only with the original vector length being /2
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Figure 2.14 (bPWM vectors afteextension applied t@ now &= tmin, V3
is now applied in the second half of the PWM period to compensate the

extension of ¥
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Figure 2.14 (c)'ypical phase current illustrating tleifects of extending a
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(red) is the current distortion introduced

Figure2.14 A case where vector extension is required for the first active

vector only, with the original vector length beidin/2
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It is clear thatn narrowelpulse requires a largextensiorand
thereforeresults in a larger current distortion being introdusééth
significantly effects harmonic performan@enumber ofcompensation
approachebavebeen publishe{P3, 43, 44]some of which introduce less
distortion than others by compensating as close to the extension as possible
But whereverextensions are implemented, disikmmtof the current waveform

is unavoidable.

2.4.3Current Distortion Introduced as a Result of

Extending Vectorsi An Investigative Demonstration

In order tohighlightthe level of current distortion introduced by
extending vectors a number of experimental measurements were taken using
differentminimum pulse wdth thresholdsat differentspeeds Vector
extensions were compensated using the methodology descrig®d.®) The
experimental rig described in Chaptewés used to collect the resulBme
loading of the machine was required as the results were collected using a
permanent magnet machine which only has a small fundamental current
component at low load3he choice of loading value used vaabitrary;a
value of 50% load was selectééhder each speed five different minimum
pulse widths were appligd the PWMand a measure of the total harmonic
distortion(THD) of the phase current waveform was takeroatiog to Eqn
2.4.

B ) & T (Eqn2.4)

The THD of the phase current wavefocam be plotted according to

the speed and minimum pulse width threshold as shown in Figure 2.15.
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Total Harmonic Distortion of Phase Current Waveform According to Operating Frequency and Minimum Pulse Width.
Machine Operating Under 50% Load
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Figure2.15 THD of the phase current waveform according to spelkettrical

frequency)and minimum pulse width (tmin)

Figure 2.15 illustrates the problem well. Firstly it can clearly be seen
that an increase in thgi, valuegenerallyresults in an increase in the THD.
Secondly a reduction in speed also causes an increase inThidbs because
the low speed region corresmds to the blue region in Figure 2.11, where
narrow pulse widths naturally occur on both active vectors. This means that
even a smallt, value will cause a large number of vector extensions to be
required. The bigger theg;t value the larger the distawn introduced.

Conversely, at high speed a small valuggftias little éfect since the

majority of the PWM vectors will already be longer than thethreshold It

should be noted that at low fundamental frequencies the THD per fundamental
period B increased as theaeean increased number of PWM peridgser
fundamental perigdvhere current distortion could be introducédhile

collecting the results it was observed that the fundamental current component
remained the same (as expected) andritrease in THD was mainly due to

an increase in thé™and 7" harmonic components as thetvalue was

increasd for each speed.
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2.4.4Narrow Vector Problem Conclusions

TheNarrow Vector Problens one of the remaining major limitations
affecting the implementation of theindamental PWNechnique. It will be
seen inChapter 3 that the oscillatiosgen in the current and current
derivative waveformsrise due to parasitic impedances in the mahove and
cabling. Since these effects cannot be removed oscillations will always be
present following switching and hence narrow vectors will need to be
extended to allow derivative measurements to be made, at the expense of the
additional current disttion introduced. This problem is worsened at higher
switching frequencies where vectors are generally shamtkso will require
extending on a more frequent badike problem cannot be removed.
However it has been establishétatthe current distortin (and associated
torque ripple, vibration and audible noise) introduced is significantly reduced
with ashorter minimum pulse width threshold. If an estimate of the current
derivative can be made in a reduced time (ideally before the high frequency
oscilations have decayed) then the minimum pulse width threshold can be

reduced This is the basis of the work proposed in this thesis.

2.5 Appearance of theCurrent Derivative s

It is pertinent to introducand explairthe current derivative
waveforms seen undéhe SVPWM active vectors which must be measured in
order to track saliency.he waveforms displayed in Figure 2.16 were obtained
using the experimental setup detailed in Chaptérdgiire2.16 (a)shows
current derivative waveforms sampled under the first active vector for phases
A, B and C while Figur.16 (b)shows similar waveforms sampled under the
second active vectoFigure2.16 (c)shows the SVPWM sector.
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«10° 3 Phase Current Derivatives under SVPWM First Active Vector
12 T T T T T T T
A
10 —B
s F ‘ Yy ¥ i M‘\\ ',/ A JN —C
- ’/ h AN / \ / Y / ‘ N\ P .
" AN \ A0
. N N M / B
i AR R
o 4 -
=
©
2z o _
)
o
5
o ~an, - e .-
/ \ A A
R j
A \ I“ /A
J'\ J ) IL v
. N e
. WA Ly ) '
1 | 1 - ]
2 25 35 4 45 5
Time (s) X 10

Figure2.16(a) Current derivatives wter first active vector
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active vectorsThe SVPWM sector (c) is also shown
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When inspectinghe first active vectoderivativesof Figures2.16 (a)it
is clear tha{for each phasdpr one third of thdundamentaperiod he
derivatives have positiveamplitude while for the remaining two thirdéthe
fundamentaperiodthey havenegativeampitude Similarly, in the case of the
second active vectalerivatives the derivative have positive amplitude for
two thirds of thdundamentaperiod and negative amplitude for the remaining
onethird of thefundamentaperiod. This can be explained by using tnetor

equivalentircuit illustrated in Figur@.17[22].

rb‘ LGH

Vbe C_D C) Ca

Figure2.17 Equivalent circuit for phase A of a PM motor

Where \fc is the applied DC link voltage; is the stator resistance,
L ds the leakage inductance andsethe back EMFIf the back EMF and
stator resistance areglected (this is valid sincbe back EMF hasmall
amplitude at low spesdind the stator resistance voltage drop is small
compared to the DC link voltage) then Eqn 2.5 describes applied voltage.

QQ
) 0 —, (Eqn2.5)
Qo

Hence the current derivative (di/di¢pends on thapplied DC link
voltage and the leakage inductaifedich is modulated by the motor

saliencies)Table 2.2 shows the voltages applied to the motor by the inverter
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under thdirst active and send activesSVPWM vectos. It is clear from Table
2.2 that for phase Aunder the first active vector, tYis applied for one third

of thefundamentaperiod (under sectors one and six), hence a positive
derivative is expected. Whilé/pc is applied for two thirds of the
fundamentaperiod (under sectors two to five), hence a negative derivative is
expected. This expectation matches the observations made in Eitre

Similar conclusions can be drawn for the second active vector.

Sector
1 2 3 4 5 6
Phase
First A +Voc | -Voc | -Voc | -Vbe | -Vboe | +Vbe
Active B -Vpc | +Vboe +Vpe -Vpce -Vpc -Vic
Vector C -Voc | -Voc | -Vbc | +Vbc | +Voe | -Vbe
Second A +Voc | +Voc | -Vboc | -Vbe | +Voe | +Vbe
Active B +Vpe | +Vpe | +Vpe | +Vpe | -Voe -Vibc
Vector C -Vpc -Vpe +Vpc +Vpc +Vpc +Vpc

Table2.2 The voltages applied to each phase, in each sector of the SVPWM

planefor both first active and second active vectors

2.6 Accuracy Requirementsof a Current

Derivative Estimation/Calculation System

The current benchmark in terms of the accuracy of measured current
derivative values is set by dedicated current derivative sensors, such as
Rogowski coils Standarcturrent sensamplementations (where the
derivative is estnated using two current measurements taken over-a pre
defined time window referred to as the two current sample approach in this
work) have also been demonstratediperform wellprovided a large
minimum pulse width is setUsing the experimental setajescribed in

Chapter 6, adus minimum pulse width was found to be adequate for
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measuremertf the derivative whensing both Rgowski coils and standard
current sensors. The target of the new derivative calculation/estimation
approach investigated in ghwork is to match the derivative measurement
performance of these existing methods without the need to have the same large
minimum pulse widths. In order to gauge what is an acceptable level of
performance for a current derivative calculation/estimatppr@ach, random

noise has been added to derivatives measured using the two current sample
approach. The THD + N (Total Harmonic Distortion + Noise) of the resulting
position vector (calculated using the derivatives) was measured and is
displayed in Figur@.18.The peak amplitude of the derivatives used to

calculate the position vector was 110

THD plus Noise of Pbeta
100 T T T T T
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THD + Noise (%)
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20 T

10 1 L | | I | I | |
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Amplitude of Random Noise (A/s) 4

Figure2.18 The THD + N {Total Harmonic Distortion + Noigef the position
vector when random noise is added to the derivative waveforms obtained

using the two current sample method

It was important to include the noise contribution in the distortion
measurement as this would not be truly reflected in a stafd4D

measurement but practically would make it difficultteanlyisolate the
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saliency component that is of interest using standard methods such as
synchronous filtering22, 23} From the results shown in Figure 2.18 it is clear
that as the amplitude of the noise added to the derivatives is increased, the
position vector (and thefore the position estimate that would arise) is
adversely affected. If a limit of 10% is set on the maximum allowable THD+N
distortion (compared to the results obtained using the two current sample
method), then the amplitude of the noise that is acclepitakthe derivative

estimates/calculations is +1.3f5%¥'s (according to Figure 2.18).

Hence aarget of this work will be to produce a derivative estimate
that falls within +1.3158A/s of the value obtained from the two current
sample method whilst onlysing a small time window to allow a reduction in

the minimum pulse width to be achieved.

2.7 Hybrid Sensorless Solutions

Hybrid approaches combine more than one sensorless technique in
order to achieve a better overall performarides represents thiest
possibility for a generally applicable sensorless apprtdstican operate
reliably across the entire speed ranbgpically a hybrid solution will employ
a saliency tracking technique at zero and low speed and a mathematical model
approach for medm to high speed operati¢#5-53]. The two different
approachesomplementach other wellSaliency tracking methods can
provide reliable low speed operation while at higher speeds mathematical
modd based methods can be used. Bispallows the saliency tracking
technique to be disabléddesiredat higher speed his can be advantageous
since sopping the injection of high frequencysignal or the modification of
the switchingvaveforms will significantly reduce theorque ripple and

current distortion seen in the machines response
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With regards to thEundamental PWMechnique, at high speed it is
the null vectors that become narrow and hence could require extension. Also,
the technique camot work in the ovemodulation region as it requires that
two active vectors and null vectors are app[#s]. Hence at high speed it
would be beneficial to have a mathematical model based technique that could

be relied upon to give an accurate position estimate.

The difficulties associated with hybrid solutions are the added
complexity of implenenting two techniques, the additional computation
power required and how to achieve the crossover of the speed and angle value

used for controfrom the different techniques
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Chapter 3

High Frequency ParasiticEffectsin

a Variable Speed Drive

3.1 Introduction

In order to allowinvestigationto take placénto possible ways to
reduce the minimum vector limitatipa detailed and thorough understanding
of the sources of the high frequermyrentphenomena is required. It is
widely known and acceptdtat the high frequency ringirapserved in the
phasecurrentwaveformsis due toparasitic capacitances and inductances that
exist in the motor drive anthblingard the large dv/dseen by these
impedances when switching the active devices in the invemterder to
reduce these high frequency effects (which can also cause problems with EMI)
these impedances should be minimigedugh careful and cordgreddesign
and constructio techniquesind if possible the dv/@tppliedshould be
reducedFigure3.1shows a simple drive schematic including some parasitic
componentsThe main parasitic components illustrated are W) the capacitance
to ground via the heatink, X) switching dewse parallel capacitance, Y) the
loss and inductance of the supply cable, the capacitive coupling of the phases
and the capacitance to ground via the shield@heturn to turn
capacitance and the phase to frame capacitirbe windings
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Figure3.1 main parasitidmpedance# a standardirive setup[54]

A completeand detailed description of tlikauses and locations of
theseparasiticimpedances is lackingenerally intheresearch literaturel his
is to some extent becaube parasitic impedances are diversethat to list
them all and detail their quantitative effect on ti@chineresponse would be
extremely difficult It is however possible to pick some of the key contributing
components which when included isianulationmodel will produce a result

which closely matches the real result.

3.2 Modelling of the High Frequency

Behaviour of a Drive System

The parasitic impedances present in the drive sygteerise tathe
high frequency behaviour that is of interésttablishing the origins of these
parasitic componenend gaining a measure of the impedarhemselves
howeveris a complicated task. I$ well known thahoise conduction pash
can be categorised into one of two typeommon mode and differential
mode[55]. Common mode conduction paths occur when theagath

through which current may flow betwearonductor and ground while
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differential mode pathexist whercurrent pathsare presenpetween
conductors. In drive system the differential mode currents flow between
capacitivly coupled conductors and back throughrtierter andDC link

which completes the loop. There are many sources of piatise manyof the
componentsn a drive systenare grounded for safety reasared provide
common mode patlesg.inverter heasink, cable shieldingndmotor frame.
Insulation materials act agdéelectricmaterial leading to capacitive coupling
between conductomghich again creas noise pathdost of these couplings
only become an issue at high frequency, in this work the frequency range of
interest isl0 kHzto 30MHz [56]. The following sections will describe the

key contributors to the parasitic impedance network from the perspective of
the motor and cablingnd describe #hsimulation models thaireadyexistin
literatureto allow investigationnto high frequency behavioutater it will be
seen thain orderto capture the nehinearswitchingbehaviour of the inverter
some of the parasitic capacitances in the invégelf must be included in any

simulation model.

3.3 Motor Modelling in the High Frequency

Range

3.3.1Introduction

The creatiorof a high frequencynotor and cablingnodelis achieved
by producing an electrical model whibbs an identicalfrequency responsa
the MHz rangeo that of theactualmotor and cabling being modelleguch
models are generally designed a per phase basis and are capable of
accurately characterising the frequency respansiee 10 kHz to 30 MHz

range[56]. Finding an appropriate model and extracting parameters for the
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components witim the model is a non trivial task and a number of methods
exist to enable thi$One such method is the FinlEsementMethod where the
material properties and geometr{@gich can be difficult to obtairgf the
machine being modelled are entered into elilaty software whicltanthen
predict the parasitic impedance val@@sa given electrical mod¢b7].
Another approach, the analytical appraankiolves solving electrical circuit
equations to find model paramet§8]. This method is more complex and
although the resulting models can produce accurate results, they held littl
physical meaning being constructed from several RLC branches that imitate
the frequency responsinother alternativapproachthe asymptotical
methodwas used in this worlindis based on experimental measurenoént
the frequency response from whiclodel parameters can then be derivEde
components ithe modelsproposed by previous investigatiomsve been
attributed to real physical quantitiesdagffects in the motor or caby. The
component values in the mod&then using thesymptoticahpproach are
found from equations which take their inputs from asymptotes of the
frequency response as welltae maxima and minimaaluesin the

experimental frequency response

3.3.2Motor Model Development

Historicallyresearch into the high frequency beioar of inverters
coupled to motors began in the mid
of such a setup was significant and could have a negative effect on
neighbouring device®9]. Initially the focus was directed towards
understanding the EMI sources and producing simulation modisilitate
improvements inthe EMC of drivesTo this endthe models proposed were
used as a tool tassisin the design of EMGilters [55, 5860]. Many early
high frequencynodels required a compromise between accuracy in the

simulated resu#tand a reasonable simulation run tjragoecially since any
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motor modelsuallyforms part of a larger system model rather than simply
beingsimulated individuallySome models were not suitable atfailtime
domain simulations sce many early models were made up of several
segments placed in series to try and capture the distributed effects of the
windings[55, 61] This led to models which had high component counts and
also made calculating model parameters difficult, while others were not
capable of simulating both common mode and differential rbeti@viour
[60, 62] With modern computing capability constantly improyittge run
time restrictionbecamdess of a concern andodels have more recently been
designed for both frequency and time domain simulation and have
incorporatecboth common mode and differential mode effe¢tishas led ®
more complex but more accuraimdels.

Many diffeent models have been proposetheliterature In this
work the model proposed [63] was adopted. The principle reasons behind
this degsion were that the model was a basedhenculmination ofnany
years worth of research by madjferentauthors, the relative ease of model
parameter extraction and alsecause ifi63] a corresponding cable model
had been successfully usednugestigate the effects of cable length
something which has a heavy influence on the high frequesmagntof the
current wavefornand is theefore extremely relevant to this researthe
selectednodelproposed 56, 63]is of alumped parameter typ&his will
cause some loss in accuracy since some of the effects (such as turn to turn
capacitancand winding to ground capacitanae clearly distributed effects.
However this reduction in accuracy has been proven to have a rhinima
detrimental effect in the final resufs4, 62] Only the stator windings are
considered in the highhdquency analysis since the high frequethey does
not penetrate the rotor or stator laminatif¥. The modelsvhich have been
proposed irtheliteraturehave been based ewolution with eachnew model
incorporaing an improvementompared tahe previous effort. Figre3.2 (a)
i (d)illustratesthe development of the chosen modéich will now be

introduced andliscussed
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Figure3.2 HF motormodelsproposedoy a)[62], b) [60], ¢) [56] and d)[63]

The moded in Figure 3.2(a) and(b) were not suitable for common and
differential mode simulatioowing to the way that thigeequency response
measurements were made. Alsplitting thewinding to frame capacitance
into two separateapacitance@alues (as in Figures 3.2 (c) and (d) allows the
common mode and differential mode responses to be more accurately
modelled[65]. The models in Figre 3.2(a) and(b) however form a
foundation for later models and are theref®levantin thederivation ofthe

model used in this work.
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The modeproposed in Figre3.2(a) was one of the first to be
designedo simulateboth high and low frequency behaviafrthe machine
simultaneously in the time domdB2]. The lumped parameter model
consisted of a resistance and inductance to represent the lowrfogg
resistance and stator leakage inductance (R gn€annected in parallel
branches to this there is a resistance to represent the eddy current loss in the
magnetic cor€Re) and acapacitancéor the turn to turn capacitive coupling
(Cy). Finally there is a capacitive coupling between the windinggmodnd at
both the phase antkutralendsof the winding(Cg). In this modelhis
capacitance igiventhe same value at each evfdhe winding. The damping
of the high frequency oscillations in tharrent was attributkto the
impedance of the cable and input impedance of the machine. Initially the
model failed to accurdy model the damping ohese current oscillations so a
resistancavas added in series with,@tthe phasénputendto increase¢he
damping performance.

This model was adopted and usegroduce the model illustrated in
Figure 3.2 (b]60]. The model featured some key additions including
resstance between the winding neutral and gro(Ry). The parallel turn to
turn branchalsonow included a resistan€B;) and inductancéL) which
would be present in the high frequency path. These additional components
meant that a seconds@nance point in the experimahtesult was now
captured by the simulatioA parallel branch containing the dynamic dq
model was suggested to capture the low frequency behaviour

An intermediate modeiot shown here was proposed bghér[66]
and wadased o159, 60, 62, 64]The purpose ahe work was to try and
design a model library that could be used to simulate the high frequency
behaviour of a given motoirhe conclusion was that for accurate simulation
performance each motor should be modelled individually. It is however of
interest gce it provided the basis for the work[56, 63]which werethe first
modek to be designed for simulating common mode différential

behaviour and could be used for both time and frequency domain simulation
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These models wemot aimed at being able to capture low frequency
behaviour The component count of the model was relatively low and the
parameter extraction techniques were simple and described in detail.

Theinitial model illustrated irfFigure 3.2 €) [56], conssted d the
winding to ground capacitanc@Sy; and Gp) andresisainceqRg; and Ry) as
in Figure 3.2(b) [60] butin line with the real machine, these were given
different valuegwhere as ij60] they were treated as equdR, represented
the copper loss and could be neglected for high frequencyatiorubnd
therefore analysis ithe frequency domain but at low frequees acted to
limit the current and so was necessary for time domain simulation. The
inductances represent the stray inductghgg andan inductance
incorporatingthe inductive coupling between the phadag). Once again iron
loss was included in therm of a parallel resistan¢®e) but turn to turn
effects were not included. The model produced good resutithere was a
resonance @nt notcapturedby the proposed model and soadditional
capacitance aneesistance were added in parallel witle phase coupled
inductancelLy. The values for these components were found by trial and error
and had no physical meaning. The additional resonance provided by these
additionalcomponentsesulted in an improved correlation between the
simulated and expenental results.

Finally the model proposed Figure 3.2 ¢) [63] was based entirely on
Figure 3.2 €). However the additional resonance poimiet was identified in
[60] as being due to the turn to tumpedanceavas included. fie additional
unattributableresistance and capacitancg56] were replaceavith a parallel
branch containing the turn to turn impedance compor{€qtk; and R). The
method for finding thesadditional component values wadscumented in a
similar way to[60].

This resulted in a complete modet tone and frequency domain
simulation including both common and differential mode behaviour with a low
component count where each component could be associatetievital
physicaleffects of the machinendeach componenalue was simple to find.
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The model was accurate upuery high frequencies (> 30 MHa} which

point theimpedancesf the measring equipment would begin tdfect the
measured response aswl effects observed in the respoosald nad be
attributed to the machir{&6]. It should be noted thabme accuracy is lost by
stipulating that te model must be suitable for time dam simulation as some
of the parameters should in reality have some frequency dependence, for
example Rin Figure 3.2 (dwhich represents iron loss. As the frequency is

increased the cross sectional area decreases due to dif&jion

3.3.3Finding the Model Parameters

The methd proposed if56] wasused to find the paramesdor use in
themotor model This requires two measurements of the madhifrequency
responsé oneof the common modeesponsand oneof the differential mode
resporse The measurements are taken with the motor at standstill and all
supply cabling detached. Toeasure thenpedance of thdifferential path of
a three phase machirtevo of the three phases are connettegtther as
shown in Figire 3.3 The frequencyesponse ithenmeasured usingna
impedance analyser or RLC meter across thestvasted phases and third

phase

Z(f) v N

FRAME

Figure3.3 Measurement Setup to Determine Differential Mode Parameters
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To measure thenpedance of theommon mode patall three phases
of the statowindingsare connected together and the response is measured
between thénput of thethree phases and the motarfre as shown irFigure
3.4

Z(f) v N

FRAME

Figure3.4 Measurement Setup to Determi@emmonMode Parameters

Figure3.5shows the common modad differential modenpedance
responsgfor an ASEA 4 kW induction machinmeasurd using a HP Agilent
4194Impedance analysefo increase the accuracy of the results the
logarithmic steps (16000, 100010000, 10004.00000...) of the
measurement were broken up and carried out separately when taking
measurements

The following derivation othe HF model parameters is based[68].
Refer toFigure3.2 () for theschematiof the model usedhere are a
number of points in the common and differential mode impedance response
which are used to find the model parameters these amarked on the plots
in Figure3.5.

The points marked &, Cotar@and Loy in Figure 3.5 are the points
from which asymptotes are taken to find the value for each of the respective
impedances. The asymptota® assumed toave a gradient of 20dB/decade,

capacitances are found frojm —— while inductances are calculated using

0o —.
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Figure3.5 The common mode (red) and differential mode (black) impedance
respones captured from a 4 kW ASEA induction machine. Also highlighted
are the key points that are used to find high frequency model component

parameters
OnceCyr, CGotar and Loy have been obtainetid equation$or the

derivation of tke electrical component valugsrenin (Eqn 3.1 to (Eqn 3.12)

can be used to find the remaining component vdh@s

6 =6 (Eqn 3.1)
« P . «
6 p 6 o} (Eqn 3.2)

0 pet o "M (Egn 3.3)




































































































































































































































































































































































































































































































































































































































