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Abstract 

Molecular Dynamics (MD) and Quartz Crystal Microbalance (QCM) 

techniques can provide unique insights into what drives protein-ligand 

association. The major urinary protein (MUP) binds small ligands in a 

deeply buried hydrophobic pocket. Detailed calorimetric studies have 

shown that ligand binding is driven by enthalpic effects, not entropic 

effects [1]. Previous studies have shown that this is due to 'dewetting' of 

the binding site cavity even in the absence of ligands, and have also 

characterised the complex changes in molecular flexibility that 

accompany ligand binding-features that may be correlated with NMR 

data [2]. 

Recent MD revealed the hydration effects of apo-MUP and also shown 

where certain regions of MUP become more flexible upon ligand 

binding. They have also shown a water molecule remains close to the 

tyrosine in the binding pocket [2]. In our current MD studies and OCM 

experiments we have used wild type and 2 different mutants of MUP to 

study the binding effects of the ligand IBM. The first mutant has an OH 

group removed from the binding site of MUP (i.e. tyrosine to 

phenylalanine (Y120F». The second mutant has an extra OH group in 

the binding site (Le. alanine to serine (A103S». For all three systems 

the hydration and flexibility upon ligand binding has been analysed. The 

hydration analysis from MD reveal (from radial distribution curves and 

hydration density maps) there is a small density of water that remains 

even without the presence of the ligand for the WT MUP whereas. a 

larger density of water remains in the binding cavity of the A 1 03S 
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hydrophilic MUP simulation. The results are based on the average 

structure generated from the 1 IJs simulations. The Y120F MUP 

simulations reveal that there is no water molecules present in the 

binding cavity. However, as protein molecules are very dynamic in 

nature, water molecules are observed to hop in and out of the binding 

pockets for both mutant MUP (but not WT MUP) simulations over the 1 

IJs simulations. On the other hand the experimental OCM results reveal 

that on ligand binding no water loss is observed for Y120F mutant MUP 

whereas A103S and WT MUP have -2 water molecules which are lost 

in the binding cavity. 

The flexibility results from the MD simulations reveal that WT MUP have 

some residues which increase in flexibility whilst other residues which 

decrease in flexibility on ligand binding. However, the Y120F 

hydrophobic MUP show an overall decrease in flexibility whereas the 

A 1035 MUP shows an overall increase in flexibility on ligand binding. In 

contrast the experimental OCM and AFM results reveal that there is an 

increase in flexibility on ligand binding to all 3 different types of MUP 

molecules. The experimental and the simulation data have shown a 

variation in results but it is to be noted that the results cannot be directly 

compared as the analytical experiments are a surface based techniques 

whereas the MD simulations do not involve a surface. However, the 

contrast observed between computer simulation and experiments has 

revealed important information on the ligand binding effects on MUP. 

[1] Bingham, R. J., J. B. C. Findlay, S. Y. Hsieh, A. P. Kalverda, A. Kjeliberg, C. Perazzolo, S. E. V. Phillips, 
K: S.eshadri, C. H. Trin~, W. B. Turnb~lI, G. Bodenhausen, ~nd S. W. Homans. 2004. Thermodynamics of 
binding of 2-methoxy-3-lsopropylpyrazlne and 2- methoxy-3-lsobutylpyrazine to the major urinary protein. J. 
Am. Chem. Soc. 126:1675-1681. 
[2] Barratt, E., R. J. Bingham. D. J. Warner, C. A. Laughton, S. E. V. Phillips, and S. W. Homans. 2005. Van 
der waals interactions dominate ligand-protein association in a protein binding site occluded from solvent 
water. J. Am. Chem. Soc. 127:11827-11834. 
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Chapter 1 - Introduction 

Protein-ligand recognition has a central role in all processes in living 

systems. A complete understanding of protein interactions with small 

molecules is of great interest as it provides opportunities for faster and 

more effective processes in drug development. Molecular recognition is 

however a complex interplay of several factors such as intermolecular 

interactions of protein, ligand and the surrounding solvent, 

conformational variations of binding partners and the thermodynamics 

of molecular association. Over the past few decades experimental and 

computational techniques have been developed that shed light on the 

role of these factors. Our understanding of molecular recognition is still 

far from perfect. A brief literature review of some of the most important 

aspects of protein-ligand interactions is presented in this chapter 

followed by the aim and motivation of this research work. 

1.1 Structure-based drug design 

Drug discovery is an expensive and time-consuming activity. Drug 

discovery is an inventive process where the target is bound with 

potential new drugs. Retrospective analysis has shown that it can take 

approximately 14 years on average for a drug to come onto the market, 

each one costing 800 million dollars. However, only one compound out 

of nine that enters clinical trials eventually hits the market (Paul, S. M. 

et aI., 2010). Drug discovery is a tough activity and wrong decisions 
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taken at the initial steps of the development often have a very harmful 

influence in the success of the drug candidate. Drug development can 

be classified into different stages which include drug target 

identification, lead component identification and clinical development. 

An important stage in this process is to identify and optimise a lead 

compound. This can be done by either high-throughput screening or by 

structure-based drug design. High throughput screening is used to test 

a large number of compounds for their ability to affect the activity of 

target proteins. 

At present the accuracy of the predictions of structure-based drug 

design using molecular modelling and surface analysis techniques is 

limited, so there is much research into improving our understanding of 

the chemistry and physics of molecular recognition. On the other hand 

structure-based drug design is based on predicting how the structural 

and chemical features of a drug will determine how well it binds to a 

protein. Structure-based drug design originates from the lock and key 

concept (figure 1) where the key (ligand) can be specifically designed 

when the lock (protein) is known (Fischer, E., 1894). 
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Protein + Ligand Protein-Ligand 

Comolex 

Figure 1 A diagram representing the formation of a protein-ligand 

complex. The pale blue and navy blue blocks represent the lock (protein) and 

the key (ligand) respectively. 

Another model which describes the conformational changes of the 

receptor upon ligand binding is the induced fit theory. This theory 

postulates that first a molecule binds to a receptor and then the 

conformational changes in the macromolecule follow (Koshland, D. E., 

1958). Such models have been applied to many protein-protein (Bui, J. 

M. and McCammon, J. A., 2006), protein-DNA (Levy, Y. et aI., 2007) 

and protein-RNA (Williamson, J. R., 2000) models. 

The conformational selection (or population shift) model is a popular 

alternative in structure-based drug design to the induced fit model. In 

this model, protein dynamics can lead it to constantly switch between a 

stable unbound conformation and a less stable bound conformation. In 

other words, the unbound protein spends most of its time in the lowest 

energy conformations, but also occupying higher-energy ones, some of 

which are structurally similar to the bound conformations. Due to the 

favourable interactions of the ligand, these conformers get partially 

selected during binding and the population of protein shifts in the 

direction of the bound conformations. This model has been a popular 
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model for antibody or small ligand binding systems (James, L. C et aI., 

2003; Arora, K. and Brooks, C. L., 2007; and Tobi, D. and Bahar, I., 

2007). 

Docking studies have also tried to use conformational selection by 

generating an ensemble of protein structures and docking small 

molecules against each of them in the hope of finding a bound 

conformation that will be stabilized by the ligand (Wong, S. and 

Jacobson, M. P., 2008). Another study has shown that strong and long­

range protein-ligand interactions favour the induced fit model, while 

weak and short range interactions favour the conformational selection 

model (Okazaki, K. I. and Takada, S., 2008). Another recent study 

indicated that the determining factor in ligand binding is the timescale 

for transitioning between the unbound and bound states with both apo 

and halo forms (Zhou, H. X., 2010). They also found that switching 

between the two states is slow, whereas the induced fit model 

dominates when the switch between the two states are fast. 

There have also been many studies that have shown that a blend of 

both models may describe more realistic systems. For example, the 

binding of ubiquitin to 19 different binding proteins (based on NMR 

structural analysis) have shown that both models play an equal role in 

the binding process (Wlodarski, T. and Zagrovic, B., 2009). Both the 

induced fit model and the conformational selection model use structural 

reorganisation within the protein to accommodate its binding partner. 

The ways in which they are differentiated are whether the structural 

changes occur before binding (conformational selection) or after binding 
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(induced fit) (figure 2). The main difference between the models of 

molecular recognition is protein flexibility and conformational 

heterogeneity. 

In order for a protein to recognise a binding partner with the induced fit 

mechanism the protein must have sufficient flexibility and heterogeneity, 

whereas for a lock and key mechanism the protein must be rigid and 

homogenous. In contrast rigid proteins recognise their targets by the 

lock and key mechanism. However flexible proteins that recognise their 

targets by the induced fit or conformational selection can also recognise 

a whole range of other molecules. This might be detrimental if 

specificity of the protein to the target is required. 

~ 
Induced Fit 

'>. '>. 

'" '" 
:, Conformational Selection 

'>. , "'-

'" '" 
Figure 2 Induced fit (top) and conformational selection (bottom) models of 

molecular recognition. The red and blue block represents the ligand and protein 

respectively. 

There have been many studies where protein-ligand recognition has 

contributed towards drug design. For example the binding of HIV 

protease (PR) to Nelfinavir and Amprenavir revealed that the binding of 
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Nelfinavir to HIV-PR was mainly entropy driven. It was also discovered 

that the entropy of binding of Amprenavir to HIV-PR is less favourable 

in comparison to the entropy of binding of Nelfinavir to HIV-PR (Deng, 

N. J. et aI., 2011). This thesis aims to use computational and 

experimental techniques to develop knowledge of protein-ligand 

interactions in drug design. 

1.2 Thermodynamics of Protein-ligand interaction 

1.2.1 Enthalpy and Entropy 

The non-covalent reversible binding of small-molecules to proteins has 

a dominant role in biology. Several processes which are vital to living 

systems involve specific recognition of small molecule ligands by 

proteins. For example, enzymes act on their substrates and catalyse 

key chemical reactions inside cells, transporters recognize specific 

molecules for their movement across membrane barriers, receptors 

specifically bind to hormones or other chemical messengers for inter­

and intracellular communication and finally antibodies uniquely bind to 

foreign chemical agents to mount vital defence mechanisms against 

infection and disease. In general, the binding of a protein to a ligand in 

an aqueous environment is given by the reaction: 

p(aq) + L(aq) ¢ PL(aq) (Equation 1) 
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The dissociation constant KD is described as: 

K - [PHL] 
D - [PL] (Equation 2) 

The reciprocal of KD is known as the association constant KA and can 

also be used. In a simple case of a ligand binding to a protein binding 

site and is not affected by any other site on the protein, the value of KD 

is the concentration of the ligand at which half of the binding sites are 

saturated (Dunn, C. D. et aI., 2010). Therefore, KD is known as the 

measure of affinity of a ligand towards its binding site and is measured 

in molar units, M. KD can be measured experimentally (for example by 

isothermal calorimetry (ITe) experiments and estimated 

computationally. A small value of KD would indicate that strong binding 

has taken place. Chemical reactions accompany a change in the free 

energy (~G) which is known as Gibbs free energy. The Gibbs free 

energy change can be shown in equation 3: 

~G = -RTln(KD) (Equation 3) 

where ~G is the free energy of binding, T is the absolute temperature, 

R is the gas constant and KD is the dissociation constant. If !J.G is large 

and negative then there is strong binding between the protein and the 

ligand and the interaction becomes favourable. It is influenced by 

change in two other important quantities known as the enthalpy (~H) 

which is the heat content and the entropy (~S) which is the degree of 
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disorder. The resulting relationship between these quantities can be 

given by: 

f:lG = f:lH - Tf:lS (Equation 4) 

The change in free energy of binding is influenced by several factors 

such as electrostatic and Van der Waals interactions (explained further 

in Chapter 2), ionization effects, conformational changes and the role of 

solvent. All these factors manifest themselves as favourable or 

unfavourable changes in enthalpy and entropy. For strong binding to 

occur the values obtained for f:lH would need to be large and negative 

whereas the values obtained for f:lS would need to be large and positive. 

The change in enthalpy is related to the breaking and formation of non­

covalent interactions such as loss of protein-solvent and ligand-solvent 

(dewetting as explained further below) and the formation of protein­

ligand hydrophobic contacts. The relative strengths of these interactions 

determine whether or not enthalpy change is favourable. 

In the same way changes in entropy upon binding are related to solvent 

displacement and reduction in conformational degrees of freedom. The 

burial of lipophilic surfaces results in an increase in entropy whereas 

confinement of the ligand and protein-side chains has a decrease in 

entropy. Gain in enthalpy often also accompanies an unfavourable 

change in entropy as formation of precise interactions which causes 

structural rigidity and therefore decreases the entropy. This 

phenomenon is called enthalpy-entropy compensation (Perozzo, R. et 

aI., 2004; Freire, M. G. et aI., 2008). The interaction between a ligand 
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and its target (protein) maybe due to entirely non-bonded forces but in 

some cases covalent interaction may be involved. 

1.2.2 Entropy in protein-ligand recognition 

The entropy, S, refers to the measure of disorder or randomness within 

a system. This measurement can also be used to predict certain 

features of a protein structure on ligand binding and is more commonly 

known as the binding entropy. The two major components that 

contribute to the change in binding entropy are the conformational and 

the solvation entropies. 

The conformational entropy arises from changes in the conformational 

degrees of freedom experienced by both the protein and ligand upon 

binding. The conformational entropy is usually negative (unfavourable) 

due to the loss of degrees of freedom resulting from the reduction in 

flexibility of both molecules (protein and ligand) upon binding. On the 

other hand the entropy of solvation is another important contribution to 

the entropy changes in protein-ligand recognition and can be described 

by the hydrophobic effect. 

1.2.3 The Hydrophobic effect 

The hydrophobic effect originates from the disruption of hydrogen 

bonds (H-bonds) between water and non-polar solutes. For example 

hexane does not form H-bonds with water. Therefore introducing 

hexane to water will disrupt the H-bond network within water molecules. 
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The H-bonds are partially reconstructed by building a water cage 

around the hexane molecule. However, these water molecules have 

restricted mobility. This leads to a loss in entropy of water molecules 

making the process unfavourable in terms of the free energy of the 

solute (Tanford, C., 1978). This effect is based on the tendency of 

(polar) water molecules to exclude non-polar molecules which leads to 

water and non-polar compounds to be segregated (Schravendijk, P. 

and van der Vegt, N. F. A., 2005). 

There have been many examples of situations where the hydrophobic 

effect has been observed (Blokzijl, W. and Engberts, J., 1993; Pollack, 

G. L., 1991). Another example would be the addition of a ligand to a 

protein. This leads to ordered water molecules being released from the 

hydrophobic binding cavity, increasing the entropy of the system (figure 

3). 

Figure 3 The hydrophobic effect in protein-ligand interactions. The blue 

and dark pink balls represent water and ligand molecules respectively and the 

light pink semi-circle represents a protein molecule. 
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However, not all protein-ligand interactions are dominated by the 

hydrophobic effect, and so entropy-driven. Some examples are 

enthalpy driven because the target site and interacting ligand are not 

particularly hydrophobic; but there are also situations where, despite the 

protein and ligand appearing to have all the qualities required for a 

conventional hydrophobic-dominated recognition process, the binding is 

still enthalpy-driven. An example of an enthalpy-driven process is the 

binding of ligands to the major urinary protein (MUP) (see section 1.4). 

1.3 Factors affecting protein-ligand binding affinity 

In addition to shape complementarity between protein and ligands, 

there are other factors that affect the binding affinity of protein-ligand 

complexes. These are briefly discussed here. 

1.3.1 Water molecules in the binding site 

Water molecules play an important role in the structure and interactions 

of biomolecules. In the absence of a ligand, the binding site of a 

receptor is usually occupied by water molecules that are displaced upon 

ligand binding. Visual ising and characterising water molecules in the 

binding sites on the basis of X-ray crystallographic structures is 

sometimes very difficult as these water molecules are highly disordered. 

Highly conserved water molecules in the binding sites across multiple 

structures can however be considered to be tightly bound. The 
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displacement of water molecules increases the entropy but it is offset by 

accompanying loss in enthalpy. The contribution of displacing a water 

molecule towards binding affinity therefore depends on how tightly it is 

bound and how efficiently the enthalpic loss by its displacement is 

compensated by interactions with the ligand molecule. 

1.3.2 Flexibility 

The conformational flexibility of proteins is a well-known phenomenon 

and an important consideration in molecular recognition. Proteins are 

flexible structures and conformational transitions of various scales play 

an important role in their function. Upon ligand binding, protein binding 

sites exhibit a variety of motions ranging from small-scale side chain 

rearrangements (for example amino acids such as Glycine and Alanine 

have small side chain as they have only one hydrogen (-H) and one 

methyl group (-CH3) as their R-groups respectively) to loop movements 

in the active site. In some cases, protein structures with disordered 

regions undergo complete re-organization upon ligand binding. 

1.3.2.1 Experimental approaches to flexibility 

Nuclear magnetic resonance (NMR) is considered better suited to the 

study of structural dynamics of proteins. The main advantages are 

direct observation of protein in solution and the output in the form of an 

ensemble of low-energy conformations. An example of an NMR 

experiment is of Schistosoma mansani, a fatty acid binding protein 
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which indicate differences in protein flexibility between apo and holo 

forms. This is particularly the case within the ligand binding region 

(Garcia, A. E., 1992). 

Systems such as G-protein coupled receptors (GPCRs) for which high 

resolution structural data is very challenging to generate using X-ray 

crystallography or NMR techniques, are widely studies using 

computational molecular dynamics (Oror, R. O. et aI., 2011). 

1.3.2.2 Computational methods to flexibility 

Computational approaches such as molecular dynamics (MO) 

simulations are used greatly to characterize protein flexibility. 

Conformations generated from MO simulations can be used in other 

computational methods such as virtual screening, docking and scoring. 

Continuing developments in these areas are expected to improve our 

understanding of the role of protein flexibility in protein function and 

molecular recognition. A particular system of interest that considers 

these factors which influence the binding affinity of protein-ligand 

interactions is of MUP-ligand interactions. 

1.4 MUP and its Interactions 

Lipocalins are a family of globular proteins that have a primary function 

to bind and transport various ligands (for example volatile 

pheromones/odorants, fatty acids, lipids and steroids). They are 
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particularly involved in biological processes such as the protection of 

small hydrophobic pheromones against chemical damage in aqueous 

environment (Flower, D. R, 1996). Lipocalins may also playa part in 

cancer cell interactions (Bratt, T., 2000) as well as in the inhibition of 

sperm - egg binding in humans (Koistinen, H. et aI., 2000) or in 

pregnancy (Crossett, B. et aI., 1996). Additionally, lipocalins are 

abundant in both prokaryotic and eukaryotic cells. The structure of a 

lipocalin is usually based on an eight stranded beta barrel. Lipocalins do 

not have high similarity in amino acid sequence, but do share common 

sequence motifs. These motifs should be responsible for functional and 

structural properties among lipocalins, by playing a role in stabilizing 

their tertiary structure and by forming a receptor-binding site. An 

example of a lipocalin is the major urinary protein (MUP). 

MUP is found in male mouse urine at high concentration (Finalyson, J. 

et aI., 1968). The main function of MUP is to transport volatile 

pheromones in the urine (Cavaggioni, A. and Mucignat-Caretta, C., 

2000). A series of ligand displacement studies were made in the late 

1990's (Robertson, D. et aI., 1998; Humpheries, R E. et aI., 1999) and 

found the MUPs played a role in the slow release of pheromones. 

1.4.1 Structure of MUP 

The X-ray crystal structure of MUP at 2.4 A resolution was reported by 

Bocskei, Z. et aI., (1992). The molecular weight of MUP is 19kDa 

(Flower, D. R, 1996) and it consists of 157 amino acid residues 

(Clissold, P. M. and Bishop, J. 0., 1982). The isoelectric point of MUP is 
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between 4.2 and 4.7 (Duncan, R. et aI., 1988). The major features of 

MUP's secondary and tertiary structure is characterised by a ~-barrel 

structure consisting of 8 ~-strands (colour coded in Figure 4 as strand 

A, blue; B, yellow; C, green; 0, magenta; E, cyan; F, red; G, black; and 

H, pink) and a single a-helix (Bocskei, Z, 1992). 

Figure 4 Structure of the major urinary protein (MUP) bound to the ligand 

2-sec-butyl-4,5-dihydrothioazole (SBT) (green) 

\ 

The anti parallel beta sheets are hydrogen bonded to each other to form 

a closed beta barrel. The small helix (top left of figure 4) folds across 

one end of the barrel and a loop (coloured in grey) is formed which folds 

across the first two strands (bottom left of figure 4). The interior of the 

barrel consists of a hydrophobic cavity which forms the binding site for 

small hydrophobic ligand. The alpha-helix is packed against the outside 

of the globular beta-barrel conformation (Timm, D. E. et aI., 2001). 
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1.4.2 Experimental Studies of MUP Interactions 

There have been many experimental studies to characterize the 

interactions between MUP and various ligands. The experiments that 

are of particular interest are the lTC, NMR and X-ray crystallography 

data as it provides suggestions and explanations of the dewetting 

phenomenon in this protein-ligand recognition. 

Isothermal titration calorimetry (ITe) experiments have shown that the 

ligand binding to MUP is enthalpy driven. The interaction of the 

hydrophobic ligands (in figure 5) with MUP can be expected to be 

entropy driven. The binding site of MUP is very hydrophobic and only 

one protein-ligand hydrogen bond is formed in each complex (between 

the residue tyrosine 120 in the binding cavity and the ligand) and 

therefore can undergo the classical hydrophobic effect (described 

previously in this chapter). 

However this is not always the case. The interactions of MUP to various 

ligands have been described to be enthalpy and not entropy driven. It is 

necessary to look at the atomic detail to observe the important factors 

which are making the process to be enthalpy driven. For example, NMR 

studies of the interaction of MUP with various pyrazine ligands 

(including the ones listed in table 1) revealed entropy-entropy 

compensation (i.e. the residues from the binding site of the protein 

become more rigid whilst other residual side chains of the protein 

became more flexible) (Homans, S. W., 2005). A similar effect was 

observed for a calmodulin-peptide interaction (Lee, A. L. et aI., 2000). 

16 



However, 1,8 Octandiol is an exception. The observed 

thermodynamical parameters, suggest that the interaction of 1,8 

Octandiol with MUP encounters an enthalpy-entropy compensation 

which is common in bimolecular interactions in aqueous solution 

(Dunitz, J. D., 1995). 

X-ray crystallography revealed that the binding site of the solved 

structure of MUP with 1,8 Octandiol was similar to other binding sites of 

other alcohols binding to MUP with no significant change to the protein 

structure as well as containing the same number of ordered water 

molecules in the binding site (Dunitz, J. D., 1995). It has been observed 

that the interaction of MUP to pentan-1-01, octan-1-01 and nonan-1-01 to 

have similar low B-factors. This indicates a well ordered binding site in 

comparison to the main chain of the protein backbone (Day, P. J. et aI., 

1992; Brunger, A. T. et aI., 1998). In contrast a single water was found 

to be in a different position for hexan-1-01 with a higher B-factor (40.65) 

indicating a more disordered binding site. 

Figure 5 The structures of ligands binding to wild-type (WT) MUP. These 

structures correspond to the values in table 1. The structures were produced 

using Chemdraw ultra 12.0 (CambridgeSoft, Cambridge, MA) (Cousins, K. R., 

2011). 
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Table 1 Thermodynamic parameters of the interaction of wild-type MUP with 

various ligands associated to the structures in figure 5. 

Molecule KD ~G ~H ~s 

(~M) ~KJmor (KJmor1) ~KJmor 
I) K1) 

[c) Pentan-1-ol -23.1 -41.0 -17.9 

[c] Hexan-1-ol -28.3 -47.6 -19.3 
[c] Heptan-1-ol -32.5 -53.4 -20.9 
Ic] Octan-1-ol 0.63 -35.6 -58.0 -22.4 
l~ Nonan-1-ol 0.18 -38.8 -63.6 -24.8 
[d] 1,8 Octandiol 1011.8 -17.2 -34.3 -17.1 
[b) 2-sec-butyl 1-4,5- 0.9 
dihydrothazole 
[b) 6-hydroxy-6-methyl-3- 56 
he~tanone 
[b] Dehydro-exo-brevicomin 26 
[a] 2,3 isopentylmethoxy pyrazin 1.8 -33.9 -44.5 -10.7 
[a] 2,3 isobutylmethoxy 0.3 -38.5 -47.9 -9.4 
pyrazine 

a Barrett, E. et aI., 2006; b Sharrow, S. D. et aI., 2002; C Bingham, R. J. 

et aI. , 2000, dDunitz, J_ D., 1995. 
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MUP has been studied by X-ray crystallography in both its apo- form 

and in complexes with a variety of ligands (Homans, S. W., 2007; Zidek, 

L. et aI., 2002; Homans, S. W., 2004) and their crystal structures have 

now been published in the POB website. Additionally, NMR data have 

shown that IBM (Homans, S. W., 2005) and other ligands (Zidek, L., et 

aI., 1999; Shimokina, N. et aI., 2006) binding to MUP increases the 

flexibility of a certain region of the protein whilst simultaneously 

decreasing the flexibility on other parts of the protein. This has led to 

Homans introducing the idea of 'entropy-entropy compensation' 

(Barrett, E. et aI., 2005). Computational simulations have been used to 

investigate this phenomenon. 

1.4.3 Computational Studies of MUP Interactions 

Molecular modelling studies have suggested an explanation for the 

structural, dynamic, and thermodynamic changes associated with the 

binding of MUP to IBM. The ligand IBM in figure 5 was used as it was 

observed by ITC experiments to be the strongest binder to MUP. The 

binding cavity of MUP remains largely unhydrated even in absence of a 

ligand (Bingham, R. et aI., 2004). Therefore, on ligand binding very few 

water molecules are released, and so instead of being entropy driven, 

new non-bonded interactions are created and so the process becomes 

enthalpy driven which is commonly known as the dewetting 

phenomenon. Initially the idea of "nature abhorring a vacuum" met with 

some resistance in the dewetting phenomenon (Homans, S. W., 2007). 
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However the dewetting phenomenon has been observed in several 

situations and is discussed further in section 1.4.4. 

1.4.4 The Dewetting Phenomenon 

The dewetting of a solid by a liquid is a phenomenon which is important 

for a host of practical applications, (for example mineral flotation, oil 

recovery, detergency, lithography, and textiles to lubrication, 

microfluidics and self-cleaning windows). It can also play an important 

role in biological processes. 

For example a molecular dynamics (MO) investigation on a streptavidin­

biotin system found that the hydrophobic enclosures of the binding 

cavity of these systems would perturb the solvation of the binding site 

which would result in stabilising the bound complex. These hydrophobic 

enclosures would allow only a few energetically competitive water 

configurations, yielding entropic penalties of solvation (Friesner, R. A., 

2006). 

At a similar time dewetting was observed in the partitioning of small 

molecules on a lipid bilayer and they used umbrella sampling to 

calculate thermodynamic parameters (MacCallum, J. L. and Tieleman, 

D. P., 2006). Coarse-grained models were also used to show the 

dewetting effect in a protein-ligand complex (Michel, J. et aI., 2006) and 

in another protein folding system (Singhal, N. et aI., 2004). In an 

attempt to study this phenomenon more closely, an MD study of 

protein-ligand interaction was done using both explicit and impliCit water 

models. The results suggested that the dewetting of the binding pocket 
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maybe regarded as the rate-limiting step in protein-ligand binding 

(Setny, P. et ai, 2009). 

AFM and fluorescence spectroscopy (Heier, J. et aI., 2008) has shown 

experimental evidence of this phenomenon in polymer bilayers. 

Dewetting of liquid films has been developed for both simple and 

complex fluids (Reiter, G., 1992; Herminghaus, S. et aI., 1998; 

Seemann, R., et ai, 2005). Other examples include metastable liquid 

films which have been applied to partially wetted surface 

(Brochardwyart, F. et aI., 1991; Mulji, N. et aI., 2010), Solid water films 

on a liquid-cubic ice coexistence in droplets have observed the 

dewetting on a nickel surface of self-diffusion water molecules at high 

temperatures which was studied by IR and mass spectroscopy (Souda, 

R. et aI., 2008), dewetting on a silica surface (Woerdeman, D. L. et aI., 

2002) and dewetting of perfluoropolyether was observed by FTIR and 

NMR (Shogrin, B., et aI., 1996). 

1.5 Aims and Objectives 

This thesis is based on the research work undertaken under two broad 

themes; hydration of the protein binding site on ligand binding and 

protein flexibility and dynamics upon ligand binding. WT and mutant 

MUP-IBM interactions have proven to be a system of interest and 

therefore have been used as a test-bed in this thesis by computational 

(MD simulations) and experimental techniques (aCM and AFM 

experiments) which are further explained in Chapter 2. 
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The results section of this thesis aims to present findings of hydration 

(Chapter 3) of the binding cavity on MUP-IBM interactions by MD 

simulations and OCM experiments. Results from the changes in protein 

flexibility using MD simulation, OCM and AFM experiments are outlined 

in chapter 4. The final chapter (Chapter 5) aims to provide brief 

conclusions of this thesis. 
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Chapter 2 - General methods 

2.1 Computational Methodologv - Molecular Mechanics 

Molecular Dynamics (MD) simulations were first introduced in the late 

1950's to study the interactions of hard spheres of an ionic crystal 

(Alder, B. J. et aI., 1957; Alder, B. J. et aI., 1959). The first protein 

simulation was then developed in the 1970's, where an 8.8 ps 

simulation was performed for a bovine pancreatic trypsin inhibitor 

(McCammon, J. A. et aI., 1977). 

2.1.1 Molecular Interactions 

The interaction between atoms can be modelled using either the 

quantum mechanics (OM) approach or by the molecular mechanics 

(MM) approach. The first approach uses the modelling of electrons in a 

system so that the full electronic structure can be obtained. However, 

for a larger system (for example a protein) this approach becomes 

computationally very expensive. 

mechanics/molecular mechanic 

For example a quantum 

(OM/MM) simulation of 

bacteriophophytin has been performed (composing of 2 ps of OM and 

17 ps of MM) (Makri, N. et aI., 1995). 

Another example of a OM/MM simulation of Cram bin was performed to 

detect protein dynamics. OM was simulated for 60 ps (and 350 ps 

simulation was performed by pure MM) (Liu, H. Y. et aI., 2001). On the 

other hand, the molecular mechanics (forcefield methods) method is 

much preferred for larger systems as it ignores the electronic motions of 
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a system and takes into account the force and velocity on each atom 

from which the energies of a system can be calculated (Leach, A. R., 

2001). 

2.1.2 The Forcefield 

Most forcefields are composed of a series of terms that model inter and 

intra molecular forces in a system. These would include bonded and 

non-bonded terms, and as a result the potential energy can be 

calculated by summing up the different terms: 

where {}(rN ) is the potential energy which is a function of the positions 

(r) of N particles, li is the bond length which deviates from the 

equilibrium bond length (ii,O)' (}i is the bond angle, (}i,O is the reference 

bond length, k i is the force constant, Vn is the barrier height, n is the 

multiplicity, w is the torsional angle and y is the phase factor, Eij is the 

well depth (Iij is the collision diameter, rij separation between the two 

atoms, Eo is the dielectric constant, qi and qj are the partial charges for 

atoms i and j. Each of the above terms describes aspects of the 

nuclear motions of a system (figure 6). 
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Figure 6 The key components in a molecular mechanics forcefield. The 

bonded terms are on the top row whereas the non-bonded terms are on the 

bottom row. (Leach, A. R., 2001) 

A more detailed discussion of the bonded and non-bonded terms will 

now be given. 

2.1.3 Bonded Terms 

As figure 6 suggests the bonded terms are made of bond stretching, 

angle bending and of torsional bond rotation. The energetics associated 

with the motions described here can be represented by the first 3 terms 

from equation 5_ 

A good approximation of energy change associated with a pair of 

bonded atoms stretching can be derived from the first term in equation 

5. However, if there is a dramatic increase in bond lengths the equation 

becomes less accurate. This is because according to Hooke's law, at 
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the bottom of the potential energy curve the harmonic potential is 

similar to the Morse potential (figure 7) at equilibrium and so at a higher 

bond length Ii deviates from the reference value lw. 

-----~ 

Figure 7 
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Comparison between the harmonic potential and the morse 

curve to reveal information about the bond stretch energy «D(l) on the y-axis) 

with the interatomic separation ((I) on the x-axis) (taken from Leach., 2001) 

In equation 5 the harmonic potential which describes the bond energy is 

defined by Bel), k i is the force constant for the bond length li which 

deviates from the equilibrium bond length li,D' 

(Equation 6) 

The energy change that accompanies angle bending can be well 

represented by the second term in equation 5. This equation is suitable 
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for many applications. In this equation the harmonic potential for a bond 

angle (19(0)) is defined by the bond angle 0i which deviates from the 

equilibrium bond angle 0i.O' The bond angle force constant is defined as 

k i in equation 7. 

(Equation 7) 

The third term in equation 5 is the bond dihedral or torsional term. This 

term is more complicated than the other 2 terms and is calculated using 

a series of cosine functions that can describe the energy as a function 

of rotation angle around a given bond. The preference for either 

staggered or eclipsed structures is reproduced by this energy function. 

DCw) = Ltorsions ~n (1 + cos(nw - y)) (Equation 8) 

In the above equation Vn is the barrier height, n is the multiplicity, w is 

the torsional angle and y is the phase factor. An important note about 

the bonded terms is that the electrostatic or van der Waals effects in the 

bond stretching and angle bending interactions are assumed to be 

included. However, for the torsional term the electrostatics and the Van 

der Waals effects must be calculated in their own right to give full 

illustration of the rotation about a dihedral angle (Cheatham, T. E. and 

Kollman, P. A., 2000). 
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2.1.4 Non-bonded Terms 

This is the last term in equation 5. It defines the interactions which 

occur between atoms and not through a bond. These interactions are 

mainly made up of Van der Waals and electrostatic interactions (as 

explained below). 

2.1.4.1 Van der Waals Interactions 

The van derWaals (VOW) interaction arises from attractive (long range) 

and repulsive (short range) forces. The attractive force is known as the 

dispersive force (London, F. and Polanyi, M., 1930) which is due to 

instantaneous dipoles which arise during the fluctuations in the electron 

clouds. These dipoles can induce a dipole in neighbouring atoms giving 

rise to polarizability. 

When the internuclear separation is short the interaction energy is 

inversely proportional to T but when it is long the interaction energy 

decays exponentially (exp( -2 T lao)) where ao is the Bohr radius. 

Modelling the VOW interactions between atoms and molecules can be 

calculated by quantum mechanics calculations but becomes 

computationally expensive for large systems. Therefore a well-known 

function for VOW interactions for large systems is the Leonard-Jones 

12-6 function which takes the following form between two atoms: 

(Equation 9) 

The interatomic separation for two atoms can be represented by T, the 

well depth by E and a constant by fI from equation 9. The attractive term 
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can be accounted for (~)6 whereas the repulsive term (~)12 in equation 
r r 

9. These parameters of the Lennard-Jones potential can be shown 

graphically in figure 8: 

Figure 8 Lennard-Jones Potential energy curve for the interaction of 2 

molecules which shows both the attraction (b) and repulsion (a) forces between 

non-ionic particles, the well depth E, the minimum energy interaction distance u 

and the distance of separation r(u). 
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In figure 8, a deep well depth E, indicates a stronger interaction 

between two molecules. 

2.1.4.2 Electrostatic interactions 

The remainder of equation 5 is based on electrostatic interactions. An 

uneven distribution of charge within a molecule can rise if areas within a 

molecule have different electronegativities. This charge distribution is 

represented by partial atomic charges designed to reproduce the 

electrostatic properties of the molecule. Therefore electrostatic 

complimentary between the protein and the ligand at the binding 

40 



interface is vital for complex formation. The predominant types of 

electrostatic interactions include hydrogen bonding, salt bridges and 

metal interactions (Gohlke, H. and Klebe, G., 2002; Exner, O. and 

Bohm, S., 2003). The electrostatic interactions between a protein and a 

ligand are then the sum of the interaction between pairs of partial 

charges calculated using Coloumb's law. Electrostatic interactions 

originate from Coloumb's law: 

E= qjqj 1. 
4.1l'E'or r 

(Equation 10) 

where qi and qj are the partial charges of the atoms i and j, Eo is the 

dielectric constant and r is the relative separation between the two 

atoms. For example when a salt bridge is established its calculated 

coulombic interaction energy is often three or four times higher than the 

total van der Waals interaction and this effect can generate aritfacts. 

However, if the desolvation energies are taken into account then the 

problem can be compensated because salt-bridges have a high 

desolvation penalty which counterbalances the coulombic energy 

(Shoichet, B. K. et aI., 1999; Huang, D. and Caflisch, A., 2004). 

2.1.4.3 Hydrogen bonding 

Hydrogen bonding is the most important directional interaction in 

biological macromolecules, known for conferring stability to protein 

structure and selectivity to protein-ligand interactions. In general, 
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hydrogen bonding occurs between two electronegative atoms, one of 

which (donor) has a covalently bound hydrogen atom whereas the other 

(acceptor) has a lone pair of electrons. The strong electrostatic 

attraction arises from the attractive interaction between partial positive 

charge on the hydrogen atom and partial negative charge on the 

acceptor atom. The hydrogen bonding term in many interactions 

between the donor hydrogen atom and the heteroatom acceptor atom 

can be described by the 10-12 Leonard-Jones potential: 

A C 
beT) =---rlZ rlO 

(Equation 11) 

where the non-bonded VOW energy is described as t9(r), A and Care 

constants based on the atoms involved and r 12 and riO are the 

interatomic separation between two molecules. However, hydrogen 

bonding is a form of dipole-dipole interaction, so the 10-12 potential is a 

correction term and is not always used in molecular dynamic 

simulations. 

2.1.5 Parameterisation of the forcefield 

To run a molecular mechanics calculation, a set of parameters is 

needed to model a system. These parameters are known as the 

forcefield parameters. These parameters are derived from a range of 

sources (x-ray structures, IR spectra, OM methods). To derive a 

forcefield from scratch, it is a very time-consuming process. An atom 

type is assigned to each atom in the system which is being modelled. 
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This atom type is dependent on the atom and what is bonded to it. For 

example hydrogen which is bonded to a Sp3 carbon will have a different 

atom type, bond length and force constants to a hydrogen bonded to a 

Sp2 carbon. Therefore parameters would be required to describe 

different bond types. These atom types are used to describe bonded 

(bond type, angle type and dihedral type) and non-bonded interactions 

(VDW and electrostatic interactions) in the parameterisation process 

within a system being modelled. Once the forcefield parameters and 

equation has been established, molecular structures and energetic data 

can be established. 

Thermodynamic properties can be reproduced from a correctly 

parameterised forcefield by using computer simulation techniques 

(Jorgensen, W. L. and Tiradorives, J., 1988). The parameterisation of 

forcefields can also be completed by least squares fitting to a set of 

parameters that gives the optimal fit to the data (Lifson, S. and Warshel, 

A., 1968). For example an application of this approach is the derivation 

of a forcefield for peptides by fitting crystal data to a range of 

compounds (Hagler, A. T., 1977). 

The steps that are involved in a molecular dynamics simulation will now 

be discussed (i.e. equilibration process and the production simulation). 

2.1.6 Equilibration Process 

Prior to an MD simulation, energy minimisation is required to identify a 

stable low energy conformation of a molecule. There can be many 
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different conformations of the same molecule, each with different 

energies. 

For example, conformations with steric clashes tend to have high 

energies and so the conformation that has the lowest energy is likely to 

give the most stable state. The variation in energies is known as the 

potential energy surface. The energy at the bottom of the lowest point 

on the potential energy surface is known as the 'global minimum' which 

is the energy that we are interested in because at this energy the 

conformation found is at the most stable state. The global energy 

minimum is difficult to find as most minimisation algorithms can only find 

the energy closest to the energy minimum of the starling structure. 

During the energy minimisation process there are generally two-steps 

employed which are known as the steepest descent and conjugate 

gradient method. 

2.1.6.1 Steepest Descent Method 

This method is based on a simple algorithm, in which it finds the 

steepest direction on the potential energy surface and moves the 

structure in a parallel direction to the force, i.e., directly downhill on the 

potential energy surface. At each step the gradient of each potential is 

calculated and a displacement is added to all the co-ordinates in a 

direction opposite to the gradient (Le. in the direction of the force). The 

step size is increased if the lower energy results and decreased 

otherwise. As the algorithm uses finite displacement steps, it does not 

follow the gradient smoothly down to the minimum and therefore 
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convergence to the minima is slow. Despite this, the steepest descent 

method is useful when the starting conformation is considerably 

different from the global minimum conformation. It is also useful as the 

first step of a multi-step minimisation scheme. 

2.1.6.2 Conjugate Gradient Method 

This is a better method when the molecules are closer to the energy 

minimum. The initial step is equivalent to the steepest descent method. 

Subsequent steps involve a search along a line on the surface that is a 

mixture of the current negative gradient and the previous search 

direction (i.e. the direction of the minimisation step is determined as a 

weighted average of the current gradient and the direction taken in the 

previous iteration). A better representation of the conformation found at 

the global minimum of a potential energy surface can be found more 

quickly using this method in comparison to other methods (i.e. Newton­

Raphson methods or quasi-newton methods (Leach, A. R., 2001 ». 

2.1.7 Multistep Equilibration 

After the energy minimisation step the molecule undergoes a multistep 

equilibration process (Shields, G. C. et aI., 1998). This involves the 

gradual heating of the molecule to 300 K. The equilibration is needed so 

that thermodynamic properties (i.e. temperature, pressure etc.) can be 

monitored. Equilibration is done so that the system can develop from 

the starting configuration to reach equilibrium. The starting 
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configuration is usually chosen from structures determined by x-ray 

crystallography, NMR or theoretical modelling. However, it is important 

to add other solvent molecules so that a realistic environment for the 

solute is generated. For example, the biological molecules (Le. proteins, 

ligands e.t.c.) can be immersed in pre-equilibrated solvent molecules 

and any solvent which would have steric clashes with the molecule can 

be discarded before the simulation commences. The periodic boundary 

conditions and non-periodic boundary approaches to calculating solvent 

boxes is further discussed in section 2.1.8.2. 

2.1.8 Molecular Dynamics 

MD can be used to study the motion and dynamics of a molecule over 

time. Newton's equations of motions can be applied to form a new set 

of atomic positions, which is generated as a trajectory 

Newton's laws of motion state that an object (e.g. in this scenario, an 

atom or molecule) will move in a straight line with constant velocity 

unless a force has acted on it. The rate of change in a force is equal to 

the change in momenta, and for every action there is an equal and 

opposite reaction (Newton, I. et aI., 1729). 

F=ma (Equation 12) 

By applying Newton's second law of motion (Equation 12) a trajectory 

can be derived (where F is the force, m is the mass and a is the 
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acceleration}. The change of variables with respect to time edt} in an 

MD simulation can be generated by equation 13: 

{Equation 13} 

where mi is the mass of a particle i and Fi is the force on the particle i, 

in that direction. 

2.1.8.1 Time Step 

The size of the time step used to create trajectories becomes important 

because if the time step is too small then only a small portion of the 

phase space is covered whereas if it is too large then the system will 

give errors which will lead to unrealistic structures with high-energy 

overlap between atoms. 

The continuous potential models used to create trajectories is assumed 

to be a pairwise additive process and the integration can be broken 

down into many small stages. For example, a time stepping algorithm 

known as the Verlet algorithm {Verlet, L., 1967} is a common method in 

a molecular dynamiCS simulation to integrate the equations of motion. It 

uses the positions and accelerations at time t and the positions from the 

previous step to calculate the new positions. A disadvantage to this 

algorithm is the lack of a direct definition of the velocity. 

There are many variations of the Verlet algorithm. For example the 

leap-frog algorithm {Hockney, R. W., 1982}, the velocity Verlet method 

{Ferguson, D. M. et aI., 1992} and the Beeman's algorithm (Thorpe, M. 
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F. and Beeman, D., 1976) are different variations of the Verlet 

algorithm. It is important to use the optimal time step as using a smaller 

time step would mean the simulation would take longer which means 

that the computational cost would become expensive. The size of the 

time step is dependent on the timescale of motions in a system of 

interest. 

A typical time step is 1 fs is usually used because this is the smallest 

timescale of motions within a molecule and is correlated to bond 

vibrations. If the SHAKE (Rueda, M. et aI., 1977) algorithm is used then 

the bond length between 2 atoms can be constrained so a longer time 

step can be employed to reduce computational costs. However, there 

are other algorithms that can also be used (e.g. RATTLE (Andersen, H. 

C., 1983)) 

2.1.8.2 Periodic Boundary conditions 

Biological molecules are usually present in an aqueous environment 

and therefore to represent this system computationally a droplet of 

water can surround the solute. However, it may become difficult to 

control the edges of the water droplet as the water would have to be 

dependent on the shape of the molecule being represented. During the 

MD simulation, if a particle leaves the solvated box then an image 

particle replaces it by entering from the opposite side (Allen, M. P. and 

Imbierski, A. A., 1987) (Le. the assumption is that the system is 

surrounded by an infinite number of identical copies and the particles in 

the simulation box move unison with their images). Particles which are 
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near the boundary of the simulation box interact with periodic images 

across the boundary. An example of a boundary is the use of the 

truncated octahedral water box (Adams, J. M., 1983) surrounding WT 

MUP (figure 9). 

Figure 9 MUP (POB 20zq (Syme, N. R. et aI., 2007) in a truncated 

octahedral water box (Image constructed from VMO (Humprey et al., 1996» 

2.1.8.3 Long range forces 

Non-bonded cutoffs are often used in non-bonded interactions and are 

applied to a minimum image convention. In this convention, each atom 

is imaged by another atom in the system (and repeated in the periodic 

boundary method). As the cutoff is being used, the interactions between 

pairs of atoms that is further than the cutoff value is set to zero. This will 

take into account the closest image. However the cutoff should not be 

so large that a particle sees its own image or even the same molecule 
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twice. Therefore the cutoff is limited to half the length of the simulation 

box length. 

The interactions that do not decay faster than ,-n, (where n is the 

dimensions of the system and r is the complete set of 3N particle co­

ordinates) can be a problem. This is because the range of interactions 

involved is often greater than half the simulation box length. Coulomb (f 

1) and dipolar (,-3) interactions are examples of long range interactions. 

Treatment of long-range forces is important because it will help to 

ensure that certain properties such as the dielectric constant are 

correct. Different methods have been developed to handle long-range 

forces but in this case the particle mesh ewald (PME) will be looked at. 

2.1.8.4 Particle mesh ewald molecular dynamics (PMEMD) 

The study of ionic crystals led to the development of the Ewald sum 

method (Ewald, P. P., 1921). The method is used to calculate 

interaction energies of periodic systems (like crystals). This method can 

become computationally expensive and so to overcome the costs the 

fast fourier transform (FFT) algorithm has been implemented in this 

method. The FFT method involves replacing each particle-based point 

charge by a grid based charge distribution. A range of variants of PME 

methods exist. For example, the particle-mesh Ewald was developed in 

the 1990's (Darden, T., 1993) and particle-particle-particle-mesh 

(PPPM) approach (Bernard, C. et aI., 1988; Luty, B. A. et aI., 1994, 

1995). Later a unification of these approaches was then developed 

(Deserno, M. and Holm, C., 1998). 
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2.1.9 Long timescale simulations 

Many important biological processes occur in the micro- to millisecond 

time regime. Many studies have shown that in this time frame important 

biological processes can result from the interaction of molecules. For 

example protein folding, enzyme catalysis, signal transduction, ligand 

binding and allosteric regulation occurs in this time-scale. Studying the 

slow motions at this time-scale remains a challenge for both 

experimentalists and theoreticians. The first ever microsecond 

simulation of a biomolecule using classical molecular dynamics on 

parallel computers was performed in 1998. This simulation was done for 

the folding processes of the 36-residue villin headpiece in explicit 

solvent and represented a milestone in the field of molecular dynamics 

(Duan, Y. and Kollman, P. A., 1998). 

However it remains the case that, even though the power of 

computation has increased and efficient simulation algorithms have 

developed over the years, MD simulations of most proteins have been 

restricted until recently to the 10 to 100 nanosecond time-scale. As the 

simulation timescale increases the validity of forcefields is a problem 

that still remains. For example a recent development by the Orozco 

group in Barcelona and collaborators found that long simulations of 

DNA using 'standard' forcefield (more commonly known as AMBER 

FF03) showed the rearrangement of a torsion angle which lead to the 

development of the revised "parmBSCO" forcefield. (Perez, A. et al. 

2007). 

51 



Most recently there have been some major advances. D.E Shaw's 

group have developed a specialised computer called Anton. This 

machine is designed to run the entire MD simulation on specialised 

computer nodes which can accelerate the computation of non-bonded 

forces with special cores that perform the remainder of the numerical 

calculations (Shaw, D. E. et aI., 2007). The new parallelized machine 

has successfully been used to simulate the dynamics in the micro­

millisecond time regime of biomolecules. For example, the reversible 

folding and unfolding mechanism of Fi35 and the conformational 

behaviour of BPTI have been simulated in the long-timescale regime 

(Shaw, D. E. et aI., 2010). 

Another advance in computationally intensive simulations on 

biomolecules was developed by the Pande group at Stanford who 

launched the first distributed computing project. This project was 

designed to allow everyone to run short molecular dynamiC simulations 

on their individual machines which could be sent back to the Pande 

group for analysis (Ensign, D. L. et aI., 2007). Another recent advance 

is the development of the general purpose graphical processing unit 

(GPU) which has been harnessed to increase the computation power 

available for simulating biomolecules (Ganesan, N. et aI., 2011). 

Despite all the advances in computation speed and power, it cannot be 

assumed that all the problems for MD simulations on biological 

molecules on a long-timescale regime have been solved. Therefore, 

further investigation on protein-ligand recognition can validate long 
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timescale simulations as well as reveal anything new about the 

interaction. 

2.2 Analysis methodology 

The analysis of the long-timescale trajectories was done so that 

information on the hydration (radial distribution curves, hydration 

density maps and water molecule count in binding cavity) of the binding 

cavity (Chapter 3) and flexibility (RMSF fluctuations, vector analysis) of 

the ligand (IBM) binding to WT MUP and 2 mutants of MUP (chapter 4) 

could be evaluated and compared to experimental studies. 

2.2.1 Reliability and Reproducibility of simulations 

2.2.1.1 Secondary structure analysis 

Ramachandran analysis has been a very popular way of establishing 

the probable "correctness" and quality of protein structures for many 

years (Saul, F. A. et aI., 1978; Ho, B. K. and Brasseur, R., 2005). The 

conformation of a protein backbone is defined by three torsion angles at 

every residue (see Figure 10). 
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Figure 10 Torsion angles of a peptide bond (Zhou, 2011) 

The phi and psi angles are flexible and rotation occurs. It is observed 

that certain combinations of phi and psi angles are more commonly 

observed than others. This is because they a) avoid steric clashes and 

b) favour particular H-bonding patterns along the chain (alpha helix or 

beta sheet). A plot formed with these values is known as a 

Ramachandran plot (after G.N. Ramachandran). Ramachandran and 

colleagues assessed all the different phi psi angle combinations for an 

alanyl dipeptide and found phi psi angles that are consistent with 

allowed interatomic separation. They concluded that the phi psi angles 

of a protein structure could be predicted without considering solvent or 

electrostatic interactions. 

Therefore a map can be generated containing three regions that are 

favoured, surrounded by slightly larger areas that are 'allowed'. 

However, anything on the outside of these regions is called 'unfavoured' 

or 'disallowed' (Ramakrishnan, G. N. et aI., 1963, 1965). 

Ramachandran plots are a very popular technique against which the 

stability of new crystal structures can be evaluated by the use of a 

program called Procheck (Laskowski, R. A. et aI., 1993). 
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2.2.1.2 RMSD analysis 

MD trajectories of a protein are commonly analysed by comparison of 

each snapshot with a reference structure which is known as the root 

mean square deviation (RMSD). It is a very commonly-used method to 

calculate the average difference between two (the crystal structure and 

the simulation frame structure is commonly used) least squares best 

fitted structures of superimposed proteins (Diamond, R., 1976, 1988; 

Kabsch, W., 1976, 1978). The RMSD can be calculated using equation 

14: 

where N are the number of atoms, Xi' Yi and Zi are the co-ordinates of 

atom i after best superposition on a structure and Xi ref • Yiref and ziref 

are the co-ordinates of the atom i in the reference structure (Le. crystal 

structure ). 

Two identical structures would have an RMSD of 0 angstroms. The 

larger the RMSD value (only after fitting) the more dissimilar the 

structures would be. A more realistic measure of the RMSD of a protein 

is to calculate the difference between each snapshot of an MD 

trajectory rather than the starting crystal structure of the protein. This 

becomes very useful in long-time MD simulations where the structure 

may expect to incur small changes over time. An advantage of the 

RMSD values is that the consistency (or plateauing out on an RMSD 
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graph) of the RMSD values may mean that the conformation has 

reached stability. The molecule is known to be stable if the RMSD is 

lower than 3.4 A. 

2.2.2 Flexibility analysis 

2.2.2.1 Root mean square fluctuations (RMSF) 

The root mean square fluctuations (RMSF) have been found to be 

experimentally important in many proteins as they are a measure of 

local atomic flexibility within the protein (Cooper, A., 1976; Karplus, M. 

and McCammon, J. A., 1981; Allen, T. W. et aI., 2004). The RMSF for 

an atom i can be calculated by equation 15: 

(Equation 15) 

where Nt is the number of frames, Xj' Yj and Zj refer to the average 

structure calculated along the trajectory after superposition. RMSF can 

be derived from x-ray crystallographic B-factors (equation 16) and can 

be compared with MD simulations (Frauenfelder, H. et aI., 1979). 

(Equation 16) 
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2.2.2.2 Principal component analysis 

One possible way of studying the dynamics of a system is by principal 

component analysis (peA). This method was introduced under the 

name of "quasi-harmonic analysis" by Karplus (Karplus, M. and 

Kushick, J. N. et aI., 1981) to help understand the computation of 

entropies. It has been a valuable tool for analyzing dynamics in long 

time simulations of proteins (Kitao, A. et aI., 1992; Amadei, A. et aI., 

1993 and Garcia, A. E., 1992). It is a statistical method for analysing 

MD trajectories and can be used to find the components that make up 

the greatest overall contribution to the motion within a trajectory. 

A 3N x 3N covariance matrix of the Cartesian co-ordinates is generated 

from an MD simulation and then diagonalised to give 3N eigenvectors. 

The eigenvectors provide a vectorial representation of each component 

of structural deformation. Each eigenvector has a corresponding 

eigenvalue that indicates the relative contributions made by the 

component to the motion as a whole. The eigenvectors associated with 

the highest eigenvalues can be selected for further analysis. 

Projections of the trajectory along the major eigenvectors give useful 

information on equilibrium and conformational sampling (Wlodek, S. T. 

et ai, 1997). To ease the interpretation of the deformations associated 

with each principal component, short MD trajectories (animations) can 

be generated artificially by generating structures in which the 

projections vary linearly between the minimum and maximum values 
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observed. The resulting animations can be inspected visually using 

graphics packages such as VMD (Humphrey, W. et aI., 1996). 

peA of a trajectory produces a description of the essential modes of 

deformation (eigenvectors) of the structure, as discussed above. Motion 

along each eigenvector relates to an orthogonal way in which the 

structure samples configurational space. If two separate simulations of 

a system are dynamically equivalent, they must sample this space the 

same way. This can be achieved if they have the same eigenvectors, or 

linear combinations of each other. Therefore the overall similarity in the 

dynamics of two trajectories can be determined by calculating the dot 

product matrices and the subspace overlap which can be represented 

by the Hess overlap equation (equation 17) (Hess, B., 2000). 

_ 1 ~n ~n (VA vB)2 
YAB - ;; £.}=1 £.1=1 I· ) (Equation 17) 

where n is the number of snapshots, V/ and V/ is the number of 

eigenvectors included in the analysis. 

The use of replicates is simply a way of improving computational 

methods. It provides a way to test out the reproducibility and replicability 

of the simulations. peA allows us to see how well the dynamical 

behaviour of the systems converges between replicates and is 

conserved by ligand binding. The suitability of the dimensions for 

subspace must be considered for analysis as mentioned above (Rueda, 

M. et ai, 2007). In this thesis therefore peA is performed on each 

trajectory for each replicate of MUP (apo and holo) independently. 
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2.3 Experimental Methodology 

2.3.1 Quartz crystal microbalance (QCM) 

The OeM is a surface analytical technique which in this thesis has been 

used to detect mass and rigidity changes of a layer of molecules 

deposited on the surface of a quartz crystal. All measurements were 

performed using a technique termed quartz crystal microbalance with a 

dissipation (or OCM-D), (Rodahl, M. et aI., 1995). An overview of the 

theoretical background and operation of the instrument are described in 

the following section. 

2.3.1.1 Theoretical background 

The OCM is a sensitive method for the characterisation of binding 

processes at surfaces (Hook, F. et aI., 2002). It is a mass detection 

technique, in which changes in resonant frequency, df (Hz), of a quartz 

crystal are monitored as material is deposited onllost from its surface 

(Saubrey, G., 1959). 

In the OCM-D instrument, a quartz crystal sensor (figure 11) is 

sandwiched between two gold electrodes. An AC current applied to the 

electrodes produces an oscillation of the crystal, which changes as 

mass is deposited onto the surface; an increase in mass causes the 

crystal's resonant frequency, f, and it's harmonics to decrease 

proportionately. The quartz crystal oscillates perpendicular to the 

electric field. 

59 



If the absorbed layer on the crystal surface is rigid then a change in 

mass can be calculated from the change in frequency using the 

Saubrey equation (Saubrey, G., 1959): 

c 
!J.m = - -!J.f 

n 
(Equation 18) 

where !J.m is the change in mass, C is the mass sensitivity constant 

(equal in the set up employed to 17.7 ng cm-2 Hz-1 for (=5 MHz), n is 

the overtone (or harmonic) number and !J.f is the change in frequency 

(Hook, F. et al,. 2001). 

In the aCM-O instrument a dissipation signal, D, is also monitored 

simultaneously to the frequency signal, f. D is defined by equation 19 

and has no units: 

D = E/ost 
2nEstored 

(Equation 19) 

where E10st is the energy lost during each oscillation cycle and Estored is 

the total energy stored in the oscillator. 
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Figure 11 Biomolecules on a quartz crystal surface. 
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The difference in rigid and viscoeleastic sample can be demonstrated 

by using decay curves for the amplitude of the quartz crystal oscillations 

once the AC is voltage is switched off (figure 12). 
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Figure 12 Decay curves for quartz crystal oscillations. An AC voltage is 

pulsed across a quartz crystal at the crystals resonant frequency and at several 

overtones, driving the crystal to oscillate at the resonant frequency. The shear 

wave at each frequency is allowed to dampen and the inverse of the decay time 

constant is recorded Simultaneously to produce M and .10 curves. 
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D can give useful information on the surface rigidity and dynamics of an 

immobilised molecular layer on the crystal surface. QCM-O has been 

utilised in a variety of experiments, for example to study lipid vesicle 

adsorption (Keller, C. A. and Kasemo, B., 1998, and Edvardsson, M. et 

aI., 2005), cell adhesion (Hook, F. et aI., 1998), and surface interaction 

stUdies (Wang, G. et aI., 2008). Solvation effects of biological 

substances (Bingen, P. et aI., 2008), antibody-antigen interactions 

(Hook, F. et aI., 1998) and protein adsorption with biomolecules (von 

Vacano, B. et aI., 2011, Sander, M. et aI., 2010 and Anand, G. et aI., 

2011) have also been investigated. 

2.3.1.2 Instrumentation 

QCM-O studies were performed in Chapter 4 and 5, using the Q-Sense 

0300 measurement system (Q-Sense AB, Gothenburg, Sweden). The 

QCM-O sensor crystal consists of a 0.3 mm 5 MHz AT-cut quartz 

crystal, which was gold coated (Figure 13). The upper surface of the 

sensor consists of a large gold electrode with a diameter of 14 em 

(Figure 13). An AC current is applied between the 2 electrodes which 

enables the crystal to oscillate laterally, and frequency and dissipation 

signals can be obtained. 
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Active electrode 
(reaction substrate) 

Figure 13 The QCM-D sensor crystal. The active electrode 

(diameter=14mm) is the upper surface which is the sensor surface. The counter 

and contact electrodes are the bottom surface of the quartz crystal. When an AC 

current is applied between the electrodes the crystal oscillates latera"y. 

In liquid environments, the limit for mass sensitivity (f) is in the order of 

5 ng.cm-2 , and the dissipation factor (0) is approximately 3 x 10-7 for the 

unloaded 5 MHz crystal. The crystal resonant frequency (f) and the 

dissipation factor (0) of the oscillator were measured simultaneously at 

the fundamental resonant frequency (5 MHz) and at the 3rd overtone 

(15 MHz). The shifts in frequency and dissipation (tlf and tlO) from the 

measurements performed at the 15 MHz 3rd overtone are presented in 

this thesis due to the increased sensitivity of the signal at this 

frequency. A fj.f of 1 Hz corresponds to the deposition of 5.9 ng.cm-2 

when the 3rd overtone of 15 Hz is used, compared to 17.7 ng.cm-2 when 

the fundamental frequency of 5 MHz is employed. 
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2.3.1.3 Quartz Crystal Cleaning and Preparation 

Prior to performing the experiments described in this thesis, the quartz 

crystals were cleaned by approaches developed by Krozer and Rodahl 

(1997). The technique involved the crystals being sonicated in an 

ultrasonic bath with 50:50 v/v water:acetone mixture for 20 mins, 

followed by drying in nitrogen gas for 5 mins. This was then followed by 

an oxidation process, where the crystals were oxidised by exposure to 

ozone, induced within a UV/ozone cleaner (BioForce Nanosciences, 

Inc., lA, USA) for 20 mins. 

The peak intensities of the UV lamp were at wavelengths of 185 and 

254 nm. The UV light intensity was slightly below 20 mW/cm2 at the 

254 nm wavelength. The distance between the lamp and the quartz 

crystal was less than 5 mm. To ensure the crystals were clean the 

crystals were then also exposed to oxygen plasma generated by a 

barrel etcher (PT7100 CB10-RAD, Polaron Division) for 30 secs at 40 

V, with chamber pressure of 20 Pa. The sensor crystal was stabilised in 

pH 7.4 phosphate buffer solution (PBS) (Sigma Aldrich, UK). A volume 

of -0.5ml of the temperature-stabilised sample liquid is delivered to the 

chamber containing the sensor crystal (sensor loop) to ensure a 

complete exchange of the liquid. 

Successive injections of the protein MUP was introduced to the 

chamber until f and d became stabilised. This was followed by PBS 

then IBM and then PBS again were made in the experiment. However, 

the addition of different solutions to the chamber (i.e. PBS/MUPIIBM) 

allowed the graphs to produce signal distortion (peaks of f < 2 Hz and D 
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< 0.01 10-6). A simultaneous frequency and dissipation graph is formed 

at the 1 S\ 3rd
, 5th and 7th overtone. All the experiments were carried out 

at 20°C. The quartz crystal was then inserted into the OeM chamber. 

The OCM liquid cell was cleaned thoroughly with 50S solution between 

experiments. Figure 14 presents a photograph of the experimental 

setup used in this thesis. 

WT and mutant MUPs were immersed in ph 7.4 PBS solution to make 

up a concentration of 1 ~M which has been used in all OeM 

experiments unless otherwise stated. The IBM used in the OeM 

experiments in chapter 3 and 4 was also immersed in ph 7.4 PBS 

solutions. However, the pre-incubated WT MUP was composed by 

immersing 0.5g of WT MUP in 50 cm3 of 50 ~M concentration of IBM at 

room temperature. The solution was left for 30 mins so binding could 

take place between the WT MUP and IBM prior to the start of the 

experiments. 
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Figure 14 QCM-O experimental set-up. Simultaneous plots of frequency 

and dissipation versus time are acquired throughout the experiment (see 

example graph at top). The photographic picture directly under the graph is of 

the experimental setup. The second photographic picture is of the inside of the 

chamber where the quartz crystal would be mounted. The chamber is then split 

up into 2. The left is the top half of the axial flow chamber whereas the bottom 

half is situated on the right. 
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2.3.2 Atomic Force Microscope (AFM) 

Binnig and colleagues in 1986 won the Nobel Prize in Physics for the 

design of the scanning tunnelling microscope (STM) (Binnig, G. et aI., 

1986). The atomic force microscope (AFM) is a descendent of this 

instrument combining prinCiples from the STM and the stylus 

profilometer. The AFM was developed in 1986 (Binnig, G. et aI., 1986) 

as it allowed investigations of a wider range of samples (e.g. insulating, 

including biological, samples) in a variety of environments (such as in 

liquid). 

The AFM has become an increasingly popular technique for imaging 

surface topology to the nanometre scale, and in particular for the 

analysis surfaces functionalized with biological molecules (as reviewed 

by Alessandrini, A. and Facci, P., 2005; Jalili, N. and Laxminarayana, 

K., 2004). Also, force spectroscopy measurements can be made using 

the AFM where the forces acting between the tip and the sample can be 

investigated. The peak force-nanomechanical (PF-QNM) AFM will be 

used in this thesis and the technique used will be discussed here. 

2.3.2.1 AFM mode of operation 

The AFM operates through detection of the forces between the tip and 

sample surface. To acquire images an AFM cantilever is scanned (in 

the x,y plane) across the surface of the sample; during this process 

forces between the probe and the sample result in deflection of the 

cantilever spring, which results in movement of the cantilever in the z-
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direction. A laser beam reflected off the back of the cantilever-tip 

assembly reflects off the cantilever surface to a split position sensitive 

photodetector, which detects the resultant cantilever deflections. In the 

simplest instrument configuration, the position information recorded by 

the detector is used as the input to a computer to form three 

dimensional images of surface topography. An experimental setup of 

the AFM is presented in figure 15. 

Figure 15 The AFM apparatus. A fluid tip is mounted on the end of a 

flexible Si3N. cantilever which is attached to a piezo crystal. The laser beam 

light is deflected from the upper side of the end of the cantilever by a 

photodetector and cantilever deflection can be monitored. This is in closed-

loop/constant force mode where a feedback circuit moves the piezo up and 

down in z to retain a constant cantiever deflection. 
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CANTILEVER 
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As the probe scans across the surface the cantilever undergoes 

deflections due to attractive and repulsive forces experienced by the tip. 

Therefore the deflection of the cantilever (Typically 50-200 IJm long and 

0.55-0.65 IJm thick) is a measure of the forces experienced by the tip. 
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For the imaging of soft biomolecular samples the tip has a low spring 

constant « 1 N/m), to provide a high level of force control. 

The optimum resolution of the image is greatly affected by the shape 

and the apex of the imaging tip (located at the end of the cantilever 

assembly). The shape of the tips is pyramid shaped (figure 16) which 

can be problematic, for example, it may result in the contact occurring 

between the sides of the tip and the sample, in addition to the apex. 

This would cause a tip broadening artefact whereby the features on the 

images appear larger than the true size. In addition, two features which 

are next to each other maybe perceived as one. 

2.3.2.2 AFM imaging modes and force curves 

There are three different types of modes for data acquisition; contact, 

tapping and non-contact mode. Each mode functions between different 

force regimes (attractive and repulsive) of the tip-sample interaction. 

During the early stage of AFM development, the introduction of tapping 

mode (Hansma, P. K. et aI., 1994 and Zhong, Q. et aI., 1993), also 

called "intermittent contact" mode, was a significant landmark in terms 

of expanding the applications of AFM to delicate or weakly adsorbed 

samples and made AFM applicable for almost any type of solid or semi­

solid sample surfaces. By doing so, the AFM overcame the strong 

lateral forces, associated with contact mode that damaged soft surfaces 

or swept the samples away from the imaging area. 
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In addition to providing useful information on surface topography, AFM 

can also be used to acquire force measurements as a measure of the 

tip and sample interaction. 

Cantilever 
deflection 5 

Cdntil V r pring 
constant k 

Force from 
cantilever spring 

Figure 16 Force calculations from the tip (purple triangular shape) and 

cantilever (the bar attached to the tip). 

The magnitude of the tip-sample forces during AFM imaging can be 

estimated using Hook's law: 

F=-KS (Equation 20) 

where F is the force between the probe and sample (N), K is the 

cantilever spring constant (N/m) and S is the cantilever deflection (m) 

(Figure 16). The formation of force curves is further explained below. 

In an AFM force measurement the probe is moved vertically at constant 

z-piezo velocity towards a sample surface until contact is made 

between the probe and sample, before being retracted away. There are 

two steps involved in generating a force-distance plot. The first is to 

measure the deflection of the cantilever as a function of vertical 

distance. For example, the output of the photodetector can be 

converted from volts to units of force for the system must be calibrated 
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i.e. the photodetector output is calibrated to the actual cantilever 

displacement (deflection sensitivity). The cantilever is driven into a 

hard surface assuming that the tip-sample gap is at O. The second step 

is to calculate the spring constant to produce a force curve (like Figure 

17). The slope of the force curve in the contact region on a hard surface 

allows for calibration of the detector sensitivity (e.g. to convert V to nm). 

The spring constant then allows conversion of nm to F. 

The spring constant can calculated in a variety of different methods 

each with their own advantages and disadvantages. For example, by 

observing the resonant frequency changes whilst known masses are 

added to the free end of the cantilever (Manne, S. et ai, 1993). Another 

possible method is by pressing the cantilever against another reference 

cantilever of a known spring constant (Gibson, C. T. et aI., 1997). The 

spring constant in this work was calculated by a thermal excitation 

method (Hutter, J. L. and Bechhoefer, J., 1993). 

Direct calculation of the spring constant can be performed by using the 

fundamental resonant peak of the cantilever under thermal excitation. A 

correction must be made to take into account the optical setup of the 

system i.e. how photo-detector and laser are aligned with the cantilever 

(these changes can produce large errors in spring constant 

measurement). 

Figure 17 shows a typical force-distance curve in which the y-axis is the 

cantilever deflection force (measured in nN) versus the distance 

travelled by the z-piezo (measured in nm) on the x-axis). In Figure 17, 

region I shows that the tip is far from the sample as no interaction force 
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is detected. As the tip approaches the surface (red line) no interaction 

is detected until the cantilever is deflected toward the sample due to 

attractive VOW forces (region II). 

After the contact of the tip to the surface, the cantilever deflects back 

(black line) due to repulsive forces (region III), as a result of overlapping 

electron orbitals between the atoms of the sample and the tip. After this 

occurrence the movement direction is inverted and the cantilever starts 

moving away from the sample surface. The behaviour of the cantilever 

during deflection should equate to the approach but due to adhesion 

between the tip and the sample the cantilever starts to deflect 

negatively (region IV) until the adhesion force is overcome by the 

cantilever restoring force, and the contact breaks. 

AFM is one of the few techniques which can measure a force-distance 

curve for single molecule rupture events. This can allow mechanical 

properties such as individual molecule flexibility and stiffness to be 

quantified. Also, detailed investigation of protein and peptide folding and 

unfolding events may be mapped as well as protein-protein interactions 

and protein-ligand binding (Allison, D. P. et aI., 2002 and Leckband, D. 

et aI., 2000). However, a limitation of force-distance measurements for 

the application of dynamic study of samples is that due to the intrinsic 

complexities of the tip-sample interaction the rate of data acquisition is 

slow and their data is 'rich' in nature. 
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Figure 17 Force-Distance curve generated from AFM experiments. Each 

region I-IV is explained above in further detail. The red dotted line is the 

cantilever approach and the black thick line is the cantilever deflection during 

the retract phase of the measurement. 

During tapping mode imaging, phase images that can provide 

qualitative information on the adhesive properties and viscoelasticity of 

a sample, can be simultaneously acquired. PF-QNM is an extension to 

the tapping mode where the oscillation is at a lower frequency which 

provides images at a better resolution. The main advantage of QNM is 

that quantitative force data can be obtained (as explained further 

below). 

PF-QNM imaging mode AFM is a new force mapping technique (Minne, 

s. C. et aI., 2010; Morsi, S. M. et aI., 2010; Cranston, E. D. et aI., 2011 

and Adamick, J. et aI., 2011) which can provide multiple force maps, 

including images of Young's modulus, deformation, adhesion and 

dissipation, simultaneously with the normal topographic image and with 

the same pixel resolution. It is advantageous in biological applications 
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as it works in both air and liquid environments. Another benefit to the 

peak force AFM apparatus is that the cantilever does not resonate (i.e. 

cantilever tuning is not required). Therefore, this technique becomes 

very useful in fluids. 

SCANASYST-FLUID+ tips purchased from Bruker, UK, were used in 

the AFM experiments described within this thesis, which were mounted 

on a MMTMEC (MultiMode Tapping Mode AFM Electrochemical fluid 

cell) for operation in liquid buffers. The SCANASYST-FLUID+ tips are 

made from SbN4 and are very sharp (vertical height 2.5-8 IJm and apex 

radius 2-12 nm) so it can form high resolution images. 

A multimode S scanning probe station with a nanoscope V controller 

(BruckerNano, CA) was used to obtain PF-QNM images within this 

thesis. NanoScope vS.1 software was used during the image 

acquisition, whilst NanoScope Analysis v1.20 software was used for 

offline data analysis in order to obtain quantitative results. These results 

include height and width dimensions Youngs modulous and is more 

commonly known as grain analysis. 

Chapter 4 describes the application of PF-QNM AFM to examine 

surface topography and stiffness (Young's modulus and deformation) of 

biological molecules and in particular the effects of ligand binding. 
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Chapter 3 - Hydration of Binding Cavity 

3.1 Introduction 

Recently there has been a lot of interest in water molecules being 

present in the binding cavity of biological molecules. This is because 

water plays an important role in biomolecular association in particular 

the dewetting phenomenon (as explained in Chapter 1). In this chapter 

the aim is to detect changes in the number of water molecules in the 

binding pocket of the protein MUP and its mutants when interacting with 

the ligand IBM. 

3.1.1 Hydration of proteins binding to biological molecule 

Water molecules can facilitate molecular recognition in biological 

molecules by forming extensive hydrogen bond networks in protein 

complexes with not only other proteins (Reichmann, D. et aI., 2008, 

Yokota, A. et aI., 2003, Hayes, J. M. et aI., 2011) but also DNA, 

(Bradshaw, E. M. et aI., 2011; Gao, Y. G., et aI., 1998; Duan, J. et aI., 

2002; Sonavane, S., et aI., 2009) RNA, (Sonavane, S., et aI., 2009; 

Castrignano, T., et aI., 2002) and sugars (Nurisso, A. et aI., 2010). 

Water molecules can form both intramolecular (i.e. waters between two 

ligand atoms or two protein atoms) and intermolecular bridges (i.e., 

waters between ligand and protein atoms). Water is also important in 

the interaction of proteins with small ligands, (de Beer, S. B. A. et aI., 

2010) and recognition of the hydration status of a protein binding pocket 
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may be used for drug design (see chapter 1) (Homans, S. A., 2007, 

Barillari, C. et aI., 2007). 

It can also be noted that not all water molecules in the protein binding 

cavities are equivalent. For example, some water molecules in the 

cavity may show rapid exchange with the bulk, while other water 

molecules are relatively tightly bound, (Makarov, V. et aI., 2002). Some 

water molecules which are bound to the binding cavity of a protein prior 

to ligand binding are retained in complexes (Le. with small molecules­

protein (Barillari, C. et aI., 2007) and protein-protein interaction 

(Reichmann, D. et al.. 2008». There have been many computational 

methods and experimental techniques of predicting solvation of a 

protein surface. Examples include X-ray data, (Durchschlag. H. et al.. 

2003, and Pitt, W. R. et aI., 1991) molecular dynamics simulations, 

(Makarov, V. et aI., 2002; Virtanen, J. J. et al.. 2010; Geroult, S. et aI., 

2007) and grid-based simulation (Michel, J. et al.. 2009). 

The replacement of water molecules in the protein binding cavity by a 

ligand that is complementary to the protein groups lining the cavity 

(making hydrogen bonds and contacts where appropriate) can make an 

important contribution to the binding affinity. Recent studies of the 

periplasmic oligopeptide binding protein (OBP) (Yabuki, M. et al.. 2010) 

have shown that water molecule displacement from the cavity with the 

ligand IBM decreases the binding affinity. Other OBP studies binding to 

di- (Ladbury, J. E. et aI., 1996) tri- and tetra-peptides have also shown 

that the displacement of water molecules decreases the binding affinity 

(Tame, J. R. H. et al.. 1994; Sleigh. S. H. et al.. 1997). In another study 
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the displacement of ordered water molecules by cyclic urea inhibitors 

has led to a large gain in entropy (Jiao, M. et aL, 2003). 

The hydrophobic interaction is an important driving force in molecular 

recognition (as explained in Chapter 1), yet our understanding of 

hydrophobicity in protein binding sites, remains incomplete and may 

stand as an obstacle to rational drug design. Therefore, a better 

understanding of the hydration of the protein binding cavity in protein­

ligand interactions is essential to further progress in the area. 

3.2 General Methods 

3.2.1 Molecular dynamics simulations 

In this thesis the aim is to simulate WT and mutant forms of MUP and 

MUP-IBM complexes using the Amber 10 (Case, D. et aI., 2008) MD 

package. Compared to previous work, the aim was to improve quality 

and reliability by a) making the simulations much longer and b) 

performing them in triplicate. 

Previous simulations of MUP and MUP-IBM revealed very little 

information on the dynamics of ligand binding to MUP. For example a 

30 ns simulation was performed on MUP and its complex with 2-sec­

butyl-4,5-dihydrothioazole (SBT) (Macek, P. et aI., 2007). Their results 

have shown that ligand binding can increase the mobility of many 

residues in the protein. On the other hand, evidence from NMR 

experiments has shown that on a much longer timescale (milliseconds), 

ligand binding appears to reduce MUP's mobility (Perazzolo, C. et aL, 
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2005). Therefore to perform an MO simulation on the microsecond 

timescale can help to further understand the ligand binding features to 

proteins such as MUP. 

When simulations of nucleic acids became greater than 50-100 ns 

timescale, it became apparent that there was a problem with the 

AMBER forcefield, which until that time had been regarded as very 

accurate for nucleic acid simulations. Unusual and irreversible 

alterations in certain backbone torsion angles led to the simulations 

producing structures that were clearly erroneous. The result was a large 

community effort to identify and correct the problem, which was very 

successful (Perez, A. et aI., 2007). Therefore the simulations performed 

in this thesis originally, was a stringent test of the Amber FF03 forcefield 

for proteins. At the start of the simulations it was unclear whether the 

simulations would result in partial denaturing of the protein reaching 

conformations that are clearly at odds with experimental data. Therefore 

to carry on with the recent development in this thesis all simulations are 

done in the microsecond timescale and the results are compared to the 

results of WT and mutant forms of MUP and MUP-IBM complexes. The 

hydration of the binding cavity of each complex was also analysed. 

3.2.2 System setup 

3.2.2.1 Formation of Replicates 

The two starting structures were taken from the crystal structure of apo­

MUP, POB entry 20zq (Syme, N. R. et aI., 2007) and of MUP-IBM POB 

entry 1 qy1 (Bingham, R. et aI., 2004). The ionisation states (Grafton, A. 
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K. et aI., 1999) of the amino acid side chains of MUP (apo and holo) 

were assigned using the web-based server WHATIF tools 

http://swift.cmbLru.nl/servers/html/index.html). The web-based server 

detects and assigns the different protonation states of Histadine in a 

POB file. The Histadines were then manually edited in the original POB 

file. 

The two structures were randomly turned around in space (along the 

different x, y and z axis) and the co-ordinates saved, to obtain a new 

replicate of each structure. This was done twice to obtain three 

replicates of each structure. Using replicates permits a better level of 

statistical analysis than is possible on data from a single simulation. The 

formation of replicates can be observed in Figure 18. 

This was repeated for Y120F apo (POB 1yp6 (Barrett, E. et aI., 2005)) 

and holo (POB 1yp7 (Barrett, E. et aI., 2005» and A103S apo and holo 

(crystal structure co-ordinates obtained from the Homans group at the 

University of Leeds). 
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holo 

... 
Figure 18 Formation of replic.ates. On the top left is the WT MUP starting configuration and on the top right are the 3 replicates formed from 

the starting structure. The bottom left is the MUP-IBM complex starting configuration and the box on the bottom right are the formation of the three 

replicates of the WT MUP-IBM complex. 
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3.2.2.2 Materials and Methods 

The protein parameters were taken from the Amber ff03 forcefield 

(Duan, J. X. et aI., 2003). The ligand parameters were generated for 

each replicate by using the antechamber module of amber 9 (Case, D. 

et aI., 2006) using the general amber forcefield (Wang, G. et aI., 2008). 

Each replicate was immersed in a truncated octahedral box containing 

an additional -19000-22000 TIP3P explicit water molecules and -13 

Na+ ions to neutralize the system. 

Prior to main MD runs, each replicate was subjected to energy 

minimisation and a restrained-dynamics, where each replicate was 

heated from 10K to 300K, over 100ps and harmonic restraints applied 

(Shields, G. C. et aI., 1998). Analysis was performed on data generated 

through an additional 1.2 J.ls of unrestrained MD simulation at constant 

temperature and pressure (T = 300 K; P = 1 atm) using PMEMD 

module of Amber 9. SHAKE was used to constrain all bonds to 

hydrogen atoms at equilibrium values, which allowed us to use a 2 fs 

MD time step. 

Periodic boundary conditions and particle mesh Ewald method were 

used to model long range electrostatic effects. Co-ordinates and 

velocities were saved every 1 ps for WT MUP and WT MUP-IBM 

complexes and every 10 ps for the mutant MUPs (apo and holo forms). 

The MD simulation generated an isothermal-isobaric ensemble. In this 

ensemble the number of particles generated is fixed and the 

temperature and pressure are maintained by a thermostat and barostat 
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respectively. Post trajectory analysis (RMSD and radial distribution 

functions) was completed using the ptraj module of amber 10. 

For example the hydration density maps were formed by calculating an 

average structure in the form of a PDB file from the ptraj module of 

Amber 10 of apo WT, Y120F and A 1 03S MUPs. The maps are than 

generated with a graphical program called Chimera (Pettersen, E. F. et 

aI., 2004). The PCA was analysed using the pcazip tools distributed by 

ccpa (http://www.ccpb.ac.uklsoftware). A suitable and constant 

subspace has to be considered for PCA analysis (Rueda, M. et aI., 

2007). On the other hand quantitative analysis of the duration of the 

water molecules was performed by defining the binding cavity of MUP 

by using active site pressurisation (ASP) (Withers, I. M. et aI., 2008). 

The water molecules were counted within a 1.5 A distance that 

surrounds the defined binding cavity of MUP by using a FORTRAN 

programme developed by Dr. Charles Laughton. 

The WT MUP and WT MUP-IBM simulations were run on the UK 

national high performance computing service HECToR. All mutant MUP 

simulations were done on the University of Nottingham cluster system 

Magnum. Due to the large number of processor's available for both 

HECToR and magnum, the first step was to perform some 

benchmarking. This would identify the most time and cost effective way 

of using the cluster systems. 
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3.2.2.3 Benchmarking 

In large simulations (such as the work carried out in this thesis) it has 

become increasingly important to carry out simulations in the most cost 

effective way. Therefore benchmarking becomes important. The 

computer cluster system on HECToR (at the time of these studies) and 

magnum has two processors per node and each processor has four 

cores. The nodes could be linked together so they could work in parallel 

with each other. The speed is greater on a single core system than on a 

double core system for each processor as it would take longer to 

process information between two cores then on a single core. However, 

it is less cost - efficient to use a single core processor as there would be 

another core on the cluster which would remain inactive whilst the 

simulation progresses. 

Figure 19 reveals that as the numbers of processors are increased for 

the apo WT-MUP simulation, the time taken for 100 ps would not 

continuously decrease with the number of processors. A 'perfect' 

parallel computer, doubling the number of processors used for the 

calculation would halve the time required, so the cost would be 

constant. But in 'real life' this doesn't happen - so the graph shows that 

although initially the computation gets faster as the number of 

processors is increased, there comes a point when using more 

processors actually slows down the rate of the simulation. 
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Figure 19 Time taken for each processor to run 100 ps simulation of apo 

WT MUP on the cluster system named HECToR. The time taken for different 

number of processors for one (blue line) and two (pink line) nodes are shown 

above. 

The overall conclusion which can be made from Figure 19 above is that 

128 processor on a 1 node system (-16 ns every 24 hours) would seem 

the most economical and the fastest processor power to use. However, 

this would only be true if there were no jobs running on HECToR, so 

therefore no job queues. In reality there are many other people running 

jobs on HECToR and for maximum throughput it was found that the 32 

processors 1 and 2 node would give -8-10 ns every 24 hours. 

Therefore not only would this be cheaper but also, the jobs would be 

submitted more frequently. 

On the other hand as magnum has only 240 cores available and there 

are 12 simulations to run, it would be most cost effective to run on 4 

nodes (64 CPU's) which would give approximately 10 ns every 18 

hours. For all 18 simulations approximately 80 weeks of real time would 

be needed and a disk space of approximately 5 Tb would be needed for 

the trajectories formed during the simulation. 
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3.2.3 General methods-QCM. 

All QCM experiments were carried out on a Q-Sense 0300 aCM-O 

using a standard gold coated quartz sensor crystal (Q-Sense AB, 

Sweden). The QCM-D used had a resonant fundamental frequency of 

4.9 MHz and a mass sensitivity of the order of 5 ng cm-3 in a liquid 

environment. Changes in resonant frequency (,1f) and dissipation (.1D) 

were measured simultaneously at the third, fifth and seventh overtones. 

For simplicity the results presented in this thesis show the data from the 

third overtone only (a full graph from all the replicates obtained at all 

different overtones are shown in Appendix 6.1). Wild type and mutant 

MUPs were immobilised by physisorption to the gold substrate by 

incubating 1 ~M solutions of protein (in pH 7.4 buffer) with the sensor 

surface. 

All samples were introduced as a volume of approximately 1.5 ml via an 

axial flow chamber, which included aT-loop, where the sample was 

thermally equilibrated at 23°C for at least two minutes before injection 

of 0.5 ml into the sample chamber. Once the frequency and disspation 

Signals were stabilized, set of (2-3) PBS injections were subsequently 

introduced to wash off any loosely attached material andlor multilayers 

of proteins formed on the surface. 

Successive injections of the ligand IBM (at 50 ~M) were then 

introduced to the sample flow chamber to allow binding to take place 

between the protein and the ligand, and to ensure saturation of the 

available binding sites. A final set of PBS injections was introduced to 

allow comparison to the baseline measurements prior to IBM binding 
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and hence determination of any changes in the properties of the 

immobilized layer. The entire system was thoroughly cleaned with 

sodium dodecyl solution (SDS) and cleaned with water (-200 ml) 

between each experiment. Each experiment was repeated at least 3 

times to obtain replicate measurements. 

3.3 Results and discussion on MD simulations of MUP binding 
to IBM 

Previous MD simulations on MUP (Barrett, E. et aI., 2005) revealed that 

even in the absence of a ligand, water molecules avoid entering the 

highly hydrophobic binding cavity, leading to the situation of a partial 

vacuum within the site. This dewetting process then provides an 

explanation for the unusual enthalpy-driven nature of the ligand-binding 

process. Therefore in this part of the chapter the aim is to analyse and 

interpret the results acquired from the long timescale simulations which 

have previously been described earlier. 
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3.3.1 Sampling and convergence in MD 

On visual inspection of the simulation trajectories, the first 10 residues 

appeared to have unfolded from the starting crystal structure (see 

Figure 20) and therefore are not included in any analysis work in this 

thesis. 

(a) (b) (c) 

Figure 20 The structure of the first 10 residues in the crystal structure (a), 

unfolded between -530-540 ns (b) and folded to a different state from the 

starting structure between -540-1000 ns (c). 

However, the rest of the protein for WT and mutant MUPs (apo and 

holo) no structural distortions could be observed for the 1.2 I-Is 

simulation for all 3 replicates. The RMSD graphs below (Figure 21) 

(with reference to the crystal structure) were calculated from the PTRAJ 

module of AMBER and can verify the visual inspection observed from 

the trajectories. 
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Figure 21 RMSD (with reference to the crystal structure) plots of apo (left) 

and holo (right) simulations of WT (top), Y120F mutant (middle) and A103S 

mutant (bottom) MUP with comparison to the time-average structures. The red, 

blue and green lines on each graph represent replicates 1, 2 and 3 respectively. 

All 6 simulations eventually reached equilibrated states. This means 

that there is a stable and a small difference in RMSDs in each 

simulation over time. The heavy atom RMSDs were approximately 2.5-

3.5 A from respective crystal structure and 1.5 - 2.5 A from respective 

time-average structure (as shown in Figure 21). The apo simulations of 

WT and Y120F MUP can take longer to reach equilibration in 
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comparison to their respective holo simulations, which appear to reach 

equilibration much more quickly. However, the holo A 1035 simulation 

has shown variation between the 3 replicates. Therefore, to assess this 

further different analysis techniques have been applied and are 

discussed further below. 

For example a different way of analysing the equilibration and stability is 

to look at how well the secondary structure has been conserved. The 

Ramachandran plot is a good approach in analysing the stability of the 

secondary structure (see Appendix 6.2 for the full set of results). The 

results revealed that all simulations for WT and mutant MUPs remained 

very close to the crystal structure distributions, with 83-88% of residues 

in the allowed regions, and never more than 1 % in the disallowed 

regions (the balance being in the generously allowed region). 

Another way of assessing the stability and equilibration of the 

simulations is to look at the principal components of the simulations of 

WT and mutant MUPs (see Figure 22). As explained in chapter 1, PCA 

(Meyer A. 5. et aI., 2006) can reveal information on the mobility of the 

protein and their convergence in space. Figure 22 shows the principal 

component 1 vs principal component 2 (PC1 vs. PC2) of all 6 replicates 

(apo and holo) of WT MUP, Y120F and A103S mutant MUPs. The 

graphs represent the differences in convergence for all the replicate 

simulations. For example the six different simulations (represented by 

the six colours of Figure 22a) have shown that apo and holo forms of 

WT MUP have a good convergence (Le all the replicates are in the 

same subspace). This means that the simulations are similar to each 

104 



other. On the other hand, the peA for Y120F mutant MUP (Figure 22b) 

simulations reveal that the apo and holo simulations are different from 

each other (all three apo simulations has converged to the same 

subspace and all three holo simulations have converged to a different 

subspace). However, the peA of A103S mutant MUP has revealed that 

the simulations have a good convergence except for one (holo) 

replicate. 

The differences in the convergence may have occurred for two reasons. 

The first reason could be that even at the one microsecond timescale, 

the simulations are still not long enough to reach complete equilibration. 

The second reason could be due to the stability of the forcefield Amber­

FF03. Although, the RMSD graphs in Figure 21 have shown that with 

the use of the amber forcefield ff03 the simulations have reached 

equilibration and the simulations are stable. Therefore, longer 

simulations maybe needed to provide a better understanding of the 

reproducibility and replicability of the systems. 
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Figure 22 PC1 (nm) vs PC2 (nm) plots of apo and holo WT (top), Y120F 

(middle) and A1035 (bottom) MUP. The six colours represent the six replicates 

of each simulation (red, blue and green are for apo simulations and light blue, 

pink and yellow are for holo simulations). 
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3.3.2 Hydration Density Maps 

The application of hydration density maps is a way to visualize the 

binding cavity qualitatively of apo (WT, Y120F and A1035) MUPs. The 

hydration density maps in Figure 23 have shown that even without the 

presence of a ligand there is no water in the binding pocket of Y120F 

(Figure 23b) and little water in the binding pocket of WTMUP. On the 

other hand the binding pocket of A 1035 (Figure 23a) shows high water 

density. Closer inspection of the "Wf" (Figure 23a) hydration density 

map shows that there is a small water molecule which is tightly bound 

to the tyrosine in the binding cavity. By contouring at a low level, we can 

confirm that the cavity still exists and the partial vacuum has not caused 

the binding cavity to collapse (Figure 23d). 

The hypothesis of dewetting is attractive in that it helps to explain the 

experimental data, however there is the caveat that these simulations 

were performed using the TIP3P water model, which is designed to 

reproduce the behaviour of bulk water and may possibly give some 

artifactual behaviour in this rather unusual environment. Nevertheless, 

further support for this analysis comes from independent modelling 

studies (Michel, J. et aI., 2009), but in the future it would be useful to 

investigate this system using alternative water models (i.e. TIP4P and 

TIP5P). 

The fact that the binding site is significantly dewetted is nevertheless an 

important feature. It means that for MUP-IBM complexes, ligand binding 

is associated with negligible changes in protein-water terms, but 
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significant changes in ligand-water and ligand-protein terms for the 

WTMUP and Y120F mutant MUP. 

Figure 23 (a) is the WT results (b) is the "Y120F" results (c) is the "A103S" 

results and (d) is contoured at a low density to reveal the full extent of the 

binding pocket. The residue tyrosine 120 is shown in yellow and in (c) residue 

Serine 103 is shown in magenta. 

(a) 

J __ %~ 
0' 

(b) (d) 

(c) 
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3.3.3 Radial Distribution Function 

Another way of analyzing the hydration of the binding site on ligand 

binding is to calculate the radial distribution functions (RDF). The RDF 

for water oxygen atoms around the hydroxyl group of tyrosine 120 is 

shown in Figure 24. Due to the buried nature of the binding site, the 

density scale (y-axis) of these plots has been calibrated by measuring 

the RDF for the ligand in the binding site of the IBM simulations, which 

must integrate to one (green lines in figures 24a, b and c). 

In comparison, the size of the binding cavity being -9 A from Figure 24 

it can be observed that the water occupancy of the binding site in the 

apo WT MUP averages -0.4. It can also be noted that a small amount 

of water (occupancy -0.3) remains close to Tyr-120 in the WT MUP 

(halo) simulations. This appears to be the result of water molecules 

transiently coming close to this residue via the slightly porous walls of 

the binding cavity. The results also suggest that there is less water in 

binding cavity of Y120F MUP simulations then the WT MUP simulations 

(Le. -0.1 for apo Y120F MUP and -0.005 for halo Y120F MUP). On the 

other hand A 1 03S mutant MUP simulations reveal that the binding 

cavity is more hydrated then the WT MUP and the Y120F MUP 

Simulations (Le. -0.6 for apo A 1 03S MUP and -0.4 for halo A 1 03S 

MUP). The radial distribution curves show that the apo-protein is more 

hydrated then the ligand bound complex for all three systems in the 

binding pocket. These results correspond well with the hydration density 

maps for all three MUP systems. 
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Figure 24 (a) is the WT results and (b) is the "Y120F" results and (c) is the 

"A103S" results. Integrated radial distribution functions for water in the MUP 

simulations (blue line) compared to the MUP-IBM simulations (red line). The g(r) 

values have been scaled so that the equivalent function for the ligand (green 

line) integrates to 1. 
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3.3.4 Duration of water molecules in binding cavity 

The dewetting phenomenon suggests that even without the presence of 

the ligand the binding cavity should show low levels of hydration. By 

visual inspection the MD simulations suggest that in some cases the 

process is very dynamic - water molecules are constantly entering and 

are being ejected from the binding cavity. Quatitative analysis was 

carried out as explained in section 3.2.2.2. 

Table 2 illustrates a range of different things (Le. the number of different 

waters coming in and out of the binding cavity, the range which the total 

number of snapshots that water molecule was in the cavity, the number 

of snapshots that water molecule went from outside the cavity and the 

average lifetime range (total ace/hops in)) for each replicate of WT, 

Y120F and A103S MUP without the presence of the ligand. From Table 

2 it is evident that there are no water molecules that are found entering 

and removed from the cavity of WT MUP. In comparison, the 

hydrophobic Y120F MUP has a very small number of water molecules 

with a short average lifetime range of -1 water molecule. The 

hydrophilic A 1 03S MUP shows the most exchange in water molecules 

for replicates 2 and 3. 
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Table 2 The number of water molecules entering and ejecting from the 

binding cavity of WT, Y120F and A103S MUP without the presence of the ligand 

IBM 

Number of Avg. lifetime 
Molecule different Totalocc. Hops in range 

waters in range range 
cavity 

WTrep1 0 0 0 0 

WTrep2 0 0 0 0 

WTrep3 0 0 0 0 

Y120Frep1 27 1-1 1-1 1-1 

Y120Frep2 8 1-1 1-1 1-1 

Y120Frep3 0 0 0 0 

A103Srep1 9 1-5 1-3 1-2 

A103Srep2 45 1-72 1-30 1-4 

A103Srep3 23 1-80 1-40 1-12 

3.4 Results and Discussion of Experimental QCM-D studies of 
ligand IBM binding to WT and mutant MUPs 

3.4.1 QCM - Control experiments 

Prior to the attachment of protein to the aCM-O surface, the ligand IBM 

was injected into the aeM and over the gold quartz crystal surface (e.g. 

in the absence of protein) to determine the level of any changes in 

frequency and dissipation. It was important to see if the presence of 

IBM produced any unwanted binding of IBM to the bare gold surface 
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(Figure 25). The experiment shown in Figure 25 shows a resonance 

frequency shift (flf) of -3.5 Hz (blue line) and a change in dissipation 

(flO) of -O.3x10-6 (red line), indicating that only small changes of these 

values are associated with the presence of IBM in the media. The 

spikes in the frequency and dissipation upon IBM injection and rinsing 

with buffer are due to transient variations in pressure and temperature 

as new solutions are introduced. Insertion of buffer after exposure of the 

surface to the ligand causes the signal to return to the original baseline 

value which indicates that the ligand IBM has been taken off the 

surface, and therefore did not significantly bind to the gold surface. 
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Figure 25 QCM data for the interaction of IBM on gold QCM surface. The 

frequency (blue line) and the dissipation (red line) have been produced for the 

injections of IBM (blue arrow) and PBS (red arrows). 

To explore the possibly of non-specific binding of the ligand IBM to the 

protein another experimental set up was explored (Figure 26). This 
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consisted of pre-incubating the WT MUP in the ligand IBM prior to 

surface adsorption (pre-incubated WT MUP details are given in Chapter 

2.3.1.3). Buffer solution was injected first into the sample chamber to 

acquire a stable baseline. Then the pre-incubated MUP solution was 

injected at t = 5 mins over the sensor and left for 10 mins, before 

multiple buffer washes were made to ensure a monolayer of the pre­

incubated solution was formed on the surface of the gold quartz crystal. 

The subsequent exposure of the sensor surface functionalized with the 

pre-incubated MUP to ligand IBM at t = 28 mins revealed no frequency 

change. This confirms that once MUP ligand binding sites are occupied 

(e.g. by pre-incubation), further molecules of IBM are not able to non­

specifically bind to/associate with the MUP coated sensor surface. 

3.4.2 IBM binding to WT MUP 

The ~f (blue trace) obtained upon the adsorption of WT MUP is shown 

in Figure 27. For the trace shown, prior to the adsorption of the protein, 

several PBS injections are used first to check for a stable baseline (e.g. 

prior to the introduction of MUP into the experiment), and to remove 

loosely attached material subsequent to protein adsorption and ligand 

binding. Comparison of the signals in PBS before and after MUP 

adsorption, allow calculation of the mass of adsorbed material. 

Similarly determination of the frequency values before and after IBM 

exposure is used to determine specific IBM binding. Several injections 

of WT MUP in pH 7.4 buffer (PBS) was then added at time, t = 4 

minutes to ensure maximal surface coverage. When the frequency 
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response reached a plateau at approximately -105 Hz (t = 38 mins) 

which suggested that protein binding to the surface had reached a 

maximum. The surfaces were then washed with successive 0.5 ml PBS 

injections (Iabe"ed as 2nd set on graph) until a plateau was reached and 

no more material could be washed off the surface. 

The ligand IBM was then injected several times at t = 52, 54 and 56 

mins until no further ligand could be bound to the protein. The third set 

of PBS injections at t = 60 and 62 mins indicates that the ligand IBM 

remains bound to the protein and is not washed off the surface. PBS 

injections were used to remove unbound material from the surface and 

analysis chamber. The comparison of the frequency values (in PBS) 

before and after exposure to IBM suggests that ligand binding has 

taken place. 

A frequency change of -102 Hz has been observed for the addition of 

WT MUP to the crystal surface. Therefore by using the Saubrey 

equation, (see section 2.3.1.1 - Equation 18) a calculation for the 

adsorbed layer of WT MUP was estimated to have a mass of 928 ng. 

Using avogadro's number, surface coverage of the protein on the 

sensor was calculated to have a molecular footprint of 6.3 nm2
• From 

molecular modelling studies the size of MUP can be estimated to be 6.4 

nm2
• The data has revealed that a full surface coverage has been 

gained in this experiment. 
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Figure 26 The frequency (blue line) and dissipation (red line) are formed simultaneously in the qcm experiment of the interaction of pre-

incubated WT MUP with IBM. The injection points which are labelled on the graph (PBS, MUP and IBM) shows the injections of the solutions 

through the sensor loop of the axial chamber. There is no change in the IBM frequency and dissipation signal before and after the injection of PBS 

which indicates that no further binding can take place. 
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Figure 27 QCM data for the interaction of WT-MUP with IBM. The blue line 

indicates the frequency shift whereas the red line indicates the dissipation shift. 

The images at the top represent the interaction of the biological molecules with 

the quartz crystal with respect to the frequency and dissipation graphs below. 

The layers of blue circles on the yellow quartz crystal illustrates layer of MUP 

and the red triangle indicates the binding of the ligand IBM. The red, purple and 

blue arrows indicate the injection of PBS, MUP and IBM to the axial chamber of 

the QCM. 
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3.4.3 Y120F mutant MUP binding to IBM 

The QCM-O experiment as described for WT -MUP was then repeated 

for the hydrophobic mutant Y120F MUP (Figure 28). For the data 

presented in this figure, several injections of Y120F MUP in pH 7.4 

buffer (PBS) were added time, t = 5 mins. Following several PBS 

washes, the ligand IBM was added at t = 105 mins, before performing 

more PBS washes. 

Figure 28 shows a gradual decrease in frequency as the MUP is added 

to the surface consistent with a mass increase as material is adsorbed 

to the surface. Using the Saubrey relationship, the adsorbed layer of 

Y120F MUP was estimated to have a mass of 1135 ng (from a 

frequency drop of -124.9 Hz). Again, using Avogadro's number, surface 

coverage of the protein on the sensor was calculated to have a 

molecular footprint of 4.7 nm2
. 

Figure 28 QCM data for the interaction of Y120F-MUP with IBM. The blue 

line represents the frequency signal at the 3rd overtone. The red, purple and 

green arrows indicate the addition of PBS, MUP and IBM respectively. 
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3.4.4 A103S mutant MUP binding to IBM 

The same experiment was repeated for hydrophilic A103S mutant MUP. 

For the data shown in Figure 29, the mutant A 1 03S MUP was injected 

at t = 8 mins and again at t = 19 mins followed by several PBS washes 

to ensure the protein was bound to the quartz crystal surface. 

Successive injections of the ligand IBM were added at t = 40 mins until 

no further ligand could be bound to the protein. The third set of PBS 

injections at t = 48 mins indicates that the ligand IBM bound to the 

protein and was not washed off the surface. Again using the Saubrey 

relationship, the adsorbed layer of A 1 03S MUP was estimated to have 

a mass of 796 ng. Using Avogadro's number, the surface coverage of 

the protein on the sensor was calculated to have a molecular footprint 

Figure 29 QCM data for the interaction of A103S-MUP with IBM. Similarly to 

Figure 28 the blue line is the frequency signal and the red, pruple and green 

arrows are the addition of PBS, MUP and IBM respectively (as indicated on the 

graph). 

Time (mins) 
0 

~ 10 20 30 40 sb 
-20 PBS 

MUP 
-40 

-... 
~ -60 
~ 
c: 
411 
::s 

-80 c:r 
411 
"-.... PBS IBM PBS 

-100 
t n 

~..--'r-""'---':: 
1 

-120 

-140 

119 



3.4.5 Water ejection in ligand binding cavity 

The mutant WT and mutant MUP experiments were performed in the 

same way and replicated at least 3 times. From the mass changes of 

MUP and IBM (calculated from the frequency changes using the 

Saurbery equation) observed in each experiment, the number of water 

molecules displaced during IBM binding could be estimated. For 

example, an average frequency shift of -0.9 Hz has been observed for 

WT MUP and by using the Saubrey equation (Equation 18) -8 ng is the 

amount of MUP on the surface. However, if it is assumed that when the 

MUP has been deposited on the surface and 1:1 binding takes place 

then it can be predicted that -2 water molecules has been removed 

from the binding cavity. These results can be correlated with the 

observed frequency shift (with the use of the Saubrey equation from 

Chapter 2 -Equation 18) on ligand addition and it can be concluded that 

-2 water molecules have been ejected from the binding cavity. The 

number of water molecules displaced on ligand binding during each 

experiment can be summarized in Table 3. 

According to the table above IBM binding to Y120F MUP does not 

result in the ejection of water from the binding cavity, whereas the most 

water is lost from the binding cavity of hydrophilic MUP A 1 03S and a 

small amount of water is lost from WT MUP. Therefore comparing and 

contrasting experimental results with MD results will reveal further 

information about the binding cavity. For example the MD simulations 

revealed that most water was lost from the binding cavity of A 1 03S 

hydrophyillic, no water was lost from Y120F MUP (as there was no 
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water present in the binding cavity of MUP before ligand addition 

according to the hydration density maps) and a small amount of water is 

lost from WT MUP on ligand binding. These results are in good 

correlation with the experimental OCM results. 

Table 3 Observed QeM frequency shift values In PBS for the difference 

before and after MUP addition and before and after IBM addition to 3 different 

types of MUPs. 

Wild Type Y120F A103S 

LlFMUP (Hz) -110±6.0 -121±6.8 -11S±8.8 

LlMMUP (n9) 1005±55 110S±62 1045±81 

LlFIBM (Hz) -O.9±O.1 -2.32±O.1 O±O 

LlMIBM (n9) 8±1.3 21±O.9 O±O 

No. of water molecules 
ejected -2.1 0 -2.3 

3.5 General Conclusions 

In this chapter the hydration of the binding cavity of WT MUP and 

mutants MUPs whilst interacting with the ligand IBM has been analysed 

by experimental (OCM) and computational (MO) methods. The results 

revealed the importance of using replicate simulations as a method to 

validate the equilibration and stability of the simulations. The 

simulations also showed that equilibration can take upto 200 ns and 

therefore longer simulations have proven to be more valid then shorter 

simulations. The Ramachandran plot analysis on the other hand, 
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confirms that the overall geometry of the protein remains in excellent 

agreement with the crystal structure data, with the exception of the first 

ten residues which show large and variable conformational changes. 

The peA reveals that all replicas for the WT MUP simulations sample in 

the same region of conformational space, despite having quite different 

trajectories. However, The Y120F simulation reveals that all the apo 

simulations sample in the same region of conformational space and the 

entire holo simulations sample in the same region of conformational 

space. The hydrophilic A 1 03S on the other hand, all sample in the 

same region of conformational space except for one holo replicate 

which is a different region of conformational space. The results prove 

that the use of replicate simulations can provide evidence for the 

reliability and reproducibility of MD simulations. 

The WT MUP MD simulations reveal that a very sma" molecule of MUP 

is present in the binding cavity of MUP (even without the presence of a 

ligand). These results support the dewetting phenomenon (i.e. even 

without the presence of the ligand the binding cavity remains well 

dehydrated). It has also been observed that no water molecules hop in 

and out of the binding cavity; however, the OeM data suggests that 

-2.1 water molecules are lost from the binding cavity on ligand addition. 

The OeM results revealed that when the hydrophobic Y120F MUP was 

bound to the ligand IBM no water was lost from the binding cavity (Le. 

the dewetting phenomenon). These results are in good correlation with 

the MD hydration density maps (where no water molecules are 

observed even without the presence of the ligand). However, the MD 
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simulations of Y120F MUP also show that a water molecule hops in and 

out of the binding pocket. 

On the other hand most water was lost for A 1035 MUP on ligand 

binding which was observed from both OeM experiments. These 

results correlated well with the MD simulations as the hydration density 

maps revealed that a lot of water was present in the binding cavity even 

without the presence of the ligand. The duration of the water molecules 

in the binding cavity of A 1035 MUP shows evidence that water 

molecules are being exchanged more frequently than WT and Y120F 

MUP. 

The experimental OeM results and computational MD simulations 

cannot be directly compared. This is because the OeM is a surface 

based approach whereas the MD simulations are simulated in explicit 

solvent. Also, the OeM measures in a larger timescale (minutes) 

whereas the MD simulations are in the microsecond time regime. 

However, in general the overall results from OeM and MD has shown a 

good correlation with each other. However further analysis (described in 

Chapter 4) from computational MD simulations and experimental OeM 

methods have been carried out to show the ligand (IBM) binding effects 

on WT and mutant MUPs. 
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Chapter 4 - Protein dynamics 

In this chapter the aim is to study the role of flexibility in ligand (IBM) 

binding to the protein MUP by the use of computational (MD studies) 

and experimental methods (OCM and AFM). 

4.1 Introduction 

The structural flexibility of proteins is a well-known phenomenon and an 

important consideration in molecular recognition (Wand. A. J. 2001). 

Proteins are intrinsically mobile structures and their conformational 

change can play an important role in their function (Cozzini. P. et al. 

2008). Conformational stability maybe influenced by interactions with 

other molecules or the thermodynamic conditions of the proteins 

environment. Proteins are dynamic in nature and are known to change 

from one conformation to another and the changes in flexibility of 

proteins are important especially during the unfolding process. Protein 

molecules are made from one or more polypeptide chains which are 

intrinsically flexibile structures. This flexibility arises from the ease of 

torsional rotation around most of the polypeptide's covalent bonds (as 

explained in Chapter 2). 

Flexibility plays a role in how a protein interacts with other molecules. 

The flexibility of a protein structure can be affected by the binding of 

biological molecules such as substrate to the active site of an enzyme. 

Binding sites are often located in clefts of proteins to maximize the 

number of contacts it can make with other molecules to give strong and 

selective binding. Proteins achieve this by adapting their shape to 

increase the strength of the interactions between the ligand and the 
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protein (as explained in Chapter 1). In some cases the features that 

contribute to the binding site may already be wide enough to allow 

access to the binding site but too far apart to allow tight binding. Upon 

ligand binding, these features close around the ligand to produce a 

tightly bound protein-ligand complex. 

X-ray crystallography, despite producing the highest number of 

experimentally solved protein structures, is limited in terms of studying 

conformational changes in proteins associated with the activity. Crystal 

structures of protein-ligand complexes can be obtained by co­

crystallisation or soaking. Both of these methods can be affected by 

certain conditions (for example a change in temperature, protein and 

ligand concentration and the use of additives to improve ligand binding). 

However, if these methods are not successful then further optimisation 

of the protein expression and purification maybe necessary (Danley, D. 

E., 2006 and McNea, I. W., et aI., 2005). 

On the other hand nuclear magnetic resonance (NMR) is considered 

better suited to the study of structural dynamics of proteins. There are 

cases where the domain reorientations upon ligand binding can adopt a 

different conformation in the holo state and a more compact shape can 

cause a decrease in the rotational correlation time (Collingridge, G. L. et 

aI., 2009; Li, Y. T. and Yang, C. M., 2005; Lee, D. et aI., 2006). Another 

example of an NMR experiments revealed that on ligand (IBM) binding 

to the protein MUP there is an overall increased flexibility (Bingham, R. 

J., et aI., 2004). 
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Finally, computational approaches such as molecular dynamics (MD) 

simulations are used extensively to characterize protein flexibility 

(Emperador, A. et aI., 2010; Carlson, H. A. et aI., 2000; Mamonova, T. 

et aI., 2005; Hansson, T. et aI., 2002). Computational approaches on 

their own are rarely able to provide information on flexibility in structures 

for typical biomolecules (although cases such as York, D. M. et aI., 

1993 who reported the simulation of B-factors) and are often applied in 

alliance with experimentally derived information. 

Conformations generated from MD simulations can be used in other 

computational methods such as virtual screening, docking and scoring. 

For instance, virtual screening studies have shown poor ability to 

differentiate between binders and non-binders of a ligand to a protein 

(McGovern, S. L. et aI., 2003; Warren, G. L. et aI., 2006). Systems such 

as G-protein coupled receptors, (GPCRs) for which high resolution 

structural data is very challenging to generate using X-ray 

crystallography or NMR techniques, are widely studied using 

computational molecular dynamics (Dror, R. O. et aI., 2011). Another 

example is observed in a study where valuable predictive models were 

generated to successfully interpret aSAR data (Hao, M. et aI., 2011). 

In this chapter we aim to study the flexibility of MUP when binding to the 

ligand IBM by computational and experimental techniques. Continuing 

developments in these areas are expected to improve our 

understanding of the role of protein flexibility in protein function and 

molecular recognition. 
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4.2 General Methods 

The methods and techniques used for QCM experiments and MD 

simulations have been described in Chapter 3.2. All the analysis for the 

MD simulations has been performed in the PTRAJ module of AMBER 

10. The QCM-O data has been used by monitoring the changes in 

flexibility through the dissipation signal which is obtained simultaneously 

with the frequency signal. All the QCM analysis was performed in the 

Qtools (Qsense, Gotenborg, Sweden). However, the experimental 

method for AFM experiments is described below. 

4.2.1 AFM Experimental Methodology 

The sample preparation for MUP at 1 ~M and IBM 50 ~M has been 

prepared from PBS (pH 7.4) buffer solution. Following adsorption of 

MUP onto freshly cleaved mica surfaces, they were imaged in PF-QNM 

mode (as described in Chapter 2) using an open liquid cell. Afterwards, 

the IBM solution was added to the liquid cell and the samples re-imaged 

in PF-QNM mode. The data channels which were captured to allow for 

visualisation/calculation of the flexibility of MUP-IBM interaction, that 

includes the topography, modulus and deformation. For simplicity, only 

one set of results is presented in the following results section, although 

the experiment was repeated several times and consistent data 

obtained. 
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4.3 Results and Discussion 

4.3.1 Modelling evidence of protein dynamics 

Despite the inherent complexity of molecular recognition, computational 

methods have been extensively developed over the past few years for 

modelling and prediction of protein-ligand interactions. These 

approaches can be divided into 2 main parts in this chapter of the thesis 

(RMS fluctuations of each residue in a protein during MUP-IBM 

interaction and ligand induced flexibility). 

4.3.1.1 RMS Fluctuations 

The RMS fluctuations of WT and mutant MUPs (apo and holo) can 

provide a more detailed view of protein flexibility (Figure 30). As 

expected, the most mobile regions of the structure are in the loops for 

MUP. We see that the fluctuation profiles are well conserved between 

replicates, but that some variation exists, particularly (and not 

unexpectedly) in the most mobile regions for MUP. 

A" 6 graphs also include the RMS fluctuation profiles generated from 

analysis of the three individual time-averaged structures (the purple line 

in each of the 6 graphs). This is a way to simply test the reproducibility 

of the observations, so the regions with low RMS fluctuation are those 

that are very similar in different replicates, whereas high fluctuations 

identify divergence in the time-averaged structures. Again, not 

unexpectedly, it is in the most flexible regions of the protein that it is 
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most likely that the time-averaged structures of the replicates will be 

somewhat divergent, since it is harder to achieve full sampling. 

Overall WT (apo) MUP has not reproduced (Le. the replicates are not 

very similar) as well as the ligand bound WT (holo) MUP according to 

the time-averaged structures on the RMS fluctuation graph (figures 30a 

and 30b-indicated by the purple line). These results are similar to the 

A103S MUP simulations. However, for the Y120F mutant MUP 

simulations the opposite is true. The time-averaged simulations reveal 

the apo form reproduces better than the holo form for Y120F mutant 

MUP. However, around L2 (residues 43-47) is a dynamic region that 

appears to have been very similarly sampled in the replicate 

simulations. This type of behaviour may indicate regions that, have 

flexible motions that can be well sampled over this timescale, whereas 

in other cases (see, e.g., around L3, residues 57-e3) the motion may 

involve complex "jumping among minima" that make it much harder to 

sample the motion well. This is true for all 3 types MUP (apo and holo) 

simulations. 

4.3.1.2 Average RMS fluctuation of each replicate 

The average (a po is the green line and holo is the pink line) from each 

replicate from Figure 30 above was calculated and is presented in 

Figure 31 below. Again the L3 region for each simulation (Figure 318, b 

and c) is observed to have a dynamic feature. However, only by taking 

the difference between the green and pink lines (apo and holo), the 
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flexibility of each residue of the protein can be calculated for WT, Y120F 

and A 1035 MUPs and is shown in Figures 32, 33 and 34 respectively. 
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4.3.1.3 Average change in RMS fluctuation 

Figures 32, 33 and 34 show the average change in RMS fluctuation (Le. 

holo-apo). A useful application of having replicate simulations is to be 

able to carry out a statistical test. A students T -test has been carried out 

and the relative p-values are shown in Figures 32, 33 and 34. If the p­

values are less than 0.2 (0.2 instead of the standard 0.05 is used as 

there are not many replicates available in comparison to experimental 

work) then the region is statistically significant. The statistically 

significant regions are indicated by a black bar. Some of these 

differences are not observed as statistically significant, and in any case 

we must be aware that in analyzing the NMR data, we are using a small 

number of structures that have been chosen for deposition by criteria 

other than that they are representative of an equilibrium distribution. 

Figures 32, 33 and 34 shows how RMS fluctuations change on ligand 

binding. There is no obvious relationship between how close a residue 

is to the bound ligand and any changes in that residue's dynamics. 

Although certain regions of the protein become more rigid, others 

become more flexible for WT and A 1035 simulations. However, for the 

Y120F simulations only a decrease in flexibility is observed on ligand 

binding. This indicates that the residue tyrosine 120 in the binding cavity 

does play an effect to the dynamics of ligand binding to MUP. 
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Figure 32 RMS fluctuation of each amino acid of (apo) WT MUP on ligand 

binding (top), and associated p-values (below). RMS changes that have a p-

value less than 0.2 are highlighted with black bars. 
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As it can be observed that for the L3 loop there is an increase in 

flexibility which is statistically significant whereas the loop L2 has a 

decrease in flexibility. 
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Figure 33 RMS fluctuation of each amino acid of (apo) Y120F MUP on 

ligand binding (top), and associated p-values (below). RMS changes that have a 

p-value less than 0.2 are highlighted with black bars. 
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As it can be observed from Figure 33 most of the statistically significant 

regions have shown a decrease in flexibility. 
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Figure 34 RMS fluctuation of each amino acid of (apo) A103S MUP on 

ligand binding (top), and associated p-values (below). RMS changes that have a 

p-value less than 0.2 are highlighted with black bars. 
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As it can be observed from Figure 34 that some regions become flexible 

whereas others show a decrease in flexibility. For example L 1 shows a 

significant decrease in flexibility whereas L4 shows a significant 

increase in flexibility. These findings are different from the WT and 

Y120F simulation results. 
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4.3.1.4 Ligand Dynamics 

The simulations of WT and mutant MUP-IBM interactions reveal that the 

pyrazine is not held rigidly in the cavity, but tumbles extensively. The 

orientation of the pyrazine N 1-N4 vector is observed as the red dots on 

all the graphs in Figure 35. H-bonding between the N 1 or N4 and the 

Tyr-120 hydroxyl group is permitted although, other orientations without 

H-bond can also occur frequently. The orthogonal C2-C6 vector is 

observed as green dots on all the graphs on Figure 35 and can be 

monitored and reveals a great deal of motion. 

The ligand dynamics between each replicate for all three types of 

simulations is variable. However, it is difficult to say whether or not the 

H-bond between the N1 or N4 and the Tyr-120 plays a role in the 

dynamical behaviour of the ligand. This is because both the mutant 

simulations do not show much tumbling of the ligand on a microsecond 

timescale (except for Y120F-replicate 1). On the whole ligand flexibility 

for the mutant simulations does not show as much flexibility as the wild­

type simulations (with Y120F-replicate 1 being an exception). On-going 

NMR experiments from the Homans group from the University of Leeds 

are in the process of validating these results. 
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Figure 35 Polar plots to illustrate ligand tumbling. The red and green dots represent the orientation of C2·C6 vector and the N1-N4 vector 

respectively (illustrated on both structure of IBM on the right). The top three plots correspond to WT -MUP replicates 1, 2, and 3. The middle three 

plots correspond to A103S mutant MUP replicates 1, 2 and 3. The bottom three plots correspond to Y120F mutant MUP replicates 1, 2 and 3. 146 



4.3.2 Experimental evidence of protein dynamics 

As described earlier, NMR experiments can provide evidence on the 

flexibility on protein-ligand interactions. However, the values obtained 

are only estimated values, calculated from various parameters. 

ITC experiments have the ability to measure thermodynamic 

parameters in protein-ligand interactions. Large amounts of data are 

available from ITC experiments providing thermodynamic parameters 

however, OCM-D and PF-AFM have not been applied to the MUP-IBM 

interaction before and can give direct information on the flexibility of the 

system. Therefore to further gain information on MUP-ligand 

interactions, QCM and AFM experiments and MD simulations were 

carried out. This can provide qualitative evidence which can support 

and validate the results found from NMR and ITC experiments. The 

results presented in this part of the thesis are from OCM-O and AFM 

studies of ligand IBM binding to WT and mutant MUPs. 

4.3.2.1 

molecules 

Dissipation analysis from QCM-O on other biological 

QCM has been a widely used technique to study the flexibility of 

biological molecules on a quartz crystal surface. For example OCM has 

been used to bilayers formation on self- assembled monolayer surfaces 
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(Hook, F. et ai, 1998), protein-DNA interactions (Xu, J. et aI., 2011) 

protein-protein interactions (Praporski, S. et aI., 2009). 

4.3.2.2 Changes in flexibility of MUP and its mutants on 

ligand binding by QCM-D 

The dissipation trace from Figure 36 shows an increase in signal, first 

upon MUP adsorption, and subsequently on IBM addition. The 

dissipation signals for the PBS were observed for the before and after 

addition of sample (MUP/lBM). This change in the dissipation signal 

(~D) shows the avera" change of the flexibility of the surface which 

means that an increase in the signal means that the layer formed on the 

crystal surface has become more flexible. Similar results (shown as a 

summary in Table 4 below) were observed for the mutant MUPs. 

Table 4 Dissipation changes observed upon protein adsorption (~Dmup) 

and ligand addition (AD1bm) to the 3 different MUP variants studied. 

Wild Type Y120F A103S 

~DMUP (10-6) +0.7±O.03 +2.5±O.25 +2.7±O.36 

~DIBM (10-6) +0.16±0.005 +O.17±0.0042 +O.12±O.007 

The results indicate that the adsorption of WT and mutant MUPs to the 

sensor surface increases the dissipation signal by -+0.7 (10-6). This 

means that the layer becomes flexible when the protein is attached to 
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the crystal surface. The size of MUP is 19 kOa and a protein of this size 

would be expected to be more dissipative when compared to the 

uncoated sensor surface. For example a dissipation shift (dO) of -5 (10· 

6) was observed for the absorption of the protein Estrogen (20 kOa 

protein) (Peh, W. Y. X. et aI" 2007). The molecular weight is similar to 

this protein, but adsorption of MUP results a lower dissipation shift 

suggesting that MUP has a more compact rigid structure. This 

observation is in agreement with other experimental studies of MUP 

(Barrett, E. et aI., 2005). 

The second observation from the dissipation signal is that on ligand 

binding the dissipation signal increases by ca. 0.16 (10-6) for WT and 

mutant MUPs. This means that there is an increase in flexibility of the 

layer formed on the crystal surface when the ligand is bound to the 

protein. It can also be observed qualitatively that the flexibility is the 

same for all 3 types of MUPs, and the mutation does not make a 

difference to the amount the layer has become flexible. 

Also, the dissipation signal can give an indication that protein and ligand 

binding has actually taken place. For example, in Figure 36, after the 

addition of MUP the second set of PBS injections are made and the 

diSSipation signal does not go back to the original starting level as 

beginning of the experiment. This means that a more flexible protein 

layer has been attached to the crystal. The same applies when the 

ligand is injected. The PBS injections before and after the addition of 

the ligand are different. Overall there is an increase in the dissipation 

signal. This means that the ligand has been bound to the protein and 
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has not been washed off the surface. However, to make sure that 

specific binding to the protein surface took place, complimentary control 

experiments were carried out as explained in Chapter 3.4.1. 

Figure 36 A dissipation (red line) graph. The spikes are indicated by an 

injection point which is highlighted by the purple, green and red arrows which 

represent PBS, WT MUP and IBM respectively. 
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4.3.2.3 Further supporting evidence from AFM Experiments 

Similar to the OeM experiments, control PF-QNM-AFM experiments 

were performed first to observe the effects of the IBM on the surface 

without the presence of protein. The results showed no change to the 

mica surface for images of topography, Young's modulous (as 

determined using the Oerjaguin, Muller, Toporov (OMT) contact model), 

or deformation. This suggests that the ligand IBM does not bind to the 

mica surface. 
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In Figure 37, topography, DMT and deformation images of WT MUPs 

before and after ligand addition are shown. The experiments were 

repeated for mutant Y120F and A 1 03S MUPs, with replicates in PBS 

buffer acquired with PF-ONM-AFM before and immediately after 

incubation with IBM. The concentration of MUP and IBM used were the 

same as the OeM experiments. Each AFM experiment was repeated at 

least 3 times. The typical surface characteristics are represented 

although the image surface locations may not be exactly the same, 

because it proved difficult for the tip to remain in the same sample area 

following the injections of IBM solution. 

The images showed individual proteins or protein-IBM complexes 

(shown as a 'globular' feature') on a flat substrate for WT, Y120F and 

A 1 03S MUPs. The lateral sizes of these biological molecules fell 

between 2 - 20 nm, corresponding to individual MUP molecules and 

aggregations of two or three molecules. By visual inspection it was 

difficult to tell whether there was any change in the size of the biological 

moleculesfollowing IBM exposure. However after performing a detailed 

quantitative grain analysis (see Chapter 2) on these images, we found 

that there is no significant change in both height and lateral dimensions. 
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Figure 37 AFM images of 

Y120F mutant MUP (top) binding 

to IBM (bottom). The images 

present are topography (left), 

OMT (middle) and deformation 

(right) 
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The WT results shown above for before and after IBM incubation are 

presented in terms of topology, OMT and deformation. Similar results 

have been produced for Y120F and A 1 03S mutant MUP with interaction 

to IBM. Statistical analysis shows that the average values for those 

"dark" dots corresponding to individual WT MUP particles are 180±90 

MPa (before IBM incubation) and 80±SO MPa for (after IBM incubation), 

respectively. This suggests a "softening" effect following IBM 

incubation. 

However, statistical analysis also shows that the background values are 

270±100 MPa (before) and 12S±SO MPa (after), respectively, with a 

similar factor of 2 as shown in the modulus values measured on the 

protein globular features before and after IBM incubation. One situation 

is that incubation of IBM resulted in modulus decrease of both MUP 

molecules and the mica surface, but this is unlikely considering the 

control experiments at the start of this section. Another possibility is a 

systematic shift in the measured modulus value due to tip apex 

condition change. In such a case, there was probably no significant 

change in OMT before and after IBM incubation. 

However, closer inspection of the deformation images reveals that after 

ligand addition the surface becomes more compressible which means 

there is an increase in flexibility after ligand addition. The AFM 

experiments were repeated for mutant Y120F and A103S MUP (before 

and after) with IBM incubation and similar results were observed. 
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Another control experiment was also performed to ensure that specific 

binding of the IBM took place with the protein. 

Figure 38 AFM images of topography (left) and deformation (right). The 

images on the top show the addition of pre-incubated MUP to the mica and on 

the bottom show pre-incubated MUP with ligand IBM addition. The images were 

scanned at 500nm resolution. 

This control then shows that this effect can be 'knocked out' by pre­

incubating with ligand before performing the experiment. This 

experiment was conducted in a similar way to the OeM experiments by 

exposing a pre-IBM incubated MUP preparation and then further 

insertions of IBM during the experiment to ensure that no more binding 
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can take place. The results show showed no change in topology or 

deformation following exposure to IBM (Figure 38). The data reveals 

similar results as the OeM experiments (i.e. further ligand binding does 

not take place as the binding cavity already has a ligand present). 

4.4 Conclusions 

From the experimental and computational analysis of results it is 

evident that the MUP-IBM interaction is a dynamic process. 

The computational MD simulations on the other hand show that some 

residues become more flexible whereas other regions become more 

rigid for WT and A 1 03S MUP on ligand binding. The Y120F simulation 

results indicate a decrease in flexibility on ligand binding. 

The experimental aCM-O and AFM results indicate that there is an 

increase in flexibility in the WT and mutant MUP proteins upon 

interaction with IBM. However, the two methods cannot be directly 

compared (even though they give the same results). This is because in 

both experiments there are various estimations involved in both 

techniques. 

However, we can also say that the experimental results and MD 

simulations cannot be directly correlated as the experiments are based 

on the protein being attached to a surface whereas the MD simulations 

are not based on the protein being attached to the surface. 
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Chapter 5 - Summary and Conclusions 

In this thesis the protein-ligand interactions have been studied using 

computational and experimental techniques. As explained in chapter 1 

the dewetting phenomenon has been fascinating over the past decade. 

The rise of the dewetting phenomenon in protein-ligand interactions (in 

particular MUP-IBM interactions) has been a system of interest in the 

past and therefore has been studied in this thesis. The use of MD 

simulations, OeM and AFM experiments (as described in chapter 2) 

has provided evidence for the hydration of the binding cavity of MUP on 

ligand (IBM) binding (chapter 3). The techniques have also provided 

valuable new predictions of the flexibility of MUP (chapter 4). 

The dewetting of the binding site is a robust observation which can be 

validated from the results produced in chapter 3 and 4 of this thesis. For 

example the hydration of the protein binding cavity has been studied 

using MD simulations (RDFs, HDMs and water count) as well as OeM 

(by analysing the frequency curve using the Saubrey equation) 

experiments. The OeM hydration results suggest that approximately 2 

water molecules are ejected from the binding site upon ligand binding to 

WT and A103S MUP, whereas no change can be observed for Y120F 

hydrophobic MUP. 

Another interesting observation from the OeM experiments is that the 

small increase in dissipation on MUP addition suggests that MUP is a 

rigid protein. On the other hand MD simulations and the analysis from 

HDMs and RDFs suggest that even without the presence of the ligand 

the binding cavity of MUP has the most water molecules in the binding 
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cavity of hydrophilic A 1035 MUP and no water molecules in the binding 

site of hydrophobic Y120F mutant MUP. The WT MUP was found to 

have a small water molecule tightly bound to the tyrosine 120 of the 

binding site. 

Overall the flexibility results from OeM (dissipation change) and AFM 

(height, adhesion, deformation) experiments suggest that on ligand 

binding the surface increases in flexibility for WT and mutant MUPs. 

This is in good correlation with preliminary AFM experiments. The MD 

simulation (atomic fluctuations) results on the other hand suggest that 

some residues of the protein increase in flexibility whereas other 

residues decrease in flexibility for the WT MUP-IBM interactions 

showing entropy-entropy compensation. The hydrophobic Y120F MUP­

IBM interactions show an overall decrease in flexibility whereas the 

hydrophilic A 1035 MUP-IBM interactions show a general increase in 

flexibility with some residues showing a decrease in flexibility (entropy­

entropy compensation observed once again). 

It is still difficult to directly correlate results from experimental and 

computational studies as there are discrepancies between the two 

methods. For example OeM and AFM techniques are performed on a 

surface whereas MD simulations are not. Therefore, a possible future 

study could be to perform MD simulations of MUP-IBM interactions on a 

surface and then comparing the results to OeM and AFM experiments. 

The comparison of MD simulations (in particular ligand dynamics) to 

NMR labelling experiments can provide valuable insight to the reliability 

of computational methods. Long-time MD simulations (with the use of 
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replicates) have proved to be important and have shown some 

interesting results. The results support the previously short simulations 

of MUP-IBM interactions. However, by studying even longer simulations 

of MUP-IBM interactions can be useful. However, due to the lack of 

computation efficiency it may be useful to look at other techniques. For 

example accelerated MD (a recent method studied by Shaw et aI., 

2010) can be used to validate long-time MD simulations. 
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Chapter 6 - Appendixes 

6.1 QCM frequency-dissipation graphs 

The frequency (bottom) and dissipation (top) graphs of each replicate 

are presented at all 3 different overtones (indicated by the 3 colours 

shown on each graph). 
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A 1035 QCM graphs 
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Y120F QCM graphs 
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6.2 Ramachandrans plot analysis 

Ramachandran's analysis was first run on the crystal structure PDB 

files for WT, A103S and Y120F MUP and their complexes with IBM. 

The phi (<p ) and psi ((/J) and are indicated on the plots. The allowed and 

disallowed regions indicate the stability of the secondary structure (i.e. 

the higher the percentage for the allowed and lower the percentage for 

the disallowed region would indicate a more stable structure). 

WTApo 

. 
Allowed: 98.7% 
Disallowed: 0.0% 

A103SApo 

Allowed: 98.1% 
Disallowed: 0.0% 

Y120F Apo 

Allowed : 96.8% 
Disallowed: 0.0% 

WTHoio 

. 
Allowed : 96.1% 
Disallowed: 0.0% 

AI03SHoio 

Allowed : 95.5% 
Disa llowed: 0.0% 

Y120F Holo 

Allowed: 97.2% 
Disa llowed: 0.0% 

• • GenerallPre·ProlProline Favoured GeneraUPre·ProlProline Allowed 

Glycine Allowed II Glycine Favoured 
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An average POB files was saved every 10 picoseconds for each one 

microsecond trajectory for each replicate and a ramachandran's 

analysis was run on Prochecker (as indicated in chapter 2 and 3). The 

average allowed and disallowed regions are indicated in the table below 

and the results are discussed in chapter 3. 

Allowed 

WTI 86.80 

WT2 88.20 

WT3 85.40 

WTII 87.50 

WTI2 83.30 

WTI3 85.40 

Allowed 

Al 84.19 
A2 85.04 

A3 86.52 
All 85.26 

AI2 85.82 

AI3 85.87 

Allowed 

Yl 84.92 

V2 84.85 

V3 84.32 

VII 87.43 

YI2 87.08 

YI3 86.00 

Disallowed 

0.70 

0.00 

1.40 

0.70 

0.00 

0.00 

Disallowed 

0.37 

0.80 

0.76 

0.54 

0.29 

0.21 

Disallowed 

0.88 

1.02 

1.09 

0.98 

0.63 

0.74 

Key 

A=A103s 

AI=A103S-IBM 

Y=Y120F 

YI=Y120F-IBM 

WT=WTMUP 

WTI=WT MUP-IBM 
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