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Abstract  
As well as cognitive decline and neuropathological changes, Alzheimerôs disease (AD) is 

also characterized by non-cognitive behavioural symptoms like restlessness, wandering, 

agitation, confusion and profound disruptions of circadian rhythms. This group of symptoms 

is commonly referred to as óSundowningô and typically occurs in the late afternoon, evening 

or at night and causes significant problems for Carers. There are no specific drug treatments 

for these symptoms.  One contributory factor is that little is known about the biological basis 

of these symptoms in Alzheimerôs disease. There is evidence, however, that they may arise as 

a consequence of abnormal circadian rhythms. 

Circadian rhythms characterize a number of human physiological and behavioural systems 

including energy metabolism, sleep-wake cycles, cardiovascular activity, body temperature 

and locomotor activity. Several studies have demonstrated a role for chromatin modifications 

in normal circadian function.  In mammals, circadian rhythms are generated by a 

transcriptional-translational feedback loop in which the components of the positive limb 

(CLOCK and BMAL1), activate the components of the negative limb (the cryptochrome and 

period proteins). CLOCK possesses intrinsic histone acetyltransferase activity which has 

been implicated in the circadian control of gene expression. Disrupted rhythmic expression of 

the core clock genes has also been demonstrated in patients and AD mouse models. With a 

view to establishing a potential animal model to study the biological basis of Sundowning 

symptoms, we investigated whether a transgenic mouse model of AD, APPswe/PS1dE9 

exhibits circadian alterations in locomotor activity, chromatin modifications and expression 

of clock genes. The effect of age on altering rhythms in locomotor activity was also 

investigated. 
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Results show that the APPswe/PS1dE9 mutation alters levels and patterns in locomotor 

activity at all ages tested, most notably in the activity travelled in the last 2 hours of the dark 

phase, which is potentially relevant to the disturbance previously reported in AD patients.   

C57BL/6J and CD1 mice also showed evidence of altered circadian profile with age for 

locomotor activity. Biomolecular studies revealed altered rhythmic expression of the core 

clock genes as well as day/night rhythmic chromatin modifications. In summary, these 

studies reveal altered circadian regulation of locomotor activity, chromatin modification and 

clock gene expression in APPswe/PS1dE9 mice. They also provide strong evidence that 

disruption of circadian rhythms of locomotor activity has biomolecular analogies in a widely 

available model of AD.  The APPswe/PS1dE9 model of AD demonstrates the potential to 

serve as a tool in understanding the neuropathology of circadian abnormalities in Alzheimerôs 

disease and a model system to test novel therapeutic agents.
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Chapter 1: General Introduction 

1.1 The Circadian System 

Plants and animals have the ability to predict the day-night cycle because they possess an 

endogenous circadian clock which can be entrained or synchronized by light (Panda, 

Hogenesch et al. 2002). As a result of this ability, physiological and behavioural processes 

such as finding food, attracting  mates and avoiding predators are performed rhythmically 

(Panda, Antoch et al. 2002). Although the core clock machinery is self-sustaining, it free-runs 

in the absence of light or other time cues. Environmental stimulation is necessary to 

synchronize the clock machinery to exactly 24 hours and when free-running it is less than 24 

hours. In order to anticipate daily environmental changes and adjust behavioural and 

physiological functions accordingly, the endogenous circadian clock must function correctly. 

There are several physiological variables under the control of the circadian clock; these 

include the sleep-wake cycle, locomotor activity, regulation of temperature, water/food intake 

and levels of circulating hormones. The Suprachiasmatic nucleus (SCN) of the hypothalamus 

orchestrates several physiological and behavioural rhythms throughout the body. At the 

molecular level, the endogenous clock consists of interlocking autoregulatory transcriptional 

and translational feedback loops within individual cells (Reppert and Weaver 2002, Guilding 

and Piggins 2007). Several cell types, tissues and organs have been shown to contain the 

same coordinated molecular circadian rhythms. The same molecular rhythm has been 

identified in  the retina, and many brain regions including the  hippocampus,  olfactory bulb, 

pituitary gland, pineal gland and arcuate nucleus (Abrahamson and Moore 2001, Abe, Herzog 

et al. 2002, Guilding and Piggins 2007, Wang, Dragich et al. 2009) These rhythms are 

specific to individual regions  and are not driven by the output of the SCN (Abe, Herzog et al. 

2002). 
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Entrainment is the process of the circadian system re-adjusting its phase to the existing 

day/night rhythm. (Abrahamson and Moore 2001). Entrainment requires  time cues that can 

phase-set circadian clocks  known as  zeitgebers, the most important  in mammals being 

environmental light exposure, which is conveyed by retinal afferents  (Abrahamson and 

Moore 2001, Jud, Schmutz et al. 2005). Other non-photic zeitgebers include food availability 

and social interaction. Different neurotransmitter/neuromodulator and hormonal pathways 

transmit these signals to the SCN (Stephan 2002, Lamont, Diaz et al. 2005, Hannibal and 

Fahrenkrug 2006). The expression of circadian genes control the rhythmic  regulation of 

clock output in brain regions and peripheral tissues (Reppert and Weaver 2002). 

 

 

Fig. 1-1 Entrainment of central and peripheral oscillators in humans. The central 

oscillator (SCN) receives information about the existing day/night cycle in the form of light 

through the retina and co-ordinates the synchronization of peripheral oscillators throughout 

the body (Schibler and Sassone-Corsi, 2002). 
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 Photic information, along with other non-photic zeitgebers, is used by the SCN neurons to 

generate circadian oscillations which are synchronized to the environment (Reppert and 

Weaver 2002). Light input from the retina during the day, via the retino-hypothalamic tract 

(RHT) and melatonin secretion at night reset the SCN nucleus on a daily basis (Ko and 

Takahashi 2006, Challet 2007, Zee and Manthena 2007).  Physiological systems receiving 

circadian regulation also send feedback output to alter the oscillation function of the SCN. 

These include sleep states (Deboer, Vansteensel et al. 2003) and locomotor activity (Schaap 

and Meijer 2001). Target organs distribute the output of the SCN neurons to the rest of the 

brain and body by using efferent neural and endocrine signals particularly via circulating 

melatonin. Output from the SCN travels via the hypothalamic-pituitary adrenal axis and the 

autonomic nervous system to regulate independent circadian oscillators found throughout the 

body. Gamma-aminobutyric acid (GABA) and arginine vasopressin (AVP) neurons from the 

SCN project to the nucleus of the paraventricular nucleus of the hypothalamus (Saper, Lu et 

al. 2005). Melatonin secretion by the pineal gland is then activated. The firing of the SCN is 

inhibited by the circulating melatonin acting via MT1 and MT2 receptors. Thus, melatonin 

promotes sleep and resets the circadian clock. There is an increase in melatonin secretion 2 

hours before bedtime and the levels remain elevated throughout the night (Weldemichael and 

Grossberg 2010).  
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Fig. 1-2 Input and output pathways of the SCN. Light input via the RHT and melatonin 

from the pineal gland reset the SCN daily. Output from the SCN travels via GABA and AVP 

neurons which project to the pineal gland and activate melatonin secretion (Zee 2009). 

 

Circadian regulation by the SCN varies depending on the tissue. Major organ systems have 

their own clockwork which regulates the transcription of genes important to the specific 

target (Dibner, U.Schibler et al. 2010, Mohawk, Green et al. 2012). Studies from DNA 

microarray expression profiling have revealed that 8-12% of genes exhibit circadian 

oscillations, many of which are involved in key rate-limiting steps of biochemical pathways 

(Storch, Lipan et al. 2002, Panda, Antoch et al. 2002). An example of this is found in the 

nervous system where numerous genes involved in peptide synthesis and oxidative 

phosphorylation are transcribed in a circadian fashion.  (Willison, Kudo et al. 2013). 
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Throughout this thesis, prefixes (d, m and h) before a gene/protein refer to the particular 

species i.e. drosophila, mouse or human respectively. Gene and mRNA symbols are italicized 

while protein symbols are in Uppercase and non-italicized (MouseGenomeInformatics 2013).  

1.1.1 Disruption of Circadian Rhythms in Central Nervous System 

Disorders 

Robust daily circadian rhythms are vital to good health. Numerous studies have demonstrated 

that a dysfunctional circadian system leads to a variety of disorders such as metabolic deficits 

(Marcheva, Ramsey et al. 2010) and cognitive deficits (Gerstner, Lyons et al. 2009). People 

with a variety of CNS disorders display abnormalities in biological rhythms. While the 

profiles vary between disorders, itôs generally unclear whether deficits of the circadian 

system contribute to neurodegenerative diseases or whether they are symptomatic. A 

common component of neurodegenerative disorders is sleep disorders. Borbély (1982) 

proposed the two-process model of sleep-wake regulation; circadian rhythms and sleep-wake 

homeostasis. In this model, circadian rhythms control the timing of sleep and coordinates 

sleep with the light/dark cycle over 24 hours while the sleep-wake homeostasis acts as a timer 

and creates pressure to sleep the longer one is awake. Furthermore, the amplitude and number 

of genes involved in important processes such as circadian control, chromatin modification 

and oxidative stress have been shown to be altered by sleep restriction and deprivation 

(Möller-Levet, Archer et al. 2013).  

 

1.1.1.1 Huntingtonôs Disease 

Huntingtonôs disease (HD) is a neurodegenerative disease characterized by motor, 

behavioural and psychiatric disturbances and dementia. HD is caused by elongated CAG 
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repeats in the Huntington (HTT) gene. As part of the symptoms of the disease, patients with 

HD exhibit disturbances in their sleep-wake cycle. They exhibit a general loss of form and 

definition in the rest-activity cycle as well as a delayed sleep phase and increased latency 

which is evidence for a phase-delayed circadian clock. Although HD patients do not display 

any major abnormal sleep difficulties, their night-day ratios are disturbed and they spend 

more time in non-REM sleep and less in REM sleep. Sleep initiation and maintenance is also 

impaired. In addition, alterations in the circadian rhythm of melatonin secretion have also 

been described as well as a disruption in therhythmic expression of clock genes in the SCN 

and other regions of the brain such as motor cortex and striatum  (reviewed in (Morton, 

2013))They also have autonomic nervous system dysfunction (reviewed in (Roos 2010)). The 

neuropathology of the disease displays selective neuron loss in the caudate and putamen (The 

Huntington's Disease Collaborative Research Group 1993).  Three main HD transgenic 

mouse models have been generated; BACHD: These mice models express the entire human 

HTT gene with 97 mixed CAA-CAG repeats. The R6/2 transgenic mice express the first exon 

of the HTT gene with different lengths of the CAG repeats and the CAG knock-in mice 

which are as a result of the insertion of a 140 CAG repeat expansion into the mouse HTT 

gene (Kudo, Schroeder et al. 2010) 

 Kudo, Schroeder et al. (2010) investigated circadian rhythms in wheel running activity in 

four mouse models of HD: BACHD, CAG 140 knock-in, R6/2 with 140 CAG repeats and 

R6/2 with 250 CAG repeats. They investigated all four transgenic lines because no single 

model encompasses all the elements of the human disease. Their results revealed a significant 

loss of circadian rhythms in the R6/2 line (CAG 240 and CAG 140). This disruption in 

circadian rhythms eventually progressed to death at 8-12 weeks. The BACHD line displayed 

obvious diurnal and circadian deficits in their wheel running activity by 3 months of age. 
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They had difficulty entraining to changes in the LD cycle. As a result of the entrainment 

impairment, the BACHD mice exhibited activity during the time of the LD cycle they should 

have been sleeping.  The sleep/wake pattern in BACHD and their WT littermates were 

measured using video analysis. The BACHD mice showed a clear reduction of sleep at the 

beginning of the sleep cycle. This is similar to the prolonged sleep latency in HD patients 

(Aziz, Anguelova et al. 2010). In contrast, the CAG 140 KI mice did not exhibit circadian 

deficits at 3 months of age. At older ages, they exhibited a reduced amplitude locomotor 

activity rhythms and an increase in the re-adjustment time following a shift in the LD cycle. 

Using IHC, they measured PER2 immunoreactivity in the SCN of the BACHD mice and WT 

controls in the peak and trough of the rhythm (CT2 and CT14). There is evidence of the 

disruption of the molecular clockwork in the BACHD mutant mice. A change in the circadian 

period length is an indication of a disruption in the underlying circadian pacemaker 

mechanism and BACHD mice show a lengthening of the free-running period in DD.  

Circadian pacemaker disruption has a significant effect on the health of HD patients 

(Takahashi, Hong et al. 2008). 

1.1.1.2 Creutzfeldt-Jakob Disease 

Fatal familial insomnia (FFI) is an inherited form of Creutzfeldt-Jakob disease (CJD) 

(Lugaresi , Medori  et al. 1986) in which there is significant thalamic neurodegeneration 

(Lugaresi, Tobler et al. 1998) which leads to sleep abnormalities and changes in the sleep 

EEG (Sforza, Montagna et al. 1995) . FFI pathology  is linked to an aspartic acid to 

asparagine mutation at codon 178 of the PRNP gene (Medori, Tritschler et al. 1992). A 

methionine-valine polymorphism at codon 129 determines whether the phenotypic expression 

will be CJD or FFI (Goldfarb, Petersen et al. 1992). Landolt, Glatzel et al. (2006) studied 

seven patients with CJD where they discovered significant EEG changes. There was a 
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dramatic decrease in sleep efficiency, absence of REM sleep and a loss of sleep spindles. 

EEG delta and theta-frequency was also increased compared to healthy control subjects. 

1.1.1.3 Prader-Willi Syndrome 

The pathology of Prader-Willi Syndrome (PWS) results from a failure of the paternally 

derived genes in the q11-q13 domain of chromosome 15 being expressed. It is characterized 

by hypogonadism, neonatal hypotonia, obesity, behavioural problems and mild mental 

retardation (Butler 1990). Excessive daytime sleepiness (EDS) and REM abnormalities are 

also more common in older children and adults compared to the general population (Vela-

Bueno, Kales et al. 1984). Using polysomnographic studies at nighttime and daytime,  

Vgontzas, Kales et al. (1996) evaluated eight subjects with PWS for sleep abnormalities. Five 

of the eight patients exhibited either severe daytime sleepiness or moderate daytime 

sleepiness. Four of the eight patients exhibited SOREM (sleep onset REM) during at least 

one of the naps. An occurrence of REM sleep within the first 10 minutes following sleep 

onset is termed SOREM. 

1.1.1.4 Downôs Syndrome 

In Downôs syndrome (DS), there is a smaller volume of the cerebellum, frontal cortex and 

hippocampus, an enlargement of the hippocampal gyrus, a decrease in the cell density of the 

cerebellum granular layer and an abnormal number and ramification of spines (Wisniewski 

and Rabe 1986, Head, Azizeh et al. 2001, Colas, London et al. 2004). Polysomnographic 

studies from DS patients have shown a decrease in the percentage of paradoxical sleep (PS), 

an increase in the number of awakenings and a reduction in the ratio of oculomotor 

frequencies (Diomedi, Curatolo et al. 1999).  
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The amyloid precursor protein (APP), located on chromosome 21, is involved in the 

formation of senile plaques in Alzheimerôs disease. In the early years of DS, the 

neuropathological characteristics of AD are also present (Head, Azizeh et al. 2001). Colas, 

London et al. (2004)  investigated the effects of hSOD1 (human CuZn superoxide dismutase) 

in sleep alterations. The gene for SOD is located on chromosome 21 of which patients with 

DS have an extra copy, thus there are increased levels in the activity of this enzyme which 

may cause a significant increase in the production of the hydroxyl radical (Lethem and Orrell 

1997). Results reveal that in SOD/+ mice (a mouse model of DS), there is a reduction in PS 

amount during the dark period and in episodes number over a 24h period. There is also a 

profound increase in PS latency after lights off.  

1.1.1.5 Autism 

Autism is characterized by impairments in communication and social interaction, repetitive 

behaviour, and a narrow repertoire of interests (Malow 2004).  Commonly reported problems 

include long sleep latencies, delayed or advanced sleep onset and offset and night-time 

waking (reviewed in (Glickman 2010)). Serotonin expression, which plays a vital role in 

modulating brain-stem cholinergic neurons and promoting REM sleep, (Horner, Sanford et 

al. 1997), is altered in children with autism (Chugani, Muzik et al. 1999). Melatonin 

secretion, which is a major regulator of circadian rhythms,  is also reduced during sleep in 

children with autism (Kulman, Lissoni et al. 2000). Indistinguishable features of non-REM 

and REM sleep is also reported. During REM sleep, there was regular occurrence of theta 

rhythms, sporadic central spikes during non-REM sleep (stage 2) as well as an abundance of 

spindle activity not only during stage 2 of non-REM sleep but also during REM sleep 

(Diomedi, Curatolo et al. 1999). Sleep apnea (obstructive respiratory events during sleep) and 

REM sleep behaviour disorders such as increased muscle tone in REM, often accompanied 
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with physical activity and decreased REM latency, have also been linked to autism 

(Thirumalai, Shubin et al. 2002).  

1.1.1.6 Parkinsonôs Disease 

Parkinsonôs disease (PD) is characterized by a progressive loss of dopaminergic neurons and 

the formation of Lewy bodies in the substantia nigra pars compacta. Clinical features include 

worsening resting tremor, rigidity and bradykinesia (Willison, Kudo et al. 2013). Up to 90% 

of patients of PD report sleep disorders such as insomnia, restless leg syndrome, hypersomnia 

and rapid eye movement (REM) sleep disorder, all of which suggest changes in the temporal 

pattern of sleep which usually arise as a result of circadian dysfunction (Abbott, Ross et al. 

2005, Dhawan, Healy et al. 2006, Reid and Zee 2009, Mayer, Jennum et al. 2011, Schulte 

and Winkelmann 2011, Willison, Kudo et al. 2013). Studies using one model of PD which 

involves treating primates with the toxin MPTP (1-methyl-4-phenyl-1,2,3,6-

tetrahydropyridine) reveals that there is altered REM sleep and an increase in daytime 

sleepiness (Barraud, Lambrecq et al. 2009, Verhave, Jongsma et al. 2011) as well as the 

disruption of the sleep/wake cycle (Vezoli, Fifel et al. 2011). MPTP produces symptoms that 

resemble those observed in PD (Fox and Brotchie 2010) and lengthens the free-running 

period of wheel-running activity in young mice (Tanaka, Yamaguchi et al. 2012). Wheel-

running experiments done on transgenic mice expressing Ŭ-synuclein (Thy1-aSyn) revealed 

that these mice displayed fragmented and low power rhythms in both LD and DD conditions 

(Kudo, Loh et al. 2011). The power of a rhythm is defined as ñthe level of precision, 

amplitude, as well as amount of variability in the behavioral rhythmò (Kudo, Loh et al. 2011). 
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1.1.1.7 Mood Disorders 

Major depressive disorder (MDD) and bipolar disorder (BPD) are characterized by abnormal 

sleep/wake, appetite and social rhythms (Boivin 2000, Bunney and Bunney 2000, Lenox, 

Gould et al. 2002, Grandin, Alloy et al. 2006). Symptoms of depression also appear to have a 

temporal element to them, with the symptoms worse in the evening (Rusting and Larsen 

1998). Additionally, areas of the world that go for extensive periods of time with little 

sunlight, typically have higher incidence of depression (Booker, Hellekson et al. 1991). 

Studies done on seasonal affective disorder (SAD) have found a stronger pronouncement of 

seasonal melatonin rhythm, more nocturnal melatonin in the winter whereas there were no 

seasonal alterations in the melatonin rhythms of healthy control subjects (Wehr, Duncan Jr et 

al. 2001). Clock genes have been implicated in the manifestation of mood disorders.  There is 

a 471 Leu/Ser amino acid substitution in NPAS2 in SAD (Johansson, Willeit et al. 2003). 

There is a single nucleotide polymorphism in the glycogen synthase kinase 3-ɓ (GSK3-ɓ) 

gene, an enzyme involved in the regulation of the molecular clock, that has been linked to 

bipolar disorder (Benedetti, Serretti et al. 2005). SNPs in Bmal1 and in Timeless genes have 

also been linked to bipolar disorder, both of which have roles in the clockwork 

mechanism(Mansour, Wood et al. 2006). 
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Fig. 1-3 Rhythm/Sleep Endophenotypes in Human CNS Disease and in Mouse Models. 

(Barnard and Nolan 2008) 
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1.1.2 Disruption of Circadian Rhythms in Aging 

Disturbances in the biological clock are associated with both normal aging and dementia 

which contribute to dramatic circadian disorganization in physiological rhythms, including 

daily patterns of hormone release, the sleep-wake cycle and body temperature rhythms. 

Aging is generally associated with reduced amplitudes of the above rhythms with the most 

dramatic changes associated with Alzheimerôs disease (reviewed in (VanSomeren 2000, 

Orozco-Solis and Sassone-Corsi 2014)). Over 80% of individuals over age 65 are affected by 

circadian disorders, factors for this include loss of SCN neurons, decreased melatonin and 

melatonin receptor sensitivity (Duncan 2006) as well as  lifestyle changes such as less 

vigorous physical activity and a reduced exposure to environmental light (reviewed in 

(VanSomeren 2000)). Sleep disruption is observed in aging and dementia with the number 

higher for those diagnosed with dementia (reviewed in (Bedrosian and Nelson 2013)). 

Furthermore, there are age-related changes in the transmittance of the cornea and lens as well 

as a reduction in pupil diameter, all of which possibly contribute towards  less effective 

suppression of melatonin in older individuals (Charman 2003). Aged mice are also less 

sensitive to the entraining mechanism, it is possible that this occurs partly due to the 

reduction in the sensitivity  of the SCN to retinal stimulation (reviewed in (Gibson, Williams 

Iii et al. 2009)). 

Deficits in cognition and behaviour have been associated with normal aging and dementia, 

these deficits are caused by in part by a loss of cholinergic input to the cortex (Klaffke and 

Staedt 2006). Parts of the basal forebrain undergo degenerative changes, there is a down-

regulation of choline acetyltransferase (ChAT) activity and the dysregulation of 

acetylcholinesterase (AchE) (Schliebs and Arendt 2006) . In aged mice, there was a 

significantly higher level of AchE late in the dark phase compared with the early phase i.e. 
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time of day effect, which was not present in middle-aged mice. Aged mice also had fewer 

ChAT- positive cells than middle-aged mice (Bedrosian, Herring et al. 2011). 

A number of studies have examined the effect of age on several parameters of the rest-

activity circadian rhythm.  Using male C57BL/6J mice, Nakamura, Nakamura et al. (2011) 

found that there was an effect of  age in the amplitude of rhythms measured on wheel-running 

activity under both LD and DD conditions, this amplitude was reduced in middle-aged mice 

compared to younger mice although both groups expressed clear rhythms. They also found 

continually fluctuating levels of multiunit neural activity (MUA) recordings from the SCN in 

the brains of the middle-aged mice compared to younger mice who exhibited clear daily 

rhythms in MUA in the SCN. Valentinuzzi, Scarbrough et al. (1997) examined the effects of 

age on the circadian rhythm of wheel-running activity in C57BL/6 mice aged 6-9 months 

(adult) and 19-22 months (aged).  Under LD conditions, age was shown to alter activity 

onset. Phase angle of entrainment to the LD cycle is defined as the number of minutes that 

activity onset precedes or follows the onset of darkness. In the adult group, this was 11.4 

mins while it was 52.8 mins in the aged group. There was also a reduction in the number of 

total wheel revolutions per day in aged mice. Under DD conditions, aged mice had a 

significantly longer period length; 0.43h mean difference as well as an increased 

fragmentation in wheel-running behaviour as quantified by the number of bouts of wheel-

running activity per cycle. Although aged mice had more bouts of wheel-running activity per 

cycle, bout duration and bout size (no of revolutions per bout) were significantly lower 

compared to adult mice. In contrast, the active phase in adult mice begins with a large 

consolidated bout which lasts for several hours. Activity duration (time elapsed between 

activity onset and activity offset) averaged 10.8h in old animals and 12.8h in adult mice. 

Age-related changes in the amplitude of the activity rhythms observed in LD conditions were 



  Chapter 1: Introduction 

41 

 

also observed in DD; each age group performed approximately the same number of total 

wheel activity per circadian cycle under DD conditions as they did under LD conditions. In 

contrast,  (Weinert and Weinert 1998) did not find age-dependent changes in period length 

although there was diminished stability of the free-running activity rhythm in aged mice. This 

could be because rhythms in mice were studied during the last weeks of life, starting from 75 

weeks until death which ranged between 81 and 124 weeks, experimental mice were also an 

outbred stock (Haz:ICR). 

 Studies suggest that non-photic zeitgebers interact with photic zeitgebers to produce 

entrainment. Locomotor activity is an output which feeds back to the SCN (Schaap and 

Meijer 2002) and percentage of total activity present in the active phase has been used as a 

measure of adaptation to the LD cycle and this percentage has been shown to reduce in old 

mice (reviewed in (Weinert 2000)). Age has also been shown to alter the acrophase in activity 

rhythms (time of peak activity) in humans. Using actigraphy which monitors activity and 

sleep, acrophase was found to be significantly earlier in people aged 40 and above compared 

to younger people (Robillard, Naismith et al. 2014).  
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1.2 Alzheimerôs Disease 

Alzheimerôs disease (AD) is one of the leading forms of dementia. It is estimated that by the 

year 2050, 370 million worldwide over 80 years of age and about half of those over 85 years 

of age will suffer from Alzheimerôs disease (Suh and Checler 2002). UK Statistics reveal that 

800, 000 people suffer from dementia, two-thirds of whom are women. 1 in every 3 people 

over the age of 65 is estimated to suffer from dementia, this number is projected to be up to 

1.7 million people by the year 2051 (Alzheimer's Society UK 2013). The major hallmarks of 

AD are widespread neurodegeneration and the development of two lesions; the extracellular 

senile plaques and the intra-neuronal neurofibrillary tangles (NFTs). The extracellular 

plaques are comprised mainly of the Aɓ peptides which are derived by proteolysis of the ɓ-

amyloid precursor protein (APP).  Aɓ is generated when APP is processed by ɓ and ũ-

secretase. Aɓ 40 and Aɓ 42 are produced, with Aɓ 42 being the more neurotoxic species. The 

intracellular neurofibrillary tangles (NFTs) are comprised mainly of hyperphosphorylated 

forms of the microtubule-associated protein tau (Ű)  (reviewed in (Zhao, Lu et al. 2014). 

These are the two characteristics that are used for the post-mortem verification of the disease 

(Epis, Gardonia et al. 2009). 
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Fig. 1-4 Plaques and tangles in Alzheimer's disease. (Bright  Focus Foundation 2000-

2014) 

The aetiology of the disease is complex and it exists in two forms; familial (1% of the cases) 

and sporadic. The familial form is further divided into the early- and late-onset familial 

forms, younger or older than 65 years old respectively (McGowan, Eriksen et al. 2006, Epis, 

Gardonia et al. 2009). At least three genes have been associated with familial Alzheimerôs 

disease (FAD) and these genes are the basis of Alzheimerôs disease transgenic modeling. 

These genes are APP on chromosome 21, Presenilin 1 (PS1) on chromosome 14  and 

Presenilin 2 (PS2) on chromosome 1 (McGowan, Eriksen et al. 2006).  Mutations in APP that 

cause Alzheimerôs disease result in an increase in Aɓ. Mutations in Presenilin 1 affect APP 

processing so that there is a selective increase in Aɓ42 production. PS2 is a homolog of PS1. 

Although mutations in the gene encoding Tau (Microtubule-associated protein tau, MAPT)  

have not been linked to Alzheimerôs disease i.e. there are no known Tau mutations in AD at 

present, they have been linked with other dementias such as frontal temporal lobe dementia 

(reviewed in (McGowan, Eriksen et al. 2006)). Thus tau transgenic mice are less valuable to 



  Chapter 1: Introduction 

44 

 

the study of AD pathogenesis. The link between these two pathologies remains to be 

discovered (Andorfer, Kress et al. 2003, Wolfe 2009) 

 

Fig. 1-5 Genes identified in Alzheimerôs disease and Dementia (Xiong, Gaspar et al. 

2005) 
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1.2.1 Disruption  of Behavioural Rhythms in Alzheimerôs Disease 

A large percentage of people with AD-related dementia, at some time during the course of 

their disease, display behavioural disturbances as well as disturbances in their sleep-wake 

pattern. One prevalent disturbance in particular is the group of clusters known as 

Sundowning (Nowak and Davis 2007). Sundowning has been defined as the agitation in 

dementia patients that has specific temporal exacerbation during the early evening or 

nocturnal hours (McGaffigan and Bliwise 1997) and as óthe appearance or exacerbation of 

behavioural disturbances associated with the afternoon and/or evening hours (Volicer, Harper 

et al. 2001) and was first described in the clinical literature by Cameron (1941). There is 

considerable evidence in the literature that several components of sundowning such as 

vocalization, wandering and combativeness show specific temporal patterning (Bliwise 

2004).  The Sundowning syndrome is also referred to as ónocturnal deliriumô. Sundowners 

become aggressive, restless and agitated, these behaviours become worse during the late 

afternoon/early evening and symptoms improve during the day (Bedrosian and Nelson 2013).  

Although cognitively-intact elderly individuals also display Sundowning symptoms during 

hospitalization, dementia patients are more susceptible to Sundowning than any other group. 

Depending on the state of the disease and living conditions, the cases of sundowning among 

patients in institutions  is between 10 to 25%   and about 66%  for patients at home. There are 

tremendous costs of Sundowning, the emotional burden caused to families, the financial 

distress on caretakers as well as reduction in the quality of life for the patient (Bedrosian and 

Nelson 2013). 

 Bliwise, Carroll et al. (1993) examined the link between time of day and sundowning 

symptoms in nine late-stage dementia nursing home patients. They performed behavioural 

observations 4 times an hour over a 12-hour period. The results reveal ambiguous evidence 
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that agitation worsened at night or around sunset. The results also suggest that agitation was 

associated with awakening from sleep during darkness and there might be a presence of 

seasonal agitation (greater agitation during winter). They conclude that these disruptive 

behaviours might occur with identical frequency during the day but impact upon nursing staff 

differently 

Martin, Marler et al. (2000) conducted a study examining circadian patterns of agitation in 85 

AD patients living in nursing homes. They assessed agitation by collecting behavioural 

ratings every 15 minutes over 3 days as well as activity and light exposure data. They used 

the cosine function to examine the circadian rhythms. Their results reveal that there was 

sizeable variability in the rhythms observed in agitation. Mean Acrophase for agitation was 

14.28. The seasonal pattern of agitation was inconsistent. They conclude that there is a strong 

circadian component involved in agitation which is associated with light exposure, sleep and 

medication use.  

Volicer, Harper et al. (2001) investigated the relationship between sundowning and other 

characteristics of circadian rhythms in a group of patients with AD. These characteristics 

were also compared to those of age-matched comparison subjects. Patients with AD had less 

diurnal locomotor activity and a higher percentage of nocturnal activity relative to the 

comparison group. They also showed less inter-daily stability and a later acrophase of 

activity rhythms.  

In a study by Hatfield, Herbert et al. (2004), non-invasive actigraphy was used to examine the 

rest-activity cycles of home-dwelling AD patients. Their results reveal that rhythms of 

patients with mild dementia is not significantly different from those of control subjects while 

the rhythms of those with moderate dementia displayed fragmentation of the rhythm and a 

decreased amplitude. However, there was no correlation with the severity of the dementia 
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Nowak and Davis (2007) investigated the characteristics of sundowning by using a 

qualitative approach. Institution care-givers were instructed to identify residents that they 

suspected had symptoms of sundowning, going by what they understood sundowning to 

mean. They were not given any additional information on what sundowning should consist 

of. They identified six main behavioural classes which were: 

Physical Aggression: This was defined as physical acts that had elements of hostility in them. 

These included acts such as throwing objects, grabbing, slapping, punching, pushing and 

biting of other residents and staff. 

Resistiveness: These included refusal to eat, take medications, participate in everyday 

activities and refusal to allow staff to provide assistance. 

Disconcerted verbalizing: These included episodes of yelling, screaming, cursing and 

singing. 

Nighttime sleeplessness: This was defined as the loss of the ability to sleep through the night. 

Wandering: This involved endless motion and repetitive ambulation. Wandering always had 

an element of walking. 

Daytime sleepiness: Daytime sleepiness interfered with normal everyday activities. These 

included napping in the late morning and early afternoon. 

All of these behavioural classes showed two peaks in the 24-hour period. One between 

2.00pm and 9.00pm, this peak included physical aggression, resistiveness and disconcerted 

verbalizing. The other peak was between 12 midnight and 6:00am and included nighttime 

sleeplessness and wandering. 
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While the specific behaviours included under the ñSundowningò definition can vary from 

person to person, the majority of studies found evidence that locomotor activity varies 

unusually across day-night cycles in Sundowners which suggests that disruption in circadian 

rhythms may be important. 

1.2.2 Disrupti on of Physiological Rhythms in Alzheimerôs Disease 

Circadian disturbances in AD are due to a disruption of the primary mammalian circadian 

clock mechanism, the suprachiasmatic nucleus (SCN) and a decrease in the expression of 

melatonin 1 receptor expression (Wu, Zhou et al. 2007). In patients with senile dementia of 

the Alzheimer type, there is a decrease in volume and total cell count as well as significant 

neuronal atrophy of the SCN observed in senescence (80-100 years old)  (Swaab, Fliers et al. 

1985). Stopa, Volicer et al. (1999) found neuronal loss and tangles in the SCN of patients 

with severe AD, as well as a loss of neurotensin-expressing neurons and increased astrocytes 

in the SCN of AD patients. There is also a reduction in the expression of the neuropeptide, 

vasoactive intestinal polypeptide (VIP) in the SCN of AD patients and a loss of rhythmicity 

of SCN arginine vasopressin (AVP) during aging which appears to be accelerated in AD 

(Zhou, Hofman et al. 1995, Hofman, Zhou et al. 1996, Liu, Zhou et al. 2000, Wu and Swaab 

2007). This loss of VIP, AVP and neurotensin is significant because they are known to alter 

SCN neuronal function (Coogan, Rawlings et al. 2001, Hughes, Fahey et al. 2004).  

The current clinical system for the diagnosis for AD, the Braak and Braak system, focuses 

mainly on cognitive deficits caused by a dysfunction in the hippocampus and high-order 

neocortical areas (Simic, Stanic et al. 2009). It grades the deposition of neurofibrillary 

degeneration in 6 stages. In stage I, NFTs are confined to the transentorhinal region, 

spreading to the hippocampal formation (stage II), to the temporal, frontal and parietal 
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neocortex (stages III and IV) and reach the primary neo-cortical areas in stages V and VI 

(Braak and Braak 1991). Harper, Stopa et al. (2004) have shown a link between 

neuropathological progression (measured by Braak stages) and the severity of circadian 

abnormalities, this might be evidence that there is a direct association between circadian 

rhythm disturbances in AD and the central neuropathology of the disease. Using the 

neuron/glia ratio, studies have provided evidence that there is neurodegeneration in the SCN 

in both AD and frontotemporal dementia and that there is a correlation between this 

degeneration and the severity of the circadian abnormalities in core body temperature and 

activity parameters. There was reduced activity rhythm amplitude associated with a loss of 

SCN neurotensin cells but there was no effect on the fragmentation of the rhythm (Harper, 

Stopa et al. 2008). Reports from Wu, Zhou et al. (2007) also show that MT1 expression 

(melatonin receptor) is also significantly reduced in late stage AD. It is likely that this results 

in an extinguishing of normal melatonin rhythm (Uchida, Okamoto et al. 1996). Changes in 

MT1 receptor expression could explain why numerous studies have failed to show 

improvements in sleep-wake cycle after melatonin administration in AD patients (Singer, 

Tractenberg et al. 2003, Weldemichael and Grossberg 2010) 

 Wisor, Edgar et al. (2005) report that changes in non-REM sleep in the Tg2576 mouse 

model of AD might be as a result of changes in cholinergic transmission. There is evidence 

from studies that suggest that the SCN receives projections from the cells of the nucleus 

basalis as well as cholinergic innervations which modulate circadian rhythms (Bina, Rusak et 

al. 1993, Colwell, Kaufman et al. 1993, Hut and Van der Zee 2011).In addition to alterations 

to biochemical processes in the brain, AD patients also have an increased proximal daytime 

skin temperature in comparison to control subjects which has been linked to daytime 

sleepiness and increased nocturnal awakenings. An alteration in the autonomic processes 
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involved in the regulation of skin temperature rhythms in AD patients might explain this 

finding (Most, Scheltens et al. 2012). They also have degenerated optic nerves and retinal 

ganglion cells, which suggests impaired transmission of photic information to the pacemaker 

(Hinton, Sadun et al. 1986, Katz, Rimmer et al. 1989). 

1.2.2.1 Sleep Physiology Changes in Alzheimerôs Disease 

 The existence of abnormal sleep patterns in AD is evidence for a disruption in circadian 

rhythms. There are two main types of sleep: REM (rapid eye movement) sleep and non-REM 

(non-rapid eye movement) sleep. Non-REM sleep has four stages and people normally cycle 

through all four stages every night, followed by a brief interval of REM sleep. REM sleep 

resembles wakefulness in that electrical activity in the brain is unusually high, the eyes move 

rapidly and muscles may jerk involuntarily. Breathing rate and depth increase and all the 

muscles, except the diaphragm, are greatly relaxed. In Stage I, the sleeper can be awakened 

easily and in Stage IV, the sleeper can only awakened with difficulty. There appears that in 

AD, there is an exaggeration of changes that are observed in normal aging. In comparison to 

age-matched non-AD controls, AD patients have a diminished stage 2 transient sleep 

formation which is accompanied by an increase in the number and duration of awakening 

(Prinz, Vitaliano et al. 1982, Reynolds III, Kupfer et al. 1985). As the disease progresses, the 

separate EEG features of stage two sleep are very difficult to distinguish from those of stage 

one sleep (Weldemichael and Grossberg 2010). Sleep spindles and K complexes are fewer in 

number and of lower amplitude and shorter duration. In AD, there is also a reduction in the 

percentage of time spent in REM sleep which is not affected in normal aging (Montplaisir, 

Petit et al. 1995). REM sleep is also influenced by the integrity of the cholinergic system 

which is impaired in AD (Weldemichael and Grossberg 2010).  Additionally, the 

degeneration in AD potentially damages subcortical structures such as the basal forebrain, 
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distal and superior raphe nucleus and the reticular formation of the pons and medulla which 

have been implicated in sleep initiation and oscillation between REM and non-REM states 

(Weldemichael and Grossberg 2010). A number of sleep-related symptoms have been 

reported in Alzheimerôs disease, these include 

Insomnia: Issues that might not be directly related to AD can cause insomnia. These issues 

include breathing problems during sleep, noisy environment and frequent bed checks by staff 

in the case of hospitalized AD patients, psychiatric problems such as depression and anxiety, 

excessive intake of stimulants and delirium. Studies examining Restless leg syndrome (RLS), 

have shown that it follows a circadian rhythm, peaking after midnight (Weldemichael and 

Grossberg 2010). 

Hypersomnia: Changes in non-REM sleep or REM sleep could be linked to hypersomnia 

(excessive daytime sleep). It could also be caused by treatments of insomnia and medications 

used to regulate night-time aggression. Daytime sleepiness can also be a side effect of 

antihistamines, antidiarrheals and treatments to improve bladder health and control. 

Hypersomnia can also result from a lack of engaging activities and boredom (Weldemichael 

and Grossberg 2010). 

REM Sleep Behaviour Disorder: This involves physical activity during dreaming which is 

often violent. This is as a result of the failure of the atonic mechanism during REM sleep. 

Results from electromyographic activity recordings recorded from facial and limb muscles 

during sleep lend credence to this hypothesis (Weldemichael and Grossberg 2010). 

  



  Chapter 1: Introduction 

52 

 

1.2.3 Investigation of the Biological Basis of Alzheimerôs Disease using 

Transgenic Mice 

The discovery of  genes associated with AD has provided an avenue for the generation of 

rodent models of the disease and recent years have seen the production of a significant 

number of transgenic models of AD (Epis, Gardonia et al. 2009). One of Kochôs postulates 

for pinpointing the causative agent of an idiopathic disease is isolating the assumed agent, 

inserting it into normal tissue and showing that this causative agent reproduces the main 

phenotype of the disorder (Koch, 1891).  

¶ Ideally, a transgenic model of any disease should improve our understanding of the 

pathogenesis of the disease, its progression and potential therapeutic interventions. It 

should also allow testing of potential drugs in vivo before advancing towards human 

clinical trials (Epis, Gardonia et al. 2009). 

¶  Several laboratories should be able to replicate progressive disease-like neuropathy and 

cognitive deficits of a valid animal model. As cognitive impairments in AD are 

gradual and progressive, ideal AD models should not exhibit any cognitive deficits 

until they are past a certain age (Janus and Westaway 2001). 

Janus, Chisti et al (2000) have proposed a list of expectations for a trustworthy model of AD: 

1. At least one, preferably more, of the neuropathology hallmarks of AD should be 

exhibited by the mice (plaques, loss of synapses and tangles) 

2. As well as 1, mice should also display robust cognitive impairments. Different 

behavioural paradigms testing the same memory system should produce the same 

results. Ideally, neuroanatomical structures affected in AD should be targeted by these 

behavioural paradigms. 
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3. Phenotypic changes in animals expressing FAD mutations must be correlated with the 

presence of the FAD mutations and not just an over-expression of APP. These 

phenotypic changes should be absent in age-matched mice that express WT gene 

alleles. 

Main aspects of the phenotype as per 1-3 should be confirmed in transgenic lines containing 

the same construct and must be able to be replicated in several laboratories (Crabbe, 

Wahlsten et al. 1999).  According to these criteria, all the transgenic models created to date 

would have to be excluded and this is as a result of the complexity of AD (Janus, Chishti et 

al. 2000).  There is not a single mouse model that recapitulates all the various aspects of 

Alzheimerôs disease; however the existing transgenic lines offer acceptable robust replication 

of a subset of AD features. Several knockout and transgenic animals have been created in 

order to investigate various aspects of Alzheimerôs disease which can potentially lead to the 

production of new therapeutic interventions (McGowan, Eriksen et al. 2006). In mice in 

which there is a knockout of presenilin, there is significant neurodegeneration of cerebral 

cortex, a deficit in memory and synaptic function (Saura, Choi et al. 2004),  in contrast, ɓ-

secretase knockout mice survive perfectly (Luo, Bolon et al. 2001). Transgenic lines of 

mutant APP and PDAPP transgenic mice have been developed and studies have shown they 

develop cognitive impairments in several behavioural  paradigms especially the Morris water 

maze (Chen, Chen et al. 2000, Westerman, Cooper-Blacketer et al. 2002). For example, 

Tg2576 have been shown to have an age-dependent loss of spatial reference memory in the 

Morris water maze, this loss of memory was first detectable at 6 months of age, same age as 

the onset of the development of insoluble Aɓ (Westerman, Cooper-Blacketer et al. 2002). 

Other mouse lines also displayed the same results i.e. a link between spatial reference 

memory and increasing levels of insoluble Aɓ aggregates. Anti-Aɓ immunization studies in 
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APP mouse models suggest a role for soluble Aɓ assemblies in memory dysfunction. These 

studies suggest that memory deficits in APP mice can be fully reversed by immunization with 

Aɓ peptides (Janus, Pearson et al 2000)  

Amyloid plaque pathology was first demonstrated in mouse models by generating mice 

expressing human APP containing mutations that have been linked with early-onset AD.  

Games, Adams et al. (1995) produced PDAPP mice that over-expressed a minigene construct 

encoding APPV717F. Between 6-9 months of age, these mice develop robust amyloid plaque 

pathology. Hsiao, Chapman et al. (1996) developed the Tg2576 model, these mice over-

expressed the human APP transgene with the KM670/671NL double mutation (APPswe). 

These mice developed amyloid plaque pathology and memory deficits in the Morris water-

maze, these deficits were age-dependent. Further transgenic lines have also reported similar 

amyloid pathology and cognitive deficits (Chishti, Yang et al. 2001). The offspring of APP 

mutant mice and PS mutant mice (mice co-expressing mutant APP and PS1 genes) show a 

dramatic acceleration of amyloid deposition (Duff, Eckman et al. 1996, Borchelt, Ratovitski 

et al. 1997). This is because mutations in the  PS1 gene play a vital role in causing AD by 

elevating extracellular deposition of Aɓ42, which foster Aɓ  deposition (Borchelt, 

G.Thinakaran et al. 1996, Citron, Westaway et al. 1997). 

Creating an AD transgenic model is complex because there are several predisposing genes 

involved in the disease; these transgenic animals have a maximum lifespan of 3 years 

whereas AD has a very long time-course and may not be present in humans until the sixth or 

seventh decade (Janus, Chishti et al. 2000). The following is not a complete list but includes 

the most important  models  (McGowan, Eriksen et al. 2006). 
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PDAPP The PDAPP mice overexpress a minigene construct which encodes APPV717F, a mutation 

associated with early-onset AD (Games, Adams et al. 1995). They also exhibit robust plaque 

pathology which becomes evident between 6-9 months in hemizygous PDAPP mice. There is 

hyperactivity in young PDAPP mice (Huitrón-Reséndiz, Sánchez-Alavez et al. 2002). 

Tg2576 The Tg2576 mice overexpress a mutant form of APP, the double mutation APPK670N/M671L  

(Richardson, Kendal et al. 2003). They exhibit plaque pathology from 9 months of age and they 

also display cognitive deficits. (Hsiao, Chapman et al. 1996) 

APP23 Mouse pronuclei are injected with a transgenic construct which encodes human APP751 

carrying the Swedish mutation.  Starting from 6 months of age, amyloid deposits are observed 

as well as some hippocampal neuronal loss (Sturchler-Pierrat, Abramowski et al. 1997). In the  

Morris water maze, APP23 mice also exhibit significant learning and memory deficits during 

acquisition as well as an impaired probe trial performance (Van-Dam, D'Hooge et al. 2003). 

TgCRND8 The TgCRND8 mice express human APP695 cDNA with double mutations at KM670/671NL 

along with V717F. Starting from 3 months of age, cognitive deficits are observed (Chishti, Yang 

et al. 2001) 

BRI- !ʲпл  

BRI- !ʲпн 

¢Ƙƛǎ ǘǊŀƴǎƎŜƴŜ ƛǎ ŀŎƘƛŜǾŜŘ ōȅ ŦǳǎƛƴƎ !ʲпн ŀƴŘ !ʲпл ǇŜǇǘƛŘŜ ǎŜǉǳŜƴŎŜǎ ǘƻ ǘƘŜ /-terminal end 

of the BRI protein. Results revealed that mice expressing BRIς!ʲпн ŀŎŎǳƳǳƭŀǘŜ ƛƴǎƻƭǳōƭŜ !ʲм-

4н ŀƴŘ ŘŜǾŜƭƻǇ ŎƻƳǇŀŎǘ ŀƳȅƭƻƛŘ ǇƭŀǉǳŜǎΣ ŘƛŦŦǳǎŜ !ʲ ŘŜǇƻǎƛǘǎ ŀƴŘ ŜȄǘŜƴǎƛǾŜ /!! ŀǎ ǘƘŜȅ ŀƎŜΤ 

whereas mice expressing BRIς!ʲпл ƳƛŎŜ Řƻ ƴƻǘ ŘŜǾŜƭƻǇ ŀƴȅ ƻǾŜǊǘ ŀƳȅƭƻƛŘ ǇŀǘƘƻƭƻƎȅΦ 

(McGowan, F.Pickford et al. 2005). 

PS1M146V  

PS1M146L 

A 3kb PS1 intron is inserted at the endogenous locus in cDNA Poly A tail from SV40. The 

ƻōǎŜǊǾŀǘƛƻƴ ǘƘŀǘ Ƴǳǘŀƴǘ t{м ǎŜƭŜŎǘƛǾŜƭȅ ŜƭŜǾŀǘŜǎ !ʲпн ǿŀǎ ŦƛǊǎǘ ŘŜƳƻƴǎǘǊŀǘŜŘ ƛƴ ǘƘŜǎŜ ƳƛŎŜΦ 
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(Duff, Eckman et al. 1996) 

APP/PS1 

(TASTPM) 

The APP/PS1 (TASTPM) mice are heterozygous double transgenic mice with the Swedish 

(K670N; M671L) and the PS1 (M146V) mutation. They exhibit cognitive impairment in the 

object recognition test at 6, 8 and 10 months old (Howlett, Richardson et al. 2004) 

APP751  The APP751 mice are homozygous for the transgene of human APP751. Age dependent 

cognitive impairments were first modelled in these mice (Moran, Higgins et al. 1995). 

Table 1-1 Transgenic mouse models expressing mutant APP and Presenilin proteins 

JNPL3 The JNPL3 mice over-express human tau containing the P301L tau mutation and developed 

progressive age-related NFTs, neuronal loss, and spatial memory impairments (SantaCruz, 

Lewis et al. 2005, McGowan, Eriksen et al. 2006). These mice develop motor deficits with 

increasing age and have a shorter lifespan (Zhang, Higuchi et al. 2004). 

TauP301S At 5-6 months of age, TauP301S  mice develop severe paraparesis as well as widespread 

neurofibrillary pathology in the brain and a loss of neurons in the spinal cord (Allen, Ingram et 

al. 2002). 

TauV337M The TauV337M mice develop neurofibrillary pathology and this suggests that pathology is 

driven by the nature of the MAPT (human mutant or human wild-type) Mice over-expressing 

human wild-type tau had less NFTs than mice that expressed a human mutant tau. (Tanemura, 

Akagi et al. 2001) 

TauR406W Starting from 18 months of age, the TauR406W mice develop MAPT inclusions in the forebrain 

and have impaired associative memory (Tatebayashi, Miyasaka et al. 2002). 

rTg4510 Here, the TET-off system is used to induce MAPT transgene expression. There is abnormal 
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MAPT pathology starting from one month of age. Cognitive deficits are first observed at 2.5 

months of age (Ramsden, Kotilinek et al. 2005). 

Htau  In the Htau mice, mouse MAPT is knocked-out and they express only human genomic MAPT.  

These mice accumulate hyperphosphorylated MAPT (Andorfer, Kress et al. 2003). 

TAPP 

 

TAPP mice have an increased MAPT forebrain pathology compared with JNPL3 which suggests 

ǘƘŀǘ a!t¢ ǇŀǘƘƻƭƻƎȅ Ŏŀƴ ōŜ ŀŦŦŜŎǘŜŘ ōȅ Ƴǳǘŀƴǘ !tt ŀƴŘκ ƻǊ !ʲ (Lewis, Dickson et al. 2001) 

 

Table 1-2 Transgenic mouse models expressing mutant tau protein 

3xTgAD:  

 

The 3xTgAD model is a triple transgenic model which expresses mutant APPswe 

and TauP301L on a PS1M146V background. Starting from 6 months, they develop 

plaques and at 12 months, they develop neurofibrillary pathology, this is further 

evidence for the hypothesis that neurofibrillary pathology is influenced by APP or 

!ʲ (Oddo, Caccamo et al. 2003) 

Table 1-3 Transgenic mouse model co-expressing mutant APP, presenilin and tau 

proteins 

Further limitations of transgenic animals might be the use of the same models for sporadic 

and familial forms of AD (although they have similar neuropathologies). Similarly, 

transgenic mice might not be able to reproduce all the facets of this human disease, because 

of the different molecular substrates and inferior level of cognitive function. The solution 

might lie in using other types of transgenic animals (e.g. pigs, monkeys) (Janus, Chishti et al. 

2000). 
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1.2.3.1 APPswe/PS1dE9 

For the purposes of the experiments described in this thesis, the double transgenic mouse 

model, APPswe/PS1dE9, was used.  A chimeric mouse/human APP695 with mutations 

linked to familial AD (APPswe) is expressed as well as a mutation in the human PS1 gene 

carrying the exon-9-deleted variant associated with AD (Jankowsky, Slunt et al. 2001, 

Savonenko, Xu et al. 2005). This model shows accelerated rate of Aɓ deposition compared to 

models expressing  APPswe alone and another APPswe based model, APPswe/PS1A246E 

(Jankowsky, Fadale et al. 2004). Senile plaques are detected by 4 months of age and 

progressively increase with age (Garcia-Alloza, Robbins et al. 2006). The APPswe/PS1dE9 

model demonstrates an altered Aɓ40:Aɓ42 ratio, 0.75:1,  such that there is a higher 

deposition of Aɓ42 species (Jankowsky, Fadale et al. 2004) which is more toxic than the 

Aɓ40 species (reviewed in (Suh and Checler 2002)). 

Studies have also demonstrated neurodegeneration in this model. Liu, Yoo et al. (2008) 

demonstrated that there is loss of forebrain monoaminergic axon density in APPswe/PS1dE9 

mice as they aged and   Richner, Bach et al. (2009) revealed that there was a reduction in the 

number of neurons in the striatum of APPswe/PS1dE9 mice at 12 months old while 6 months 

old transgenic mice exhibit levels comparable to wild-type mice. APPswe/PS1dE9 mice also 

show evidence of impaired neurogenesis. At 7 months of age, compared with 20% in non-

transgenic mice, only 12% of newborn neurons remain in APPswe/PS1dE9 mice (Verret, 

Jankowsky et al. 2007). One of the limitations involved with using a transgenic model which 

only expresses APP mutations includes the absence of  human tau molecules  (Hardy and 

Selkoe 2002). 

The APPswe/PS1dE9 mice exhibit a variety of other clinically symptoms relevant to AD. 

Some of which include mild neuritic abnormalities, local plaque-related loss in neuronal 
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activity , increased mortality, high susceptibility to unprovoked seizures , and age-dependent 

impairments in the pre- and postsynaptic cholinergic transmission . In addition, as observed 

in some clinical AD cases, the soluble Aɓ levels correlate with behavioral deficits in these 

mice at 12 months of age [reviewed in (Malm, Koistinaho et al. 2011)]. 

 Histopathological and Behavioural changes in the APPswe/PS1dE9 mouse model  

Savonenko, Xu et al. (2005) examined spatial reference memory in a Morris Water Maze task 

in 6 and 18 month old APPswe/PS1dE9 mice. The 6-month old APPswe/PS1dE9 mice were 

indistinguishable from the non-transgenic animals in all cognitive tests although they had 

already begun to show visible plaque deposition. In contrast, 18-month old APPswe/PS1dE9 

mice performed worse than their age-matched group in the same cognitive tests. Jankowsky, 

Melnikova et al. (2005) found cognitive impairments in female APPswe/PS1dE9 mice  in a 

Morris water maze task at approximately 8 months of age. Kilgore, Miller et al. (2009) 

observed a pronounced 24-h memory deficit in 6 month old APPswe/PS1dE9 transgenic mice 

using contextual fear conditioning as a memory assay. The acquisition of a conditioned-taste 

aversion in 2-5 month old APPswe/PS1dE9 was disrupted although they did not have 

extensive plaque deposition (Pistell, Zhu et al. 2008).  

 

1.2.4 Circadian Abnormalities in Mouse Models of Alzheimerôs Disease 

A number of established mouse models of Alzheimerôs disease have been assessed for 

changes in circadian behavior with a view to understanding Sundowning symptoms.  
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1.2.4.1 APP x PS1 mice 

Duncan, Smith et al. (2012) investigated whether the phase delay in the circadian rhythms of 

locomotor activity (4.5 hrs) and core body temperature (3 hrs) observed in AD patients 

(Satlin, Volicer et al. 1995) is also observed in this mouse model. For their studies, they used 

homozygous APP
NLH/NLH

/PS-1
P264L/P264L 

mutants in CD1/129 background/WT controls of 

same genetic background of several ages (4, 11 and 15 months). They measured circadian 

rhythms by 3 methods; wheel running rhythms (14L: 10D), cage activity (12L: 12D) and 

sleep-wake rhythms. Their results reveal a 2h phase delay in the onset of daytime 

wakefulness bouts and general peak activity in the mutant mice which could be of significant 

relevance to patients with Alzheimerôs disease. There was no main effect of genotype 

although age attenuated the total amounts of daily wheel running or cage activity. There was 

no age x genotype interaction in this measure. There was a genotype and age effect in the first 

2 hours of the light phase, wild-type and older mice had more activity during this period. 

Again this effect had no age x genotype interaction. Unusually, this transgenic model does 

not exhibit hyperactivity; this is thought to be as a result of the genetic background which 

was a mixture of CD1and 129/sub-strain. Both transgenic and non-transgenic mice of this 

background showed unusually more daytime activity than other nocturnal mice such as the 

C57BL/6J mice or other nocturnal rodents such as rats and hamsters. 

1.2.4.2 APP23 mice 

Van-Dam, D'Hooge et al. (2003) measured cage activity during the dusk phase (2-h 

recording) and overnight (16-h recording) in heterozygous male APP23 mice aged 6-8weeks, 

3 months and 6 months. The results reveal that there was increased overnight hyperactivity in 

the APP23 model at all ages tested. In contrast to this observed increase in overnight activity, 
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the 2-h recording during the dusk phase showed lower activity in APP23 mice compared to 

wild-type mice at 6 months. Performance in exploration and activity levels in the open-field 

paradigm at this age also differed compared to the wild-type controls. 

Vloeberghs, Van-Dam et al. (2004) modeled behavioural and psychological signs and 

symptoms of Dementia (BPSD) disturbances in APP23 mice. They recorded cage activity (no 

of beam interruptions) in 3 month old mice (47 hours), 6 month old mice (23 hours) and 12 

month old mice (71 hours) in 30 min time bins. Their results reveal that at 3 months there is a 

borderline significant effect of genotype, at 6 months no effect of genotype and significant 

effect of genotype at 12 months with the transgenic mice displaying hyperactivity. This age-

dependent development of cage activity disturbances may have significant relevance to the 

human condition. 

1.2.4.3 APP x PS1 mice (TASTPM)  

Pugh et al (2007) described behavioural (non-cognitive) characteristics of the transgenic AD 

model, APP/PS1 TASTPM. The mice were maintained under a 12L:12D light cycle. They 

measured spontaneous locomotor activity data in six blocks of 5-min intervals during the 

light period as well as over 24 hours. Their results reveal an overall effect of genotype and 

age on locomotor activity but no effect of sex. Both sexes of transgenic mice were 

consistently hypoactive over time compared to WT animals in the locomotor activity test (30 

min during the daytime period). At 5 and 10 months, hyperactivity was observed in male 

mice and not until 10 months in female mice. 

1.2.4.4 APPswe/PS1dE9 mice 

Bano-Otalora, Popovic et al. (2012) investigated the effects of long-term melatonin treatment 

and melatonin-receptor activation on behavioural and circadian system function, hippocampal 
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oxidative stress and spatial memory performance. There is a significant reduction in 

melatonin secretion and alterations to the SCN melatonin receptor expression in patients with 

AD (Wu and Swaab 2007). They used double transgenic mice (APPswe/PS1dE9) on a B6C3-

Tg background at 3.5 and 5.5 months and measured activity using infra-red motion sensors. 

The results reveal that circadian rhythmicity in body temperature and locomotor activity 

under 12 L: 12D and DD were similar in wild-type and transgenic mice. Although melatonin 

treatment did not improve locomotor activity and body temperature rhythms under the 12L: 

12D cycle, it maintained the free-running periods within 24h, whereas mice that were not 

treated with melatonin, exhibited shorter periods. Their results also reveal no significant 

effect of genotype for activity-onset /activity offset and diurnal activity. Transgenic mice 

showed significantly higher activity values than wild-type mice in the late light phase 

(average from the second 5 hours into the day) and no difference in the early light phase 

(average from the first 5 hours into the day). They also displayed a slight reduction in 

robustness of the activity rhythm. 

Bedrosian, Herring et al. (2011) investigated the pattern of anxiety-like behaviour and 

locomotor activity at different time points in aged and adult C57BL/6J wild-type mice. In the 

2-3 h before lights on, aged mice had significantly more activity than adults, which might be 

a relevant comparison to human sundowning behaviour. In the test for anxiety-like behaviour 

in the elevated-plus-maze, the results reveal a circadian pattern of anxiety-like behaviour that 

emerges in aged mice. The duration of time aged mice spent in the open arms of the maze 

varied depending on whether the mice were tested early or late in the dark phase. Melatonin 

treatment did not improve sundowning symptoms in the elevated plus maze. They also used 

an APPswe/PS1dE9 model to investigate behavioural impairments and Aɓ accumulation at 9 

months of age. In contrast to age matched wild-type mice who spent equal time exploring the 
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open arms regardless of time of day, aged APPswe/PS1dE9 mice tested early in the dark 

phase spent more time exploring than those tested late in the dark phase. At 5 months, there 

were no significant differences between wild-type mice and APPswe/PS1dE9 mice in the 

time spent exploring the open arms. 

1.2.4.5 Tg2576 mice 

Gorman and Yellon (2010) tested the hypothesis that characteristics of the 24 h rest/activity 

cycle deteriorate with age and with age-associated neuropathology in Tg2576 mice. In their 

experiments, they used male Tg2576 who were aged 10 weeks at the start of the experiment. 

The mice were sacrificed at 96 weeks of age. They measured locomotor activity with a 

passive infrared motion detector on the inside of each cage. Compared to wild-type mice, 

transgenic mice had more total activity counts, longer bout time and more counts/bout. There 

was no genotype effect for diurnal activity, activity onset and activity offset. Statistical 

power, a measure of robustness, was significantly increased in the transgenic mice compared 

to wild-type mice and decreased significantly with age. A lack of a significant age x genotype 

interaction in each of these measures suggests that none of the stages of behavioural aging is 

accelerated in Tg2576 mice. There were also no significant differences in the free-running 

circadian period. 

1.2.4.6 3xTg-AD mice 

Sterniczuk, Dyck et al. (2010) examined the circadian-related behavioural changes that occur 

in male and female 3xTg-AD mice. Their results reveal that general locomotor ability was 

not impaired. There is an increase in daytime activity and a decrease in the percentage of time 

spent on activity at night in male 3xTg-AD. These results were the same pre- and post-AD 

pathology. Compared to non-transgenic mice, shorter free-running periods were also 



  Chapter 1: Introduction 

64 

 

observed. These findings were also replicated in aged female mice. In addition, free-running 

period was not affected by sex. There was an accompanying decrease in the number of 

vasoactive intestinal polypeptide-containing and vasopressin-containing cells in the SCN of 

3xTg-AD mice compared to controls. 

1.2.4.7 PDAPP mice 

Huitrón-Reséndiz, Sánchez-Alavez et al. (2002) examined the involvement of spatial learning 

deficits in the alterations in sleep-wake states, thermoregulation and motor activity. Their 

results reveal that core body temperature is markedly decreased in young and aged PDAPP 

mice compared to age-matched non-transgenic littermates. There was a significant increase in 

motor activity in young PDAPP mice during the dark period. This effect was absent in aged 

mice. There was a reduction in REM sleep levels in young PDAPP during the light period. 

However, aged PDAPP mice displayed an increase in SWS during the light period and a 

decrease in the amount of time spent in the Wake phase. 

1.2.4.8 TgCRND8 mice 

Ambrée, Touma et al. (2006) examined 24 h activity and spontaneous home cage behaviour 

(jumping, traversing the cage lid and circling the cage lid) in TgCRND8 mice at 30, 60, 90 

and 120 days of age. Their results reveal that except for a slight decrease in total activity, the 

activity pattern of the wild-type mice did not change significantly over the time-course of the 

experiment. The transgenic mice, however, displayed high activity during the first hours of 

the dark period at all test days. There was also significant increase in stereotypic behaviour 

during this period. The transgenic mice were already hyperactive by day 30 and this 

hyperactivity was present when tested at days 60, 90 and 120. While both strains performed 
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the circling lid behaviour pattern, jumping behaviour was performed exclusively by 

transgenics and traversing behaviour by wild-types. 

Table 1-4 Summary table for circadian studies performed using AD mouse models  

Mouse model Effect on activity 
levels 

Effect on activity 
patterns 

Effect on other 
circadian 
phenotypes  

APP x PS1 mice 
(Duncan, Smith et al. 
2012) 

No hyperactivity First 2 hours of light 
ǇƘŀǎŜ Ҩ 
 

2 hour phase delay in 
onset of wakefulness 
and general peak 
activity 
 

APP23 mice 
(Van-5ŀƳΣ 5ΩIƻƻƎŜ Ŝǘ ŀƭ 
2003) 
APP23 mice 
(Vloeberghs, Van-Dam et 
al 2004) 

Nocturnal 
hyperactivity 
 
Hyperactivity 
 

First 2 hours of light 
ǇƘŀǎŜ Ҩ 
 
- 

- 
 
 
- 

APP x PS1 TASTPM mice 
(Pugh et al 2007) 

Diurnal  
hypoactivity 

- - 

APPswe/PS1dE9 mice 
(Bano-Otalora, Popovic 
et al 2012) 

- Second 5 hours of light 
ǇƘŀǎŜ ҧ 

wƻōǳǎǘƴŜǎǎ Ҩ 
 

Tg2576 mice 
(Gorman and Yellon 
2010) 

Hyperactivity - wƻōǳǎǘƴŜǎǎ ҧ 

3 x Tg-AD mice 
(Sterniczuk, Dyck et al 
2010) 

Diurnal hyperactivity - - 

PDAPP mice 
(Huitron-Resendiz, 
Sanchez-Alavez et al 
2002) 

Nocturnal 
hyperactivity in 
young mice (absent 
in old mice) 

 Core body 
ǘŜƳǇŜǊŀǘǳǊŜ Ҩ 
REM sleep in light 
ǇƘŀǎŜ ƛƴ ȅƻǳƴƎ ƳƛŎŜ Ҩ 
 

TgCRND8 mice 
(Ambree, Touma et al 
2006) 

Hyperactivity First hours of dark 
ǇƘŀǎŜ ҧ 

Stereotypic behaviour 
ҧ 

Aged C57BL/6J mice 
(Bedrosian, Herring et al 
2011) 

- Last 2-3 of dark phase 
ҧ 

Circadian pattern in 
anxiety-like behaviour 
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Summarizing the findings from these studies, it is apparent that the effect of genotype on 

activity levels and patterns is influenced by several factors such the mouse model of AD, age 

at which the mice were tested, method of activity measurement (home-cage conditions/ wheel 

running experiments) and phase in which the testing occurred (light or dark). Mouse models 

are very useful because, to an extent, they are able to reproduce circadian changes observed 

in AD patients. However, results show that the pattern, age- and sex-specificity of the 

abnormalities vary widely between models. 
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1.3 Treatment of Circadian Rhythm Disorders in AD 

1.3.1 Pharmacological Treatment of Sundowning 

In a review article,  McGaffigan and Bliwise  (1997) discuss a number of studies 

investigating  pharmacological interventions to control sundowning. These studies in this 

section make explicit reference to the time of day for which outcome measures were derived. 

1.3.1.1 Anti -psychotics  

Barton and Hurst (1966), using chlorpromazine, treated 50 long term in-patients with 

dementia. The results revealed that there was a mild improvement in the medication group 

compared to the placebo group but the effect of the improvement was not very significant. 

Goldstein (1974), using Mesoridazine, treated 43 elderly patients with behavioural 

disturbances. The results reveal that agitation improved in 88 to 96% of the patients, 

disturbed sleep pattern improved in 93% of patients but drowsiness was an adverse effect. 

Birkett, Hirschfield et al. (1972), using thiothixene, treated 26 elderly in-patients with senile 

psychosis. Although sleep did not show significant improvement, nearly all the items of the 

Crichton Rating Scale (CRS) showed significant improvement. Götestam, Ljunghall et al. 

(1981), using haloperidol and zuclopenthixol treated 47 long term in-patients with dementia. 

The results reveal that sleep was significantly improved by both drugs. Linazasoro, Martí 

Massó et al. (1993), using clozapine, treated patients with Parkinsonôs disease. Overall there 

was an increase in night-time sleep from an average of 5.6 to 7.8 hours. 
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1.3.1.2 Anti -depressants 

Dehlin, Hedenrud et al. (1985), using alaproclate treated a group of patients with Alzheimerôs 

disease/multi-infarct dementia. The results reveal that there were no differences between drug 

and placebo after 4 weeks. Williams and Goldstein (1979), using lithium carbonate, treated 

agitation in 10 patients with organic brain syndrome. Agitation was significantly improved 

but sleep was not. In a trial of 30 participant with moderate to severe dementia, trazodone 

was shown to increase total time spent asleep each night by an average of 43 minutes but did 

not have an effect on the number of night time awakenings (Carmagos et al, 2014). 

1.3.1.3 Sedatives and Anxiolytics 

Ather, Shaw et al. (1986) treated patients with Alzheimerôs disease and multi-infarct 

dementia using clomethiazole (a sedative) and thioridazine (an anti-psychotic). 

Clomethiazole significantly improved nocturnal awakenings and adverse effects were more 

prevalent with thioridazine. Magnus (1978), using clomethiazole, treated 17 patients with 

organic dementia. There were significant improvements in restlessness, mood, cooperation 

and dressing. Delemos, Clement et al. (1965), using diazepam (an anxiolytic), treated 30 

patients with ócerebral degenerative syndrome with psychosis. All diazepam and no placebo 

patients showed ósignificant sleep improvementô. 

1.3.1.4 Melatonin 

Melatonin is a hormone that conveys continuous daily information to the organism. 

Melatonin levels in the pineal gland exhibit a distinct circadian rhythm. Melatonin functions 

to promote sleep by lowering core body temperature via peripheral vascular dilatation. There 

is an inverse relationship between melatonin and core body temperature. Levels of melatonin 

are at their maximum at the time lowest body temperature occurs, thus core body temperature 
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and levels of circulating melatonin are the two primary markers of the circadian cycle  

(Weldemichael and Grossberg 2010, Grigore and SŁvulescu-Fiedler 2011).  Melatonin 

treatment is beginning to gain popularity and it has been proposed as a treatment for the 

disruption of the circadian cycle in Alzheimerôs disease. A phase delay can be produced by 

the therapeutic use of melatonin in the morning and melatonin treatment in the evening can 

be used to achieve a phase advance of the circadian rhythm (Lewy 2007). Cohen-Mansfield, 

Garfinkel et al. (2000), using melatonin, treated 11 elderly nursing home residents suffering 

from dementia. The results showed a significant improvement in sundowning and agitation. 

There was also a decrease in time taken to fall asleep although it did not reach statistical 

significance. Cardinali, Brusco et al. (2002), using melatonin, found an improvement in 45 

Alzheimerôs disease patients with sleep disturbances. The results show that there were 

improvements in sleep and sundowning. Brusco, Márquez et al. (1998) studied monozygotic 

twins with AD for 8 years. There was a major decline in memory function. Both patients had 

a similar cognitive and neuroimaging alteration as confirmed by clinical evaluation. As their 

mother suffered a similar disease, there is evidence that there was a possible genetic origin of 

the disease. One of the twins was treated with melatonin and compared to the other twin, 

indicated a reduced impairment of memory function, significant improvement of sleep quality 

and a reduction in sundowning. In a double-blind study by Asayama, Yamadera et al. (2003), 

melatonin was shown to improve cognition, decrease nocturnal activity and increase 

nocturnal sleep. These studies suggest that melatonin might be a potential therapy in the 

treatment of the circadian disorders associated with Alzheimerôs disease; however, a recent 

review by McCleery et al (2014) revealed that melatonin did not improve sleep in people 

with moderate to severe AD. They searched the medical literature for studies up until 31 

March 2013 and only examined findings from randomized controlled trials that compared a 
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drug with a placebo; they also excluded all quazi-randomised trials and trials which examined 

people with a large range of neuropsychiatric disorder and sleep apnoea from their analysis. 

Three studies were included in the final meta-analysis and sleep in each study was measured 

using actigraphy and no serious side effects were recorded (Dowling et al 2014; Serfaty et al 

2002; Singer et al 2003). A randomized trial with 74 participants using ramelteon (a 

melatonin receptor agonist) also had no effect on the amount of nocturnal sleep 

(NCT00325728). The authors conclude that there is much need for pragmatic trials which 

examine the drugs that are commonly prescribed for sleep disorders in AD, side effects and 

efficacy of such drugs must also be monitored in individuals. 

In addition to its effects on sleep measures, the relationship between melatonin and the 

treatment of symptoms of dementia was examined in a review article by Jansen et al (2011). 

They searched the major healthcare databases for studies which orally administered 

melatonin in people with any type of dementia of any severity compared to a placebo control 

group. Symptoms included in the selection criteria were cognitive, behavioural (excluding 

sleep) and mood disturbances. A total of five studies met the criteria (Asayama et al 2003; 

Gehrman et al 2009; Riemersma-van der Lek 2008; Serfaty et al 2002; Singer et al 2003) and 

the analysis revealed that melatonin treatment did not have any effect on cognitive 

disturbances which was measured using the Mini-Mental State Examination (MMSE) and 

Alzheimerôs Disease  Assessment Scale (ADAS). However, there was significant 

improvement in psychopathological behaviours such as depression, anxiety, delusions, 

apathy and irritability which were measured using the Clinical Dementia Rating Scale 

(CDRS), Cornell Scale for Depression in Dementia (CSDD), the Neuropsychiatric Inventory-

Questionnaire (NIQ) and the Cohen-Mansfield Agitation Index (CMAI). 
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1.3.1.5 Chronotherapy in Alzheimerôs Disease 

Examples of chronotherapeutic interventions that could provide more insight into the 

treatment of AD include environmental (e.g. light therapy), behavioural (e.g. exercise), and 

pharmacological (e.g. melatonin). Studies by Satlin, Volicer et al. (1992) have revealed that 

evening light therapy led to significant improvements in sleep and a stabilization of rhythms. 

Studies by Yamadera, Ito et al. (2000) also showed a reinforcement of circadian rhythms and 

an improvement in the mini-mental state examination scores in the early stages of AD by 

morning light therapy. It also seemed to delay the onset of the agitation rhythm by over 90 

minutes (Ancoli-Israel, Martin et al. 2003). Light has also been used to simulate dawn and 

dusk. There was no effect on circadian amplitude or stability and cognitive parameters. 

However, it did have an effect on improving sleep onset, shortening sleep latency and 

consolidating nocturnal sleep episodes (Fontana Gasio, Krauchi et al. 2003).  

In summary, although these drug treatments and interventions have been relatively effective, 

they are associated with side effects such as sedation and confusion  (McGaffigan and 

Bliwise 1997) and there are no current adequate treatments for the circadian-related 

symptoms of Alzheimerôs disease. This is, in part, due to the lack of an understanding of the 

underlying biomolecular mechanism of the disease. A mouse model which models the 

behavioural and biomolecular mechanisms of the disease would play a major role towards 

developing better treatment. 
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1.4 Gene Structure and Expression 

An organismôs entire genetic material is called its genome. It is encoded in DNA and RNA 

and includes both the coding sequences (genes) and non-coding sequences of the DNA and 

RNA (Ridley 2006). A gene has been defined as ñA locatable region of genomic sequence, 

corresponding to a unit of inheritance, which is associated with regulatory regions, 

transcribed regions and or other functional sequence regionsò (Pearson 2006). Genetic 

information, contained in the form of long strands of DNA polymers and which specifies 

particular functions, is converted into an RNA copy which is then translated into protein. 

(Walsh 2006). DNA is made up of a chain which is composed of four types of nucleotide 

subunits. Each nucleotide subunit comprises a five-carbon sugar, a phosphate group and one 

of four bases; adenine, cytosine, guanine and thymine. DNA most commonly exists in a 

double helix structure, i.e. two DNA strands twist around each other in a spiral. In the double 

helix structure, guanine pairs with cytosine, forming three hydrogen bonds while adenine 

pairs with thymine forming two hydrogen bonds. 

 Gene expression is the process whereby information from a gene is used in the synthesis of a 

functional gene product. To óexpressô  a gene, the DNA double helix is melted and RNA 

Polymerase enzyme complexes  use one strand as a template to make an RNA copy which 

can then be translated into protein by ribosomes. Most protein encoding genes are regulated 

by RNA Polymerase II. RNA is a nucleic acid which is very similar to DNA but whose 

nucleotide subunit contains the sugar ribose, instead of deoxyribose. It also contains the base 

uracil, instead of thymine. Eukaryotic genes contain stretches of DNA which are transcribed 

but not translated into protein; these are known as introns and are spliced out before 

translation. Only exons encode protein. During transcription, proteins that mediate 

transcription; transcription factors, bind to specific short DNA sequences known as 
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transcription binding sites which are 5-20 bp in length. These binding sites are mainly located 

in a region upstream of the regulated gene, called the promoter region. The promoter length 

varies from 100-1000 base pairs and the  RNA Polymerase binds to a region on the promoter 

known as the core promoter (Sharan 2007). Butler and Kadonaga (2002) define the core 

promoter as ñas the minimal stretch of contiguous DNA sequence that is sufficient to direct 

accurate initiation of transcription by the RNA polymerase II machineryò. Enhancers are 

classically defined as cis-acting DNA sequences that can increase the transcription of genes. 

They are able to function at various distances from their target promoter(s) and their locations 

have been shown to be upstream, downstream and also within introns of their target genes 

(Pennacchio, Bickmore et al. 2013).  

 In eukaryotes, the stage at which DNA produces mRNA (transcription) is the level at which 

gene expression is regulated (Latchman 1995). There are several stages between the synthesis 

of the primary RNA transcript and the synthesis of mRNA. There is an addition of a cap 

structure which contains a modified guanosine residue and the addition of up to 200 

adenosine residues at the 3ô end (polyA tail). RNA splicing which involves the removal of 

introns, which interrupt the protein-coding sequence in both the DNA and primary transcript, 

occurs. Any of these stages could be used to regulate the expression of specific genes in 

particular tissues (Latchman 1995). 

The process whereby mature mRNA is converted into protein is known as translation. There 

are 22 amino acids that are commonly used as the building blocks for protein biosynthesis. 

The global collection of proteins produced by an organism is known as its proteome and this 

number in humans is increased 10-100 fold compared to its genome as a result of a process 

known as post-translational modification. Covalent modifications of the side chains of amino 

acid residues and occasionally at one or more of the peptide linkages constitute 
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posttranslational modifications. The term reflects the timing that these changes occur after the 

translation of mRNA into amino acid-based protein sequences (Walsh 2006). 

 

Fig. 1-6 Simplified overview of gene structure and expression (obtained from (Twyman 

2003)) 

Other than gene regulation at the pre-transcriptional (chromatin modifications), transcription 

initiation and post-transcriptional modifications, gene regulation can also occur at the level of 

mRNA transport, mRNA degradation, protein degradation and translation. 

The regulation of mRNA half-life plays an important role in normal development and in 

disease progression. Increased stability of mRNA means that the mRNA will be available for 

translation for longer which leads to a higher increase in protein products [reviewed in 

(Griseri and Pages 2014)]. 

RNA transport is used to target protein products to specific locations within the cell. 

Mechanisms are also in place to ensure RNA is anchored at its final destination and is not 

prematurely translated. RNA localization elements or ñzip-codesò play an important role in 

linking RNA to the appropriate molecular motors [reviewed in (Jambhekar & Derist (2007)]. 
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Translation is the process by which mRNA is decoded by ribosomes to produce a specific 

amino acid chain or polypeptide. Translational re-programming has been shown to play an 

important role during conditions of stress such as temperature shock, DNA damage or 

nutrient depletion, elements within the 5ô and 3ô UTR of mRNA which includes internal 

ribosome entry segments, upstream open reading frames and miRNA target sites regulate the 

recruitment of ribosomes to mRNAs whose protein products are crucial in the cell response 

to stress [reviewed in (Spriggs et al. 2010)]. Translational regulation of mRNA encoding 

proteins involved in AD has been demonstrated (Bottley et al. 2010). The RNA helicase, 

eukaryotic initiation factor 4A (eIF4A) is required for the binding of mRNA to the 40S 

ribosomal subunits. Using hippuristanol to achieve eIF4A inhibition and thus compromise 

translation initiation, their results demonstrated that the syntheses of APP and tau proteins, 

but not thioredoxin proteins, were specifically reduced. Further results confirmed that the 

observed protein reduction was not due to changes in mRNA levels but was as a result of 

transcriptional repression conferred by the inhibition of eIF4A.  
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1.4.1 Epigenetics and Chromatin 

 In Eukaryotes, genomic DNA is wrapped around a histone octamer core which consists of 

two molecules each of the core histones H2A, H2B, H3 and H4.  This unit, the nucleosome, 

is the basic repeating structure in chromatin. This compact packaging forms a dynamic 

environment that can switch between transcriptionally inactive/structurally inaccessible 

(Heterochromatin) and transcriptionally active/structurally accessible states (Euchromatin), 

thus having a direct influence on gene expression (Luger 2003). Epigenetic modifications 

refer to processes that alter gene expression without modifying the genetic code itself. The 

term óEpigeneticsô refers to modifications that result in heritable changes in gene expression 

that are independent of changes in the genetic sequenceô(reviewed in (Probst, Dunleavy et al. 

2009)) although it is used more loosely in the literature to refer to modifications of both 

(DNA) and histone proteins.  These include DNA methylation and covalent modifications on 

histone proteins; histone acetylation, methylation, ubiquitylation, sumoylation, ADP-

ribosylation and glycosylation. The amino-terminal tails of these histones are the major site 

of the post-translational modifications although modifications throughout the histone 

sequence are observed (Luger, Mäder et al. 1997,Kouzarides 2007, Gräff and Mansuy 2009). 

Thus, epigenetic regulation is essential to all genomic processes and there is direct evidence 

for its importance in learning and memory (Sweatt 2010), neurodegenerative diseases (Hardy 

and Selkoe 2002) inheritance (Freitas-Junior, Hernandez-Rivas et al. 2005) and synaptic 

plasticity (Radman-Livaja, Liu et al. 2010). 
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Fig. 1-7 Model structure of the Nucleosome (obtained from (Turner, Russ et al. 2012)). 

Histone acetylation occurs on the side-chain amino group of lysine residues, it results in the 

neutralization of their positive charge, thus decreasing the affinity between the protein tail of 

the histone and the negatively charged DNA background. This is believed to ultimately relax 

the chromatin structure and facilitate the recruitment of RNA Pol II transcriptional machinery 

(Roth 2009). However, another vital function of histone acetylation is to mark chromatin for 

the recruitment of additional chromatin modifying and remodeling enzymes, and 

transcription-related proteins, thus mediating and regulating transcriptional processes (Roth 

2009). 

Acetylation on specific lysine residues have been associated with active genes, e.g. Lys 9 and 

Lys 14 of H3 (Roh, Cuddapah et al. 2005).  After histones have been modified, proteins 

which recognize specific histone modifications are recruited for the purpose of altering 

chromatin structure or transcription (Jenuwein and Allis 2001). An example is the 

acetyltransferase, MOZ, which contains two PHD fingers which comprise the double PHD 

finger (DPF) domain. The binding of MOZ to the H3 tail is stabilized by H3K14ac and 
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diminished by H3K4me3 (Dreveny, Deeves et al. 2014). There is emerging evidence for 

interaction between different modifications. For example, to facilitate H3K9 methylation, the 

histone methyltransferases, Clr4, requires deacetylation of H3K14 (Nakayama, Rice et al. 

2001).  Histone H4 is acetylated on lysines K5, K8, K12 and K16. H4K16 is associated with 

upregulation of transcription (Lucchesi 1998, Roth, Denu et al. 2001). H4K5 and H4K12 

have been associated with transcriptional silencing (Braunstein, Sobel et al. 1996).  

 The transfer of an acetyl group from acetyl-CoA to the NH
+
 group of the lysine residues 

within a histone is catalyzed by Histone acetyltransferases (HATs). HATs are grouped into 

three main families: GNAT, MYST, and CBP/p300 (Kouzarides 2007). Histone acetylation is 

a reversible process and Histone Deacetylases (HDACs) which can be categorized into four 

main classes, classes 1-4 (Abel and Zukin 2008). HDACs catalyze the reversal of histone 

acetylation by removing acetyl groups from lysine/arginine groups of core histones. By so 

doing, it was proposed that deacetylation of histone proteins inactivates gene expression by 

shifting the balance towards chromatin condensation. However, such a model may be 

oversimplified as many chromatin regulatory proteins including HATs and HDACs are 

themselves subject to regulation by acetylation/ deacetylation and other modifications. 

Moreover, HATs and HDACs may be found together as components of large multiprotein 

complexes that dynamically regulate histone modification, thus in some circumstances  they 

may function together rather than in separately recruited complexes as shown in many 

models. 

HDAC inhibitors work to block the activity of HDACs. They are also categorized into four 

main chemical families, the short-chain fatty acids (e.g. sodium butyrate, phenylbutyrate, and 

valproic acid), the hydroxamic acids (e.g. trichostatin A and suberoylanilide hydroxamic acid 

(SAHA)), the epoxyketones (e.g. trapoxin), and the benzamides (Abel and Zukin 2008). 
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There has been a great deal of interest in HDAC inhibitors and their role in cancer therapy 

and potentially cancer prevention. In addition there has been interest in their role in the 

nervous system and particularly in neurodegenerative disorders, depression, anxiety, and the 

cognitive impairments that are associated with many neurodevelopmental disorders (Abel and 

Zukin 2008). Specifically,  HDAC inhibitors have been shown to improve cognitive and 

motor deficits characteristic of Huntingtonôs disease, improve neurodegeneration associated 

with Parkinsonôs disease as well as improve learning and memory in a mouse model of 

neurodegeneration by restoring  histone acetylation status (Abel and Zukin 2008). Some 

HDAC inhibitors are selective in their target of HDAC. For example, MS-275 (a pro-drug of 

butyric acid) selectively targets HDAC1 compared with HDAC3 and does not act on HDAC6 

and HDAC8. Synthetic HDAC inhibitors SK7041 and SK7068, preferentially act on HDAC1 

and HDAC2.  Class I and class II HDAC proteins are pan-inhibited by Vorinostat 

(Dokmanovic, Clarke et al. 2007).  

Methylation of histones represents another mechanism that controls gene transcription. 

Histone methylation occurs on the lysine (K) and arginine (R) residues of histones H3 and 

H4. Histone methylation has been associated with both transcriptional activation and 

transcriptional repression. Histone methyltransferases methylate histones and Histone 

demethylases remove the methyl groups from histones (Kouzarides 2007). Methylation of 

lysine residues occur on Histone H3 (K4, K9, K36, K27 and K79) and H4 (K20). Each of 

these lysine residues can be mono-, di- or trimethylated and can signal either transcriptional 

activation or silencing depending on the methylation site. H3K9 methylation has been linked 

to transcriptional silencing while H3K4, H3K36 and H3K79 methylation have been linked to 

transcriptional activation. H4K20 is a marker of mammalian heterochromatin and while 

H3K27 is associated with homeotic-gene silencing, X inactivation and genomic imprinting. 
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Methylation of arginine residues can occur within the tails of histone H3 (R2, R17, R26) and 

H4 (R3). Arginine residues can be either mono-methylated or dimethylated. The Histone 

code proposes that distinct histone modifications are binding sites for different proteins that 

mediate downstream effects. In line with this hypothesis, bromodomains have been shown to 

recognize acetylated lysine residues while chromodomains, tudor domains and WD-40 repeat 

domains are capable of recognizing methylated lysine residues (reviewed in (Kouzarides 

2002, Martin and Zhang 2005)). 

  

Fig. 1-8 Acetylation and deacetylation (Cellways 2012) 

DNA methylation occurs by the addition of a methyl group from S-adenosyl methionine 

(SAM) to CpG units. CpG units are portions of DNA where a cytosine (C) nucleotide occurs 

next to a guanine (G) nucleotide in the linear sequence of bases (Mehler 2008) The p stands 

for the Phosphodiester bond that connects the C and G. (Foley, Craig et al. 2009). DNA 

methylation usually results in transcriptional repression. DNA methyltransferases carry out 

DNA methylation.  
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Fig. 1-9 DNA methylation (UCSF 2007) 
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1.4.2 Chromatin M odifications and Gene Expression 

Significant progress has been made in recent years in understanding how chromatin 

remodelling regulates gene expression. There is a lot of evidence to indicate that distinct 

post-translational modifications to residues on the histone tails are the main events that 

contribute to the chromatin remodelling process (Cheung, Allis et al. 2000). Specific post-

translational modifications of the histone H3 N-terminal tail have been linked with distinct 

processes. These include transcriptional modulation (Lys 9/Lys 14 acetylation, Ser 10 

phosphorylation), transcriptional silencing (Lys 9 di-methylation) and chromosome 

condensation/segregation (Ser 10/Ser28 phosphorylation) (reviewed in (Cheung, Allis et al. 

2000) 

A good example of a direct link between signal transduction and histone modification is the 

phosphorylation on serine 10 of histone H3. A rapid phosphorylation of histone H3 at serine 

10 is induced by mitogenic stimulation. This phosphorylation has been linked with the 

transcriptional activation of immediate-early genes (IEGs). It appears that phosphorylation of 

histone H3 at serine 10 has two functions. At metaphase, it serves as a marker for chromatin 

condensation at mitosis and at interphase, where it is likely to play a role in gene transcription  

(Cheung, Allis et al. 2000).  

It is interesting to note that Histone acetylation/deacetylation induced chromatin remodelling 

plays a crucial role in the light-induced transcription of the Clock gene Period 1 (Naruse, Oh-

hashi et al. 2004). Histone modifications can occur in unison on the same histone tail 

(Cheung, Tanner et al. 2000) or on tails of different histones (Turner, Birley et al. 1992). It is 

possible that there is a óhistone codeô that is composed of distinct combinations of 

modifications. These different modifications would then correspond to different chromatin 
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states and thus activation of specific sets of genes (Jenuwein and Allis 2001). For example 

Serine 10 phosphorylation has been demonstrated to be induced in parallel with  Lysine 14 

acetylation following EGF treatment (Cheung, Tanner et al. 2000). As a result of the ability 

of neurotransmitters and neuromodulators to induce changes in gene expression, (Crosio, 

Heitz et al. 2003) examined the ability of three drugs: SKF82958 (a dopaminergic receptor 

agonist), pilocarpine (a muscarinic acetylcholine receptor agonist) and kainic acid (a kainate 

glutamate receptor agonist), to induce chromatin remodelling in hippocampal neurons. After 

a series of experiments, their results, which they validated, using several techniques such as 

immunohistochemistry, in situ hybridization, western blot analysis, immunocytochemistry 

and chromatin immunoprecipitation, reveal that all three drugs stimulate rapid, transient 

phosphorylation of histone H3 at serine 10. This phosphorylation is linked to acetylation at 

the nearby Lys14 residue, which has been linked to the relaxation of the chromatin structure. 

Methylation has also been shown to be coupled to transcriptional activation and hyper-

acetylated H3 molecules so there could be a combination of several modifications involved in 

regulating cellular processes (Cheung, Tanner et al. 2000).  It is possible that the HAT, MOZ, 

is involved in the acetylation of the Lys 14 residue although the binding of MOZ to the H3 

tail is reduced by tri-methylation of histone H3 at lysine 4 (Dreveny, Deeves et al. 2014). 

Further experiments will need to be done to establish the link between all three modifications. 

 Together, these results present more evidence of the importance of the association between 

chromatin modifications and the transcriptional response to different stimuli in neuronal 

cells. 
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1.4.3 Evidence for Changes in Chromatin Modifications associated with 

Learning 

Gupta, Kim et al. (2010) examined the contribution of histone methylation to the formation 

of long-term memories in the adult hippocampus. Their results revealed that there is an 

upregulation of trimethylation of histone H3 at lysine 4 (H3K4) in the hippocampus 1 hr after 

contextual fear conditioning. H3K4 trimethylation is thought to be  an active mark for 

transcription (Sims, Nishioka et al. 2003). These increased trimethylation levels return to 

baseline levels after 24hrs. There was also an increase in the dimethylation of histone H3 at 

lysine 9 (H3K9), a molecular mark that has been linked to transcriptional silencing (Sims, 

Nishioka et al. 2003) 1h after fear conditioning which decreased 24h after context exposure 

alone and contextual fear conditioning. Additionally, treatment with the HDAC inhibitor, 

NaB, resulted in an increase in H3K4 trimethylation and a decrease in H3K9 dimethylation in 

the hippocampus following contextual fear conditioning. Together, these results suggest that 

histone methylation is crucial for consolidation of contextual fear memories. 

Levenson, O'Riordan et al. (2004) examined histone acetylation in the hippocampus during 

the early stages of consolidation using a contextual fear conditioning paradigm. Their results 

showed that histone H3 but not H4 is significantly acetylated after an animal undergoes 

contextual fear conditioning and histone H4 but not H3 is significantly acetylated after an 

animal undergoes latent inhibition. In this study, levels of global acetylation  was 

investigated, however, using ChIP/qPCR, Graff, Rei et al. (2012) measured acetylation of 

histone H4K12  in the promoter regions of genes associated with learning & memory  and 

synaptic plasticity (discussed on page 110). Taken together, these results indicate that there 

might be a histone code for memory formation, whereby there are specific patterns of histone 

modifications associated with different types of long-term memory consolidation. 
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1.4.4 Chromatin Modification and Memory Consolidation 

Memory storage is thought to be controlled by activity-dependent changes in the 

hippocampus and other brain regions. Long-term potentiation (LTP) is the lasting increase in 

synaptic strength and is considered to be a cellular model of memory formation (Bliss and 

Collingridge 1993a). The synthesis of RNA and proteins is a requirement in the late phase of 

LTP as well as in long-term memory formation and in recent times, there has been more 

evidence showing that histone modifications are important in LTP and LTM (Levenson and 

Sweatt 2005). Long term potentiation (LTP) has distinguishable phases; early and late and 

the synthesis of new proteins and transcription is required for late LTP.  Levenson, O'Riordan 

et al. (2004) investigated the effect of the HDAC inhibitor, TSA on LTP. The results revealed 

increased LTP in the hippocampus and this TSA-induced increase in LTP required 

transcription. The structurally distinct HDAC inhibitor, Sodium butyrate, produced similar 

results. 

Long-term memory formation requires a consolidation process in order to stabilize it (Sharma 

2010).  New gene expression is required for the stabilization of learned information into long-

term memories that can last for years. Several protein synthesis inhibitors are also able to 

disrupt this consolidation phase (Davis and Squire 1984). The effect of increasing histone 

acetylation on memory formation was examined by Levenson, O'Riordan et al. (2004). The 

results showed that the HDAC inhibitor, sodium butyrate, enhanced LTM in the contextual 

fear conditioning task. There was an increase in the acetylation levels of H3 after training 

which was only specific to long-term memory and not short-term memory. Vecsey, Hawk et 

al. (2007) investigated the effect, on contextual and cued fear conditioning, of injecting the 

HDAC inhibitor, TSA into the hippocampus. The results reveal that long-term memory for 

contextual fear conditioning was enhanced and there was no effect on cued-fear conditioning, 
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this is consistent with results that report that cued fear conditioning is a hippocampal 

independent task (LeDoux 1992). There were increased acetylation levels in H3 in the 

hippocampus but not in the amygdala or striatum. These results confirm that the effects of 

TSA were as a result of the hippocampal inhibition of HDACs (Vecsey, Hawk et al. 2007). 

Fontán-Lozano, Romero-Granados et al. (2008) investigated the effects of histone 

acetylation/histone deacetylase inhibition on eye blink classical conditioning (EBCC) and 

object recognition memory (ORM). The results showed that histone H3 acetylation was 

induced in the hippocampus after training and that HDAC inhibitors improved learning and 

memory in EBCC and ORM in adult mice.  

 

1.4.5 Histones Modifications and Alzheimerôs Disease 

Clinically, the hallmarks of Alzheimerôs disease include the presence of extracellular amyloid 

plaques, intracellular neurofibrillary tangles and a loss of synapses at various sites (Selkoe 

2002). The accumulation of plaques is believed to occur as a result of the proteolytic cleavage 

of the amyloid precursor protein (APP), a cell-surface protein, forming amyloid beta-peptide 

(Aɓ) which in turn proceeds to produce amyloid of which the extracellular senile plaques are 

composed. APP has a large extracellular sequence, a single transmembrane region (TMR) 

and a short cytoplasmic tail. APP is cleaved at specific extracellular sequences outside of the 

TMR by Ŭ and ɓ-secretases, followed by another cleavage by ɔ-secretase in the middle of the 

TMR to generate small extracellular peptides and an intracellular fragment which is 

composed of half of the TMR and the cytoplasmic tail (reviewed in   (Suh and Checler 2002). 

Cao and Südhof (2001) investigated a function for APP in transcription. Their results reveal 

that the cytoplasmic tail of APP forms a complex with Fe65, a multimeric protein, and Tip 
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60, a HAT that has a role in chromatin remodelling and transcription. This complex was 

reported to strongly intensify transcription which suggests that AD is associated with an 

increase in histone acetylation. 

Rouaux, Jokic et al. (2003) induced cell death by activating the APP signaling pathway, their 

results showed that Ac H3 and CBP levels decreased during cortical neuron cell death. 

1.4.6 Chromatin Modification in Mouse models of Neurodegenerative 

Diseases 

Transgenic mouse models have been used to aid in the understanding of Alzheimerôs disease. 

One such model utilizes the induction of P25, a toxin which induces neuronal loss and has 

been implicated in various neurodegenerative diseases. Cyclin-dependent kinase 5 (Cdk5) is a 

kinase which plays a role in cell cycle regulation; its two activators are p35 and p39. Under 

neurotoxic conditions, such as ischemic damage and ß-amyloid treatment, p35 or p39 is 

proteolytically cleaved by the protease calpain to produce toxic p25 or p29 activators. This, in 

turn, causes Cdk5 activity to be deregulated. Cdk5 is transformed into a hyperactive kinase 

which can trigger various events associated with neurodegeneration (as reviewed in (Cruz 

and Tsai 2004)). 

In an experiment by Fischer, Sananbenesi et al. (2007),  P25 expression was induced in two 

groups of 11-month-old CK-P25 TG mice for six weeks.  It was under the control of the 

under the CamKII promoter and could be switched on and off with a doxycycline diet. One 

group was injected daily with sodium butyrate for four weeks while the control group was 

injected with saline. The results showed that NaB-treated CK-P25 TG mice had significantly 

improved associative and spatial learning compared to the control group. They also had 

increased levels of synaptic marker proteins. Again it is important to note that NaB and 

http://www.sciencedirect.com/science/article/pii/S0959438804000698#NEU711
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vehicle-treated CK-P25 TG mice exhibited similar levels of brain atrophy and hippocampal 

neuronal loss. These results suggest that increasing histone acetylation by using the HDAC 

inhibitor, NaB, can improve learning ability in mice with severe neurodegeneration. 

The effect of HDAC inhibition on the recovery of inaccessible long-term memories was also 

investigated. After being trained in the fear-conditioning paradigm, CK-P25 TG mice were 

returned to their home to allow for the consolidation of long ïterm memories. P25 was then 

induced for six weeks after which they were injected daily intra-peritoneally with either NaB 

or vehicle. CK-P25 TG mice displayed significantly reduced freezing behaviour compared to 

the control mice that did not express p25, which indicates that their access to long-term 

memory had been impaired. NaB-injected CK-P25 TG mice displayed significantly increased 

freezing behaviour although they had similar extents of brain atrophy and neuronal loss. 

Housing up to 4 mice continuously in a cage that contains toys to create tunnels and climbing 

devices, two wheels for voluntary running and providing food and water ad libitum is known 

as Environmental enrichment (EE) (Fischer, Sananbenesi et al. 2007). Toys and wheels are 

changed every day and the food is usually hidden in the bedding. Fischer, Sananbenesi et al. 

(2007) investigated the effect of EE on learning behaviour after the loss of neurons had 

already occurred, they induced p25 in 11-month old CK-P25 tg mice i.e. these mice 

expressed p25 under the CamKII promoter, this was then followed by EE for four weeks. 

They found that as soon as 3 hours after EE, there was an increase in hippocampal and 

cortical acetylation and methylation of histones H3 and H4. Additionally, associative learning 

in wild-type mice was significantly facilitated by intra-peritoneal and intracerebroventricular 

injections of the HDAC inhibitors, sodium butyrate and TSA. 

Although they both had a similar extent of brain atrophy, EE-treated CK-P25 tg mice showed 

significantly increased associative and spatial learning when compared to the non-enriched 
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CK-P25 tg mice. They therefore interpreted these results as EE having the ability to restore 

learning ability in mice with severe neurodegeneration. There is also evidence that the growth 

of new dendrites and synapses in CK-P25 tg mice is promoted by EE. 

The fact that EE has the ability to recover long-term memories supports the theory that 

apparent memory loss is only a reflection of inaccessible memories, a phenomenon known as 

óFluctuating memoriesô. In this phenomenon, demented patients experience transient time 

periods of apparent clarity. It is possible that EE recovers long-term memory by re-

establishing the synaptic network. 

1.4.7 Chromatin Modification and Circadian Rhythms 

The circadian clock generates endogenous circadian rhythms which comprise intricate 

feedback loops of transcription and translation which are likely to be modulated by epigenetic 

mechanisms. These rhythms have a period of approximately 24 hrs and continue in the 

absence of external environmental cues. Transcription is also required to adjust the phases of 

the circadian clock. It is therefore possible that the genome undergoes daily modifications in 

its epigenetic state (Reppert and Weaver 2002, Naruse, Oh-hashi et al. 2004) 

Administration of the HDAC inhibitor, TSA, which increases histone acetylation, results in 

an increase in the expression of the clock genes, Per1 and Per2. This suggests that expression 

of the molecular components of the circadian clock might be directly regulated by epigenetic 

states (Naruse, Oh-hashi et al. 2004). Light is the most salient phase-setting environmental 

stimulus and pulses of light induce increases in acetylation of histones H3 and H4 pointing to 

epigenetic regulation of the circadian clock.  Furthermore, in vivo, discrete pulses of light 

induce substantial increases in the phosphorylation of histone H3 in the SCN (Crosio, 

Cermakian et al. 2000). Taken together, these observations suggest that the circadian clock 
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uses epigenetic regulation of chromatin  as a crucial molecular mechanism to generate 

rhythmic gene expression as well as to maintain a stable relationship between the 

environment, gene expression and an animalôs physiology and behaviour (Levenson and 

Sweatt 2005). 

1.4.8 The Mammalian Molecular Circadian Oscillator 

Identification of neural and non-neural tissues which contain the molecular machinery 

required for the generation of endogenous rhythms has been made possible by the 

identification of Clock genes  (Guilding and Piggins 2007).  These Clock genes include 

Clock, Bmal1, Per1, Per2, Per3, Cry1, Cry2, Rev-ErbŬ, Rev-Erbɓ, Rora, Rorb and Rorc 

(Barnard and Nolan 2008). Through binding to E-box elements, CLOCK:BMAL1 

heterodimers drive the expression of multiple Clock-controlled genes (CCGs). As the PER 

and CRY protein products accumulate in the cytoplasm, they dimerize and translocate to the 

nucleus to inhibit the activity of CLOCK:BMAL1, thereby inhibiting their own transcription. 

REV ïERBŬ forms an additional negative loop to the cycle by inhibiting Bmal1 transcription. 

As a positive loop, PER proteins inhibits Rev ïerbŬ transcription; this inhibition of Rev ïerbŬ 

lifts the REV ïERBȷ inhibition of Bmal1 transcription, which serves to activate the system 

(Preitner, Damiola et al. 2002). 

There is evidence that post-translational modifications to the molecular clock, including 

phosphorylation, can influence the function of the molecular clock (Lee, Etchegaray et al. 

2001). The tau mutant hamster which has a mutation of the Casein kinase 1Ů gene (CK1Ů) 

exhibits a shortened, 20-h clock period (Ralph and Menaker 1988). As a whole, the above 

processes (together with yet undiscovered processes) provide a self-sustaining cycle which 

takes approximately 24 hours to complete one full oscillation. It is possible that the lags 
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between transcription, translation and translocation of the proteins from the cytoplasm to the 

nucleus control the precise timing of the system (Reppert and Weaver 2002, Lee, Weaver et 

al. 2004, Guilding and Piggins 2007). 

There is evidence for rhythmic gene expression in memory recall function. Loh, Navarro et 

al. (2010) investigated the effect of altering the LD cycle on acquisition and recall of 

contextual conditioning in mice. Mice were subjected to experimental jet lag a day pre and 

post training in order to address the effect of LD cycle entrainment on contextual fear 

conditioning acquisition and recall. The results revealed that there was a significant reduction 

in recall performance in animals that were subjected to 12h phase advances and phase delays. 

The authors hypothesize that the hippocampus displays rhythmic clock gene expression 

which is independent of the SCN and that phase-shifting uncouples the tightly synchronized 

network of circadian oscillators. They also suggest that memory deficits are as a result of this 

interference in the coordination of clock gene expression. They conclude that because 

consolidation of memory involves gene expression, transcription and translation which are 

temporally regulated by the molecular circadian clock, disruptions in the molecular clock 

would in turn disrupt consolidation of memory.  
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Fig. 1-10   The long held canonical model of the circadian clock (A)  and the emerging 

model of the molecular clock (B) (Zhao, Cho et al. 2014) 
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1.4.8.1 Role of CLOCK and BMAL1  in Circadian Transcription  

Identification of the mouse mutation in the gene, Clock, was the starting point for the 

molecular analysis of the mammalian circadian mechanism, its phenotype exhibits both an 

alteration in periodicity and persistence (Vitaterna, King et al. 1994). Clock homozygous 

mutant mice become arrhythmic in constant darkness (Vitaterna, King et al. 1994). The 

mutant Clock allele encodes a protein which has a 51-amino acid deletion in its 

transcriptional regulatory domain (CLOCK-æ 19). Heterodimerization between previously 

discovered bHLH-PAS proteins suggests the possibility that CLOCK also dimerizes with a 

bHLH-PAS protein to regulate circadian rhythms, the recognition sites for bHLH-PAS 

proteins are E-box elements. Studies by Gekakis, Staknis et al. (1998) using a yeast two-

hybrid screen in situ hybridization studies, showed that CLOCK heterodimerized with 

BMAL1 in mouse brain and retina. A further yeast one-hybrid assay showed that CLOCK 

and BMAL1 together displayed robust DNA binding to fragments containing the E-box 

CACGTG, a sequence known to control positive regulation of the Per gene in Drosophila. 

Together, CLOCK and BMAL1 produced a significant transcriptional activation from a 54-

mer in which all three mPer1 E-boxes and their immediate flanking regions were linked 

together. CLOCK-æ 19 is able to heterodimerize normally with BMAL1 as well as bind to 

the E-box normally, thus Gekakis, Staknis et al. (1998) conclude that the abnormal circadian 

rhythms of Clock mutant mice are dominant negative  because of the ability of CLOCK-æ 19 

to form a DNA-binding heterodimer which is deficient in transactivation activity. 

 CLOCK is a HAT 

Histone acetylation is thought to play a critical role in the modulation of chromatin structure 

which is associated with transcriptional activation  (Grunstein 1997).  A central feature of 
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circadian Clock function is tightly controlled transcriptional regulation. Circadian 

fluctuations in abundance have been observed in approximately 10% of all mammalian 

transcripts (Akhtar, Reddy et al. 2002) . Etchegaray, Lee et al. (2003) and Curtis, Seo et al. 

(2004) have shown that histone acetylation at the promoter region of clock controlled genes 

is coupled to activation of these genes by mCLOCK: mBMAL1. Doi, Hirayama et al. (2006) 

set out to investigate the mechanisms linking CLOCK to circadian histone acetylation and 

thus a transcription-permissive chromatin structure. Their studies show that the carboxy-

terminal region of CLOCK shares significant sequence similarity with the carboxy-terminal 

domain of ACTR, a domain which has been described to have intrinsic HAT activity  (Chen, 

Lin et al. 1997).  The heterodimeric partner of CLOCK, BMAL1, did not exhibit any 

similarity to the HAT region of ACTR. Expressing a myc-tagged mCLOCK in cultured 

mammalian cells revealed that CLOCK has significant HAT activity in immnoprecipitates. In 

contrast Myc-mBMAL1 was found to have little or no HAT activity. An N-terminally 

truncated mCLOCK protein (but with an intact C-terminal region) still displays efficient 

HAT activity, the relative HAT activity of mCLOCK was enhanced by about 4-fold in the 

presence of BMAL1. Next, their study revealed that CLOCK shares significant similarity to 

the so-called ñmotif Aò in the HAT family denominated MYST. Subsequent results showed 

that the mCLOCK protein acetylated primarily H3 and H4 histones, same specificity as 

observed in ACTR (Chen, Lin et al. 1997). Lastly, their studies strongly suggest that the HAT 

function of CLOCK is necessary for circadian rhythmicity (Doi, Hirayama et al. 2006). 

Mouse embryonic fibroblast (MEF) cells derived from homozygous Clock mutant (c/c) mice 

are arrhythmic  (Pando, Morse et al. 2002), their results showed that ectopic expression of 

mClock was able to restore circadian expression of the endogenous mPer1 gene 

approximately 20 hours after the serum shock. 
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 CLOCK-mediated Acetylation of BMAL1 

Acetylation of transcription regulatory proteins can have  both stimulatory and inhibitory 

effects on transcription (Sterner and Berger 2000). Hirayama, Sahar et al. (2007) have shown 

that CLOCK acetylates its Heterodimerization partner, BMAL1.  BMAL1 acetylation occurs 

in a circadian fashion and is involved in modulating CRY1-mediated repression. In order to 

repress transcription, CRY1 binds directly to the CLOCK-BMAL1 complex (Griffin, Staknis 

et al. 1999) and transactivation studies have suggested that BMAL1 acetylation could be a 

mark for CRY recruitment. BMAL1 is acetylated on lysine 537 and activation induced by the 

mutant BMAL1 (K537R) is dramatically reduced compared to that by BMAL1 (WT) in a 

mammalian two-hybrid assay. Thus CLOCK functions both as an activator and repressor in 

the circadian transcriptional mechanism.  
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1.4.8.2 Control of Bmal1 in Circadian Transcrip tion by Nuclear 

Receptors 

Nuclear receptors are proteins which have the ability to sense hormonal and non-hormonal 

signals within the cell. Because they contain a DNA-binding domain, they can bind to 

specific DNA sequences and regulate gene expression of adjacent genes, thus acting as 

transcription factors (reviewed in (Olefsky 2001)). Results from EMSAs performed by 

Guillaumond, Dardente et al. (2005) revealed that the 5 nuclear receptors (REV-ERBȷ, 

REV-ERBȸ, RORȷ, RORȸ, AND RORũ) bind to the consensus RORE2 of Bmal1 

promoter. In order to better characterize the molecular mechanisms underlying Bmal1 

transcriptional control, they fused a 1030 bp fragment of the upstream sequence of the Bmal1 

gene to the GFP reporter gene and cotransfected COS-7 cells with the Bmal1-GFP construct 

along with each of the REV-ERB and ROR expression vectors, results reveal that the Bmal1- 

driven GFP expression is decreased by 57% and 80% with REV-ERBȷ or REV-ERBȸ 

proteins respectively, whereas fluorescence was significantly  enhanced by RORŬ1, ɓ, and ɔ 

(by 2.2, 1.2 and 2-fold, respectively). Together, their results show that these nuclear factors 

can regulate Bmal1 gene expression through their binding to the RORE sites. The REV-ERB 

receptors both repress the transcriptional activity of Bmal1 gene while all ROR receptors 

have the opposite effect, they act as transcriptional activators. 

Clock mRNA accumulation is rhythmic in wild-type animals but is nearly flat in Rev-erbŬ- 

deficient mice. Similarly, the amplitude of Cry1 mRNA oscillation is reduced from 

approximately 7-fold in wild-type mice to 2.5 fold in Rev-erbŬ knockout mice. Temporal 

mRNA accumulation profiles of Cry2 and Per2 are not altered in Rev-erbŬ mutant mice. 

(Preitner, Damiola et al. 2002). Collectively, these observations suggest that the high 
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expression of Bmal1 in Rev-erbŬ mutant animals contributes to the observed altered Clock 

and Cry1 transcription. Average period length was significantly shorter in Rev-erbŬ-deficient 

animals under DD and LL conditions (Preitner, Damiola et al. 2002). 

1.4.8.3 Role of Per2 in Circadian Transcription  

As a result of the observation that Rev-erbŬ pre-mRNA transcripts in the nucleus show 

trough levels when PER2 proteins attain peak levels, Preitner, Damiola et al. (2002) 

hypothesized that PER2 stimulates Bmal1 mRNA accumulation indirectly by repressing  Rev-

erbŬ  expression. They recorded daily Rev-erbŬ mRNA accumulation profiles in wild-type 

mice, Per2
Brdm1

 mutant mice and Per1
Brdm1/

/ Per2
Brdm1

 double mutant mice.  In 

Per1
Brdm1

 mutant mice, the 4.3 kb genomic region encompassing 15 of the 23 exons is 

replaced with an Hpr (hypoxanthine phosphoribosyltransferase) minigene which results in 

the preclusion of the translation of the C-terminal region; this mutant allele only encodes a 

small N-terminal fragment of PER1 that which does not contain any recognizable sequence 

motif. The replacement vector used in the generation of the Per2
Brdm1

 allele deletes two exons 

encoding the most conserved region of mPer2 in comparison with Drosophila Per which 

corresponds to 87 amino acids in the PAS dimerization domain (Zheng, Larkin et al. 1999, 

Zheng, Albrecht et al. 2001). Both the Per1
Brdm1 

and Per2
Brdm1

 mutant alleles resemble null 

alleles and are recessive.   

Their results revealed that there was a significant advancement in the phase of Rev-erbŬ 

mRNA accumulation in Per2
Brdm1

 mutant mice. Furthermore, Rev-erbŬ mRNA levels are 

relatively high throughout the day in Per1
Brdm1/

/ Per2
Brdm1

 double mutant mice. Bmal1 mRNA 

accumulation in Per2 single mutant mice peak earlier during the day, this is to be expected as 

a result of the earlier increase of Rev-erbŬ expression. 
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1.4.8.4 Role of mCry1 and mCry2 in Circadian Transcription  

The cryptochrome gene/protein were first identified in plants where they are involved in blue 

light-dependent functions (as reviewed in (Cashmore, Jarillo et al. 1999)). Cry1 and Cry2 

null-mutant mice were generated through gene targeting in embryonic stem cells. The Cry1 

and Cry 2 targeting vectors delete coding sequences corresponding to base pairs 730ï1,479 

and 397ï810 of the respective cDNA sequences. Targeted deletion of mCry1 results in a 

shortened circadian period while a deletion of mCry2 results in a lengthening of the period 

and a modest alteration of photic entrainment of circadian rhythms  (Van Der Horst, 

Muijtjens et al. 1999). Results from luciferase reporter gene studies indicate that mCRY1 and 

mCRY2 are potent inhibitors of CLOCK:BMAL1-mediated transcription. Co-

immunoprecipitation experiments also showed the presence of heterodimeric interactions 

between mCRY2 and the mPER proteins. The data also indicates that as a result of these 

interactions, the mCRY proteins play a critical role in the translocation of mPER1 and 

mPER2 from the cytoplasm to the nucleus. Taken together, the results show that mCRY1 and 

mCRY2 are critical components of the negative feedback loop (Kume, Zylka et al. 1999). 

Using luciferase reporter gene assays, Etchegaray, Lee et al. (2003) demonstrated that the 

CRY proteins can inhibit a p300-induced increase in CLOCK-BMAL1 mediated 

transcription in vitro. The Cry1 5ô flanking region contains a CACGTG E box at positions -

270 to -265 indicating that this is a candidate site through which CLOCK-BMAL1 

heterodimers activate Cry1 transcription. Etchegaray, Lee et al. (2003) sub-cloned a fragment 

of the 5ô flanking region which contained the endogenous promoter and the CACGTG E box 

into a promoterless luciferase reporter vector, their results showed that CLOCK and BMAL1 

together caused a fourfold increase in transcriptional activity through the Cry1 promoter. 

CLOCK/BMAL1 induced luciferase activity was blocked by both CRY1 and CRY2. 
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Their results also show that CLOCK and BMAL1 bind to the CACGTG E box in the 

promoter rhythmically throughout the circadian cycle. CLOCK/BMAL1 binding is lowest 

when mRNA levels, pol II binding and H3 acetylation is highest. Therefore CLOCK/BMAL1 

binding to the promoter region alone is insufficient to activate transcription. Their results also 

show that REV-ERBȷ is a repressor of Cry1 transcription in the liver. Three candidate REV-

ERB/ROR binding sites in the Cry 1 gene were identified and EMSA results show that REV-

ERBȷ bound to the radiolabelled oligonucleotides surrounding sites I and II. Luciferase 

reporter gene assays also showed that REV-ERBȷ is able to inhibit transcription in the Cry 1 

gene through binding sites I and II. The inhibition was eliminated when the binding sites 

were eliminated and was also dose-dependent. 

 

Fig. 1-11 Circadian rhythms in a) CLOCK and BMAL1 binding to the promoter E box 

b) H3 acetylation and Pol II binding (Etchegaray, Lee et al. 2003) 
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1.4.8.5 Role of Rev-erbŬ and Rev-erbɓ in circadian Transcription 

The observation that Rev-erb-Ŭ
-/-

 mice display an intact circadian wheel-running behaviour 

and that a partial REV-ERB-ȸ
 
depletion

 
of Rev-erb-Ŭ

-/-  
cultured cell results in modest 

rhythmic phenotype suggests that instead of playing a principal core Clock function, REV-

ERB proteins form an accessory feedback loop which stabilizes the clock mechanism 

(Preitner, Damiola et al. 2002, Liu, Tran et al. 2008). The term cistrome has been defined as 

óthe in vivo genome-wide location of transcription factors or histone modificationsô (Liu, 

Ortiz et al. 2011).  Cho, Zhao et al. (2012) found significant overlaps between the REV-ERB 

cistromes; 54.8% of the total peaks for REV-ERBȷ were commonly bound peaks and 60.7% 

of REV-ERBȸ peaks were similarly commonly bound. The finding that loci encoding clock 

genes (Clock, Bmal1, Cry1, Cry2, Per1, and Per 2) are also enriched in the REV-ERB-ȷ/ȸ 

cistromic overlap suggests that both REV-ERB isoforms are directly involved in clock 

function. When the REV-ERB-Ŭ/ɓ  cistrome  was compared with published BMAL1 binding 

sites (Rey, Cesbron et al. 2011), the results show that 28%  of BMAL1 peaks was shared with 

the REV-ERB-Ŭ/ɓ cistrome. All three transcription factors occupied 68% of these peaks 

(781). The BMAL1, REV-ERBȷ, REV-ERBȸ triple intersection was also found to be 

significantly enriched for genes involved in the receptor tyrosine kinase signaling pathway as 

well as those known to be involved in energy homeostasis. Taken together, these 

observations indicate that REV-ERB-Ŭ/ɓ and BMAL1 work together to regulate clock output 

genes. Microarray analysis of gene expression in liver specific double knock-out Rev-erb-Ŭ
-/- 

and Rev-erb-ɓ
-/- 

 mice  (L-DKO mice) revealed that the expression of several genes showing 

circadian expression in wild-type liver was perturbed in the L-DKO liver; more than 90% of 

the ~900  genes.  Actograms recorded for DKO mice showed reduced and markedly 

fragmented activity as well as an advanced phase angle of entrainment; features also 
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observed in Bmal1
-/-

 mice (Bunger, Wilsbacher et al. 2000) the length of the free-running 

period is also shortened by 2.5 hrs. Cho, Zhao et al. (2012) conclude that the similarity of the 

DKO circadian phenotype to core clock mutants (Per1
-/- 

Per2
-/-

 Cry1
-/-

  Cry2
-/-

 ) is more 

evidence of the involvement of the REV-ERB isoforms in clock pace maker function. 

1.4.9 Rhythmic Expression of Clock-controlled genes 

As mentioned earlier, neurons in the SCN in the hypothalamus are responsible for the 

generation and coordination of circadian rhythms (Welsh, Takahashi et al. 2010). As well as 

being expressed in the nervous system, clock genes are widely expressed in peripheral organs 

(Yamazaki, Numano et al. 2000), see Fig. 1-12. Circadian-related genes are found in brain 

regions crucial to the acquisition and memory of learned behaviour including the 

hippocampus (Wakamatsu, Yoshinobu et al. 2001), the amygdala (Lamont, B.Robinson et al. 

2005). 

 

Fig. 1-12 Coordination of metabolic processes within peripheral tissues (obtained from 

(Bass and Takahashi 2010)) 
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In order to determine whether PER2 protein is expressed rhythmically in the hippocampus 

and the SCN, Wang, Dragich et al. (2009) performed immunohistochemistry in parallel on 

sections of the hippocampus and SCN from the same animals which were perfused at 

different points in the daily circadian cycle (ZT2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 23 and 

24). The results revealed that there was PER2 immunoreactivity throughout the hippocampus. 

The average number of immunopositive neurons in each hippocampal section varied with the 

time of day. Peak counts occurred between ZT22 and ZT4 while low counts occurred 

between ZT10 and ZT14. These results were also confirmed using western blot analysis. In 

the SCN, the peak counts occurred in the subjective day (ZT6) and low counts occurred in the 

subjective night (ZT16). 

To assess whether Per2 mRNA is expressed rhythmically in the hippocampus, in-situ 

hybridization revealed that Per2 mRNA expression levels varied with the circadian cycle. 

Peak expression was found between ZT23 and ZT2 while lowest expression was at ZT10. 

Interestingly, the amplitude of these rhythms decreased over several days in culture. Thus, it 

appears that rhythms of Per2 expression in the hippocampus are produced without input from 

the SCN or other brain regions although their input may be necessary for its persistence and 

continued synchronization. They proceeded to investigate the functional role of Per2 in 

learning and memory. They examined the acquisition and recall performance of Per2 mutant 

mice in a trace fear conditioning task. Mice were trained, either in the day (ZT6) or night 

(ZT18), to associate a tone to a foot shock. A trace of 2.5s was put between the tone and the 

onset of the foot shock which increases the hippocampal dependence of the task (Quinn, 

Oommen et al. 2002). Recall was then tested once a day (ZT6 or ZT18) for a total of 7 days. 

The results reveal that Per2 mutants did not exhibit any deficits in the acquisition of trace-

fear learning as well as in short-term recall function (2 hours post training). However, long-
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term recall (24hr to 7 days) in Per2 mutant mice was severely impaired. Results from ZT18 

revealed that Per2 mutant mice performed significantly worse compared to wild-type 

controls. Performance at ZT6 was significantly higher than that at ZT18 for both genotypes. 

Per2 mutants also displayed a shorter circadian period than wild-type mice. It is possible that 

this shorter endogenous period could contribute to the recall impairment; a greater disparity 

with the 24h period of the LD cycle. 

 

1.4.9.1 Rhythmic Histone Acetylation and Transcription in the Heart 

Curtis, Seo et al. (2004) analyzed chromatin remodelling within cardiac tissue using Real 

time PCR. They examined the mRNA expression profiles of Npas2, Bmal1, Clock, Per (1-2) 

and Cry1.  NPAS is a paralogue of CLOCK and functions similarly in biochemical assays 

(McNamara, Seo et al. 2001). Hearts from Balb/c mice were harvested at 4h intervals over a 

48h period. Npas2 and Bmal1 peaked at approximately ZT1 and ZT29 and cycled in the same 

phase. Both Per1 and Per2 cycled anti-phase to the genes that drive their oscillatory 

expression, Bmal1, Npas2 and Clock. However, they cycled rhythmically and in phase with 

each other. Importantly, histone H3 was observed to be acetylated in a time-dependent 

fashion on the proximal E-box, preceding the Per1 rhythm. NPAS 2 was also observed to 

recruit chromatin remodelling machinery in a time-dependent fashion in vivo. There was also 

a marked increase in the acetylation of lysine residues on histone H3 surrounding the 

proximal E-box on the Per1 promoter in mouse heart homogenates as a result of the increased 

association of NPAS2 with p300. This increase in histone H3 acetylation existed 

simultaneously as the circadian variability in its mRNA levels. Their results demonstrate that 

HAT-dependent chromatin remodeling on the promoter of clock controlled genes in the 
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vasculature plays a vital role in orchestrating circadian gene expression in the mammalian 

clock. 

 

1.4.9.2 Rhythmic Histone Acetylation and Transcription  in the Liver  

Etchegaray, Lee et al. (2003) hypothesized that circadian-induced changes in chromatin 

structure controls CLOCK/BMAL1- mediated rhythmic drive in Per1 transcription in the 

mouse liver. They examined oscillation of the Per1 promoter in the chromatin complexes 

using formaldehyde-cross-linked chromatin immunoprecipitation and semi-quantitative 

polymerase chain reaction (PCR) analysis in mouse liver tissue. The promoter displayed 

robust circadian rhythms in H3 acetylation and no acetylation was found in H4. These results 

imply that circadian rhythms in chromatin remodelling and transcriptional co-activator 

recruitment and assembly are linked with the rhythmic transcription of Per1 and Per2. They 

also investigated the time-dependence of CLOCK with p300, CBP, Gcn5 and Pcaf in nuclear 

extracts in liver tissue. These proteins have been linked with H3 acetylation and have 

intrinsic HAT activity. Their results reveal that p300 belongs to the CLOCK-BMAL1 co-

activator complex family; it also implies that decreases in CLOCK-BMAL -p300 interactions 

in the night-time and thus, HAT activity, may be a contributing factor in the decrease in H3 

acetylation and transcriptional activity. 

Naruse, Oh-hashi et al. (2004) investigated the function of histone deacetylation in the 

circadian feedback loop and the function of histone acetylation-deacetylation in the light 

response of clock genes. The results reveal that histone acetylation-deacetylation regulates 

the rhythmic expression of and the light induction of mPer1 and mPer2. In their first 

experiment, they investigated whether the rhythmic expression of mPer1 in NIH 3T3 cells 
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was linked to acetylation and deacetylation of histone H3 or H4 (Kuwahara, Saito et al. 

2001). The results revealed that histone acetylation in the promoter region of mPer1 

oscillated in parallel with the rhythmic expression of the mPer1 gene. The results also 

suggest that transcription of the mPer1 gene is activated by histone acetylation of the 

initiating region as the peak of acetylated histone H4 was slightly in advance of the peak of 

expression of mPer1. Next, they investigated whether rhythmic histone acetylation occurs in 

liver tissue; they carried out ChIP assays with the mPer1 and mPer2 promoters. Their results 

revealed that rhythmic histone H3 and H4 acetylation occurred in parallel with the rhythmic 

expression of the mPer1 and mPer2 genes. The peaks of histone H3 and H4 acetylation were 

4hr and 8hr in advance respectively while those of both mPer1 and mPer1 both occurred at 

CT36 (Circadian time, CT, is used when experiments were carried out under conditions of 

constant darkness). Histone acetylation and deacetylation are considered to occur reciprocally 

when the mPER gene is transcribed rhythmically. If HATs and HDACs are involved in the 

rhythmic expression of mPER1, then it is possible that HDACs are involved in the mPER-

mCRY complex which forms the negative limb of the circadian feedback loop. 

There is evidence that a 30 minute light pulse during the subjective night-time (CT 16- CT 

16.5) rapidly induces mPer1 and mPer1 expression in the mouse SCN (Shigeyoshi, Taguchi 

et al. 1997, Takumi, Matsubara et al. 1998).  

1.4.10 Expanding the Orig inal TTO M odel 

Using genetic and biochemical approaches as well as functional genome-wide screens, new 

Clock components and modifiers have been discovered in the past decade that has expanded 

the initial transcription-translation oscillator loop (TTO) model. These include histone 

modulators such as WD repeat-containing protein 5 (WDR5,which is a subunit of the histone 
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methyltransferase complexes) (Brown, Ripperger et al. 2005), Sirtuin 1 (a class III HDAC) 

(Asher, Gatfield et al. 2008), CK1D ( a protein kinase) (Xu, Padiath et al. 2005), PP1 and 

PP2A (protein phosphatases) (Yang, He et al. 2004). 

Additionally, results from a genome-wide small interfering RNA (siRNA) screen suggest that 

more than 200 genes have roles in clock biology; working to regulate clock amplitude and 

period length.
 
Genes from four signaling pathways were among the hit list of clock 

regulators; these include those in the insulin pathway, cell cycle, Hedgehog signaling and 

folic acid biosynthesis. As a result of the observation that many components of these 

pathways are rhythmically expressed in vivo, it has been suggested that all these pathways are 

linked to the clock, which uncovers reciprocal regulation between known signaling modules 

and the circadian networks (as reviewed in (Zhang and Kay 2010). 
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Fig. 1-13 New clock and clock-associated genes in animals identified in the last decade. 

(Obtained from (Zhang and Kay 2010)) 
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Fig. 1-14 Expanding the original TTO model 
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1.4.11 Extra-SCN Oscillators 

A decade ago, it was thought that mammalian peripheral oscillators were weak óslaveô 

oscillators driven by the master SCN Clock. It has now been established that each individual 

cell possesses its own self-sustained circadian oscillator (Nagoshi, Saini et al. 2004) . The 

quick-damping behaviour of the clock observed in cell culture is as a result of the 

desynchronization of individual oscillators and not the loss of the ability to cycle (Welsh, 

Yoo et al. 2004).  Two major differences distinguish  tissues that show intrinsic rhythmicity: 

the strength and phase of their rhythm (Abe, Herzog et al. 2002). The discovery of SCN-

independent brain clocks in a number of areas in the mammalian brain including the olfactory 

bulb, hypothalamus and amygdala suggests that the mammalian circadian system involves 

multiple pacemaking nuclei. While the SCN is crucial for the coordination of many rhythms, 

it is important that future studies address the intrinsic circadian properties of other tissues; 

how these relate and feed back to one another and the SCN  (Guilding and Piggins 2007).  

 

1.4.12 Food-Entrainable Oscillator 

The presence of an SCN-independent ófood entrainableô oscillator has distinguished between 

SCN and extra-SCN neural oscillators. Under both LD and DD conditions, rhythms in 

locomotor activity, body temperature and hormone secretion correlate with the presentation 

of food under a restricted feeding schedule (RF). These food-anticipatory rhythms are also 

observed in SCN-lesioned animals (Stephan, Swann et al. 1979, Mistlberger 1994). Using in 

situ hybridization, Wakamatsu, Yoshinobu et al. (2001) found significantly higher levels of 

Per1 and Per2 mRNA at ZT15 compared to ZT7 in the cerebral cortex, hippocampus and 

pyriform cortex. The expression of these genes in the SCN was anti-phasic with expression 
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higher at ZT7 than ZT15. When expression patterns of these genes were examined after 6 

days on a RF schedule, the peak time of Per1 and Per2 had moved from ZT15 to ZT7 

(change of peak from night-time to day-time) in all brain areas examined except the SCN. 

Currently, the mechanisms underlying expression of clock genes in the brain of RF-scheduled 

mice remain unknown. However, they conclude that clock genes are also involved in extra-

SCN neural oscillators. 

1.4.13 Epigenetic Blockade in the Neurodegenerating Brain  

Graff, Rei et al. (2012), using immunohistochemistry and western blot analysis, demonstrated 

that levels of HDAC2 were significantly increased in the hippocampal area CA1 in CK-p25 

mice (as explained on page 87) compared to control wild-type littermates, levels of HDAC1 

and HDAC3 were not changed. In order to determine the functional consequences of this 

elevated HDAC2, they examined its enrichment at genes involved in memory and synaptic 

plasticity, specifically genes that were downregulated in the human brain with Alzheimerôs 

disease.  These include the immediate early genes Arc, Bdnf exons I, II  and IV, Egr1, 

Homer1, and Cdk5,  implicated in learning and memory, and genes related to synaptic 

plasticity such as the glutamate receptor subunits GluR1, GluR2, NR2A,  NR2B, (also known 

as Gria1, Gria2,Grin2a and Grin2b), as well as Syp (synaptophysin) and Syt1 (synaptotagmin 

1). 

The results show that HDAC2 is significantly enriched at the above genes in the CK-p25 

hippocampus except the promoter regions of the activity-dependent Bdnf exons I and II. 

HDAC1 and HDAC3 binding were not affected. Acetylation of several specific histone 

residues in the promoter region of genes, associated with learning and memory was shown to 

be reduced. Acetylation of housekeeping genes was unchanged. Activated RNA Pol II was 
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also found to be significantly reduced. There was also reduced mRNA expression for all 

genes that had elevated HDAC2 binding and an associated reduction in histone acetylation. 

The build-up of HDAC2 was reversed by short-hairpin-RNA-mediated knockdown, 

repression of the above genes were reversed and the neurodegeneration ïassociated memory 

impairments were eliminated. Structural and synaptic plasticity were also restored. 

Next, they examined HDAC2 abundance in post-mortem brain samples from patients with 

varying degrees of Alzheimerôs disease. These are defined by the Braak and Braak stages. In 

all the stages, HDAC2 levels are markedly elevated in the hippocampal area CA1. HDAC1 

and HDAC3 were unaffected. 

1.4.13.1 Rhythmic Expression of Clock Genes in the Human Brain  

As well as rhythmic clock gene expression having been demonstrated in human peripheral 

tissues such as skin, oral mucosa, peripheral blood mononuclear cells (Bjarnason, Jordan et 

al. 2001, Boivin, James et al. 2003, Takimoto, Hamada et al. 2005, Teboul, Barrat-Petit et al. 

2005, Cajochen, Jud et al. 2006, Archer, Viola et al. 2008, Kusanagi, Hida et al. 2008), 

numerous studies have examined rhythmic clock gene expression in the human brain. 

Cermakian, Lamont et al. (2011) compared the relative expression of the clock genes 

hPer1,hPer2 and hBmal1 in the bed nucleus of the stria terminalis (BNST),  cingulate cortex, 

which are involved in decision making and motivated behaviours, as well as in the pineal 

gland which secretes melatonin rhythmically. They carried out their experiments in the brains 

of Alzheimerôs disease (AD) patients and aged controls obtained from a brain bank. Samples 

were divided into 4 groups depending on time of death (TOD); morning (600-1200h), 

afternoon (1200-1800h), evening (1800-2400h) and night (2400-600h). Significant rhythmic 

expression of hper2 was found in all 3 regions examined in the AD patients but only in the 
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cingulate cortex and BNST of control subjects. There was a significant effect of TOD of 

hper1 in the BNST of AD patients. There was an effect of TOD in the pineal and BNST but 

not in the cingulate cortex in controls. There was a significant effect of TOD in all 3 regions 

for AD patients.  

Li, Bunney et al. (2013) examined 24h cyclic patterns in the dorsolateral prefrontal cortex 

(DLPFC), amygdala, cerebellum, nucleus accumbens, anterior cingulated cortex (AnCg) and 

hippocampus in patients with major depressive disorder (MDD) and controls. Using robust 

multi-array analysis, they obtained expression data for 11, 912 transcripts. In each of the 6 

regions, several hundred transcripts showed a 24 h cyclic pattern in controls. Of these, about 

100 transcripts displayed consistent rhythmicity and phase synchrony across regions. The 

core clock genes Bmal1, Per1-3, Rev-erbŬ, Dbp, Dec1 and Dec2, were among the top 

rhythmic genes. Rhythms in the brains of MDD patients were much weaker and significantly 

dysregulated. Together, these results reveal that there are multiple circadian oscillators in the 

human brain. It also appears that oscillatory capability in the brain of AD and MDD patients 

is altered in comparison to the control subjects. 
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1.4.14 Project Aims 

The aim of this project was to investigate the effect of age and the APPswe/PS1dE9 mutation 

on behavioural and gene expression/histone modification measures relevant to circadian 

rhythms. This was carried out with a view to establishing an animal model relevant to 

abnormal circadian rhythms in Alzheimerôs disease. It was intended that ultimately such a 

model might be used to investigate the biological basis of circadian fluctuations of 

behavioural and memory symptoms in Alzheimerôs disease and aging and to test potential 

novel drugs. 

To initially establish baseline effects in the background strain and sex of mice to be used, we 

examined 24 hour locomotor activity rhythms in C57BL/6J and CD1 male and female mice 

at 2, 4, 6, 8 and 12 months of age. We then examined locomotor activity in APPswe/PS1dE9   

mice of different ages; 2 months old (female mice), 3, 6 and 9 months old (longitudinal study 

with male mice) and 16 months old (male mice). Activity was measured under both 12 hour 

light/dark (LD) as well as constant darkness (DD) lighting conditions in 12 months old 

C57BL/6J and CD1 mice, 2 months old APPswe/PS1dE9 mice and 16 months old 

APPswe/PS1dE9mice. 

In the biomolecular experiments, rhythmic global histone acetylation in the hippocampus, 

cortex, cerebellum and striatum was examined in male and female C57BL/6J mice at 6 weeks 

of age. We also investigated the effect of the APPswe/PS1dE9 transgene on rhythmic gene 

expression of core clock genes in three brain regions; hippocampus, midbrain and the 

medulla/pons. In addition, rhythmic chromatin modification was compared between 9 month 

old APPswe/PS1dE9 and wild-type mice.  
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Chapter 2:   Twenty four hour Locomotor Activity in  
C57BL/6J and CD1 mice at 2, 4, 6, 8, 12 months  

2.1 Introduction  

The aim of this study was to investigate the effect of strain and age on 24-hour activity levels 

and activity patterns of two strains of male and female mice; C57BL/6J and CD1. The 

C57BL/6J background is used in the majority of existing transgenic mouse models of 

Alzheimerôs disease. While many circadian studies use  the  C57BL/6J mice, they  are  

genetically incapable of synthesizing melatonin (Doyle, Grace et al. 2002) which may 

potentially compromise their use in this regard. We therefore considered it prudent to 

investigate baseline 24-hour locomotor activity at different ages in these mice and establish 

effects in a comparison strain. 

In addition to the study in 12 hr light/ 12 hr dark (LD) conditions, activity levels and patterns 

were investigated under double darkness (DD) i.e. constant dark conditions at 12 months of 

age. This was done to examine whether the effects observed under LD conditions are similar 

to those observed in DD. When organisms are kept under constant conditions i.e. when they 

are shielded from external zeitgebers, they display free running rhythms that may persist 

indefinitely. The period length is no longer equal to 24 hours and differs from species to 

species (Jud, Schmutz et al. 2005).  Shifts in the onset of the active phase also occur under 

constant conditions, these can either be an advance or delay in the onset of the active phase. 

An advance shifts the onset of the active phase to an earlier position in the circadian cycle 

whereas a delay moves the onset of the active phase to a later time. 
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2.2 Materials/Methods 

2.2.1 Animals 

6 weeks old male (n=8) and female C57BL/6J mice (n=8) and 6 weeks old male (n=8) and 

female CD1 mice (n=8) were used for this experiment. They were obtained from Charles 

Rivers UK and were divided into two cohorts of 16 mice each. In each cohort were 4 mice 

each of male and female C57BL/6J mice as well as 4 mice each of male and female CD1 

mice.  The experimental room was temperature and humidity controlled similar to the 

holding room. Room temperature was kept at 20°C -24°C and humidity at 50-55%. All 

experiments were carried out in compliance with the Home Office regulations on animal 

experimentation, and with all appropriate personal and project license authority under the 

Animals (Scientific Procedures) Act, UK 1986. UK Home Office Project license No: 

40/2883.  

After locomotor activity had been recorded at 2, 4, 6, 8 and 12 months of age under LD 

conditions for 6 days each, the mice were placed under constant darkness for 28 days at 12 

months of age. Of the 16 male C57BL/6J and CD1 mice, 4 male mice (2 from each strain) 

were eliminated from the final analysis as a result of faulty recording apparatus, age-related 

illness and sudden unexplained death. 

 

Fig. 2-1 Experimental plan of study 
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2.2.2 Apparatus 

Activity recording occurred in identical boxes, size; H 16cm x D 19cm x W 26cm. There 

were four boxes per chamber, size; H 80cm x D 61cm x W 71cm (ENV- 018, MED 

associates inc, St Albans, VT, USA). Each chamber contained a fluorescent bulb (170 lux) 

and red bulb (8 lux) which supplied white light during the day and red light at night 

respectively. A camera at the roof of the chamber in conjunction with the Video Tracking 

Interface software (Version 1, MED associates inc) maintained the current tracking location 

of each individual mouse and recorded the footage from each individual box. This footage 

was then converted into distance travelled (in cm), stereotypic counts and ambulatory counts 

by the Activity Monitor software, (Version 5, MED associates inc, VT, USA). Each chamber 

also contained a fan, mounted at the back to provide air exchange and background noise 

(55dB). As we did not measure activity using a running wheel, the endogenous chronotype 

remains unaltered (please refer to section 3.1 for fuller discussion). 

 

Fig. 2-2  Locomotor activity recording chamber 
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2.2.3 Experimental Procedure 

Mice were transported into the experimental room and given approximately 13 hours to 

habituate to their new environment before the start of activity data collection.  Mice were 

housed in individual cages which were identical to the home cages in the holding room. Each 

cage contained bedding, sizzle nest, food pellets and a water bottle.  In LD experiments, they 

were under a 12h light: 12h dark cycle (lights on 07:00 hrs) and activity was recorded for 6 

days (8640 mins).  In studies where locomotor activity recording in  DD followed recording 

in LD, the mice  remained in the experimental room, the fluorescent lights were turned off 

and red lights turned on permanently,  the chamber doors were closed and a radio was 

permanently switched  on which provided additional background noise (70 dB). This was 

done to ensure the elimination of all photic and non-photic cues.  At the end of the 

experiment, the mice were re-housed with their original littermates and returned to the 

holding room. 

 

2.2.4 Data Analysis 

There are a number of methodologies for measuring circadian variations in behavior. We 

used the method of home cage locomotor activity recording  adapted from  Ambrée, Touma 

et al. (2006) because it is non-invasive and does not interfere with the daily rest-activity cycle  

and rhythms of the mice.  Locomotor activity data was collected in 1 minute bins and the 

following variables were measured. 

 Diurnal distance was defined as activity that occurred in the light phase (07:00-19:00). 

 Nocturnal activity was defined as activity that occurred in the dark phase (19.00 - 07:00).  
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Percentage of nocturnal activity was measured as the percentage of total daily activity 

occurring during the nocturnal period [as used in  (Volicer, Harper et al. 2001) and (Weinert 

and Weinert 1998)]. 

 Percentage of the first/last 2 hours in the light/dark period was measured as the percentage 

of total daily activity occurring in the first/last 2 hours of the light/dark phases [as used in 

(Duncan, Smith et al. 2012)].  

The number of total stereotypic counts made by the mice was also recorded. Diurnal/ 

nocturnal stereotypic counts were obtained from this measure.  Stereotypic behaviours are 

abnormal repetitive behaviours or movements without any obvious goals or functions that 

occur in captive animals as a result of suboptimal housing conditions (Mason 1991). They 

can be minimised by providing environmental enrichment in the form of additional 

stimulation (Cooper, Odberg et al. 1996, Wurbel, Chapman et al. 1998, Powell, Newman et 

al. 1999). 

The activity monitoring and video tracking software we used (Med Associates inc, VT, USA) 

measured stereotypic counts using the following method; the width and depth of each cage 

was divided into equal squares called beams. There were 16 beams by 12 beams in each 

26cm by 19cm cage. A stereotypic box of 4 beams by 4 beams was placed around the current 

location of each mouse and all movements within this box were recorded as stereotypic 

movements, such movements included grooming, circling, pacing etc. The software did not 

differentiate between different types of movements and only recorded movements in the X 

&Y axes and not Z axis (jumping or rearing).  It is important to note that stereotypic count is 

not a function of distance travelled as the subject can make as many stereotypic movements 

within the box as it wants which increases the stereotypic count and not cover any 

meaningful distance. 
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Fig. 2-3 Distance Travelled Diagram (Manual, Med Associates Inc, VT, USA) 

In Fig. 2-3 above, the position of the mouse is represented by the blue dot (X). The blue 

square is the stereptypic box and each arrow with a corresponding number represents a 

stereotypic movement. The stereotypic box re-centres around the mouse each time it changes 

postion (dashed blue square). In this case, the mouse has made 3 stereotypic movements 

within the stereotypic box and four outside. Distance travelled is the dashed purple line. 

 

Activity Onset: For this measure, activity data in each 1-minute bin was averaged over 24 

hours to generate a 24-hour graph. Activity onset was determined as the first time-point from 

6 h before lights off where average activity counts exceeded the 24 h mean and remained 

sustained over three of the following bins. This is dissociable from the onset of the active 

phase in that if the activity at the beginning of the active phase is not sustained over three of 

the following bins, it is not considered. 
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 Activity Offset was determined as the latest time-point where average activity with three of 

the previous bins also above the 24 h. This is dissociable from the end of the active phase 

(adapted from (Gorman and Yellon 2010)).  

Activity Duration is the difference between Activity Onset and Activity Offset.  

Under 12L:12D conditions, lights on  was 07.00 and lights off was 19.00. Mice are nocturnal 

and onset of the active phase is always linked to lights off.  However, as a result of the 

changes to  onset/offset of the active phase under DD conditions and the fact that there are 

individual differences in the amount and direction of these shifts,  onset and offset of the 

active phase can no longer be fixed to 07.00 and 19.00 respectively. This therefore means that 

measurements of diurnal activity, nocturnal activity, percentage of activity at night and 

percentage of the first/last 2 hours in the light/dark period are not reliable under DD 

conditions. Double plotted actograms were used to visually represent each day in DD 

(Refinetti 2007). 

Period length was calculated using the Chi
2
 ïperiodogram-analysis (Refinetti 2007). Period 

is defined as ñThe time elapsed for one complete oscillation or cycle (the distance in time 

between two consecutive peaks [or troughs] of a recurring wave)ò (Refinetti 1996-2014). 

Cosinor analysis is a procedure for the analysis of biological rhythms based on the fitting of a 

cosine wave to the raw data. As circadian rhythms are smooth rhythms with added noise, this 

method is based on the reasoning that a model consisting of cosine curves with known 

periods  can be fitted by least squares to the data as an estimate of the pattern of the smooth 

rhythm  (Refinetti 1996-2014). This yields several properties of the waveform (Fig. 2-4); 

Mesor, Amplitude, Relative amplitude, Acrophase and Robustness. To do this analysis, the 

locomotor activity data collected in 1 minute bins by the Activity Monitor software was 
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further collated into 6-minute bins and entered into the Cosinor analysis programme  which 

can be found on  (Refinetti 1996-2014). 

 Mesor (Midline Estimating Statistic Of Rhythm): central point of the fitted cosinor curve 

Amplitude: height of the fitted cosine curve 

 Relative amplitude: amplitude/mesor 

 Acrophase: Acrophase is the time at which the peak of a rhythm occurs. It refers to the phase 

angle of the peak of a cosine wave fitted to the raw data of a rhythm. The unit of 

measurement is degrees (°) which is then converted to a value proportional to that of a 24-

hour clock using the formula, H = (D x 24) / 360 + S, where D is the value in degrees, H is 

the value in hours, and S is the start time (Refinetti 2007).  

Robustness, is measured as the percentage of the total variance that can be accounted for by 

the cosine wave (a measure of rhythmicity) (Refinetti 2007). 

 

Fig. 2-4 Diagram identifying  parameters of an oscillation (obtained from (Refinetti 

2007)) 
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Rhythmicity Index: measures the strength of the rhythm as the height of the third peak 

following an autocorrelation analysis  (Levine, Funes et al. 2002).  An autocorrelation 

analysis makes correlation between the elements of a series and others from the same series 

separated from them by a given interval. 

2.2.5 Statistics 

A repeated measures ANOVA was done. Age was a ówithin-subjectô variable while sex and 

strain were óbetween-subjectô variables.  To verify the source of a main effect of age, age x 

sex and  age x strain interaction, the Mauchlyôs test statistic was examined. If found to be 

non-significant (p<0.05), then the óSphericity assumedô value was used.If found to be 

significant (p <0.05), this meant a violation of sphericity and the Greenhouse-Geisser 

estimate of sphericity (ắ) was examined. When ắ was > 0.75, the Huynh-Feldt correction was 

used and when ắ < 0.75, the Greenhouse-Geisser correction was used. Significant main 

effects of age were further analysed by post-hoc comparisons with a Bonferroni correction 

factor applied for multiple comparisons. Significant age x strain and age x sex interactions 

were further analysed by splitting the data either by strain or sex in the repeated ANOVA 

test.   

For the LD vs DD analysis, a repeated measures ANOVA was done. Lighting condition was 

a ówithin-subject variable while sex and strain were óbetween-subjectô variables. 

All statistical analyses were performed using SPSS 19.0 (Statistical Package for Social 

Sciences, Chicago, IL, USA). The Statistical probability threshold for all experiments was set 

at p < 0.05. P-values less than 0.055 were rounded down to 0.05. 
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2.3 Twenty four hour locomotor activity in C57BL/6J and CD1 mice in 

12:12 light/dark (LD) 

2.3.1 Effect of Age 

Effect of age on general Locomotor Activity, Robustness, Rhythmicity Index and Period 

length 

Age had a significant effect on total activity [F(4,96)=12.978,  p=0.000] (Fig. 2-5),  general 

activity levels dropped steadily as the mice aged, age also had an effect on diurnal activity 

[F(2.142, 51.419)=7.159,  p=0.001] (Fig. 2-6). Diurnal activity levels declined significantly 

between 8 and 12 months. The effect of age on nocturnal activity was also significant, 

[F(4,96)=13.132,  p=0.000] (Fig. 2-7). Levels of nocturnal activity steadily dropped as the 

mice aged and was significant between 4 and 6 months. There was no effect of age on the 

percentage of total activity travelled in the dark phase [F(2.341,56.174)=1.159,  p=0.327] 

(Fig. 2-8). The effect of age on robustness was significant [F(4,92)=24.537,  p=0.000] (Fig. 

2-9). Robustness did not change between 2 months and 4 months, however, it reduced 

significantly between 4 months and 6 months, remained unchanged between 6 and 8 months 

and significantly reduced between 8 months and 12 months. Likewise, there was a significant 

effect of age on rhythmicity index [F(4,92)=11.232,  p=0.000] (Fig. 2-10). It was unchanged 

between 2 months and 4 months, increased between 4 and 6 months, remained unchanged 

between 6 and 8 months as well as between 8 and 12 months. There was no effect of age on 

acrophase (time of peak activity) [F(1.373,31.578)=1.034,  p=0.341] (data not shown). The 

effect of age on relative amplitude was significant [F(4,92)=3.939,  p=0.005]. Relative 

amplitude values generally declined with age (data not shown). There was no effect of age on 

period length [F(2.705,62.216)=2.662,  p=0.061] (Fig. 2-11). 
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Fig. 2-5 Total activity in longitudinal study of C57BL/6J and CD1 mice (LD ). Effect of age, 

F(4,96)=12.978, p=0.00.  Effect of sex F(1,24)=8.179, p=0.009. Effect of strain F(1,24)=4.909, 

p=0.036. Sex x strain interaction F(1,24)=5.293, p=0.030. No age x sex  interaction F(4,96)=1.775, 

p=0.140. No age x strain interaction F(4,96)=0.889, p=0.474.  
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Fig. 2-6 Diurnal activity in long itudinal study of C57BL/6J and CD1 mice (LD).  Effect of age, 

F(2.142,51.419)=7.159, p=0.001. Effect of sex F(1,24)=4.731, p=0.04.No age x sex  interaction 

F(4,96)=1.711, p=0.154. No age x strain interaction F(4,96)=0.106, p=0.980. No effect of strain 

F(1,24)=2.003, p=0.17. No sex x strain interaction F(1,24)=0.289, p=0.596 
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Fig. 2-7  Nocturnal activity in longitudinal study of C57BL/6J and CD1 mice (LD) Effect of 

age, F(4,96)=13.132, p=0.00.  Effect of sex F(1,24)=7.2, p=0.013. Effect of strain F(1,24)=4.532, 

p=0.044.  Sex x strain interaction F(1,24)=5.677, p=0.025. No age x sex  interaction 

F(4,96)=1.601, p=0.180. No age x strain interaction F(4,96)=0.996, p=0.414.  
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Fig. 2-8 Percentage of activity at night in longitudinal study of C57BL/6J and CD1 mice 

(LD) No effect of age, F(2.341,56.174)=1.159, p=0.327. No age x sex  interaction F(4,96)=1.052, 

p=0.385. No age x strain interaction F(4,96)=1.548 p=0.194.  No effect of sex F(1,24)=0.207, 

p=0.653. No effect of strain F(1,24)=0.012, p=0.914. No sex x strain interaction F(1,24)=1.834, 

p=0.188. 
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Fig. 2-9 Robustness in longitudinal study of C57BL/6J and CD1 mice (LD) Effect of age, 

F(4,92)=24.537, p=0.00. Sex x strain interaction F(1,23)=9.321, p=0.006. No age x sex  

interaction F(4,92)=1.393, p=0.242. No age x strain interaction F(4,92)=1.484, p=0.214. No 

effect of sex F(1,23)=2.700, p=0.114. No effect of strain F(1,23)=0.991, p=0.330.  
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Fig. 2-10 Rhythmicity Index in longitudinal study of C57BL/6J and CD1 mice (LD) Effect  

of age, F(4,92)=11.232, p=0.00. Effect of sex F(1,23)=13.910, p=0.001. No age x sex  

interaction F(4,92)=1.268, p=0.288. No age x strain interaction F(4,92)=0.847, p=0.499. No 

effect of strain F(1,23)=0.539, p=0.470. No sex x strain interaction F(1,23)=2.998, p=0.097. 
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Fig. 2-11 Period length in longitudinal study of C57BL/6J and CD1 mice (LD) No effect of 

age, F(2.702,62.216)=2.662, p=0.061. No age x sex  interaction F(4,92)=0.816, p=0.518. No age 

x strain interaction F(2.705,62.216)=2.577, p=0.067. No effect of sex F(1,23)=2.207, p=0.151. 

No effect of strain F(1,23)=0.182, p=0.674. No sex x strain interaction F(1,23)=1.353, p=0.257 

Effect of age on pattern of activity over the light and dark phases 

In exploring activity pattern in the first and last two hours of the light and dark phases, our 

results revealed that there was an effect of age on activity travelled in the first two hours of the 

light phase [F(2.443,58.622)=4.502,  p=0.010] (Fig. 2-12). Activity levels in the first two hours 

of the light phase were significantly reduced at 12 months old compared to 2 and 3 months. 

There was no effect of age on the amount of activity in the last two hours of the light phase 

[F(1.712,41.094)=1.698,  p=0.199] (Fig. 2-13). The effect of age on the levels of activity in the 

first two hours travelled in the dark phase was significant [F(4,96)=6.205,  p=0.000] (Fig. 2-14). 

Levels remained unchanged between 2 and 4 months, they increased between 4 and 6 months, 

reduced significantly between 6 and 8 months and declined again between 8 and 12 months. 

There was no effect of age on the percentage of activity in the last two hours in the dark phase 

[F(2.807,67.368)=0.354,  p=0.773]  (Fig. 2-15). 
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Fig. 2-12 Percentage first 2 hours in light phase in longitudinal study of C57BL/6J and 

CD1 mice (LD) Effect of age [F(2.443,58.622)=4.502,  p=0.010]. No age x sex  interaction 

F(4, 96)=1.121, p=0.351. No Age x strain interaction F(4,96)=2.360, p=0.059. No effect of sex 

F(1,24)=0.055, p=0.816. No Effect of strain F(1,24)=1.596 p=0.219. No Sex x strain 

interaction F(1,24)=1.452, p=0.240. 
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Fig. 2-13 Percentage last 2 hours in light phase in longitudinal study of C57BL/6J and CD1 

mice (LD)  No effect  of age, F(1.712,41.094)=1.698, p=0.199. No age x sex  interaction F(4, 

96)=0.882, p=0.478. No Age x strain interaction F(4,96)=0.915, p=0.458. No effect of sex 

F(1,24)=0.699, p=0.411. No Effect of strain F(1,24)=3.278 p=0.083. No Sex x strain interaction 

F(1,24)=2.068, p=0.163. 



  Chapter 2: C57BL/6J / CD1 mice 

129 

 

2 months

M
e

an
 %

fi
rs

t 
T

w
o

 h
o

u
rs

 d
ar

k 
p

h
as

e
 (

+
/-

 s
.e

.m
)

0

10

20

30

male c57 
female c57 
male cd1 
female cd1 

4 months 6 months 8 months 12 months

% First two hours in dark

 

Fig. 2-14 Percentage first 2 hours in dark phase in longitudinal study of C57BL/6J and 

CD1mice (LD)  Effect of age, F(4,96)=6.205, p=0.000. Age x sex  interaction F(4, 96)=3.953, 

p=0.005. Age x strain interaction F(4,96)=7.084 p=0.000. No effect of sex F(1,24)=0.539, 

p=0.470. No Effect of strain F(1,24)=1.301 p=0.265. No Sex x strain interaction F(1,24)=0.048, 

p=0.829. 
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Fig. 2-15 Percentage last 2 hours in dark phase in longitudinal study of C57BL/6J and 

CD1 mice (LD) No effect of age, F(2.807,67.368)=0.354, p=0.773. No age x sex  interaction 

F(4, 96)=1.036, p=0.393. No age x strain interaction F(2.807,67.368)=2.415 p=0.078. No 

effect of sex F(1,24)=0.097, p=0.758. No Effect of strain F(1,24)=1.657 p=0.210. No Sex x 

strain interaction F(1,24)=1.495 p=0.233. 
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Effect of age on Stereotypic counts, Activity Onset, Activity Offset and Activity Duration 

In terms of the stereotypic counts, there was an effect of age on diurnal stereotypic 

[F(2.326,55.818)=7.068,  p=0.001] (data not shown), it was reduced significantly at 8 months compared 

to 6 months. Nocturnal stereotypic counts was also significantly affected by age [F(4,96)=10.738,  

p=0.000] (data not shown).   It decreased significantly at 6 months compared to 4 months. Total 

stereotypic counts was also significantly affected by age [F(4,96)=10.654,  p=0.000] (Fig. 2-16), it 

remained unchanged between 2 & 4 months and reduced significantly at 12  months compared to 2, 4 and 

6 months. Although the effect of age on activity onset was not significant [F(2.147,40.799)=1.996,  

p=0.146] (data not shown), there was an effect of age on activity offset [F(4,76)=2.761,  p=0.034] (Fig. 

2-17) and activity duration [F(4,76)=2.516,  p=0.048] (Fig. 2-18). Activity offset remained unchanged 

between 2 until 8 months and became significantly earlier at 12 months compared to 4 months. A similar 

pattern was observed in Activity duration. 
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Fig. 2-16 Percentage total stereotypic counts in longitudinal study of C57BL/6J and CD1 

mice (LD)  Effect of age, F(4,96)=10.598, p=0.000. No age x sex  interaction F(4, 96)=0.1.370, 

p=0.250. No age x strain interaction F(4,96)=284, p=0.888. No effect of sex F(1,24)=3.325, 

p=0.081. No effect of strain F(1,24)=2.214, p=0.150. No Sex x strain interaction F(1,24)=1.624, 

p=0.215. 
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Fig. 2-17 Activity offset in longitudinal study of C57BL/6J and CD1 mice (LD) Effect of age, 

[F(4,76)=2.761,  p=0.034]. No age x sex  interaction F(4, 76)=0.801, p=0.528. No Age x strain 

interaction F(4,76)=1.167 p=0.332. Effect of sex [F(1,19)=4.169,  p=0.055]. No Effect of strain 

[F(1,19)=0.470,  p=0.501]. No Sex x strain interaction F(1,19)=1.267 p=0.274. 
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Fig. 2-18 Activity duration in longitudinal study of C57BL/6J and CD1 mice (LD) Effect  of 

age, F(4,76)=2.516, p=0.048. No age x sex  interaction F(4, 76)=0.888, p=0.475. No Age x 

strain interaction F(4,76)=1.535 p=0.201. No effect of sex F(1,19)=2.380, p=0.139. No Effect of 

strain F(1,19)=1.680 p=0.210. No Sex x strain interaction F(1,19)=0.230 p=0.637. 
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2.3.2 Effect of Sex 

Female mice had more total activity than males [F(1,24)=8.179,  p=0.009] (Fig. 2-5) and 

were more active diurnally than male mice [F(1,24)=4.731,  p=0.04] (Fig. 2-6) as well as 

nocturnally [F(1,24)=4.532,  p=0.044] (Fig. 2-7). There was no effect of sex on the 

percentage of activity travelled at night [F(1,24)=0.207,  p=0.653] (Fig. 2-8) or robustness 

[F(1,23)=0.991,  p=0.330] (Fig. 2-9). However, male mice had a higher rhythmicity index 

value [F(1,23)=13.910,  p=0.001] (Fig. 2-10). Acrophase was not affected by sex 

[F(1,23)=0.004,  p=0.947] (data not shown) nor was period length [F(1,23)=2.207,  p=0.151] 

(Fig. 2-11) or  relative amplitude [F(1,23)=0.018,  p=0.893] (data not shown).  

In exploring the pattern of activity of the first and last two hours across the light and dark 

phase, there was no effect of sex on the first two hours in the light phase [F(1,24)=0.055,  

p=0.816] (Fig. 2-12), on last two hours in the light phase [F(1,24)=0.699,  p=0.411] (Fig. 

2-13) on  first two hours in the dark phase [F(1,24)=0.539,  p=0.470] (Fig. 2-14) and last two 

hours in the dark phase [F(1,24)=0.097,  p=0.758] (Fig. 2-15). 

In terms of the stereotypic counts, there was no effect of sex on diurnal stereotypic counts 

[F(1,24)=0.808,  p=0.378] (data not shown), nocturnal stereotypic counts [F(1,24)=3.260,  

p=0.084] (data not shown) or total stereotypic counts [F(1,24)=3.325,  p=0.081] (Fig. 2-16). 

Female mice had a significant later activity offset than mice [F(1,19)=4.169,  p=0.055] (Fig. 

2-17). 

 

2.3.3 Effect of Strain 

C57BL/6J mice had more total activity than CD1 mice [F(1,24)=4.909,  p=0.036] (Fig. 2-5). 

There was no effect of strain on diurnal distance [F(1,24)=2.003,  p=0.170] (Fig. 2-6) but 
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C57BL/6J mice were more active  nocturnally than CD1 mice [F(1,24)=4.532,  p=0.044] 

(Fig. 2-7). There was no effect of strain on the percentage of activity travelled at night 

[F(1,24)=0.012,  p=0.914] (Fig. 2-8), robustness [F(1,23)=0.991,  p=0.330] (Fig. 2-9) or  

rhythmicity index value [F(1,23)=0.539,  p=0.470] (Fig. 2-10). Acrophase was not affected 

by strain [F(1,23)=3.440,  p=0.077] (data not shown), relative amplitude [F(1,23)=1.038,  

p=0.319] (data not shown) as was period length [F(1,23)=0.182,  p=0.674] (Fig. 2-11). 

In exploring the pattern of activity of the first and last two hours across the light and dark 

phase, there was no effect of strain on the first two hours in the light phase [F(1,24)=1.596,  

p=0.219] (Fig. 2-12), on last two hours in the light phase [F(1,24)=3.278,  p=0.083] (Fig. 

2-13) on last first two hours in the dark phase [F(1,24)=1.301,  p=0.265] (Fig. 2-14) and last 

two hours in the dark phase [F(1,24)=1.657,  p=0.210] (Fig. 2-15). 

In terms of the stereotypic counts, there was no effect of strain on diurnal stereotypic counts 

[F(1,24)=0.542,  p=0.469] (data not shown), nocturnal stereotypic counts [F(1,24)=2.167,  

p=0.154] (data not shown) or total stereotypic counts [F(1,24)=2.214,  p=0.150](Fig. 2-16). 

There was no effect of strain on activity onset [F(1,19)=1.008,  p=0.328] (data not shown), 

activity offset [F(1,19)=0.470,  p=0.501] (Fig. 2-17) or activity duration [F(1,19)=0.230,  

p=0.637] (Fig. 2-18). 

 

2.3.4 Sex x Strain Interaction 

Female C57BL/6J mice were more hyperactive than male C57BL/6J mice whereas female 

CD1 mice were not more active than male CD1 mice [F(1,24)=5.293,  p=0.030].Female 

C57BL/6J mice were more active nocturnally than male C57BL/6J mice whereas female CD1 

mice were not  more active nocturnally than male CD1 mice [F(1,24)=5.677, 
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p=0.025].Female C57BL/6J mice were more robust than male C57BL/6J mice whereas  

female CD1 mice were not more robust than male CD1 mice [F(1,23)=9.321,  p=0.006]. 

Male CD1 mice had a higher relative amplitude than male C57BL/6J mice whereas female 

CD1 mice did not have a higher amplitude than female C57BL/6J [F(1,23)=5.580,  p=0.027]. 

2.3.5 Age x Strain Interaction 

The effect that age had on the first 2 hours of the dark phase was different in C57BL/6J mice 

and CD1 mice [F(4,96)=7.084,  p=0.000]. In C57BL/6J mice, this activity reduced 

significantly at 8 months compared to 2 months. In CD1 mice, this activity increased  at 12 

months compared to 2 months. 

2.3.6 Age x Sex Interaction 

The effect that age had on the first 2 hours of the dark phase is different in male and female 

mice [F(4,96)=3.953,  p=0.005].  In female mice, there was an increase at 12 months 

compared to 4 months. 

2.3.7 Body weight as a co-variate (ANCOVA) 

The extent to which body weight at the different ages tested interacts with the variables 

measured was examined. There was no effect of age F(1.559, 29.616)=0.312,  p=0.680]  nor 

sex F(1,19)=0.037,  p=0.849]  nor strain F(1,19)=0.822,  p=0.376] on global activity. There 

was no effect of age F(2.070, 39.334)=0.248,  p=0.789]  nor sex F(1,19)=0.049,  p=0.826]  

nor strain F(1,19)=0.201,  p=0.659] on diurnal activity. There was no effect of age F(1.603, 

30.463)=0.331,  p=0.674]  nor sex F(1,19)=0.062,  p=0.806]  nor strain F(1,19)=0.773,  

p=0.390] on nocturnal activity. There was no effect of age F(2.390, 45.415)=0.484,  p=0.653]  

nor sex F(1,19)=0.087,  p=0.771]  nor strain F(1,19)=0.022,  p=0.884] on percentage of 
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activity at night. There was no effect of age F(4, 72)=0.829,  p=0.511]  nor sex 

F(1,18)=0.095,  p=0.762]  nor strain F(1,18)=0.451,  p=0.510] on robustness. There was no 

effect of age F(4, 72)=0.771,  p=0.548]  nor strain F(1,18)=0.052,  p=0.822] but there is of 

sex F(1,18)=5.416,  p=0.032]  on rhythmicity index. There was no effect of age F(1.310, 

23.587)=0.339,  p=0.625]  nor sex F(1,18)=2.626,  p=0.123]  but there is of strain 

F(1,18)=0.5.244,  p=0.034] on acrophase.  There was no effect of age F(7,72)=0.942,  

p=0.445]  nor sex F(1,18)=0.058,  p=0.812]  nor strain F(1,18)=0.132,  p=0.720] on relative 

amplitude. There was no effect of age F(2.446, 44.032)=0.313,  p=0.868]  nor sex 

F(1,18)=0.034,  p=0.855]  nor strain F(1,18)=0.391,  p=0.540] on period length. There was 

no effect of age F(2.310, 43.884)=0.770,  p=0.486]  nor sex F(1,19)=0.19,  p=0.892]  nor 

strain F(1,19)=0.15,  p=0.903] on percentage of activity travelled in the first 2 hours of the 

light phase. There was no effect of age F(1.606, 30.507)=0.206,  p=0.767]  nor sex 

F(1,19)=0.107,  p=0.747]  nor strain F(1,19)=0.757,  p=0.395] on percentage of activity 

travelled in the last 2 hours of the light phase. There was no effect of age F(4, 76)=1.294,  

p=0.280]  nor sex F(1,19)=0.064,  p=0.803]  nor strain F(1,19)=0.069,  p=0.796] on 

percentage of activity travelled in the first 2 hours of the dark phase. There was no effect of 

age F(2.630, 49.975)=1.857,  p=0.155]  nor sex F(1,19)=0.222,  p=0.643]  nor strain 

F(1,19)=0.1931,  p=0.181] on percentage of activity travelled in the last 2 hours of the dark 

phase. There was no effect of age F(2.302, 43.735)=0.490,  p=0.642]  nor sex F(1,19)=0.687,  

p=0.418]  nor strain F(1,19)=1.267,  p=0.274] on diurnal stereotypic counts. There was no 

effect of age F(1.758, 33.398)=1.140,  p=0.326]  nor sex F(1,19)=0.108,  p=0.746]  but there 

is of strain F(1,19)=4.236,  p=0.054] on nocturnal stereotypic counts. There was no effect of 

age F(1.764, 33.513)=1.089,  p=0.341]  nor sex F(1,19)=0.361,  p=0.555]  but there is of 

strain F(1,19)=4.972  p=0.038] on total stereotypic counts. There was no effect of age 
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F(1.764, 33.513)=1.089,  p=0.341]  nor sex F(1,19)=0.361,  p=0.555]  nor strain 

F(1,19)=4.972,  p=0.038] on total stereotypic counts. There was no effect of age F(2.499, 

34.988)=1.736,  p=0.185]  nor sex F(1,14)=0.222,  p=0.645]  nor strain F(1,14)=1.623,  

p=0.223] on activity onset. There was no effect of age F(4,56)=0.833,  p=0.510]  nor sex 

F(1,14)=0.259,  p=0.619]  nor strain F(1,14)=0.421,  p=0.527] on activity offset. There was 

no effect of age F(4,56)=0.108,  p=0.979]  nor sex F(1,14)=0.057,  p=0.814]  nor strain 

F(1,14)=0.064,  p=0.950] on activity duration. 

 

2.4 Twenty four hour Locomotor Activity in C57BL/6J and CD1 mice in constant 

darkness (DD) 

There was no effect of sex F(1,24)=2.484,  p=0.128]  nor strain F(1,24)=0.937,  p=0.343] on 

global activity (data not shown). There was no effect of sex F(1,24)=1.207,  p=0.283]  nor 

strain F(1,24)=0.524,  p=0.476] on robustness (Fig. 2-19) . There was no effect of sex 

F(1,24)=1.472,  p=0.237]  nor strain F(1,24)=0.603,  p=0.445] on rhythmicity index (data not 

shown). There was no effect of sex on acrophase F(1,24)=0.065,  p=0.801] but the acrophase 

in CD1mice was 2 hours earlier  compared to that of C57BL/6J mice [F(1,24)=8.00,  

p=0.009] (Fig. 2-19). There was no effect of sex on relative amplitude [F(1,24)=0.543,  

p=0.469] but CD1 mice had a higher relative amplitude than C57BL/6J mice F(1,24)=6.698,  

p=0.016 (data not shown). There was no effect of sex on the length of the free-running period 

[F(1,24)=0.073,  p=0.790] nor was there an effect of strain [F(1,24)=0.755,  p=0.393] (Fig. 

2-19). There was no effect of sex F(1,24)=2.150,  p=0.156]  nor strain F(1,24)=3.988,  

p=0.057] on total stereotypic counts (Fig. 2-20). There was no effect of sex F(1,24)=0.347,  

p=0.561]  nor strain F(1,24)=0.781,  p=0.386] on activity onset (Fig. 2-20). There was no 
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effect of sex F(1,24)=0.124,  p=0.727]  nor strain F(1,24)=0.498,  p=0.487] on activity offset 

(Fig. 2-20). There was no effect of sex F(1,24)=1.152,  p=0.294]  nor strain F(1,24)=3.462,  

p=0.075] on activity duration (Fig. 2-20). In each of the above measures, there was no sex x 

strain interaction. 
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Fig. 2-19 Robustness, acrophase, relative amplitude and period length in longitudinal 

study of C57BL/6J and CD1 mice (DD). Significant effect (p<0.05) of strain on acrophase and 

relative amplitude. No effect (p>0.05) of sex on robustness, acrophase, relative amplitude and 

period length.  
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Fig. 2-20 Total stereotypic counts (ster cnts), activity onset, activity offset, and activity 

duration  in longitudinal study of C57BL/6J and CD1 mice (DD). No effect (p>0.05) of 

sex or strain on total stereotypic counts, activity onset, activity offset, and activity duration
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Fig. 2-21 Double ïplotted actograms of C57BL/6J mice; 34 days of activity; 6 days under LD conditions and 28 days in DD 
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Fig. 2-22 Double ïplotted actograms of C57BL/6J mice; 34 days of activity; 6 days under LD conditions and 28 days in DD 
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Fig. 2-23 Double ïplotted actograms of CD1 mice; 34 days of activity; 6 days under LD conditions and 28 days in DD 
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Fig. 2-24 Double ïplotted actograms of CD1 mice; 34 days of activity; 6 days under LD conditions and 28 days in DD 



  Chapter 2: C57BL/6J / CD1 mice 

144 

 

2.5 Comparison between LD and DD conditions on 24 hour Locomotor 

Activity in C57BL/6J and CD1 mice 

Robustness did not change in DD compared to LD conditions [F(1,25)=1.064,  p=0.312] (Fig. 

2-25)  nor did rhythmicity index [F(1,25)=3.057,  p=0.093] (data not shown) and acrophase 

(time of peak activity) [F(1,25)=0.490,  p=0.490] (Fig. 2-25). Relative amplitude did not 

differ in LD and DD [F(1,25)=0.057,  p=0.813] (Fig. 2-25). There was a lengthening of the 

period length by 17 minutes in DD compared to LD [F(1,25)=12.283,  p=0.002] (Fig. 2-25).   

In terms of stereotypic counts, there was no effect of lighting conditions on total stereotypic 

counts [F(1,24)=0.005,  p=0.944] (Fig. 2-26) .In all of these measures, there was no sex x 

lighting conditions interaction or strain x lighting conditions. Activity onset occured 

approximately an hour later in DD [F(1, 20)=4.799,  p=0.04] (Fig. 2-26) There was a 

significant effect of lighting condition on activity offset [F(1,20)=27.843,  p=0.000] (Fig. 

2-26).  Activity ended approximately 4.5 hours later in DD. Activity Duration was influenced 

significantly by lighting condition [F(1, 20)=23.189,  p=0.000]  with activity lasting 3 hours 

longer in DD than in LD (Fig. 2-26). 
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Fig. 2-25 Robustness, acrophase, relative amplitude and period length in longitudinal 

study of C57BL/6J and CD1 mice (LD vs DD). Significant effect (p<0.05) of lighting 

conditions on mean period length.  No significant effect (p>0.05) of lighting conditions on 

robustness, acrophase, relative amplitude.  

  



  Chapter 2: C57BL/6J / CD1 mice 

146 

 

 

LD

M
e

a
n

 t
o

ta
l 
s

te
r 

c
o

u
n

ts
 (

+
/-

 s
.e

.m
)

0

10000

20000

30000

male c57 

female c57 

male cd1 

female cd1 

DD

Total Ster Cnts

LD

M
e

a
n

 a
c

ti
v

it
y

 o
n

s
e

t 
in

 Z
T

 (
+

/-
 s

.e
.m

)
0

2

4

6

8

10

12

14

16

18

male c57 

female c57 

male cd1 

female cd1 

DD

Activity Onset

 

LD

M
e

a
n

 a
c

ti
v

it
y

 o
ff

s
e

t 
in

 Z
T

 (
+

/-
 s

.e
.m

)

0

5

10

15

20

25

30

male c57 

female c57 

male cd1 

female cd1 

DD

Activity Offset

LD

M
e

a
n

 a
c

ti
v

it
y

 d
u

ra
ti

o
n

 in
 h

rs
 (

+
/-

 s
.e

.m
)

0

2

4

6

8

10

12

male c57

female c57

male c57

female c57

DD

Activity Duration

 

Fig. 2-26 Total Stereotypic counts (Ster Cnts), activity onset, activity offset and activity 

duration in longitudi nal study of C57BL/6J and CD1 mice  (LD vs DD). Significant  

effect (p<0.05) of lighting conditions on activity onset, activity offset and activity duration. 

No effect of lighting condition on mean total stereotypic counts (p>0.05).  
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2.6  Discussion 

Results from the LD studies show that increased age up to 12 months results in numerous 

baseline and circadian changes in circadian behavior. There was a decrease in the parameters 

measuring general activity; total, diurnal and nocturnal locomotor activity. In the parameters 

measured using properties of the fitted cosine curve; rhythmicity index increased with age 

while robustness decreased with age. Activity offset was found to be earlier at 12 months 

compared to 4 months and activity duration at 12 months is reduced by 2 hours compared to 

4 months. A comparison of the strains indicates that while there are differences in activity 

levels, the C57BL/6J strain being more hyperactive than CD1, there were only minor strain 

differences in the circadian parameters and their interaction with age. Results from the DD 

studies showed that acrophase occured 2 hours earlier in C57BL/6J mice. Comparing data 

from  LD and DD studies (at 12 months old)  to establish the effect of lighting conditions on 

the variables measured, our results showed that period was lengthened in DD by 17 minutes, 

activity onset occured an hour later in DD, activity offset occured 4.5 hours later in DD and 

activity duration was 3 hours longer in DD.  These data indicate that both strains are 

comparably sensitive to changes in external lighting conditions.   

Our results showed that C57BL/6J mice were more active nocturnally than CD1 mice. It is 

possible that the relative increase in night-time activity observed in C57BL/6J mice is as a 

result of their higher basal nocturnal activity levels  whereas CD1 mice are more crepuscular 

in their activity levels/patterns (Duncan, Smith et al. 2012). The effect of age on the first two 

hours of the dark phase is also different in the two strains. Furthermore, under DD conditions, 

acrophase occured 2 hours earlier in C57BL/6J mice compared to CD1 mice.  It is possible 

that the lack of melatonin synthesis in the C57BL/6J strain contributes to these observed 
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strain differences. Aside from these, there was no other effect of strain in all the other 

variables measured. 

We found a decrease in activity as mice aged. This finding agrees with several previous 

studies in rodents (Welsh, Richardson et al. 1986, Valentinuzzi, Scarbrough et al. 1997, 

Weinert 2000). An aging SCN might be the cause of this damping of activity (Weinert 2000). 

Indeed an aged SCN which expresses an altered circadian rhythm has been shown for 

rhythms of glucose utilization (Wise, Cohen et al. 1988), neuronal firing rates in rats 

(Satinoff, Li et al. 1993) and the level of vasoactive intestinal polypeptide (VIP) mRNA 

(Kawakami, Okamura et al. 1997). Furthermore, transplants of fetal SCN grafts into  old rats 

restored circadian rhythms of body temperature, locomotor activity and drinking (Li and 

Satinoff 1998). It has been shown that the activity rhythm is regulated by multiple oscillators 

(Weinert 1997), the decrease in circadian amplitude might be as a result of a weak coupling 

between such oscillators (Weinert 2000). Additionally, the ability of the SCN to transmit 

timing information might worsen with age (Krajnak, Kashon et al. 1998). 

Percentage of total activity present in the active phase is a measure of adaptation to the LD 

cycle  (Weinert 2000). There was no significant effect of age on the percentage of total 

activity present in the active (dark phase).Using mice of their own outbred stock (Haz: ICR),  

Weinert and Weinert (1998)  found a decrease in this percentage in aged mice (last weeks of 

life); less than 50% of the total 24 h activity. This was due to an advance of the onset of the 

active phase; beginning of activity was not at lights off but earlier. It is possible we did not 

detect an effect of age because at 12 months, the mice used in this study could be classified as 

middle-aged rather than aged mice. We recorded activity from mice aged between 2 and 12 

months whereas they recorded activity from mice aged between 20 and 31 months. 
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In our study, robustness decreased with age while rhythmicity index increased with age. 

Although robustness and RI both measure the presence and strength of the rhythm, they 

approach it differently. In robustness, a single cosine curve is fitted on to a mean of the 6 

days measured (Fig. 2-4) and the amount of variance that can be accounted for by this curve 

is the robustness.  In RI, an autocorrelation (comparison of elements within a series) is 

performed on the raw data of 6 days.  Thus, a high value of robustness means the fitted curve 

is able to account for a high amount of variance within the mean 24h period i.e. it is a smooth 

rhythm with minimal noise and a high RI value means the 6 days are highly correlated to one 

another. As they age, mice were shown to have a reduced robustness value but increased RI 

value, this finding means that although the amount of variance that can be accounted for by 

the fitted curve is reduced as the mice age, the autocorrelation value between the 6 days (RI) 

increases as they age i.e there is a stronger consistency within the 6 days. This decrease in 

robustness as mice aged is consistent with results by Gorman and Yellon (2010)  who used a 

similar method of measuring rhythm robustness in the Tg2576 AD mouse model. Using mice 

aged 3, 23 and 72 weeks old, Weinert (1997) provide evidence that components of the 

circadian activity rhythm, including feedback loops, undergo modifications in the course of 

postnatal development. The components mature and stabilize from the juvenile to the adult.  

We found a marginal increase (p=0.078)  in the amount of activity travelled in the last 2 

hours of the dark phase at 12 months compared to 8 months in C57BL/6J mice. This effect of 

age on the levels of activity in the last 2 hours of the dark phase is consistent with  previous 

results by Bedrosian, Herring et al. (2011).   In their study, aged C57BL/6J mice (29 months 

old) were significantly more active than adult mice (7 months old) in the last 2 hours in the 

dark phase. They also investigated behaviour on the elevated plus maze at different times of 

the night and results show that compared to middle-aged mice tested at the same time-point; 
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these aged mice also display an exaggerated anxiety-like response when tested late in the 

active phase. Taken together, these changes occur at the time of day at which sundowning 

behaviour in patients with Alzheimerôs disease where there is an increase in activity at the 

end of the active phase (evening/night time) as well as other behavioural symptoms. It is 

possible that the reduction of amount of activity in the first 2 hours of the light and the first 2 

hours of the dark is a reflection of a general reduction in total activity as the mice age and/or 

a change in the distribution of activity over the 24 hour period with aging. 

Our results show a gradual age-related reduction in the total stereotypic counts; this could be 

as a result of a reduction in the anxiety levels in the mice due to an increased familiarity of 

the housing conditions.  

There was no effect of age on activity onset. Data from the literature is not consistent on the 

effect of age on onset of the active phase in mice. Using  their outbred stock, Haz:ICR, 

Weinert and Weinert (1998) found an advanced onset of the active phase whereas 

Valentinuzzi, Scarbrough et al. (1997) found a delayed onset of the active phase in C57BL/6J 

mice. Direct comparisons between experiments using aged animals can have 

limitations.Information about the chronological age is supplied but no account is taken of the 

ñbiologicalò or ñphysiologicalò age (Weinert 2000). Thus, even in highly standardized 

experiments with animals of the same age since birth, the biological or physiological age may 

differ considerably among individuals particularly during the second half of their life (Monk, 

Buysse et al. 1995; Satinoff 1998). Chronological age is the number of calendar months a 

mouse has existed while biological or physiological age focuses on changes in biological or 

physiological processes as a mouse ages, this can depend on several factors which include 

diet, activity levels, genetics etc 
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Aside from a general hyperactivity and an increased measure of rhythmicity index, there was 

no effect of sex on any of the other variables measured. This suggests that results from 

experiments that have used one sex can be generalized to the opposite sex.  Tanaka (2010)  

reveal that there was a positive correlation between body weight and vertical time (a measure 

of exploratory behaviour) in young female mice, this might account for the sex-based 

hyperactivity observed in these experiments. 

The finding that there were no effects of sex  on the locomotor activity variables measured in 

DD at 12 months old suggests that results obtained from DD experiments in future 

experiments  might be extendable to the opposite sex. Under constant conditions, the period 

length is no longer equal to 24 hours and varies from species to species (Jud, Schmutz et al. 

2005). The length of the free-running period (under DD conditions) is the endogenous period 

length whereas period length under LD conditions is the entrained period length. In this 

study, our results show that the length of the free-running period in 12-13 months old mice 

under DD conditions was approximately 17 minutes longer than in LD. This effect is not 

different in C57BL/6J and CD1 mice. This lengthening of the period was accompanied by a 

delay of one hour in the activity onset and a delay of 4.5 hours in the activity offset. Although 

there was no significant effect of lighting conditions on the total amount of activity travelled, 

the duration of activity is 3 hours longer in DD compared to LD. 

In summary, we have identified a number of age related changes in the circadian control of 

locomotor activity that are consistent with effects previously described in aged animals. In 

addition we have identified a novel alteration in circadian function with age in C57BL/6J and 

CD1 mice; robustness. There was no main effect of strain on the majority of parameters 

measured implying that lack of rhythmic melatonin secretion has not compromised circadian 

control of locomotor activity. This suggests that non-secretion of melatonin has not 
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compromised the use of the C57BL/6 strain as a background strain for our future studies in 

genetically modified mice.  Consistent with our results, other circadian-related studies which 

have used the C57BL/6J mouse strain to model chronic jet-lag (repeated shifts of the light-

dark cycle) which reduces life-span in aged mice have shown that a non-existent melatonin 

rhythm is not the mechanism responsible for the adverse effect (reviewed in (Yu and Weaver, 

2011)).
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Chapter 3: Twenty four hour Locomotor Activity  in 2 month 

old  APPswe/PS1dE9 mice in 12:12 light/dark (LD) and 24 Hr 

double darkness (DD) conditions 

3.1 Introduction  

A common feature in AD patients is the fragmented sleep-wake pattern which is displayed in 

a decreased daytime activity and disrupted nighttime sleep. In a study investigating the 

characteristics of locomotor activity rhythms in a group of patients with AD compared to 

those of age-matched comparison subjects, results revealed that patients with AD had less 

diurnal locomotor activity and a higher percentage of nocturnal activity relative to the 

comparison group. They also showed less inter-daily stability (a measure of rhythmicity) and 

a later acrophase (Volicer, Harper et al. 2001).  

Using a variety of different genetic mouse models of AD (A description of transgenic AD 

models can be found in the Introduction section on page 52); several studies have 

investigated the effect of genotype on the levels and distribution of activity across the light 

and dark phases. Results consistently show that genotype significantly alters activity levels as 

well as activity patterns in genetic mouse models of AD compared to controls but the pattern, 

age- and sex-specificity of the abnormality differ between models. APP23 mice show 

hyperactivity  aged 12 months but not at 3 and 6 months (Vloeberghs, Van-Dam et al. 2004). 

Hyperactivity is also seen in male APP/PS1 (TASTPM) mice at 5 and 10 months of age 

(Pugh et al 2007). Tg2576 mice show hyperactivity over the lifespan measured from 17 to 96 

weeks of age (Gorman and Yellon 2010). Studies have also shown nocturnal hyperactivity in 

APP23 mice at ages 6-8 weeks, 3 and 6 months (Van-Dam, D'Hooge et al. 2003) and PDAPP 

mice at 3-5 months but not 20-26 months old mice (Huitrón-Reséndiz, Sánchez-Alavez et al. 

2002).  Pugh et al (2007) have shown a diurnal hypoactivity in TASTPM mice  and 
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Sterniczuk, Dyck et al. (2010) have shown  diurnal hyperactivity in 3xTg AD mice. In the 

above studies, locomotor activity data collection ranged from 30 minutes during the light 

period to over the 24hr period.  

As a result of the clinical observation that dementia patients classified as Sundowners 

become aggressive, restless and agitated and these behaviours become worse during the late 

afternoon/early evening and symptoms improve during the day (Bedrosian and Nelson 2013), 

several studies have  analyzed the pattern of the distribution of activity in the first and last 2 

hours of the light and dark phase.  Van-Dam, D'Hooge et al. (2003) found significantly 

reduced activity in APP23 mice in the first 2 hours of light period (dusk).  Ambrée, Touma et 

al. (2006) found significantly increased activity in the first 2 hours of the dark period in 

TgCRND8 mice. They also report that there was an increase in stereotypic behaviour in the 

transgenic mice compared to controls at all ages tested. They hypothesize that the stereotypic 

behaviours and non-cognitive behavioural symptoms of AD may be caused by the same 

mechanisms. Several studies have provided evidence that dopaminergic mechanisms are 

involved in the generation of stereotypies in rodents. They are induced by direct or indirect 

dopamine agonists and inhibited by dopamine antagonists (discussed in (Ambrée, Touma et 

al. 2006)). In AD patients, an increase in dopamine content has been observed in Brodmann 

area 4 of the primary motor cortex which may underlie the observed increased motoric 

restlessness and wandering (reviewed in (Gsell et al 2004)).  Bedrosian, Herring et al. (2011) 

found that aged C57BL/6J (29 months old) mice were significantly more active than adult 

mice (7 months old) in the last 2 hours in the dark phase. Because mice are a nocturnal 

species, the timing of the Sundowning symptoms in mice is reversed in comparison to 

humans. This means that the symptoms would occur close to the end of the night in mice 

rather than the end of the day as observed in humans (Bedrosian and Nelson 2013) 



  Chapter 3: 2 months old APPswe mice 

155 

 

Amalgamating the findings from these studies, it is apparent that the effect of APP, PS and 

tau protein mutations on activity levels and patterns is influenced by several factors such the 

age at which the mice were tested, method of activity measurement (home-cage conditions/ 

wheel running experiments) and phase in which the testing occurred (light or dark).  

Ramanathan, Stowie et al (2010) suggest that the presence of a wheel might influence activity 

rhythms. Housing diurnal grass rats in cages with running wheels caused some individuals to 

spontaneously adopt a night active (NA) phase preference while others maintained a day 

active (DA) phase preference. Expression of the clock genes, Per 1 and Per 2 was found to 

be altered in the extra-SCN oscillators of NA rodents compared to their DA counterparts. 

Many of the aforementioned studies have used behavioural apparatus that have included a 

running wheel. As patients with AD  may not have access to intense exercise, as provided by 

the wheel, these conditions do not replicate their accurate daily living conditions (Duncan, 

Smith et al. 2012).  Our experimental conditions do not include a running wheel; therefore 

the endogenous chronotype remains unaltered.  Overall, hyperactivity is a common feature of 

the AD transgene and the distribution/pattern of activity at the start and end of the light/dark 

phases is also influenced by the AD transgene. One limitation of previous studies using 

mouse models of Alzheimerôs disease is that they have mostly focused on either absolute 

activity levels or relative activity distribution across the light and dark phase. No studies to 

our knowledge have extensively evaluated the full range of circadian parameters that have 

been seen to be abnormal in human clinical studies. 

 When organisms are kept under constant conditions (DD) i.e. without external time cues, 

they display the so-called free running rhythms that may persist indefinitely. The period 

length is no longer equal to 24 hours and differs from species to species (Jud, Schmutz et al. 

2005). Shifts in the onset of the active phase can also occur under constant conditions, these 
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can either be an advance or a delay in the onset of the active phase. An advance shifts the 

onset of the active phase to an earlier position in the circadian cycle whereas a delay moves 

the onset of the active phase to a later time. Using male Tg2576 mice, Wisor, Edgar et al. 

(2005) found a significant genotype effect on the circadian period of wheel running rhythms 

in DD. Whereas wild-type mice exhibited circadian periods less than 24h, Tg2576 mice 

displayed circadian periods greater than 24h. One limitation of using the mixed background 

Tg2576 AD mouse model for ageing studies that involve light as a zeitgeber is that many of 

these mice develop compromised vision due to retinal degeneration (Yassine et al, 2013). We 

therefore used the the well characterised APPswe/PS1dE9 model for the present studies. 

Since we began these studies  Bano-Otalora, Popovic et al. (2012) published an investigation 

of a variety of circadian paramaters in the APPswe/PS1dE9  mouse model and an assessment 

of the effects of melatonin. They showed that there was no significant effect of genotype on 

the length of the free running period under constant darkness conditions (DD) and time taken 

to resynchronize after a 6-h phase advance. 

The aim of our study was to provide a comprehensive behavioural investigation of the effect 

of the APPswe/PS1dE9 transgene on activity levels and activity distribution across the 

circadian phase. We examined the circadian variation in locomotor activity of young mice (2 

months of age) before amyloid plaques are found in the brain  which is typically around 4 

months of age, [reviewed in (Malm, Koistinaho et al. 2011)]. Mice were tested under both 

LD and DD conditions. It was hypothesized that APPswe/PS1dE9 mice would exhibit 

circadian abnormalities in their levels and distribution of activity across the 24 hour period. 
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3.2 Materials/Methods 

3.2.1 Animals 

2 month female APPswe/PS1dE9 mice (n=8) and wild-type littermates (n=6) were used for 

this experiment. They were obtained from the breeding colony of Dr. Marie Pardon 

(University of Nottingham) and have been described in (Bonardi, de Pulford et al. 2011). 

They were divided into two cohorts; 12 mice (8 APPswe/PS1dE9, 4 wild-type) and 2 wild-

type mice. The mice were weighed at the start and end of each experiment in order to monitor 

their health. Average weight of the mice was 20.5g. The experimental room was temperature 

and humidity controlled similar to the holding room. Room temperature was kept at 20°C -

24°C and humidity at 50-55%. After activity had been recorded under LD conditions for 6 

days, the mice were placed under constant darkness conditions (DD) for 24 days. Visual 

checks were done fortnightly to ensure continued health. All experiments were carried out in 

compliance with the Home Office regulations on animal experimentation, and with all 

appropriate personal and project license authority under the Animals (Scientific Procedures) 

Act, UK 1986. UK Home Office Project license No: 40/2883. 

 

Fig. 3-1 Overview of study in 2 months old APPswe/PS1dE9 mice 
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3.2.2 Apparatus 

As per chapter 2 (page 116) 

3.2.3 Experimental Procedure 

As per chapter 2 (page 117) 

3.2.4 Data Analysis 

As per chapter 2 (page 117) 

3.2.5 Statistics 

In the LD and DD analyses, a one-way ANOVA with genotype as a factor was done.  For the 

LD vs DD analysis, a repeated measures ANOVA was done. Lighting condition was a 

ówithin-subject variable while genotype was a óbetween-subjectô variable. 

All statistical analyses were performed using SPSS 19.0 (Statistical Package for Social 

Sciences, Chicago, IL, USA). The Statistical probability threshold for all experiments was set 

at p < 0.05. P-values less than 0.055 were rounded down to 0.05. 
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3.3 Twenty four hour Locomotor Activity in wild -type and 

APPswe/PS1dE9 mice in 12:12 light/dark (LD) 

3.3.1 Descriptive analysis of Total activity 

APPswe/PS1dE9 mice were significantly more active than WT mice [F(1,12)=6.369, 

p=0.027] (Fig. 3-2) , they were also more  active at night than WT mice [F(1,12)=8.107,  

p=0.015] (Fig. 3-3) and had a greater percentage of activity travelled at night compared to 

WT mice [F(1,12)=19.575, p=0.001] (Fig. 3-3). They were not significantly more active in 

the day [F(1,12)=1.529, p=0.240] (data not shown).  Robustness, was also found to be 

significantly higher in APPswe/PS1dE9 mice [F(1,12)=8.53 p=0.013] (Fig. 3-3) although 

their rhythmicity index was unaltered [F(1,12)=0.397,  p=0.541] (Fig. 3-4). The time of peak 

activity (acrophase) occurred earlier in APPswe/PS1dE9 mice than in wild-type controls 

[F(1,12)=7.723 p=0.017] (Fig. 3-4). Relative amplitude was also significantly higher in 

APPswe/PS1dE9 mice [F(1,12)=19.723,  p=0.001] (Fig. 3-4). The length of the period in 

APPswe/PS1dE9 mice did not differ significantly from that of WT mice [F(1,12)=0.094,  

p=0.764] (data not shown). 
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Fig. 3-2 Mean distance travelled over a 24 hour period in 2 months old female WT and APPswe/PS1dE9 mice under LD conditions.
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3.3.2 Descriptive Analysis of Activity Patterns and Stereotypic 

Behaviours 

In exploring the patterns of activity across the 24 hour period, APPswe/PS1dE9 mice were 

significantly less active in the first 2 hours in the light period compared to WT mice 

[F(1,12)=10.225 p=0.008] (Fig. 3-5) as well in the last 2 hours  in the light period 

[F(1,12)=4.936 p=0.046] (Fig. 3-5). In the dark phase, APPswe/PS1dE9 mice had more 

activity than WT mice in the first 2 hours [F(1,12)=17.975 p=0.001] (Fig. 3-5) and 

significantly less than WT mice in the last 2 hours travelled in the dark phase F(1,12)=20.392 

p=0.001] (Fig. 3-5). In terms of stereotypic counts,  APPswe/PS1dE9 mice did not have 

significantly more stereotypic  counts than WT mice in the day [F(1,12)=4.240,  p=0.062], at 

night  [ F(1,12)=3.822,  p=0.074] or in general [F(1,12)=1.393,  p=0.261] (data not shown). 

Activity onset was not significantly different in APPswe/PS1dE9 and WT mice 

[F(1,12)=3.231,  p=0.097] (Fig. 3-6), nor were activity offset [F(1,12)=0.028,  p=0.870] (Fig. 

3-6) or activity duration  [F(1,12)=0.159,  p=0.697] (Fig. 3-6). 
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Fig. 3-3 Nocturnal activity, percentage of activity travelled at night and robustness in 

study of  2 months old APPswe/PS1dE9 mice  (LD).  Significant effect (p<0.05) of 

genotype on nocturnal distance percentage of activity travelled at night and robustness. 
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Fig. 3-4 Rhythmicity index, acrophase and relative amplitude in study of  2 months old 

APPswe/PS1dE9 mice  (LD).   Significant effect (p<0.05) of genotype on acrophase and 

relative amplitude. No significant effect (p>0.05) of genotype on rhythmicity index. 
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Fig. 3-5 % first 2 hrs in light  phase, % last 2 hrs in light  phase, % first 2 hrs in dark  

phase and % last 2 hrs in dark phase  in study of  2 months old APPswe/PS1dE9 mice  

(LD).  Significant effect (p<0.05) of genotype on percentage of activity in the first two hours 

in the light phase, percentage of last two hours in the light phase , percentage of first two 

hours in the dark phase and percentage of last two hours in the dark phase. 
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Fig. 3-6 Activity onset, activity offset and activity duration in study of 2 months old 

APPswe/PS1dE9 mice (LD).  No significant effect of genotype (p>0.05) on mean activity 

onset, mean activity offset and mean activity duration   
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3.4 Twenty four hour Locomotor Activity in wild -type and 

APPswe/PS1dE9 mice in constant darkness (DD) 

APPswe/PS1dE9 mice were hyperactive in DD [F(1,12)=8.689,  p=0.012] (Fig. 3-7) as well 

as more  robust than their WT counterparts [F(1,12)=5.457,  p=0.038] (Fig. 3-8), the same 

pattern was seen for relative amplitude [F(1,12)=7.768,  p=0.016] (data not shown). 

Rhythmicity index remained unaltered [F(1,12)=1.397,  p=0.260] (Fig. 3-8).  Similar to LD 

conditions, the time of peak activity (acrophase) in APPswe/PS1dE9 mice was significantly 

earlier in APPswe/PS1dE9 mice [F(1,12)=16.648,  p=0.002] (Fig. 3-8).The length of the free-

running period was not altered in APPswe/PS1dE9 mice [F(1,12)=1.151,  p=0.305] (Fig. 

3-8).  

In terms of stereotypic counts, APPswe/PS1dE9 mice had significantly more total stereotypic 

counts than their WT littermates [F(1,12)=9.857,  p=0.009] (Fig. 3-9). Activity onset was 

significantly earlier in APPswe/PS1dE9 mice [F(1,12)=5.195,  p=0.042] (Fig. 3-9) as was  

Activity offset [F(1,12)=16.016,  p=0.002] (Fig. 3-9). Activity Duration was not influenced 

significantly by genotype [F(1,12)=1.317,  p=0.274] (Fig. 3-9). 
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Fig. 3-7 Mean distance travelled over a 24 hour period in 2 months old female WT and APPswe/PS1dE9 mice under DD conditions. 
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Fig. 3-8 Robustness, rhythmicity index, acrophase and period length in study of  2 

months old APPswe/PS1dE9 mice  (DD).  Significant effect of genotype (p<0.05) on 

robustness and acrophase. No significant effect of genotype (p>0.05) on Rhythmicity index 

and period length. 
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Fig. 3-9 Total Stereotypic counts, activity onset, activity offset and activity duration in 

study of  2 months old APPswe/PS1dE9 mice  (DD).  Significant effect (p<0.05) of 

genotype on total stereotypic counts, activity onset and activity offset. No significant effect of 

genotype (p>0.05) on activity duration.
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Fig. 3-10 Double ïplotted actograms with 30 days of activity; 6 days under LD conditions and the following 24 days in DD showing delay 

of onset of active phase 
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 Fig. 3-11: Double ïplotted actograms with 30 days of activity; 6 days under LD conditions and the following 24 days in DD showing 

delay in onset of active phase
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3.5 Comparison between LD and DD conditions on 24 hour Locomotor 

Activity in Wild-type and APPswe/PS1dE9 mice 

The effect of lighting conditions on total activity did not differ in WT and APPswe/PS1dE9 

mice, [F(1,12)=0.029,  p=0.868] (data not shown) same as with relative amplitude 

[F(1,12)=0.617,  p=0.447] (Fig. 3-12). Compared to LD, mice were significantly less robust  in 

DD [F(1,12)=15.351,  p=0.002] but rhythmicity index was significantly increased in DD  

[F(1,12)=27.511,  p=0.000] (Fig. 3-12). In all of these measures, there was no genotype x 

lighting conditions interaction. The time of peak activity (acrophase) was also significantly 

earlier in DD compared to LD conditions, [F(1,12)=56.153,  p=0.000] and in 

APPswe/PS1dE9 mice compared to WT mice [F(1,12)=20.493,  p=0.001] (Fig. 3-12). There 

was a lengthening of the period length in DD compared to LD [F(1,12)=56.211,  p=0.000] 

(Fig. 3-13). There was no effect of genotype on period length [F(1,12)=0.229,  p=0.641] and 

no genotype x lighting conditions interaction [F(1,12)=0.730,  p=0.410]. In terms of 

stereotypic counts, mice had significantly fewer total stereotypic counts in DD compared to 

LD [F(1,12)=6.378,  p=0.027] (Fig. 3-13) and there was no genotype x lighting condition 

interaction [F(1,12)=1.966,  p=0.186]. There was no effect of lighting condition on activity 

onset [F(1,12)=2.515,  p=0.139] (Fig. 3-13) but genotype is significant, APPswe/PS1dE9  mice 

began activity earlier than WT mice [F(1,12)=5.227,  p=0.041]. In addition, there was a 

genotype x light interaction [F(1,12)=4.603,  p=0.053]. There was a significant effect of 

lighting condition on activity offset [F(1,12)=7.999,  p=0.015] (Fig. 3-14) as well as a main 

effect of genotype [F(1,12)=11.092,  p=0.006] and a lighting condition x genotype interaction 

[F(1,12)=6.290,  p=0.028]. Activity ended later in WT mice. Activity Duration was not 

influenced significantly by lighting condition [F(1,12)=3.206,  p=0.099] (Fig. 3-14) or 
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genotype [F(1,12)=0.428,  p=0.525] and there was no genotype x lighting condition 

interaction [F(1,12)=1.425,  p=0.256]. 
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Fig. 3-12. Robustness, rhythmicity index, acrophase and relative amplitude in study of  2 

months old APPswe/PS1dE9 mice  (LD vs DD).   Significant effect of lighting conditions  

(p<0.05) on robustness, rhythmicity index and acrophase. No significant effect of genotype 

(p>0.05) on relative amplitude. 
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Fig. 3-13 Period length, total stereotypic counts and activity onset in study of  2 months 

old APPswe/PS1dE9 mice  (LD vs DD).   Significant effect (p< 0.05) of lighting condition on 

period length and total stereotypic counts. No significant effect of lighting conditions (p>0.05) 

on mean activity onset (p>0.05)  
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Fig. 3-14 Activity offset and activity duration in study of  2 months old APPswe/PS1dE9 

mice  (LD vs DD).   Significant effect (p<0.05) of lighting conditions on activity offset. No 

significant effect (p>0.05) of lighting conditions on activity duration. 
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3.6 Discussion 

In the LD part of this experiment, our studies reveal an increased total and nocturnal 

hyperactivity in APPswe/PS1dE9 mice. They also had an increased percentage of total 

activity in the dark phase and an increased robustness. There was no effect of genotype on the 

period length although the acrophase was earlier in APPswe/PS1dE9 mice. Compared to WT 

mice, APPswe/PS1dE9 mice had an altered pattern of activity distribution over the 24 hour 

period as evidenced by reduced percentage of activity travelled in the first and last 2 hours in 

the light phase, an increased percentage of activity travelled in the first 2 hours of the dark 

phase and a decreased percentage of activity in the last 2 hours of the dark phase. The results 

from the DD experiments mirror those in LD except that, activity onset and offset were 

earlier in APPswe/PS1dE9 mice compared to WT mice. Comparing the data from the LD and 

DD experiments conditions to examine the effect of light on the parameters of the circadian 

measured in this study, our results reveal that there was no effect of the lighting conditions on 

total activity which suggests that the welfare of the mice was not diminished under DD 

conditions. However, there was a reduction in the total stereotypic counts in DD and a longer 

period length. 

The percentage of activity in the last 2 hours of dark and the first 2 hours of light was 

significantly reduced in APPswe/PS1dE9 mice compared to their WT littermates. This 

decrease in the activity of APPswe/PS1dE9 mice during the period of transition from the 

active phase to the inactive phase is in contrast to the increase in locomotor activity observed 

in Sundowning patients during their transition from the active phase to the inactive phase i.e. 

towards the end of their active phase (daytime) and the beginning of their inactive phase 

(night-time). One reason for this could be the age of the mice in this study (2 months old), 

these parameters will also discussed in older APPswe/PS1dE9 mice (9 months old) later in 
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this thesis, which revealed a different pattern of  results, see section 4.4. By contrast Duncan, 

Smith et al. (2012), using a different genetic model,  did not find a significant effect of 

genotype in the level of activity in the last 2 hours of the dark phase. However, this inability 

to detect any genotype-related differences may have been as a result of genetic background of 

the mice they used in their study, which were a mixture of CD-1 and 129 sub-strains. The 

daily rhythms in these mice differ from those of other nocturnal rodents and other commonly 

used inbred mouse strain like C57BL/6J which we used for our study (Duncan, Smith et al. 

2012).  

The percentage of activity in the last 2 hours of light was significantly reduced in 

APPswe/PS1dE9 mice and the first 2 hours of dark is significantly increased. This is the 

period of transition from the inactive phase to the active phase and is equivalent to the period 

between the end of night-time and beginning of day-time in Sundowning patients. These 

results suggest that the reaction of APPswe/PS1dE9 mice with regards to the anticipation of 

the start of the active phase is altered compared to WT mice.  

  We found a general hyperactivity in 2 month old female APPswe/PS1dE9 mice. This is 

consistent with previous reports in AD mouse models (Huitrón-Reséndiz, Sánchez-Alavez et 

al. 2002,Vloeberghs, Van-Dam et al. 2004, Ambrée, Touma et al. 2006, Gorman and Yellon 

2010). Plaques donôt begin to develop until 4 months of age (Malm, Koistinaho et al. 2011) 

so the observed hyperactivity might reflect an effect of the APPswe/PS1dE9 mutation other 

than plaque formation.  Bonardi, de Pulford et al. (2011) revealed context extinction deficits 

in 4 months old APPswe/PS1dE9 mice, they suggest that the APPswe/PS1dE9 transgene 

might be linked to early impairments in the neural circuitry involving the medial prefrontal 

cortex, basolateral amygdala and hippocampus. 
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Our results show that APPswe/PS1dE9 mice had  significantly higher nocturnal hyperactivity 

compared to their WT counterparts consistent with  APP23 mice (Van-Dam, D'Hooge et al. 

2003) and PDAPP mice (Huitrón-Reséndiz, Sánchez-Alavez et al. 2002). They also had a 

greater percentage of their total activity occurring at night. We have also observed a trend of 

diurnal hypoactivity in these mice though it does not reach statistical significance. This is 

similar to results by Pugh et al (2007) and Duncan, Smith et al. (2012) who have reported a 

diurnal hypoactivity in TASTPM and APP 
K670N/M671L

/PS1 
P264L/P264L

 mice respectively. 

Acrophase (the time of peak activity) was found to be significantly earlier in 

APPswe/PS1dE9 mice compared to WT mice, approximately 76 minutes earlier. Huitrón-

Reséndiz, Sánchez-Alavez et al. (2002) did not find a main effect of genotype on acrophase 

in PDAPP mice aged 3-5 months. The reason for this is unclear. One possible reason is that, 

because PDAPP mice develop amyloid plaques between 6-9 months (Games, Adams et al. 

1995) and APPswe/PS1dE9 mice develop plaques at 4 months (Malm, Koistinaho et al. 

2011), an alteration in locomotor activity acrophase can be detected earlier in 

APPswe/PS1dE9 mice. In AD patients, the acrophase of the locomotor activity and body 

temperature rhythms  occur approximately 4 hours later compared to cognitively normal 

elderly subjects (Satlin, Volicer et al. 1995). 

Robustness was found to be increased in APPswe/PS1dE9 mice compared to their WT 

littermates; we speculate that this is as a result of the hyperactivity caused by the 

APPswe/PS1dE9 transgene. Regular vigorous activity has been shown to entrain the sleep-

wake and drinking circadian rhythms in mice (Edgar, Kilduff et al. 1991). Rhythms in 11 out 

of 15 mice became entrained to a restricted wheel running schedule. In addition, exercise has 

been shown to increase consolidation of wakefulness during the day and can increase the 
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body temperature by several degrees in mice (Edgar, Dement et al. 1991, Edgar, Kilduff et al. 

1991).  

The finding that activity onset, activity offset and activity duration were not significantly 

altered in APPswe/PS1dE9 mice under LD conditions demonstrates that the complex 

mechanism of entrainment, using photic and non-photic zeitgebers, (see Introduction chapter, 

page 27) is not compromised in APPswe/PS1dE9 mice. The average time of activity onset in 

APPswe/PS1dE9 and WT mice was not significantly different, ZT 13.25 and ZT 13.83 

respectively. This is to be expected as activity is entrained by the light zeitgeber and the 

vision of young APPswe/PS1dE9 mice is not significantly different from that of their WT 

littermates (Stover and Brown 2012). The length of the period under LD conditions 

(entrainment) was also unaltered by the transgene. 

We found a marginal effect of genotype on diurnal stereotypic counts with the 

APPswe/PS1dE9 mice having less diurnal counts [F(1,12)=4.240,  p=0.062] and a marginal 

effect of genotype on nocturnal stereotypic counts with the transgenic mice having more 

nocturnal counts [F(1,12)=3.822,  p=0.074].   The reason stereotypic counts did not reach 

significance levels here might be as a result of the age of the mice. (See results from older 

mice in section 4.3.1) Ambrée, Touma et al. (2006) showed a general increase in stereotypic 

behaviour in male transgenic TgCRND8 mice aged 30, 60, 90 and 120 days. Stereotypic 

behaviours are repetitive behaviours that occur in captive animals as a result of suboptimal 

housing conditions, they can also be elicited by an increase in activity or excitement (Mason 

1991). It is also possible that they are related to an overexpression of APP (Lalonde, Dumont 

et al. 2002) and may share underlying mechanisms with BPSD (Ambrée, Touma et al. 2006). 

APPswe/PS1dE9 mice have an altered expression of APP and increased activity compared to 
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wild-type mice which might contribute to the observed increase in stereotypic behaviour. 

Studies do not measure stereotypic behaviour in the same way. In this study, we have 

recorded, as stereotypic behaviour, all repetitive behaviour and movements within a small 

defined perimeter around the mouse. Other studies have recorded stereotypies as jumping, 

traversing the cage lid and circling the cage lid (Ambrée, Touma et al. 2006) or swaying from 

one side of the cage to another, scratching and grooming  movements (Lalonde, Dumont et 

al. 2002) . It is unlikely that environmental under-stimulation is the underlying mechanism 

for the observed increase in stereotypies as qualitative observations indicate that they occur 

under other housing conditions such as group housing and enrichment (Ambrée, Touma et al. 

2006).  In addition, our home cage conditions are environmentally enriched. Our results 

suggest that this model of AD will be useful in the study of BPSD such as anxiety, 

restlessness, wandering etc. Indeed,  Cheng, Logge et al. (2013) reveal higher anxiety levels 

in APPswe/PS1dE9 mice compared to control mice as measured by an elevated plus maze 

test. 

 Results from our DD studies show the length of the period under constant conditions (free-

running), which is considered to be a direct assessment of the circadian clock did not differ in 

this study between APPswe/PS1dE9  and wild-type mice, consistent with Bano-Otalora, 

Popovic et al. (2012) and Gorman and Yellon (2010). By contrast, Wisor, Edgar et al. (2005) 

found that the length of the  free-running period rhythm (measured using wheel running 

activity) was approximately 0.25h longer in Tg2576 mice.  This might be as a result of the 

different methodologies and AD strain employed as wheel running experiments have been 

shown to alter the endogenous chronotype of rodents (Ramanathan, Stowie et al. 2010). 
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The increase in robustness and relative amplitude observed in APPswe/PS1dE9 mice under 

LD conditions is also observed under DD conditions demonstrating this is an endogenous 

effect of the APPswe/PS1dE9 transgene and not merely an artefact produced by the presence 

of light under LD conditions. Masking has been defined as óThe attenuation (negative) or 

enhancement (positive) of a measure of the circadian master clock by an exogenous stimulus 

or factor.ô Circadian parameters that are affected by masking are locomotor activity and core 

body temperature. These rhythms are masked by light and posture/sleep respectively. Use of 

constant darkness protocol is a means of reducing the effects of photic masking of locomotor 

activity and establishing the endogenous circadian rhythm of the locomotor activity (Lamont 

2014). 

Consistent with previous results from LD experiments, APPswe/PS1dE9 mice were also 

hyperactive in DD. The loss of photic and non-photic cues did not eliminate this effect of the 

transgene.  

We conducted an analysis comparing parameters in LD and DD conditions to examine the 

effect of light on the parameters of the circadian measured in this study. The total level of 

activity of both strains of mice was not significantly different in LD and DD conditions. 

Comparable levels of activity under both LD and DD conditions further suggests that the 

welfare of the mice was not diminished under DD conditions.  

Comparing DD conditions to LD conditions, the mean activity onset remained unchanged in 

APPswe/PS1dE9 mice while that of WT mice is delayed by approximately 2.5 hours. There 

was also a delay in mean activity offset (approximately 4 hours) observed in WT mice that is 

not observed in APPswe/PS1dE9 mice.  The onset and offset of the active phase  in nocturnal 

species are closely coincided with light onset and offset (Duncan, Smith et al. 2012). These 

results suggest that APPswe/PS1dE9 mice are able to maintain a stronger memory of the 
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former lighting conditions and that their activity patterns differ from those of WT mice under 

constant conditions.  We speculate that as a result of the hyperactivity caused by the 

APPswe/PS1dE9 transgene and the corresponding increase in robustness and rhythmicity 

index observed in APPswe/PS1dE9 mice, the capability to keep activity entrained to previous 

LD conditions is higher in APPswe/PS1dE9 mice. The finding by Bano-Otalora, Popovic et 

al. (2012) that time taken to resynchronize to a new LD cycle after a 6-h phase advance is 

unchanged demonstrates that entrainment capability is not impaired by the APPswe/PS1dE9 

transgene.  To our knowledge, this is the first time that compared to WT litter-mates, an AD 

model has been demonstrated to be less resistant to shifts in activity onset and offset as we 

have defined it, in this case, delay in activity onset and activity offset.   The earlier time of 

peak activity (Acrophase) observed in DD is most likely to be as a result of the delay in 

activity onset. 

Robustness was significantly altered in DD compared to LD, resulting in the mice being less 

robust in DD. However, RI (rhythmicity index) was increased under DD conditions (refer to 

discussion section 2.6 for more detailed explanation).  

 The length of the free-running period in young 2 months old mice under DD conditions (24.2 

hrs) was approximately 30 minutes longer than in LD (23.7 hrs). This means that photic 

masking serves to shorten the period length by 30 minutes in both APPswe/PS1 dE9 and 

wild-type mice. There was no lighting condition x genotype interaction meaning the visual 

system which mediates photic masking is unaltered in young APPswe/PS1dE9 mice.  

Both APPswe/PS1dE9 and wild-type mice had fewer stereotypic counts in DD compared to 

LD which suggests that repetitive stereotypic behaviours are, most likely, as a result of 

anxiety-induced grooming. These results might reflect the similarity of DD conditions to the 

natural habitats of mice. 
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In conclusion, our data demonstrate that there is a significant effect of the APPswe/PS1dE9 

transgene in 2 months old pre-plaque mice on the levels of activity and the circadian 

distribution of activity across the light and dark phase, upholding our hypothesis. Under LD 

conditions, compared to wild-type mice, APPswe/PS1dE9 mice were more hyperactive, had a 

higher percentage of activity at night, their activity rhythms were more robust, had an earlier 

acrophase as well as display an altered pattern of activity in the first and last 2 hours of 

activity in the light and dark phases. Under DD conditions, APPswe/PS1dE9 mice had more 

stereotypic counts, and had an earlier activity onset and activity offset. In comparing LD and 

DD conditions, both APPswe/PS1dE9 and wild-type mice had reduced robustness/ increased 

RI values as well as a lengthened period by 30 minutes. These results imply that in common 

with many other behavioural deficits, these appear before formation of amyloid plaques in the 

brain. Having established changes in a variety of circadian parameters we next investigated 

how these changes in APPswe/PS1dE9 mice interact with age. 
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Chapter 4:  Longitudinal 24 hr Locomotor Activity in  WT 

and APPswe/PS1dE9 mice at 3, 6 and 9 months old 

4.1 Introduction  

Having established that APPswe/PS1dE9 mice show abnormalities in circadian parameters, 

we next investigated whether these effects of the APPswe/PS1dE9 transgene are altered with 

age. Both normal aging and dementia are associated with disturbances in the biological clock 

which contribute to dramatic circadian disorganization in daily patterns of hormone release, 

the sleep-wake cycle and body temperature rhythms.  

A common feature in AD patients is the fragmented activity-rest pattern which is displayed in 

a decreased daytime activity and disrupted night-time sleep (Volicer, Harper et al. 2001). 

These nocturnal awakenings and daytime naps are more pronounced in AD patients, both in 

frequency and duration, than they are in normal aging (Jacobs, Ancoli-Israel et al. 1989). Wu 

and Swaab (2007) have hypothesized that these circadian disturbances are due to a disruption 

of the primary mammalian circadian clock, the suprachiasmatic nucleus (SCN) or a decrease 

in overall input to the SCN.  

In mice,  aging has also been shown to alter the onset of the active phase, lengthen periods, 

reduce circadian amplitude and affect SCN electrophysiology  (Nygard, Hill et al. 2005, 

Valentinuzzi, Scarbrough et al 1997). Using Tg2576 mice, Gorman and Yellon  (2010)  

found a significant decrease in the robustness and total activity of transgenic and WT mice, 

for both of these measures there was no genotype x age interaction.  Duncan, Smith et al. 

(2012) using APP 
K670N/M671L

/PS1 
P264L/P264L

 mice also showed a reduction in total activity in 

aging which was the same in both transgenic and wild-type controls. Diurnal activity 

increased with aging and again there was no age x genotype interaction. The amount of 
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activity travelled in the first 2 hours of the light phase was significantly affected by age, wild-

type and older mice were relatively more active during this period.  

In this chapter, we performed a longitudinal investigation of the effect of the AD transgene 

on activity levels and activity patterns at ages before and after amyloid plaques are found in 

the brain. We hypothesize that age and the APPswe/PS1dE9 transgene would alter circadian 

parameters and that these changes would differ prior to and after the ages at which AD 

pathology is typically seen. 

4.2 Materials/Methods 

4.2.1 Animals 

3 month old male APPswe/PS1dE9 mice (n=10) and wild-type littermates (n=9) were used 

for this experiment. They were obtained from the breeding colony of Dr. Marie Pardon 

(University of Nottingham) and were tested in five cohorts of 6, 3, 2, 3, and 5 mice. The five 

cohorts reflect the availability of the mice. Because the study relates to aging and AD, it was 

important to very precisely age-match the mice- this meant testing them in cohorts that 

coincided with breeding rather than waiting until a batch of mice reached a wider age-range 

as is commonly done in these studies. The two genotypes were distributed randomly across 

the five cohorts.Locomotor activity was measured at 3, 6 and 9 months of age, all mice were 

precisely the same age at time of testing. Testing began at 3 months and not 2 months as in 

Chapter 2 because the only mice available at the time were 3 months of age. Of the 9 wild-

type mice, 2 were eliminated from the final analysis; one, as a result of faulty equipment and 

the other had to be terminated as a result of a tumour.  The experimental room was 

temperature and humidity controlled similar to the holding room. Room temperature was kept 

at 20°C -24°C and humidity at 50-55%. All experiments were carried out in compliance with 
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the Home Office regulations on animal experimentation, and with all appropriate personal 

and project license authority under the Animals (Scientific Procedures) Act, UK 1986. UK 

Home Office Project license No: 40/2883. 

 

Fig. 4-1 Overview of longitudinal study (3, 6 and 9 months old) 

4.2.2 Apparatus 

As per chapter 2 (page 116) 

4.2.3 Experimental Procedure 

As per chapter 2 (page 117) 

4.2.4 Data Analysis 

As per chapter 2 (page 117) 

4.2.5 Statistics 

A repeated measures ANOVA with genotype as a between subject variable and age as a 

within subject variable as factors was done.  To verify the source of a main effect of age or an 

age x genotype interaction, the Mauchlyôs test statistic was examined. If found to be non-

significant (p<0.05), then the óSphericity assumedô value was used. If found to be significant 

(p <0.05), this meant a violation of sphericity and the Greenhouse-Geisser estimate of 
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sphericity (ắ) was examined. When ắ was > 0.75, the Huynh-Feldt correction was used and 

when ắ < 0.75, the Greenhouse-Geisser correction was used. Significant main effects of age 

were further analysed by post-hoc comparisons with a Bonferroni correction factor applied 

for multiple comparisons. Significant age x genotype interactions were further analysed by 

splitting the data either by genotype in the repeated ANOVA test or splitting byage by 

carrying out three Univariate one-way ANOVA.All statistical analyses were performed using 

SPSS 19.0 (Statistical Package for Social Sciences, Chicago, IL, USA). The Statistical 

probability threshold for all experiments was set at p < 0.05. P-values less than 0.055 were 

rounded down to 0.05. 

 

4.3 Results 

4.3.1 Effect of Genotype 

Although the APPswe/PS1dE9 mice were hyperactive  [F(1,15)=12.704,  p=0.003] (Fig. 4-2, 

Fig. 4-3, Fig. 4-4) and  had significantly more nocturnal distance than the WT controls 

[F(1,15)=10.624,  p=0.005] (Fig. 4-5), there was no significant main effect  of genotype on 

diurnal distance [F(1,15)=0.631,  p=0.439] (data not shown) and  percentage of activity 

travelled at night [F(1,15)=4.210, p=0.058] (data not shown). APPswe/PS1dE9 mice had 

higher measurement of rhythmicity as measured by robustness [F(1,15)=49.634 p=0.000] 

(Fig. 4-6) and the rhythmicity index [F(1,14)=6.479,  p=0.023] (data not shown). There was 

no effect of genotype on acrophase [F(1,15)=0.071, p=0.794] (Fig. 4-7) and period length 

[F(1,15)=0.994, p=0.335] (Fig. 4-9) although relative amplitude was significantly higher 

[F(1,15)=32.802 p=0.000] (Fig. 4-8). 
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In exploring the patterns of activity across the 24 hour period, there was no significant main 

effect of genotype on first 2 hours travelled in the light phase [F(1, 15) = 1.490, p=0.241] 

(Fig. 4-10),  first 2 hours travelled in the dark phase [F(1, 15) = 3.951, p=0.065] (Fig. 4-12) 

and last 2 hours travelled in the dark phase [F(1, 15) = 7.148 p=0.683] (Fig. 4-13) However, 

in the last 2 hours travelled in the light phase, APPswe/PS1dE9 mice were significantly less 

active than WT mice [ F(1, 15) = 8.164 p=0.012] (Fig. 4-11). Although there was no effect of 

genotype on stereotypic diurnal counts [F(1,15)=0.273,  p=0.609] (data not shown), 

APPswe/PS1dE9 mice had significantly more stereotypic nocturnal counts  [F(1,15)=8.317,  

p=0.011] (Fig. 4-15) as well as more total stereotypic counts [F(1,15)=8.244,  p=0.012] (Fig. 

4-14). 

4.3.2 Effect of Age 

There was a significant main effect of age on total activity with levels decreasing as the mice 

aged [F(1.132,16.980)=4.4234, p=0.051] (data not shown)  nocturnal distance also decreased 

as the mice aged [F(1.044,15.665)=5.318, p=0.034] (Fig. 4-5).  9 months old mice were less 

robust than at 3 months old  [F(1.342,18.794)=6.541, p=0.013] (Fig. 4-6), 9 months mice had 

a reduced  relative amplitude value compared to aged 6 months [F(2,30)=5.529, p=0.009] 

(Fig. 4-8) and percentage of activity travelled at night was reduced at 6 months old compared 

to 3 months old [F(1.364,20.455)=6.279, p=0.014] (data not shown). Time of peak activity 

(acrophase) was not significant [F(1.109,16.628)=4.037, p=0.058] (Fig. 4-7). There was no 

significant main effect of age on diurnal distance [F(1.105,16.575)=2.747, p=0.114] (data not 

shown), rhythmicity index [F(2,28)=0.145, p=0.866] (data not shown) and  period length 

[F(2,30)=1.043, p=0.365] (Fig. 4-9). 
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In exploring the patterns of activity across the 24 hour period, there was no significant main 

effect of age on the first 2 hours travelled in the light phase [F(2,30)=1.496, p=0.240] (Fig. 

4-10),  first 2 hours travelled in the dark phase [F(1.215,18.222)=0.731, p=0.430](Fig. 4-12) 

and last 2 hours travelled in the light phase [F(2,30)=2.456, p=0.103](Fig. 4-11) although  

there was a main effect of age in the last 2 hours travelled in the dark phase, the amount of 

activity remained unchanged between 3 and 6 months but increased between 6 and 9 months 

[F(2,30)=9.038, p=0.001] (Fig. 4-13).  In terms of stereotypic counts, there was no effect of 

age on diurnal stereotypic counts [F(1.211,18.163)=1.372, p=0.264] (data not shown) and 

total stereotypic counts [F(1.157,17.361)=2.681, p=0.116] (Fig. 4-14). However, the effect of 

age on nocturnal stereotypic counts was significant [F(1.109,16.663)=4.786, p=0.040] (Fig. 

4-15). It decreased between 3 and 6 months and remained unchanged between 6 and 9 

months. 

It is note-worthy to mention here that activity, onset, activity offset and activity duration 

could not be measured in this longitudinal study. This is because, of the 7WT mice and 10 

APPswe/PS1dE9 mice in the study, these measures could only be extracted from 2 WT mice 

and 8 APPswe/PS1dE9 mice which rendered the analysis impossible. Activity onset was 

determined as the first time-point from 6 h before lights off where average activity counts 

exceeded the 24 h mean and remained sustained over three of the following bins. If the 

activity at the beginning of the active phase is not sustained over three of the following bins, 

it is not considered, the same applied to activity offset. Interestingly, it appears that the 

APPswe/PS1dE9 mice were more resistant to the increase in fragmentation of activity across 

the 24-h day as both groups of animals aged. Bouts of activity became shorter in a larger 

percentage of WT mice and thus, they did not meet the criteria to determine activity onset, 

activity offset and activity duration.  
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4.3.3 Age x Genotype Interaction 

There was a significant genotype x age interaction for period length [F(2,30)=5.680,  

p=0.008]. There is no effect of genotype at 3or 6 months but at 9 months, the period length of 

WT mice is shortened by approximately 30 minutes compared to that of APPswe/PS1dE9 

mice. 

There was a significant genotype x age interaction for mean percentage activity of last two 

hours in the dark phase [F(2,30)=8.193,  p=0.001]. Levels of activity in the last 2 hours in the 

dark phase in APPswe/PS1dE9 increased consistently as they aged while that of WT mice 

relatively unchanged across all 3 ages tested. 

There was a significant age x genotype interaction for mean percentage activity travelled in 

the first two hours in the light phase  [F(2,30)=3.283,  p=0.051], it remained unchanged 

across 3, 6 and 9 months in WT mice but in the APPswe/PS1dE9 mice is increased between 3 

and 6 months and remains unchanged between 6 months and 9 months   
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4.3.4 Effect of Cohort 

17 mice were included in the final analysis, 7 WT and 10 APPswe/PS1dE9 mice. In the first 

cohort, there were 4 WT mice and 2 APPswe/PS1dE9 mice (6 mice in total). In the second 

cohort, there was 1 WT mouse and 2 APPswe/PS1dE9 mice (3 mice in total). In the third 

cohort, there was 1 APPswe/PS1dE9 mouse. In the fourth cohort, there were 1 WT mice and 

2 APPswe/PS1dE9 mice (3 mice in total). In the fifth cohort, there were 1 WT mouse and 3 

APPswe/PS1dE9 mice (4 mice in total). There was no main effect of cohort on period length, 

relative amplitude, acrophase, robustness, rhythmicity index, nocturnal/total stereotypic 

counts and total distance. However, there was a main effect of cohort on first 2 hours at light, 

first 2 hours of the dark, diurnal distance, percentage of total activity travelled at night and 

diurnal stereotypic counts. Further posthoc analysis revealed that the main difference in the 

variables that had a main effect of cohort was between the first and fifth cohort. It is possible 

that the uneven genotype distribution in cohort 1 (predominantly WT mice) and cohort 5 

(predominantly APPswe/PS1dE9 mice) is responsible for the difference. This difference 

should even out when all the cohorts are combined in the final analysis. 
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Fig. 4-2 Mean distance travelled over a 24 hour period (LD) in 3 months old male WT and APPswe/PS1dE9 mice (longitudinal study) 
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Fig. 4-3 Mean distance travelled over a 24 hour period (LD) in 6 months old male WT and APPswe/PS1dE9 mice (longitudinal study) 
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Fig. 4-4 Mean distance travelled over a 24 hour period (LD) in 9 months old male WT and APPswe/PS1dE9 mice (longitudinal study) 
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Fig. 4-5 Nocturnal activity  in longitudinal study of  3, 6, 9 months old APPswe/PS1dE9 mice  

(LD).   Significant effect (p<0.05) of genotype and significant effect of age (p<0.05) on mean 

nocturnal distance (in cm) 
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Fig. 4-6 Robustness in longitudinal study of  3, 6, 9 months old APPswe/PS1dE9 mice  (LD).   

Significant effect (p<0.05) of genotype and significant effect (p<0.05) of age on mean robustness 

(in %) 
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Fig. 4-7 Acrophase in longitudinal study of  3, 6, 9 months old APPswe/PS1dE9 mice  (LD).   

Significant effect (p<0.05) of age  and no significant effect of genotype (p>0.05) on Acrophase 

(in degrees).  Clock time in hours and minutes is shown at the top of the graph. 
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Fig. 4-8 Relative amplitude in longitudinal study of  3, 6, 9 months old APPswe/PS1dE9 

mice  (LD). Significant effect (p<0.05) of genotype and significant effect (p<0.05) of age on 

mean relative amplitude 
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Fig. 4-9 Period length in longitudinal study of  3, 6, 9 months old APPswe/PS1dE9 mice  

(LD).    Significant genotype  x aging interaction (p<0.05) on period length. No significant 

effect of genotype (p>0.05) and no significant effect (p>0.05) of age. 
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Fig. 4-10 % First 2 hours in light phase in longitudinal study of  3, 6, 9 months old 

APPswe/PS1dE9 mice  (LD).   Significant genotype x age interaction (p=0.051) on mean 

percentage of activity in the first 2 hours in the light phase. No significant effect of genotype 

(p>0.05) and no significant effect (p>0.05) of age. 
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Fig. 4-11% Last 2 hours in light phase in longitudinal study of  3, 6, 9 months old 

APPswe/PS1dE9 mice  (LD).    Significant effect (p<0.05) of genotype and no significant 

effect of age (p>0.05) on mean percentage of last two hours in the light phase. No significant 

genotype x age interaction (p>0.05) 

Age (months)

3 6 9

M
e

a
n

 %
 F

ir
s

tT
w

o
h

o
u

rs
d

a
rk

p
h

a
s

e
 (

+
/-

s
.e

.m
)

0

5

10

15

20

25

30

WT 

APPswe 
% First two hours in dark

 

Fig. 4-12 % First 2 hours in dark  phase in longitudinal study of  3, 6, 9 months old 

APPswe/PS1dE9 mice  (LD).   No significant effect of genotype (p>0.05) and no significant 

effect (p>0.05) of age on mean percentage of activity in the first 2 hours in the dark phase. No 

significant genotype x age interaction (p>0.05) 
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Fig. 4-13 % Last 2 hours in dark phase in longitudinal study of  3, 6, 9 months old 

APPswe/PS1dE9 mice  (LD).   Significant genotype x age interaction (p<0.05) on mean 

percentage of last two hours in the dark phase. Significant effect (p<0.05) of age and no 

significant effect of genotype (p>0.05)  
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Fig. 4-14 Total stereotypic counts in longitudinal study of  3, 6, 9 months old 

APPswe/PS1dE9 mice  (LD).    Significant effect (p<0.05) of genotype and no significant 

effect of age (p>0.05) on mean total stereotypic counts. No significant genotype x age 

interaction (p>0.05) 
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Fig. 4-15  Nocturnal stereotypic counts in longitudinal study of  3, 6, 9 months old 

APPswe/PS1dE9 mice  (LD).   Significant effect (p<0.05) of genotype and age on mean 

nocturnal stereotypic counts. No significant genotype x age interaction (p>0.05) 
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4.4 Discussion 

In this longitudinal study, our results show that general hyperactivity, nocturnal activity, 

robustness, rhythmicity index, percentage of activity in the last 2 hours of the light phase and 

total stereotypic counts are increased in APPswe/PS1dE9 mice compared to WT mice. There 

was no effect of genotype on the acrophase. As the mice aged, total and nocturnal activity 

levels declined with age, as did robustness, percentage of activity at night and nocturnal 

stereotypic counts. The percentage of activity in the last 2 hours of the dark phase increased 

with age. Period length in APPswe/PS1dE9 mice was unaffected by age while the period 

length of WT mice was shortened by 30 minutes at 9 months.  

Our results reveal that there was an effect of age in APPswe/PS1dE9 but not WT mice in the 

percentage of activity travelled in the first 2 hours of the light phase. APPswe/PS1dE9 mice 

had a significantly reduced percentage of activity in the first 2 hours of the light phase 

compared to WT mice at 3 months; there was no significant effect of genotype at 6 months 

and 9 months old.  Van-Dam, D'Hooge et al. (2003) found significantly reduced activity in 

male APP23 mice in the first 2 hours of light period (dusk) at 6 months  but not at 2 months 

or 3 months. Using APP 
K670N/M671L

/PS1 
P264L/P264L

 mice at 4, 11 and 15 months of age,  

Duncan, Smith et al. (2012) found an effect of genotype and age in the percentage of activity 

during the first 2 hours of the light phase with  wild-type and older mice relatively more 

active during this period. 

Our results reveal that there was no effect of age and a marginal effect of genotype on the 

percentage of activity in the first 2 hours in the dark phase. This is consistent with results by 

Ambrée, Touma et al. (2006), they  found significantly increased activity in the first 2 hours 

of the dark period in TgCRND8 mice tested at 30, 60, 90 and 120 days of age. 
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The percentage of activity in the last 2 hours of dark and the first 2 hours of light phase 

increased with age in APPswe/PS1dE9 mice but remained constant in WT mice. This 

increase in the activity of APPswe/PS1dE9 mice during the period of transition from the 

active phase to the inactive phase is reminiscent of the increase in locomotor activity 

observed in Sundowning patients during their transition from the active phase to the inactive 

phase i.e. towards the end of their active phase (daytime) and the beginning of their inactive 

phase (night-time). Volicer, Harper et al. (2001) examined the effect of the severity of 

sundowning (never, rarely and usually) on the percentage of activity travelled at night in 

Sundowning patients, their results showed the levels did not differ significantly. However, to 

our knowledge, this is the first study to examine the effect of age/an AD transgene during the 

period of transition from the active phase to the inactive phase. 

The effect of age on the amount of activity in the last 2 hours of the dark in APPswe/PS1dE9 

mice but not WT mice lends more support to the notion that certain features of aging are 

more pronounced in Alzheimerôs disease compared to normal aging (Jacobs, Ancoli-Israel et 

al. 1989, Bedrosian, Herring et al. 2011).  Bedrosian, Herring et al. (2011) found that aged 

C57BL/6J mice (29 months old) were significantly more active than adult mice (7 months 

old) in the last 2 hours in the dark phase. 

The effect of age on the percentage of activity travelled in the last 2 hours of light and the 

first 2 hours of dark was the same in WT mice and APPswe/PS1dE9 mice. This is the period 

of transition from the inactive phase to the active phase and is equivalent to the period 

between the end of night-time and beginning of day-time in Sundowning patients. There was, 

however, a significant main effect of genotype on the percentage of activity travelled in the 

last 2 hours of light and a marginally significant effect of genotype on the percentage of 

activity travelled in the first 2 hours in the dark (p=0.065). Taken together, these results 
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suggest that the reaction of APPswe/PS1dE9 mice with regards to the anticipation of the start 

of the active phase is altered compared to WT mice.  

We have observed significantly increased total and nocturnal activity levels in the 

APPswe/PS1dE9 mice compared to their non-transgenic littermates.  These results are 

consistent with several other studies (Huitrón-Reséndiz, Sánchez-Alavez et al. 2002, 

Vloeberghs, Van-Dam et al. 2004, Ambrée, Touma et al. 2006, Gorman and Yellon 2010) as 

well as with our previous study with 2 month old APPswe/PS1dE9 mice. Consistent with 

Gorman and Yellon (2010) and Duncan, Smith et al. (2012), the levels of activity reduced 

significantly with age and this effect was not different in APPswe/PS1dE9 mice and WT 

mice. 

 Robustness, was increased in APPswe/PS1dE9 mice and diminishes as the mice age  

consistent with the results obtained by Gorman and Yellon (2010) in Tg2576 mice and our 

earlier results with C57BL/6J and CD1mice (section 2.3.1). Rhythmicity index was also 

found to be increased in APPswe/PS1dE9 mice compared to WT controls; however this was 

not affected by aging.  In contrast to Duncan, Smith et al. (2012), diurnal activity was not 

significantly altered in APPswe/PS1dE9 mice or by aging.  

 Although the length of the period was unaffected by aging in APPswe/PS1dE9 mice, there 

was a shortening of the period length by 30 minutes in WT mice, this is in LD conditions and 

thus is a measure of how well the circadian system can be entrained. This observation is 

consistent with our previous findings of increased robustness and suggests the circadian 

system of APPswe/PS1dE9 mice may be more efficient and less susceptible to degradation 

by aging. 
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Although there was no effect of genotype on acrophase, it was marginally affected by aging 

(p=0.058).  Similarly, the percentage of activity travelled at night was not affected by 

genotype but is reduced as the mice age. Volicer, Harper et al. (2001) showed that AD 

patients have a later acrophase and a higher percentage of nocturnal activity than age-

matched control subjects.  

Consistent with Ambrée, Touma et al. (2006), in this study APPswe/PS1dE9 mice had 

significantly more total  stereotypic counts than the WT controls, although the effect of age 

on total stereotypic counts did not reach statistical significance.  

In conclusion we have shown that APPswe/PS1dE9 mice show abnormalities in the circadian 

control of locomotor activity that interact with age. Increased robustness and rhythmicity 

index suggest that APPswe/PS1dE9 mice have abnormally good entrainment of period length 

in LD to the environment. We have demonstrated an abnormal distribution of activity across 

the 24 hr period with age which corresponds to the activity period affected in Sundowning. 

These data suggest that this model shows abnormalities in circadian parameters of locomotor 

activity.  In the following experiment we examined whether these effects are seen in mice at a 

significantly older age than that used in the present study. 
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Chapter 5:  Locomotor Activity Recording in 16 months old 

WT and APPswe/PS1dE9 mice 

5.1 Introduction  

As Alzheimerôs disease progresses, there is an accumulation of extracellular senile plaques 

and intraneuronal neurofibrillary tangles in the cell bodies and apical dendrites of the brain. 

These are the two characteristics that are used for the post-mortem verification of the disease 

(Epis, Gardonia et al. 2009). In the previous chapter, we examined the effect of age on 

activity levels and activity patterns across the 24 hr circadian phase from 3 months until 9 

months old (adulthood). This experiment will examine the effect of the APPswe/PS1dE9 

transgene in aged mice (16 months old). Using PDAPP mice, Huitrón-Reséndiz, Sánchez-

Alavez et al. (2002) found no effect of genotype on the acrophase, diurnal and nocturnal 

activity of 20-26 month old mice. Using APP23 mice,  Vloeberghs, Van-Dam et al. (2004) 

found a significant effect of genotype on total and nocturnal but not diurnal activity. We 

hypothesize that some of the effects of the APPswe/PS1dE9 transgene on levels of activity 

and patterns of activity distribution across the 24 hour period observed at younger ages will 

be observed in these aged mice. 

 

5.2 Materials/Methods 

5.2.1 Animals 

16 month male APPswe/PS1dE9 mice (n=5) and wild-type littermates (n=4) were used in this 

experiment. They were obtained from Professor Fran Ebling (University of Nottingham). The 

experimental room was temperature and humidity controlled similar to the holding room. 

Room temperature was kept at 20°C -24°C and humidity at 50-55%. After activity had been 
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recorded under LD conditions for 6 days, the mice were placed under constant darkness 

conditions (DD) for 60 days. Checks were done fortnightly to ensure continued health. All 

experiments were carried out in compliance with the Home Office regulations on animal 

experimentation, and with all appropriate personal and project license authority under the 

Animals (Scientific Procedures) Act, UK 1986. UK Home Office Project license No:40/2883. 

 

Fig. 5-1 Overview of study with male 16 months old APPswe/PS1dE9 mice. 

5.2.2 Apparatus 

As per chapter 2 (page 116) 

5.2.3 Experimental Procedure 

As per  chapter 2 (page 117) 

5.2.4 Data Analysis 

As per chapter 2 (page 117) 
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5.2.5 Statistics 

For the LD and DD analyses, a one-way ANOVA with genotype as a factor was done.  For 

the LD vs DD analysis, a repeated measures ANOVA was done. Lighting condition was a 

ówithin-subjectô variable while genotype was a óbetween-subjectô variable. All statistical 

analyses were performed using SPSS 19.0 (Statistical Package for Social Sciences, Chicago, 

IL, USA). The Statistical probability threshold for all experiments was set at p < 0.05. P-

values less than 0.055 were rounded down to 0.05. 

 

 

5.3 Twenty four hour Locomotor Activity in wild -type and 

APPswe/PS1dE9 mice in 12:12 light/dark (LD) 

5.3.1 Descriptive Analysis of Total Activity  

APPswe/PS1dE9 mice did not differ significantly from WT mice in total distance  

[F(1,7)=1.622,  p=0.244] (Fig. 5-2),  diurnal distance [F(1,7)=0.828,  p=0.393] (Fig. 5-3), 

nocturnal distance [F(1,7)=2.405,  p=0.165] (Fig. 5-3) and percentage of activity travelled at 

night [F(1,7)=3.368,  p=0.109] (Fig. 5-3). There was also no effect of genotype on  acrophase  

[F(1,7)=2.435,  p=0.163] (Fig. 5-4) and  period length [F(1,7)=0.136,  p=0.723] (Fig. 5-4).  

Although rhythmicity index was similar in both APPswe/PS1dE9 and WT mice 

[F(1,7)=0.008,  p=0.932] (Fig. 5-4), APPswe/PS1dE9 were significantly more robust than 

WT mice [F(1,7)=10.954,  p=0.013] (Fig. 5-3) and had a higher relative amplitude 

[F(1,7)=6.145,  p=0.042] (Fig. 5-4). 
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5.3.2 Descriptive Analysis of Activity Patterns and Stereotypic Behaviours 

In exploring the patterns of activity across the 24 hour period, there was no significant effect 

of genotype in the percentage of activity travelled in the first [F(1,7)=1.761,  p=0.226] (Fig. 

5-5) and last 2 hours of the light phase [F(1,7)=3.965,  p=0.087] (Fig. 5-5). Although there 

was no effect of genotype on the percentage of activity travelled in the first 2 hours of the 

dark phase [F(1,7)=0.791,  p=0.403] (Fig. 5-5), APPswe/PS1dE9 mice had significantly more 

activity than WT in the last 2 hours of the dark phase [F(1,7)=9.532,  p=0.018] (Fig. 5-5). In 

terms of stereotypic counts,  APPswe/PS1dE9 mice did not have significantly more 

stereotypic  counts than WT mice in the day [F(1,7)=0.442,  p=0.527] (data not shown), at 

night  [F(1,7)=2.546,  p=0.155] (data not shown) or in general [F(1,7)=0.959,  p=0.360] (data 

not shown). Activity onset was not significantly different in APPswe/PS1dE9 and WT mice 

[F(1,6)=0.563,  p=0.482] (data not shown), same as activity offset [F(1,6)=0.257,  p=0.630] 

(data not shown) and activity duration  [F(1,6)=0.279,  p=0.616] (data not shown).
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Fig. 5-2 Mean distance travelled over a 24 hour period in 16 months old male WT and APPswe/PS1dE9 mice (LD)
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Fig. 5-3 Diurnal distance, nocturnal distance, percentage of activity at night and 

robustness in study of 16 months old APPswe/PS1dE9 mice (LD).    Significant effect of 

genotype (p<0.05) on robustness. No significant effect of genotype (p>0.05) on diurnal 

distance, nocturnal distance and percentage of activity at night.   
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Fig. 5-4 Rhythmicity index, acrophase, relative amplitude and period length in study of 

16 months old APPswe/PS1dE9 mice (LD).    Significant effect of genotype (p<0.05) on 

relative amplitude. No significant effect of genotype (p>0.05) on rhythmicity index, 

acrophase and period length.  
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Fig. 5-5 % First 2 hrs in light phase, % last 2 hrs in light phase, % first two hours dark 

phase and % last two hours in dark phase in study of 16 months old APPswe/PS1dE9 

mice  (LD).  Significant effect of genotype (p<0.05) on percentage of activity travelled in the 

last two hours of the dark phase.  No significant effect of genotype (p>0.05) on  percentage of 

activity travelled in the first/ last two hours in the light phase and percentage of activity 

travelled in the first two hours of the dark phase.   
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5.4 Twenty four hour Locomotor Activity in W ild-type and 

APPswe/PS1dE9 mice in constant darkness (DD) 

APPswe/PS1dE9 mice did not differ significantly from WT mice in the total distance 

travelled [F(1,7)=1.263,  p=0.298] (Fig. 5-6). Although rhythmicity index was similar in both 

APPswe/PS1dE9 and WT mice [F(1,7)=2.343,  p=0.170] (Fig. 5-8), APPswe/PS1dE9 were 

significantly more robust than WT mice [F(1,7)=12.710,  p=0.009] (Fig. 5-8). There was no 

effect of genotype on  acrophase [F(1,7)=0.804,  p=0.40] (Fig. 5-8) or period length 

[F(1,7)=0.609,  p=0.461] (Fig. 5-8) but APPswe/PS1dE9 mice  had a higher relative 

amplitude [F(1,7)=7.321,  p=0.030]. 

In terms of stereotypic counts, APPswe/PS1dE9 mice did not have significantly more total 

stereotypic counts than WT mice [F(1,7)=3.124,  p=0.120] (Fig. 5-9).  Activity onset was not 

significantly different in APPswe/PS1dE9 and WT mice [F(1,7)=1.339,  p=0.285] (Fig. 5-9), 

same as activity offset [F(1,7)=0.619,  p=0.457] (Fig. 5-9) and activity duration  

[F(1,7)=0.231,  p=0.645] (Fig. 5-9).
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Fig. 5-6 Mean distance travelled over a 24 hour period in 18 months old male WT and APPswe/PS1dE9 mice (DD) 
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Fig. 5-7 Double ïplotted actograms with 60 days of activity in DD; showing changes to onset of active phase (delay and advance) 
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Fig. 5-8 Robustness, rhythmicity index, acrophase and period length in study of 16 

months old APPswe/PS1dE9 mice  (DD).    Significant effect of genotype (p<0.05) on mean 

robustness. No significant effect of genotype (p>0.05) on rhythmicity index, acrophase and 

period length.  
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Fig. 5-9 Total Stereotypic counts, activity onset, activity offset and activity duration in 

study of 16 months old APPswe/PS1dE9 mice  (DD).No significant effect of genotype 

(p>0.05) on total stereotypic counts, activity onset, activity offset and activity duration. 
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5.5 Comparison between LD and DD conditions on 24 hour Locomotor 

Activity in Wild -type and APPswe/PS1dE9 mice 

Lighting conditions (LD vs DD) had an effect on the total amount of distance travelled, mice 

travelled less distance in DD compared to LD [F(1,7)=11.646,  p=0.011] (data not shown) 

and this effect was not different in WT and APPswe/PS1dE9 mice. Although robustness was 

unchanged in DD [F(1,7)=1.409,  p=0.274] (Fig. 5-10), rhythmicity index was higher in DD 

than in LD [F(1,7)=14.634,  p=0.006] (Fig. 5-10), for both of these measures, there was no 

lighting conditions x genotype interaction [F(1,7)=0.599,  p=0.464] and [F(1,7)=1.413,  

p=0.273] respectively. 

Relative Amplitude was unchanged in DD compared to LD [F(1,7)=2.197,  p=0.182] (Fig. 

5-10) and there was no lighting conditions x genotype  [F(1,7)=0.300,  p=0.601]. There was 

no effect on period length [F(1,7)=0.030,  p=0.867] (Fig. 5-11), there was no effect of 

genotype [F(1,7)=0.271,  p=0.619] as well as no lighting conditions x genotype 

[F(1,7)=0.030,  p=0.867]. 

Stereotypic counts was significantly decreased in DD compared to LD [F(1,7)=15.484,  

p=0.006] (Fig. 5-11) and was the same in both APPswe/PS1dE9 and WT mice [F(1,7)=0.005,  

p=0.945]. Activity onset was not changed in DD compared to LD [F(1,6)=5.184,  p=0.063] 

(Fig. 5-11) similar to activity duration [F(1,6)=1.410,  p=0.280] (data not shown). Activity 

offset, however was significantly later in DD compared to LD [F(1,6)=9.103,  p=0.023] (Fig. 

5-11). For each of these three measures, there was no lighting conditions x genotype 

interaction [F(1,6)=1.052 p=0.345], [F(1,6)=0.226,  p=0.652] and [F(1,6)=0.202,  p=0.669]. 
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Fig. 5-10 Robustness, rhythmicity index, acrophase and relative amplitude in study of 16 

months old APPswe/PS1dE9 mice (LD vs DD). No significant effect (p>0.05) of lighting 

conditions on robustness, rhythmicity index, acrophase and relative amplitude  
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 Fig. 5-11 Period length, total stereotypic counts, activity onset and activity offset  in study of 

16 months old APPswe/PS1dE9 mice  (LD vs DD).  Significant effect (p<0.05) of lighting 

conditions on total stereotypic counts and activity offset. No significant effect (p>0.05) of lighting 

conditions on period length and activity onset.   
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5.6 Discussion 

Our results in the LD studies reveal that there was no effect of genotype on total, diurnal and 

nocturnal activity. Robustness was significantly higher in APPswe/PS1dE9 mice. There was 

no effect of genotype on first and last 2 hours travelled in the light phase although the last 2 

hours in the dark phase was significantly higher in APPswe/PS1dE9 mice. Acrophase, period 

length, activity onset, activity offset and activity duration were unaffected by the 

APPswe/PS1dE9 transgene. Results in the DD studies mirror very closely those in LD 

studies. In comparing data from LD and DD studies conditions to examine the effect of light 

on the parameters of the circadian measured in this study, both APPswe/PS1dE9 mice and 

WT mice were less hyperactive and had fewer total stereotypic counts in DD. Acrophase was 

also later in DD. 

In this study, we did not find APPswe/PS1dE9 mice to be more hyperactive than WT mice. 

This is in contrast to the previous studies; there was also no effect of the APPswe/PS1dE9 

transgene on diurnal and nocturnal activity. It is difficult to conclude a true null result as, due 

to availability issues, the sample size was low.  Previous studies have however shown that the 

amount of diurnal and nocturnal activity is not affected by the APP transgene at this age. 

Huitrón-Reséndiz, Sánchez-Alavez et al. (2002) found no effect of genotype on diurnal and 

nocturnal activity in 20-26 months old PDAPP mice but an effect on nocturnal activity was 

found by Vloeberghs, Van-Dam et al. (2004) in 12 months old APP23 mice. In this study, the 

acrophase was unaltered in APPswe/PS1dE9 mice consistent with findings by Huitrón-

Reséndiz, Sánchez-Alavez et al. (2002) in PDAPP mice. However, consistent with our 

previous studies in this thesis, we found that robustness was significantly higher in 

APPswe/PS1dE9 mice at 16 months. This suggests that this parameter seems to be 
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abnormally higher in these mice across all of the ages tested. This parameter therefore may 

show promise as a replicable behavioural index of circadian abnormality in these mice. 

The amount of activity travelled in the last 2 hours of the dark phase was significantly 

increased in APPswe/PS1dE9 mice. This is consistent with the results in the longitudinal 

study in the previous chapter where the amount of activity travelled in the last 2 hours of the 

dark phase by APPswe/PS1dE9 mice increased significantly as they aged. This increase in 

the activity of APPswe/PS1dE9 mice during the period of transition from the active phase to 

the inactive phase is reminiscent of the increase in locomotor activity observed in 

Sundowning patients during their transition from the active phase to the inactive phase i.e. 

towards the end of their active phase (daytime) and the beginning of their inactive phase 

(night-time). Therefore this parameter may also show some promise as a replicable 

behavioural index of circadian abnormality in these mice. 

 It appears that the effect of the APPswe/PS1dE9 transgene on activity levels and activity 

patterns in DD is identical to that in LD. Compared to wild-type littermates, 16 months old 

APPswe/PS1dE9 mice were not more hyperactive although they were significantly more 

robust. As observed in 2 months old mice, Rhythmicity index was significantly increased in 

DD conditions compared to LD, activity offset was significantly later and there were fewer 

stereotypic counts.  
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Chapter 6: Investigating the Molecular Basis of Changes in 

the Circadian Behaviour of Wild-type and APPswe/PS1dE9 

mice 

6.1 Introduction  

The endogenous circadian clock enables organisms to anticipate daily environmental changes 

and modify behavioural and physiological functions appropriately.  Interlocking 

transcriptional/translational feedback loops involving a set of clock genes produce circadian 

rhythms (Reppert and Weaver 2002). These clock genes include  Per 1, Per 2, Per 3, Cry1, 

Cry2, Clock, Bmal1, Rev-ErbŬ, Rev-Erbɓ, Rora, Rorb and Rorc (Barnard and Nolan 2008). 

Using in situ hybridization and immunohistochemistry, Wang, Dragich et al. (2009) 

demonstrated that PER 2 protein and Per 2 mRNA expression levels in the hippocampus of 

wild-type C57BL/6J mice varied with the daily circadian cycle with peaks of these rhythms 

occurring in the late night or early morning (ZT 22-4).  Previously Etchegaray, Lee et al. 

(2003) demonstrated that the rhythmic transcription of Per1 and Per2 in the liver is closely 

linked with circadian rhythms in histone acetylation and HAT (CBP/p300)  recruitment; 

rhythmic Per1 and Per 2 transcription  was accompanied by concomitant  increase and 

decrease in H3 acetylation at the promoter region, and transcription correlated with activated  

RNA polymerase II binding. There is a disruption of this normal rhythmic expression of core 

clock genes in Alzheimerôs disease. Rhythmic expression of hPer1, hPer2 and hBmal1 is 

altered in the brains of patients with Alzheimerôs disease compared to control subjects 

(Cermakian, Lamont et al. 2011). 

Using the CK-p25 mouse model of neurodegeneration,  Graff, Rei et al. (2012) show that 

acetylation of several histone residues (H3K14, H2BK5 and H4K5) in the promoter region of 
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genes, for which acetylation has been shown to be important for learning and memory, was 

reduced. There was also a corresponding decrease in activated RNA Pol II and mRNA 

expression for all genes that had elevated HDAC2 binding. In addition, HDAC2 was 

significantly enriched in the hippocampus of CK-p25 mice compared to control wild-type 

mice. There is also a disruption of histone acetylation in Alzheimerôs disease. In post-mortem 

brain samples from patients with varying degrees of Alzheimerôs disease, HDAC2 abundance 

are also markedly elevated in the hippocampus (Graff, Rei et al. 2012). Taken together, these 

studies reveal the vital role histone acetylation and rhythmic expression of clock gene 

mRNA/protein play in normal metabolism, learning & memory and in Alzheimerôs disease. 

Levenson, O'Riordan et al. (2004) demonstrated that global levels of H3 and H4 acetylation 

are changed during learning and memory. To our knowledge, no previous study has 

demonstrated global rhythmic histone acetylation under normal metabolic conditions in the 

brain or at the promoter region of core clock genes in wild-type mice and a mouse model of 

AD. Thus, the major aims of this part of my project were as follows: 

AIM 1: Is global h istone acetylation in the mouse brain altered between day and night?   

The aim is to determine if we can reliably detect day/ night changes in global histone 

acetylation in regions of the mouse brain that occur due to circadian rhythms. If so, which 

specific histones show day/night changes in global acetylation levels? Are these profiles 

altered in APPswe/PS1dE9 mice?  

AIM 2: Do core clock genes show circadian regulation of expression in mouse brain 

regions? How does this correlate with changes in histone acetylation at selected clock 

gene promoters? 
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The rest-activity cycle is under the control of the circadian clock and locomotor activity 

serves as a feedback output to alter the function of the SCN which regulates the clock 

mechanism (Schaap and Meijer 2001, Reppert and Weaver 2002). Our results from 

locomotor activity experiments reveal that the APPswe/PS1dE9 transgene significantly 

altered the normal circadian rest-activity cycle at all ages tested. Thus, the aim is to 

investigate whether there are accompanying alterations in day/night expression of clock 

genes in selected brain regions of APPswe/PS1dE9 mice. We will also examine histone 

acetylation at selected clock gene promoters and examine the link between histone 

acetylation at the promoter region and gene expression. 

6.2 Materials and Methods 

6.2.1 Techniques 

6.2.1.1 Extraction of Histones 

Tissue was weighed and homogenized in lysis buffer using a dounce homogenizer. 0.8 ml of 

lysis buffer was used for brain tissue and 1ml was used for tissue from peripheral organs. 

Next, samples were spun at 4000g at 4
 o
C for 1 min. The pellet, which contained the nuclear 

fraction, was re-suspended in 1ml of 0.2N HCl, shaken on the vortex and incubated on the 

rotating platform overnight. The sample was then dialyzed overnight in dialysis tubing 

(Spectra/Por, Spectrum Labs) with low molecular weight cut-off (3, 500 Da) against dialysis 

buffer. The dialysed solution was placed into a micro-concentrator (Vivaspin, GE Healthcare 

companies) and the volume reduced from about 2ml to about 50 ɛl. Recipe for all buffers can 

be found on page 240. 
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6.2.1.2 Determination of protein concentration  

Protein concentrations were determined using the Bradford assay method and Bio-Rad dye 

concentrate. Typically reactions consisted of 2 ɛl of sample and 1 ml 20% dye in ddH2O. 

After mixing thoroughly, the samples were left to stand for 20 minutes at room temperature. 

The absorbance was read at OD595 and the concentration calculated relative to values of 

several diluted BSA standards. 

6.2.1.3 Sodium-dodecyl-sulphate polyacrylamide gel electrophoresis 

(SDS-PAGE) 

Protein extracts were analyzed by one-dimensional polyacrylamide gel electrophoresis. SDS-

PAGE gels were prepared with the appropriate percentage resolving and stacking gel (Table 

6-1). Protein extracts were first denatured by boiling for 5 minutes in 4× SDS-PAGE loading 

buffer before being resolved on an SDS-PAGE gel of concentration 15%. Gels were 

electrophoresed using a mini-gel system (Protean II, Bio-Rad) in 1× running buffer at 120v. 

6.2.1.4 Staining of SDS-polyacrylamide gels 

Gels were stained in 0.25% Brilliant blue with gentle shaking for 5 mins, followed by two 

cycles of 15 minutes of incubation with destainer solution. The gels were then kept overnight 

in distilled water with shaking to completely destain the gel. To record an image of the 

stained gels, they were placed on filter paper, covered with Sarin wrap and scanned using the 

office scanner. 

6.2.1.5 Western blotting and immuno-detection 

After proteins had been separated on SDS-PAGE gels, they were transferred to nitrocellulose 

membranes using the wet transfer method in 1x transfer buffer. To verify protein transfer 
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efficiency, membranes containing the immobilized proteins were stained in Ponceau S 

solution. An image of the membranes was also taken (see above). To prevent non-specific 

antibody binding, the membranes were next incubated in blocking buffer for an hour at room 

temperature; the membranes were incubated with primary antibody in blocking buffer at 4 ↔C 

overnight or for an hour at room temperature. The primary antibodies were prepared using 

the dilutions indicated in Table 6-2.  The blots were briefly rinsed in PBST and three further 

5-minutes washes in the same buffer were performed. The membranes were subsequently 

incubated in secondary antibody prepared in blocking buffer for an hour at room temperature. 

Horseradish peroxidase (HRP) conjugated secondary antibodies were diluted 1:3000 in 

blocking buffer. Three 5-minutes washes in PBST were again performed after incubation to 

remove excess secondary antibody. 

ECL chemiluminescence was used to detect the protein antibody complexes. In this 

technique, 5ml of ECL developing solution was used to cover the membrane for 1 minute, 

after which excess reagent was gently drained off and the membrane wrapped using Sarin 

wrap. A luminescent image analyzer (Fujifilm LAS-4000) was used to detect the 

chemiluminescent signal. In order to re-use the membrane with other primary antibodies, 

membranes were stripped using stripping buffer for 30 minutes at 55 ↔C with continuous 

agitation. The membranes were subsequently thoroughly washed under running water for an 

hour, incubated in blocking solution as described above and re-probed with the next antibody. 
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Table 6-1 Composition of  resolving and stacking gels for SDS-PAGE; Stated volumes 

are for the production of one 5 ml and 2 ml volume of resolving or stacking gel 

respectively. 

Reagent Resolving gel (15%) Stacking gel (5%) 

ddH2O (ml) 1.1 1.4 

30% acrylamide mix (ml) 2.5 0.33 

1.5 M Tris pH 8.8 (ml) 1.3 - 

1.0 M Tris pH 6.8 (ml) - 0.25 

10% (w/v) SDS (ml) 0.05 0.02 

10% (w/v) ammonium 

persulphate (ml) 

0.05 0.02 

TEMED (ml) 0.002 0.002 

 

Table 6-2 List of western blot antibodies 

Primary Antibody  Dilution  Supplier 

ȷnti-Histone H2A 1:500 Abcam ab18255 

Anti-Histone H2B 1:500 Abcam ab1790 

Anti-Histone H3 1:500 Millipore 06-755 

Anti-Histone H4 1:500 Abcam ab7311 

Anti-acetyl H2A 1:500 Millipore 07-376 

Anti-acetyl H2B 1:500 Millipore 07-373 
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Anti-acetyl H3 1:500 Millipore 06-599 

Anti-acetyl H4 1:500 Millipore 06-598 

6.2.1.6 Chromatin Preparation 

Frozen tissue was weighed and chopped into small pieces using a scalpel. The tissue was then 

transferred into a tube with a screw cap lid 10 ml PBS (plus protease inhibitors) per gram of 

tissue was added. Formaldehyde to a final concentration of 1% was added and tube rotated at 

room temperature for 15 minutes. The cross-linking reaction was stopped by adding fresh 

glycine to a final concentration of 0.125 M. Rotation continued at room temp for 5 minutes. 

Tissue samples were centrifuged at low speed at 4 
0
C. The media was aspirated and washed 

once with cold PBS (plus protease inhibitors) and centrifuged. The tissue was suspended in 

10 ml cold PBS (plus protease inhibitors) per gram of starting material and put on ice. A 1 ml 

pipette tip was cut to make the orifice larger. The tissue was homogenized in a dounce 

homogenizer for 2 minutes. Cells were centrifuged at low speed at 4 
o
C. 

The cell pellet was resuspended in cell lysis buffer plus protease inhibitors and incubated on 

ice for 20 minutes. The cell pellet was then centrifuged at low speed at 4 
o
C and the 

supernatant discarded. Next, the nuclei was suspended in nuclei lysis buffer plus the same 

protease inhibitors as the cell lysis buffer and incubated on ice for 20 minutes. The nuclei 

were then flash frozen and thawed in liquid nitrogen 2 times to aid in nuclear lysis. The 

sample material was then divided into a suitable volume for sonication (2 ml) in a 15 ml 

Polystyrene Conical tube. Next, the chromatin was sonicated; Bioruptor maximum power, 30 

seconds ON followed by 1 min OFF. Total time = 40 minutes. To confirm the size of the 

sonicated chromatin, 100 ɛl of the chromatin was sampled. 10 ɛl NaCl 5M was added and 

boiled for 15 minutes. 0.25 ɛl DNase-free RNase was added (10ɛg/ml) and incubated for 30 



  Chapter 6: Molecular basis of APPswe model   

230 

 

minutes at 37 
o
C. Sample was then spun at full speed. Supernatant was collected and DNA 

was purified using the Macherey-Nagel PCR purification kit or ethanol precipitation method 

and eluted in 30 ɛl.  To check fragment size, 10 ɛl DNA was either run on an agarose gel or 

analyzed using the bioanalyzer. Sonicated chromatin should have an average length between 

500-1000 bp. The rest of the samples were centrifuged at 14,000 rpm for 10 minutes at 4 
o
C, 

flash frozen in liquid nitrogen and stored at -80 
o
C. 

6.2.1.7 Chromatin Immunopre cipitation  

We followed the ChIP protocol from the Farnham lab with slight modifications (Farnham 

2006). Chromatin was thawed in the cold room on the rotating wheel and divided equally into 

the different samples for IP. 10% of the amount of chromatin used for one IP was saved as 

total input DNA. The final volume of each sample was adjusted with IP dilution buffer. 

Sample volumes were between 500 and 600 ɛl. 3 ɛl of antibody was added to each sample. 

ChIP assays were also performed in the absence of antibody or the presence of anti-FLAG. 

25 ɛl of Protein G magnetic beads (PureProteome magnetic beads, Millipore) were washed in 

PBST (0.1% Tween) were also added to each sample. The samples were then incubated on 

the rotating platform at 4 
o
C overnight.  

The magnetic beads were magnetized and washed four times with 1.4 ml of IP buffer on a 

rotating platform (each wash was for 3 minutes). As much buffer as possible was removed 

after each wash without aspirating the magnetic beads cells. The antibody/protein/DNA 

complex was eluted by adding 100 ɛl of IP elution buffer and shaking on the vortexer for 15 

minutes. This elution step was repeated and both elutions were combined in the same tube. 

The eluted samples were again magnetized to remove any traces of magnetic beads and the 

supernatants transferred to clean tubes. To reverse formaldehyde cross-links, 10 ɛl NaCl 5M 
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was added to a final concentration of 0.45 M and the samples were boiled for 15 minutes. 

The DNA was purified using the Macherey-Nagel PCR purification kit. DNA from the total 

input chromatin was also purified.  

6.2.1.8 PCR and Quantitative PCR analysis 

 A standard curve was plotted for each set of primers used; DNA promoter and gene 

expression primers (see pages 321- 323) to ensure it amplifies in a linear fashion. qPCR 

reactions were performed using Brilliant II SYBR Green qPCR master mix. The SYBR green 

dye detects the production of double stranded DNA during the PCR reaction by fluorescing 

on intercalation. Samples were tested in triplicates using primers specific for the gene being 

investigated.  A master mix (Table 6-3) was produced containing the appropriate primers and 

the SYBR green master mix (Agilent technologies); this mix was pipetted into the 

appropriate wells of a 96-well plate before the DNA was added. The plate was then placed 

into the Stratagene Mx3005P qPCR machine and subjected to the following program, 10 min 

95 ↔C, 40 cycles at 30 sec 95 ↔C, 60 sec 60 ↔C, followed by one cycle of 1 min 95 ↔C, 30 sec 

60 ↔C, 30 sec 95 ↔C. A  NTC (no template control) was used to confirm that there was no DNA 

contamination in the reaction mix. A positive control was also used, one that was known to 

contain DNA. The fluorescent signal of the amplified signal was normalized to input (10%).  

In the  PCR experiments, a master mix containing dNTPs (NEB), Taq polymerase (NEB), 

forward and reverse primers, buffer (NEB) and ddH2O was made (Table 6-4). This mix was 

then pipetted into the appropriate wells of a well plate before the template cDNA was added. 

The plate was then placed into the PCR machine (Bio-Rad) and subjected to the following 

program, one cycle of 30 sec at 95 ↔C, 35 cycles at 30 sec 95 ↔C, 30 sec 55 ↔C and 35 sec 68 ↔C, 

followed by one cycle of 10 min at 68 ↔C. A  NTC (no template control) was used to confirm 
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that there was no DNA contamination in the reaction mix. A positive control was also used, 

one that was known to contain DNA. 

The relative differences among the comparison groups for ChIP and RNA expression were 

calculated using the ȹCT method. A CT value was calculated for GAPDH/ or ɓ-actin to 

account for differences in starting material for RNA expression and a CT value for the ChIP 

total input control to account for variation in the initial chromatin amount. 

Table 6-3 Quantitative PCR cocktail 

Reagent For 1 Reaction (each well)  

SYBR Mix  10µl  

Forward Primer  0.05µl  

Reverse primer  0.05µl 

DNA 1µl  

ddH2O 8.9µl  

Total 20µl 
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Table 6-4  PCR cocktail 

Reagent For 1 Reaction (each 

well)  

dNTPs 0.5 µl 

Forward primer  0.5µl  

Reverse primer  0.5µl 

Buffer 2.5µl 

ddH2O 19.875µl  

DNA 1µl 

Taq polymerase 0.125 µl 

Total 25µl 

 

6.2.1.9 Reverse-Transcription  

For gene expression analysis, Total RNA was extracted using Trizol (Sigma) and 

concentration of RNA extract was determined using the Nanodrop spectrophotometer. 500ng 

was reverse-transcribed into cDNA (Qiagen kit) and quantitatively amplified using SYBR 

green and appropriate primers. The Qiagen kit primer mix contains an optimized blend of 

oligo-dT and random primers dissolved in water. Values were normalised to expression 

levels of either GAPDH or ɓ-actin. 
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6.2.1.10 RNA Extraction (Trizol)  

Tissue sample was homogenized in 1 ml of Trizol reagent (Sigma) per 50-100mg of tissue. 

Following homogenization, the insoluble material from the homogenate was removed by 

spinning at 12,000g for 10 minutes at 2°C to 8°C. The cleared homogenate was then 

transferred to a fresh tube. In the next stage (phase separation phase), the homogenized 

samples were incubated for 5 minutes at 15°C to 30°C to permit the complete dissociation of 

nucleoprotein complexes. Next, 0.2 ml of chloroform per 1ml of Trizol reagent was added, 

the tubes capped securely and shaken vigorously by hand for 15 minutes and incubated at 

15°C to 30°C for 2 to 3 minutes. The samples were then spun at 12,000g for 15 minutes at 

2°C - 8°C. The mixture separates into a lower red phenol-chloroform phase, an interphase 

and a colourless upper aqueous phase which contained the RNA. This aqueous phase was 

transferred to a fresh 1ml tube and the RNA was precipitated by mixing with isopropyl 

alcohol, 0.5ml of isopropyl alcohol per 1ml of Trizol reagent used for the initial 

homogenization.  

Next, the samples were incubated at 15°C to 30°C for 10 minutes and spun at 12,000g for 10 

minutes at 2°C to 8°C. The RNA precipitate, which was often invisible before centrifugation, 

formed a gel-like pellet on the side and bottom of the tube. The supernatant was removed and 

the RNA pellet washed once with 75% ethanol, adding at least 1ml of 75% ethanol per 1ml of 

Trizol reagent used for the initial homogenization. The sample was mixed by vortexing and 

spinning at no more than 7,500g for 5 minutes at 2°C to 8°C. At the end of the procedure, the 

RNA pellet was air-dried briefly for 5-10 minutes and dissolved in RNase-free water by 

passing the solution a few times through a pipette tip and incubating for 10 minutes at 55°C 

to 60°C. 
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When RNA was isolated from small quantities of tissues, 5-10ɛg RNase-free glycogen was 

added as carrier to the aqueous phase. The glycogen remained in the aqueous phase, is co-

precipitated with the RNA and did not inhibit PCR. 

 

6.2.1.11 RNA quantification  

The quantification of RNA was determined by optical density measurement of 260 nm using 

the Nanodrop® ND-1000 UV-Vis spectrophotometer. 

6.2.1.12 Oligonucleotides    

Oligonucleotides were purchased from Sigma-Aldrich as lyophilized and desalted pellets. 

These were re-suspended in sterile water to 100 ɛM concentration and stored at -20ºC. Some 

were obtained from the literature and others were designed. For ChIP experiments, the 

Transcription start site (TSS) of each gene from the UCSC genome browser (University of 

California) was located and the sequence of the promoter region was obtained. The promoter 

region was defined as a 2-kb region surrounding the TSS, -0.5 kb to +1.5 kb region 

surrounding the TSS (Wang, Zang et al. 2008). Next, the primer blast tool (NCBI)  was used 

to design primers from this 2-kb sequence.  
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Table 6-5 DNA Promoter primers used in quantitative PCR 

 

Genes Forward Primers Reverse primers 

Per1 рΩ-GCTGACTGAGCGGTGTCTGA-оΩ рΩ-AAGGATCTCTTCCTGGCATCTG-оΩ 

Per2 рΩ-AAGTGGACGAGCCTACTCGC-оΩ рΩ-GCCCGTCGCTCTCTTTACAT-оΩ 

Clock рΩ-CCAGCCGAGTCCGTGATTG-оΩ рΩ-GAGTGGGATTTCCTCGGGTG-оΩ 

Bmal1 рΩ-AATCCACAGAGCGTGCCAAT-оΩ рΩ-CAACCCAAACCAATTCGCGT-оΩ 

Cry1 рΩ-TACACTGGCTCAGACCCCC-оΩ рΩ-GCAGAACTATGCCTCCTCCC-оΩ 

Cry2 рΩ-GATCGCCTCTGTGATTGGGT-оΩ рΩ-GAGATCCGAGGTCCCTCCAG-оΩ 

Rev-ŜǊōʰ  рΩ-TGCCCCAGTGACACACTTTT-оΩ рΩ-TTCAGAAAACCCCACCCCAG-оΩ 
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Table 6-6 DNA promoter primers used in PCR 

Genes Forward primers Reverse primers 

Per 1 рΩ-

CAGATGCCAGGAAGAGATCCTTAGCCAACC-оΩ 

рΩ-

GACTAACCCTAGGATTGCAGCAGGGATCC-

оΩ 

Per 2 рΩ-AGCAGCATCTTCATTGAGGAACCCGGG-оΩ рΩ-

CTCCGCTGTCACATAGTGGAAAACGTGAC-оΩ 

Cry 1 E-

box 

рΩ-GCACGCGGGGGTCTGAGCCA-оΩ рΩ-CCGGTCCCGAGGCTGCCCG-оΩ 

Exon 1 of 

Cry1 

рΩ-CTGCAACCAGCTCGGGCCGTC-оΩ рΩ-GATGAATGGGAGGCTGCCGAGGC-оΩ 

Cry 2 рΩ-CCATTATGAAGATGGCCAAGGA-оΩ рΩ-CTGCCCATTCAGTTCGATGATT-оΩ 

Cre рΩ-CAGCTGCCTCGCCCCGCCTC-оΩ рΩ-CCCAAGCAGCCATTGCTCGC-оΩ 
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Table 6-7  mRNA expression primers 

Gene Forward primer Reverse primer 

Per1 рΩ-TCGAAACCAGGACACCTTCTCT-оΩ рΩ-GGGCACCCCGAAACACA-оΩ 

Per2 рΩ- GCTCGCCATCCACAAGAAG-оΩ рΩ-GCGGAATCGAATGGGAGAATA-оΩ 

Clock рΩ-CGGCGAGAACTTGGCATT-оΩ  рΩ-AGGAGTTGGGCTGTGATCA-оΩ 

Bmal1   рΩ-TGACCCTCATGGAAGGTTAGAA-оΩ   рΩ-GGACATTGCATTGCATGTTGG-оΩ   

Cry1      рΩ-ATCGTGCGCATTTCACATAC-оΩ      рΩ-TCCGCCATTGAGTTCTATGAT-оΩ 

Cry2   рΩ-CCATTATGAAGATGGCCAAGGA-оΩ   рΩ- CTGCCCATTCAGTTCGATGATT-оΩ 

Rev-ŜǊōʰ рΩ-TGGCATGGTGCTACTGTGTAAGG-оΩ   рΩ-ATATTCTGTTGGATGCTCCGGCG-оΩ  

Rev-ŜǊōʲ  рΩ-GGAGTTCATGCTTGTGAAGGCTGT-оΩ     рΩ-CAGACACTTCTTAAAGCGGCACTG-оΩ 
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6.2.1.13 Ethanol precipitation of DNA 

DNA in aqueous solutions was precipitated using 2 volumes of 100% ethanol and 0.1 

volumes of 0. 3M NaOAc (pH 5.2).  The precipitate was recovered after incubating for 30 

minutes at -80 ↔C and centrifugation for 10 minutes at 13,000 rpm, 4 ↔C. To remove excess 

salts, the pellet was washed with 70% ethanol and the centrifugation repeated. The pellet was 

dried under vacuum in a heated speed-vac (Savant DNA120 speed-vac) for 10 minutes before 

resuspending in ddH2O. 

6.2.1.14 Agarose gel electrophoresis 

DNA was resolved according to size on agarose gels of 1% agarose. Gels containing 0.5 

ɛg/ml ethidium bromide were set and run in 0.5x TAE buffer. DNA samples were loaded in 

6x gel loading dye, along with standard 1 kb DNA ladder (0.2 ɛg/ɛl). Bands were visualised 

using an ultraviolet transilluminator (Bio-Rad, Gel Doc 2000) and photographed using Bio-

Rad Quantity One software. 

6.2.2 Laboratory chemicals and equipment 

General laboratory chemicals were of analytical grade and purchased from Fisher Chemicals 

or Sigma-Aldrich, unless otherwise stated. Phosphate buffered saline (1 X PBS) was prepared 

using PBS tablets (1 tablet/100 ml distilled water) purchased from OXOID Ltd. Double 

deionised water was used to make all solutions. The pH of solutions was measured using a 

Jenway 3510 pH meter.  

6.2.2.1 Western blotting reagents and equipment 

30% (w/v) acrylamide mix was purchased from National Diagnostics. SDS-PAGE 

electrophoresis apparatus, Precision Plus Protein Standards, wet transfer apparatus and 
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nitrocellulose transfer membrane were supplied by Bio-Rad Laboratories. Complete Protease 

Inhibitor cocktail tablets were acquired from Roche. All primary and secondary antibodies 

were purchased from Abcam, Roche and Upstate. The host for all primary antibodies was 

rabbit. The secondary antibodies were horseradish peroxidase-conjugated goat anti-rabbit. 

Bovine serum albumin (BSA) for protein standards was purchased from First Link (UK) Ltd. 

6.2.2.2 Composition of solutions used in biochemical methods 

Lysis buffer (Histone Extraction 10 ml): 0.9 mM sodium butyrate, 50 mM Tris HCl (PH 7.5), 

1.0 mM sodium orthovanadate, 1% Sigma Protease inhibitor cocktail, 250 mM sucrose, 25 

mM KCl, 0.5 mM PMSF. 

Cell Lysis buffer (ChIP): 5 mM PIPES pH 8.0, 0.5% NP-40, 85 mM KCl, Protease Inhibitors. 

Nuclei Lysis buffer (ChIP): 50 mM Tris-HCl pH 8.1, 1% SDS, 10 mM EDTA, Protease 

Inhibitors. 

IP Dilution buffer: 16.7 mM Tris-HCl pH 8.1, 0.01% SDS, 1.2 mM EDTA, 167 mM NaCl. 

Dialysis Buffer: 2.5% AcOH, 0.00001% ɓ-mercaptoethanol 

IP Wash buffer: 100 mM Tris-HCl pH 9.0, 1% Igepal, 500 mM LiCl, 1% deoxycholic acid. 

Elution buffer: 1% SDS, 50 mM NaHCO3 

SDS-PAGE loading buffer (4×): 62.5 mM Tris-HCl pH 6.8, 40% glycerol, 2% SDS, 14.5 

mM-ɓ-mercaptoethanol and a trace of bromophenol blue. 

Tris-glycine-SDS-PAGE running buffer (10×): 250 mM Tris base, 2 M glycine, 0.037% 

(w/v) SDS pH 8.3. 

Tris-glycine-SDS transfer buffer (standard): 48 mM Tris base, 39 mM glycine, 0.037% 

(w/v), SDS 20% (v/v) methanol. 

Brilliant Blue® staining solution: 0.25% brilliant blue® (w/v) in 45% methanol, 10% acetic 

acid. 

Destaining solution: 45% methanol, 10% acetic acid. 
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Enhanced chemiluminescence (ECL) developing solution: 1 ml Tris-HCl pH 8.5, 6 ɛl H2O2, 

22 µl Solution A (90 mM p-Coumaric acid in DMSO), 50 ɛl Solution B (250 mM luminol in 

DMSO) to a final volume of 10 ml with ddH2O 

Blocking solution (for western blotting): 5% (w/v) milk powder in 1× PBS. 

Stripping buffer (for western blotting): 62.5 mM Tris-HCl pH6.8, 2% SDS, 100 mM 2-ɓ-

mercaptoethanol. 

PBST: 1× PBS containing 0.1% (v/v) Tween 20 

6.2.3 Data Analysis  

In the gene expression studies with two factors, a 2x2 ANOVA with time of day (ZT2 & 

ZT14) and genotype (WT & APPswe/PS1dE9) as factors was performed. In experiments with 

only one factor (either time of day or genotype), a one-way ANOVA or t-tests were 

performed.  All statistical analyses were performed using SPSS 19.0 (Statistical Package for 

Social Sciences, Chicago, IL, USA). The Statistical probability threshold for all experiments 

was set at p < 0.05. 
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6.3 Results 

6.3.1  Detection of Rhythmic Global Histone Acetylation in Mouse Brain  

At the outset of this project, a previous report on the detection of histone acetylation used 

pooled samples of the CA1 region of the hippocampus from up to 4 animals (Levenson, 

O'Riordan et al. 2004). To attempt to match information from behavioral studies with histone 

modification profiling in individual animals, pilot experiments were performed to ascertain 

whether it was possible to retrieve sufficient histone material for western blot experiments 

from the brain tissue of single animals.  Thus, a series of pilot experiments were performed to 

try to optimize technical protocols to extract histones from small amounts of mouse brain 

tissue, which we had not previously worked on in our laboratory.  These experiments 

revealed that histone extractions from  a single mouse hippocampus, or other brain  tissue 

samples weighing less than 25mg,  yielded insufficient histone protein to be reliably 

detectable in western blots (data not shown). However, using both hippocampi from a single 

animal (approximately 50mg tissue), it was possible to obtain sufficient protein for 2 SDS 

PAGE gels. Although TCA precipitation achieved  enrichment of  histone extract in smaller 

volumes, this method proved problematic as the final pellet was not completely soluble in 

Tris pH 8.8 , resulting  in variability of the sample concentration (Fig. 6-1, right panel). 

Moreover, the typical histone profile was not reliably observed. We therefore used overnight 

dialysis method (page 225) as standard- although the yields of protein were lower; the 

resolution of the histone bands on the gel and reproducibility was improved (Fig. 6-1, left 

panel). 
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Fig. 6-1 Improved histone protein resolution using the dialysis method for histone 

extraction. Histone proteins were dialyzed overnight in dialysis tubing with low molecular 

weight cut-off against dialysis buffer. 

To maximize the number of histone modifications that could be assessed for any individual 

sample, it was investigated whether stripping of used blots could facilitate their re-use with a 

second set of antibodies. However, stripping of blots was found to deplete the signal 

produced by the next primary antibody (data not shown), presumably through loss of a 

substantial amount of proteins on the membrane. Thus membrane stripping was avoided. 

The optimal concentration of anti-histone primary antibodies was determined as 1:500 for the 

antibodies used throughout these experiments (Table 6-2) and secondary antibody was used 

at a concentration of 1:3000. Western blots were performed as described (page 226) and 

relative signals quantified by using the ImageJ densitometry tool (NIH). Some of the 

limi tations of densitometry include difficulties in isolating for analysis, only the band of 

interest from other bands which are close in size, non-specific background bands and 

problematic analysis due to angle at which the protein/band transferred onto the membrane. 
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 It was also ascertained whether the amount of histones used for Western blots were within 

the linear dynamic range in which the signal intensity is proportional to the quantity of 

protein. This was verified for the anti-histone H3 and anti-histone H4 antibodies (Fig. 6-2)  

        

 
Fig. 6-2 Histone detection using western blotting is within linear range. Core histone 

proteins of increasing concentration (in µg) were loaded onto SDS-PAGE gels.  The intensity 

of the signal of each band is directly proportional to its densitometry values.  

 

The apparent yield of acid-extracted histones per mg of tissue was variable dependent on the 

tissue type and the extent of co-extracted non-histone proteins; it was also found to be 

variable for different brain regions. Thus normalization could not be based solely on protein 

concentration of the sample. Therefore normalization of the amounts of histones used per 

sample was optimized based on Coomasie staining. As shown in Fig. 6-3, different amounts 

of protein were required to equalize the amounts of histone protein extracted from 3 different 

brain regions of individual mice in these experiments. Commercial core histone proteins 

(Sigma) were used as a positive control.  
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Fig. 6-3 Coomasie staining of acid extracted histones from different brain regions 

separated by SDS PAGE. Different protein concentrations for each extract were required to 

equalize the amount of histones for the 3 different brain regions of individual mice. 
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Having normalized histone extracts for different brain regions, (as far as possible) for histone 

content (Fig. 6-3), western blots were performed to optimize detection of total histones as 

well as specific post-translational modifications on the core histones. To do this, I used 

cerebellum tissue derived from wild-type mice. As shown in Fig. 6-4, comparable amounts of 

histones were obtained for each sample, as confirmed by Ponceau S staining of the 

nitrocellulose membrane. Total levels of core histones (H3, H4, H2A and H2B) as well as 

levels of pan acetylated levels of core histones were detected. Levels were quantified using 

ImageJ densitometry. Variations due to extraction, loading, transfer efficiency etc. were 

accounted for by expressing the densitometric quantitation of the modified histone level 

relative to that of the total histone levels measured on the same blot. We observed good 

agreement between the Ponceau S stained membranes (labelled Ai-iv), the western blots 

(labelled Bi-iv) and densitometry measurements (C), and the results confirmed that similar 

amounts of total H3, H2B, H2A and H4 were present in the majority of samples. In addition, 

I was able to detect acetylated forms of all four core histones. This showed a little more 

variation between samples, although this generally correlated with the total histone content, 

i.e. the acetylated histone level was highest in samples showing the highest level of total 

histone. Within each Ponceau S stained membrane, the individual bands were considerably 

similar confirming the reproducibility of the experiments. Therefore, it was decided that an 

experimental assessment of global histone acetylation changes was feasible. 
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Cerebellum 

 

Fig. 6-4 Detection of global histone acetylation levels.  3 months old mice were sacrificed under 

LD conditions. Brain region dissections were performed immediately and the cerebellum of each 

individual mouse were used for acid extraction of histones as described in section 6.2.1. 

Approximately 10µg protein of the histone extract (as determined by the Bradford assay) was 

loaded in each lane and separated by  SDS-PAGE using a 15%acrylamide gel and 5µg core 

histones (Sigma) as a control. Proteins were transferred to nitrocellulose filter by wet transfer and 

confirmed by Ponceau S staining (Ai -iv). Western blots were performed with antibodies to detect 

pan-acetyl H2A, H2B, H3 and H4 antibodies (Table 6-2). Total H2A, H2B, H3 and H4 in the 

extracts was also determined as a control for equal loading (Bi-iv).  To quantify these data, 

densitometry measurements were performed using ImageJ (NIH). The signal obtained from control 

(core histones) was set at 1 and band intensities relative to these are indicated for each sample. The 

bar graph shows the levels of global histone acetylation relative to total histone levels  
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Having established the feasibility of measuring relative levels of global histone modifications 

in specific brain regions for individual animals, I next endeavoured to compare global histone 

acetylation levels in the cerebellum, cortex, striatum and hippocampus of APPswe/PS1dE9 

mice (n=4) and their wild-type litter mates (n=3). Mice were sacrificed at ZT4. Histones were 

extracted and westerns blots performed as described in section 6.2.1. 

Due to the limitation of having sufficient hippocampal histone extract for only 2 gels, we 

attempted to maximize the number of histone modifications to be assessed. For the 

hippocampal samples, following western blot with one antibody, a second and third western 

was performed to detect a histone of a different size. Thus one membrane was sequentially 

blotted with antibodies to detect AcH2B, total H3 and AcH4. The other membrane was 

sequentially blotted for AcH2A, AcH3 and total H4. In both cases, levels of total H3 and H4 

were used as control.  For the cerebellum, cortex and striatum samples, 4 gels were run which 

produced 4 membranes.  Each membrane was blotted twice; first using a test antibody (anti-

acetyl histone) and then using a control antibody (anti-histone).   The secondary antibody for 

all primary antibodies was the same. Densitometry was used to quantify the data, ImageJ 

(NIH). 
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Cerebellum 

 

Fig. 6-5 Global histone acetylation in the Cerebellum of APPswe/PS1dE9 mice and wild-

type littermates. 3 months old mice were sacrificed under LD conditions at ZT 4. Brain region 

dissections were performed immediately and the cerebellum of each individual mouse were used 

for acid extraction of histones as described in section 6.2.1. Approximately 10µg protein of the 

histone extract (as determined by the Bradford assay) was loaded in each lane and separated by  

SDS-PAGE using a 15%acrylamide gel and 5µg core histones (Sigma) as a  control. Proteins 

were transferred to nitrocellulose filter by wet transfer and confirmed by Ponceau S staining (Ai -

iv).  Western blots were performed with antibodies to detect pan-acetyl H2A, H2B, H3 and H4 

levels (Bi-iv, Table 6-2). Total H2A, H2B, H3 and H4 levels on blots Bi-iv was also determined 

as a control for equal loading (Ci-iv).  To quantify these data, densitometry measurements were 

performed using ImageJ (NIH). The signal obtained from core histones was set at 1 and band 

intensities relative to this are indicated for each sample. The bar graph shows the mean levels of 

global histone acetylation relative to total histone levels (D). H2B acetylation is significantly 

increased in APPswe/PS1dE9 mice compared to control mice (p< 0.05). 
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Cortex 

 

Fig. 6-6 Global histone acetylation in the Cortex of APPswe/PS1dE9 mice and wild-type 

litterma tes. 3 months old mice were sacrificed under LD conditions at ZT 4. Brain region 

dissections were performed immediately and the cortical region of each individual mouse was 

used for acid extraction of histones as described in section 6.2.1. Approximately 25µg protein of 

the histone extract (as determined by the Bradford assay) was loaded in each lane and separated 

by  SDS-PAGE using a 15%acrylamide gel and 5µg core histones (Sigma) as a control. Proteins 

were transferred to nitrocellulose filter by wet transfer and confirmed by Ponceau S staining (Ai -

iv). Sample for mouse 3 was lost on Aiv. Western blots were performed with antibodies to 

detect pan-acetyl H2A, H2B, H3 and H4 levels (Bi-iv, Table 6-2). Total H2A, H2B, H3 and H4 

levels on blots Bi-iv was also determined as a control for equal loading (Ci-iv).  To quantify 

these data, densitometry measurements were performed using ImageJ (NIH). The signal 

obtained from core histones was set at 1 and band intensities relative to this are indicated for 

each sample. The bar graph shows the mean levels of global histone acetylation relative to total 

histone levels (D).  



 Chapter 6: Materials and Methods (Biomolecular studies) 

  

251 

 

Striatum 

 

Fig. 6-7 Global histone acetylation in the Striatum of APPswe/PS1dE9 mice and wild-type 

litterma tes.  3 months old mice were sacrificed under LD conditions at ZT 4. Brain region 

dissections were performed immediately and the striatal region of each individual mouse was 

used for acid extraction of histones as described in section 6.2.1. Approximately 17µg protein of 

the histone extract (as determined by the Bradford assay) was loaded in each lane and separated 

by  SDS-PAGE using a 15%acrylamide gel and 5µg core histones (Sigma) as a control. Proteins 

were transferred to nitrocellulose filter by wet transfer and confirmed by Ponceau S staining (Ai -

iv).  Western blots were performed with antibodies to detect pan-acetyl H2A, H2B, H3 and H4 

levels (Bi-iv, Table 6-2). Total H2A, H2B, H3 and H4 levels on blots Bi-iv was also determined 

as a control for equal loading (Ci-iv).  To quantify these data, densitometry measurements were 

performed using ImageJ (NIH). The signal obtained from core histones was set at 1 and band 

intensities relative to this are indicated for each sample. The bar graph shows the mean levels of 

global histone acetylation relative to the total histone levels (D).  
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Hippocampus 

 

Fig. 6-8 Global histone acetylation in the Hippocampus of APPswe/PS1dE9 and WT mice. 

3 month old mice were sacrificed under LD conditions at ZT4. Brain region dissections were 

performed immediately and both hippocampal regions of each individual mouse were combined 

for acid extraction of histones as described in section 6.2.1. Approximately 20µg protein of the 

histone extract (as determined by the Bradford assay) was loaded in each lane and separated by  

SDS-PAGE using a 15%acrylamide gel and 5µg core histones (Sigma) as a control. Proteins 

were transferred to nitrocellulose filter by wet transfer and confirmed by Ponceau S staining 

(Aiv and Biv). Western blots were performed with antibodies to detect pan-acetyl H2A, H2B, 

H3 and H4 levels (Ai -ii, Bi -ii Table 6-2). Total H2A, H2B, H3 and H4 levels in the extracts was 

also determined as a control for equal loading (Aiii, Biii) .  To quantify these data, densitometry 

measurements were performed using ImageJ (NIH). The signal obtained from core histones was 

set at 1 and band intensities relative to this are indicated for each sample. The bar graph shows 

the mean levels of global histone acetylation relative to the total histone levels (C).  
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Visual analysis of the blots indicated that global levels of acetylated H2B in the cerebellum 

appeared to be increased in all 4 APPswe/PS1dE9 mice compared to the 3 wild type mice 

tested (Fig. 6-5). Data for the other acetylation marks did not show a clear difference between 

wild type and APPswe/PS1dE9 animals. Visual analysis suggested a similar trend in the 

cortex and striatum (Fig. 6-6 and Fig. 6-7) in that AcH2B seemed to be elevated in the 

APPswe/PS1dE9 mice compared to controls, although this was not confirmed by the 

densitometric analysis. This is likely due to the difficulties in obtaining accurate densitometry 

data due to imperfections in the blot background, uneven signals, etc as discussed earlier. 

Double bands may be due to cross reaction of the test antibody with other histones in the 

prep, other modified forms of the histone or non-specific background bands.  As a caveat to 

this, upon review of the dissection methods, it was realized that the cerebellum sections also 

included adjacent brain stem tissue. Several studies have suggested that Alzheimerôs disease 

and dementia may have origins in the brainstem (Simic, Stanic et al. 2009, Grinberg, Rueb et 

al. 2011) , thus the brainstem region (midbrain and medulla/pons) was dissected separately in 

subsequent experiments. We conclude that that our preliminary data indicates that H2B 

acetylation is increased in APPswe/PS1dE9 mice in cerebellum/ brain stem tissue. However 

due to difficulties in breeding mice homozygous for the transgene, and thus difficulties in 

obtaining sufficient numbers for comparison, we were unable to repeat these experiment with 

APPswe/PS1dE9 mice.  Thus we decided to assess whether we could detect day night 

changes in global histone acetylation in wild-type animals. 
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Evidence for Circadian Variation in Global Histone A cetylation in the mouse brain 

3 months old male and female wildtype C57BL/6J mice (n=6 per gender) were used in this 

experiment. For both male and female mice, 3 mice were sacrificed at ZT2 (day) and 3 mice 

were sacrificed at ZT 14 (night).  The hippocampus, striatum, cortex and 

cerebellum/brainstem were harvested, snap-frozen on dry ice and stored at -80ę C prior to 

analysis. Thus, there were 4 comparison groups; male day, male night, female day and female 

night. Using the acid extraction/overnight dialysis method, histones were extracted from 

these brain regions, run on SDS-PAGE gels and blotted with pan anti-acetyl H2A, H2B, H3 

and H4 antibodies ( as described in section 6.2.1).  Quantification of protein bands was 

determined using densitometry ImageJ.
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Hippocampus (male mice) 

  

Fig. 6-9 Day/night variation in global histone acetylation in the Hippocampus of male WT 

mice. 6 weeks old C57BL/6J mice were sacrificed under LD conditions at the indicated ZT 

times. Brain region dissections were performed immediately and both hippocampal regions of 

each individual mouse were combined for acid extraction of histones as described in section 

6.2.1. Approximately 25µg protein of the histone extract (as determined by the Bradford assay) 

was loaded in each lane and separated by  SDS-PAGE using a 15%acrylamide gel and 5µg core 

histones (Sigma) as a control. Proteins were transferred to nitrocellulose filter by wet transfer 

and confirmed by Ponceau S staining (Aiv and Biv).  Western blots were performed with 

antibodies to detect pan-acetyl H2A, H2B, H3 and H4 levels (Ai -ii, Bi -ii Table 6-2). Total H2A, 

H2B, H3 and H4 levels in the extracts was also determined as a control for equal loading (Aiii, 

Biii) .  To quantify these data, densitometry measurements were performed using ImageJ (NIH). 

The signal obtained from core histones was set at 1 and band intensities relative to this are 

indicated for each sample. The bar graph shows the mean levels of global histone acetylation 

relative to the total histone levels (C). In the above set, data expressed as Mouse 3 was 

eliminated from the final analysis due to reduced level of total H3 protein.  Levels of H2B and 

H4 acetylation are significantly increased at ZT14 (p<0.05). 
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Hippocampus (female mice) 

 

Fig. 6-10 Day/night variation in global histone acetylation in the Hippocampus of female 

WT mice. 6 weeks old C57BL/6J mice were sacrificed under LD conditions at the indicated ZT 

times. Brain region dissections were performed immediately and both hippocampal regions of 

each individual mouse were combined for acid extraction of histones as described in section 

6.2.1. Approximately 25µg protein of the histone extract (as determined by the Bradford assay) 

was loaded in each lane and separated by  SDS-PAGE using a 15%acrylamide gel and 5µg core 

histones (Sigma) as a control. Proteins were transferred to nitrocellulose filter by wet transfer 

and confirmed by Ponceau S staining (Aiv and Biv). Western blots were performed with 

antibodies to detect pan-acetyl H2A, H2B, H3 and H4 levels (Ai -ii, Bi -ii Table 6-2). Total H2A, 

H2B, H3 and H4 levels  in the extracts was also determined as a control for equal loading (Aiii, 

Biii) .  To quantify these data, densitometry measurements were performed using ImageJ (NIH). 

The signal obtained from core histones was set at 1 and band intensities relative to this are 

indicated for each sample. The bar graph shows the mean levels of global histone acetylation 

relative to the total histone levels (C). Levels of H2B and H4 acetylation are significantly 

increased at ZT14 (p<0.05). 



  Chapter 6: Molecular basis of APPswe model   

257 

 

Cerebellum/brainstem (male mice) 

 

Fig. 6-11 Day/night variation in global histone acetylation in the Cerebellum/brainstem of 

male WT mice. 6 weeks old C57BL/6J mice were sacrificed under LD conditions at the 

indicated ZT times. Brain region dissections were performed immediately and the 

cerebellum/brainstem regions of each individual mouse were combined for acid extraction of 

histones as described in section 6.2.1. Approximately 10µg protein of the histone extract (as 

determined by the Bradford assay) was loaded in each lane and separated by  SDS-PAGE using 

a 15%acrylamide gel and 10µg core histones (Sigma) as a control. Proteins were transferred to 

nitrocellulose filter by wet transfer and confirmed by Ponceau S staining (Aiv and Biv). Western 

blots were performed with antibodies to detect pan-acetyl H2A, H2B, H3 and H4 levels (Bi-ii, 

Ci-ii Table 6-2). Total H2A, H2B, H3 and H4 levels in the extracts was also determined as a 

control for equal loading (Aiii -Biii) .  To quantify these data, densitometry measurements were 

performed using ImageJ (NIH). The signal obtained from core histones was set at 1 and band 

intensities relative to this are indicated for each sample. The bar graph shows the mean levels of 

global histone acetylation relative to the total histone levels (C) 

  



  Chapter 6: Molecular basis of APPswe model   

258 

 

Cerebellum/brainstem (female mice) 

 

Fig. 6-12 Day/night variation in global histone acetylation in the cerebellum/brainstem of 

female WT mice. 6 weeks old C57BL/6J mice were sacrificed under LD conditions at the 

indicated ZT times. Brain region dissections were performed immediately and the 

cerebellum/brainstem regions of each individual mouse were combined for acid extraction of 

histones as described in section 6.2.1. Approximately 10µg protein of the histone extract (as 

determined by the Bradford assay) was loaded in each lane and separated by  SDS-PAGE using a 

15%acrylamide gel and 5µg core histones (Sigma) as a control. Proteins were transferred to 

nitrocellulose filter by wet transfer and confirmed by Ponceau S staining (Aiv and Biv). Western 

blots were performed with antibodies to detect pan-acetyl H2A, H2B, H3 and H4 levels (Ai -ii, Bi -ii 

Table 6-2). Total H2A, H2B, H3 and H4 levels in the extracts was also determined as a control for 

equal loading (Aiii, Biii) .  To quantify these data, densitometry measurements were performed 

using ImageJ (NIH). The signal obtained from core histones was set at 1 and band intensities 

relative to this are indicated for each sample. The bar graph shows the mean levels of global 

histone acetylation relative to the total histone levels (C) 
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Cortex (male mice) 

 

Fig. 6-13 Day/night variation in global histone H2B and H4 acetylation in the Cortex of male 

WT mice. 6 weeks old C57BL/6J mice were sacrificed under LD conditions at the indicated ZT 

times. Brain region dissections were performed immediately and the cortical region of each 

individual mouse was used for acid extraction of histones as described in section 6.2.1. 

Approximately 28µg protein of the histone extract (as determined by the Bradford assay) was 

loaded in each lane and separated by  SDS-PAGE using a 15%acrylamide gel and 5µg core 

histones (Sigma) as a control. Proteins were transferred to nitrocellulose filter by wet transfer and 

confirmed by Ponceau S staining (Aiv) .  Western blots were performed with antibodies to detect 

pan-acetyl H2B and H4 levels (Ai -ii Table 6-2). Total H3 levels in the extracts was also determined 

as a control for equal loading (Aiii) .  To quantify these data, densitometry measurements were 

performed using ImageJ (NIH). The signal obtained from core histones was set at 1 and band 

intensities relative to this are indicated for each sample. The bar graph shows the mean levels of 

global histone acetylation relative to the total H3 levels (B)  
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Cortex (female mice) 

 

Fig. 6-14 Day/night variation in global histone acetylation in the Cortex of female WT mice. 6 

weeks old C57BL/6J mice were sacrificed under LD conditions at the indicated ZT times. Brain 

region dissections were performed immediately and the cortical region of each individual mouse 

was used for acid extraction of histones as described in section 6.2.1. Approximately 28µg protein 

of the histone extract (as determined by the Bradford assay) was loaded in each lane and separated 

by  SDS-PAGE using a 15%acrylamide gel and 5µg core histones (Sigma) as a control. Proteins 

were transferred to nitrocellulose filter by wet transfer and confirmed by Ponceau S staining (Aiv 

and Biv). Western blots were performed with antibodies to detect pan-acetyl H2A, H2B, H3 and 

H4 levels (Ai -ii Bi -ii Table 6-2). Total H2A, H2B, H3 and H4 levels in the extracts was also 

determined as a control for equal loading (Aiii, Biii) .  To quantify these data, densitometry 

measurements were performed using ImageJ (NIH). The signal obtained from core histones was set 

at 1 and band intensities relative to this are indicated for each sample. The bar graph shows the 

mean levels of global histone acetylation relative to the total histone levels (C)  
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Comparable amounts of control total histone were detected for all hippocampal histone 

extract samples, [Fig. 6-9  (with the exception of mouse 3) and Fig. 6-10]. In general, the 

global levels of acetylated H2B and H4 histones detected were higher for the ZT14 group as 

compared to the ZT2 group (Fig. 6-9), although the levels were found to be quite variable 

among individuals. However, this effect was less convincing in the hippocampal extracts 

from female mice, although in that experiment control H3 levels were more variable (Fig. 

6-10). The reasons for this poor reproducibility are unclear, and may indicate sex differences, 

However, variability in the data  may be exacerbated by any number of factors, including 

human error/ poor technique, variability in the tissue dissections, sample deterioration after 

freezing, variability in the yield of histones per µg of protein, interference from background 

signals/ double bands of unknown origin, uneven migration of proteins in the gel, uneven 

transfer to nitrocellulose, non-linear detection due to use of ECL reagents. Additionally, it 

may simply reflect natural variability among individual animals. There did not appear to be 

clear differences in global levels of core histone acetylation in the cortex and cerebellum 

(Fig. 6-11; Fig. 6-12; Fig. 6-13 Fig. 6-14). 

 However, subsequent to the completion of this study, another report successfully detected 

changes in global histone acetylations due to circadian variation using a more quantitative 

approach; flow cytometry (Nesbitt et al, 2014). 

On balance, the results presented here indicate an increase in global acetylation of histones 

H2B and H4 at ZT14 in the hippocampus of male wild-type C57BL/6J mice compared to 

ZT2. Although an increase in H2B and H4 acetylation in the hippocampus has been shown to 

play a vital role during acquisition and consolidation of spatial memory (Bousiges, 

Vasconcelos et al. 2010, Bousiges, Neidl et al. 2013), our findings demonstrate a role for 

rhythmic global H2B and H4 acetylation in the hippocampus under normal metabolic 
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conditions. 24 hour locomotor activity recorded from these mice show that ZT14 is the time 

of peak activity while ZT2 is one of the times with the lowest activity (Appendices section 

Fig. 8-1). As mice are nocturnal creatures, locomotor activity and feeding are primarily 

limited to the dark/active phase. It is possible that there is a link between rhythmic global 

histone acetylation and the circadian regulation of the rest-activity and feeding rhythms.  

Depolarization has  been shown to regulate the activity of proteins in cortical neurons 

(Baldassa, Zippel et al. 2003) and  Maharana, Sharma et al. (2010) have shown that 

acetylation of histone H2B in the CA1 region of the hippocampus is enhanced by 

depolarization. There is a possibility that the observed increased acetylation of H2B at ZT14 

in the hippocampus is as a result of proteins and pathways that are under the control of the 

circadian mechanism 

Rhythmic protein acetylation has been demonstrated in the peripheral clock mechanism. 

Using mass spectroscopy, Masri, Patel et al. (2013) investigated the contribution of the 

circadian mechanism to the acetylation state of proteins (acetylome) in the liver of wild-type 

and clock-deficient mice. A total of 179 proteins were found to be acetylated, 19 and 15 of 

the acetylation sites were rhythmic in wild-type and clock-deficient mice respectively. To 

gain further insight into the relevance of rhythmic protein acetylation, they correlated their 

acetylome database with previous transcriptome datasets obtained from the same mice. 

Results revealed a link between metabolic pathways such as, Betaine-homocysteine 

methyltransferase /ATP synthase subunit beta, and the circadian acetylome. Circadian 

acetylation profiles of these enzymes were altered in the Clock-deficient mice indicating a 

crucial role of the circadian system in regulating metabolism. 

Although studies by both Levenson, O'Riordan et al. (2004) and Bousiges, Vasconcelos et al. 

(2010) were also able to detect global changes in histone acetylation in mouse brain regions, 
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they had pooled the tissue samples within each group investigated. We were successful at 

extracting histone protein from tissue samples obtained from individual mice although the 

variability in this technique made it unsuitable for use by itself. More importantly, we have 

demonstrated rhythmic global histone acetylation in the hippocampus of wild-type mice 

under normal metabolic conditions which leads us to examine rhythmic acetylation 

enrichment at the promoter region of the core clock controlled genes as well as rhythmic 

expression of clock genes in APPswe/PS1dE9 mice and wild-type mice. Thus, we also 

carried out gene expression analysis and Chromatin Immunoprecipitation experiments. 

 

6.3.2 Altered Expression of Core Clock Genes in the Brain of Wild-type and 

APPswe/PS1dE9 mice. 

Detection of mRNA transcripts:  RT- PCR and qPCR (Optimization and pilot studies) 

Studies have shown that expression levels of core clock genes such as Per 1, Per 2 show 

circadian cycling both in the brain and in peripheral tissues (reviewed in (Guilding and 

Piggins 2007, Bass and Takahashi 2010).  Wang, Dragich et al. (2009) used 

immunohistochemistry staining of protein and in situ hybridization detection of mRNA to 

demonstrate rhythmic Per2 expression in C57BL/6J mouse hippocampus, which was 

localized to pyramidal layers of the CA1,CA2,CA3 and DG. The study showed a close 

correlation between Per2 transcript and protein levels, with expression lowest at ZT10-14 and 

peaking at ZT22-4. In the earlier chapters of this thesis, we identified alterations in the 

circadian behaviour of the APPswe/PS1dE9 mice compared to wild type.  Based on previous 

studies and our activity data, we set out to explore whether this might be linked to changes in 

the expression levels of core clock components.  To limit the number of animals used for 
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ethical reasons, we chose ZT2 and ZT14 as representative time-points of circadian activity. 

These two time-points correspond to the time of mean lowest and highest activity 

respectively in the 24 hour activity profile.  

The method of choice to determine quantitative expression of genes is Real time 

(quantitative) polymerase chain reaction (qPCR). The production of double stranded DNA 

during the PCR reaction is detected by the SYBR green dye, which fluoresces on 

intercalation with double stranded DNA. The samples were measured in triplicates and data 

was collected on a Stratagene Mx3005P Real-time PCR system using a 96 well plate format, 

and analysed using MxPro software to quantify the cycle number at which the intensity of 

fluorescence reached a critical threshold (Ct value). Data is generally presented as normalized 

to a reference gene, and many studies commonly use GAPDH, ɓ-Actin or HPRT1. It is 

assumed that such housekeeping genes show little circadian variation, although their 

expression can vary substantially dependent on mouse genetic background (Kosir et al 2010). 

In this study we chose GAPDH or ɓ-Actin as reference genes, and designed a series of 

primers to detect expression of core clock genes which include Per, Per2, Cry1, Cry2, Clock, 

Bmal1, ReverbA and ReverbB.  The primer sequences are shown in Table 6-7. 

Serial dilution assays (1:1, 1:10, 1:100, 1:1000 of the cDNA template) were generated for 

each primer pair used to ensure successful PCR amplification, pipetting accuracy and absence 

of contamination. A standard curve was then generated from the amplification curve, using 

the Ct value (Fig. 6-15) and a R-squared (RSq) value calculated. The RSq value is a statistical 

measurement of the correlation of a regression line. An example is shown for the GAPDH 

primers, the others can be found in the appendices section (Chapter 8:).  
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Fig. 6-15 Standard curve generated in serial dilution experiment using GAPDH gene 

expression primers.  The value of the calculated Rsq value is 0.999. 

In this series, the first experiment was the extraction of total RNA from the liver and 

hippocampus tissues of mice sacrificed at ZT2 and ZT14 using the Trizol-extraction method, 

followed by reverse transcription to generate cDNA (Qiagen kit). These samples were then 

subjected to 35 cycles of PCR using primers to amplify GAPDH transcripts. The PCR 

products were run on a 1% agarose gel to confirm the size of the products. As shown in Fig. 

6-16, positive and negative controls worked well and the products were single bands of the 

correct estimated size of 104 bp. 

 

Fig. 6-16 Successful RNA extraction and reverse-transcription into cDNA. Total RNA 

was extracted from the liver and hippocampus tissues of mice sacrificed at ZT2 and ZT14 

using the Trizol-extraction method, followed by reverse transcription to generate cDNA 

(Qiagen kit).  
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In order to confirm the absence of contamination by genomic DNA, RNA was extracted and 

reverse-transcribed from two samples of liver tissue; G and H. Each sample was further into 2 

groups respectively; a and b with and without reverse transcriptase (RT) respectively.  These 

4 samples were subjected to 35 cycles of PCR using primers to amplify Clock, GAPDH, Cry 

2, Cyclophilin B and ɓ-actin transcripts. As shown in Fig. 6-17, positive and negative 

controls worked as expected for all primer pairs. Moreover, the samples which had been 

mock reverse transcribed without enzyme failed to show products, confirming the absence of 

genomic DNA.  

 

Fig. 6-17 Control experiment to verify the absence of genomic DNA contamination in 

RNA samples. RNA from liver tissue were subjected to 35 cycles PCR using primers to 

amplify Clock, GAPDH, Cry 2, Cyclophilin B and ɓ-actin transcript.  All Ga samples 

contained the reverse transcriptase enzyme and showed PCR products. Gb samples were 

mock samples and did not contain reverse transcriptase, they failed to show products 

confirming the absence of genomic DNA.  

  


















































































































































































