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ABSTRACf

In this thesis, forecasting models for the UK pigmeat sector are built using various

methodologies with particular interest being paid to the relative forecasting ability of

time series models compared with the performance of biological and econometric

methodologies. The main determinant of the supply of pigmeat in the UK is the size

of the breeding herd, the quantity of meat itself being directly attributable to the

number of fat pigs slaughteredandto a lesserextent cullings of older sows and boars

from the breeding herd.These threekey variables are the onesmodelled in this thesis.

Prior to building forecasting models an explanation is given of the system

underpinning the pig sector, in terms of the biology of the breeding herd pig, the

mechanism of how supply responds to prices, and consideration of the well

documented 'pig cycle'. Thus, the workings of the biological and economic

mechanisms are described in the context of an equilibrium framework before the

relevant models arebuilt.

Having built the various models, their relative forecasting performance is measured

by consideration of the size of the forecast errors and the ability of the models to

forecast the directional movements of the actual series in a specified out-of-sample

period. In the concluding chapter, suggestionsaremade as to how the models might

be developedfurther and how the various approachesmight be combined into a single

forecasting model.

The availability of data has an important influence on much of the model building

methodology and forecasting analysis.Consideration is given at various points in the

thesis to circumventing theserestrictions.
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CHAPfERONE

INTRODUCflON

1.1 TheBackgroundto andObjectivesof ThisThesis

Oneof themostwell knownphenomenonin agricultureis thepresenceof thepig

cycle,which haslong sincebeenof considerableinterestto academicsandpolicy

makersalike. Academically, the cycle is of interest in that it hasconsiderable

implications for policy, and becauseit is the only significant exampleof the

cobwebtheorem.The upsanddownsin thesizeof thepig breedingherdduring

thecourseof thecycle in tum producefluctuationsin the supplyand,therefore,

theprice of pigmeatand,subsequently,in thereturnsto producers.As oneof the

prime objectivesof agricultural policy is to achievestability, the policy of the

EEC'spigmeatregime, for example,is expliciltly countercyclical in the way it

operatesl, Consequently, knowledge of the movements,past and future, of

thecycle areof obviousrelevanceto bodiessuchastheEEC andtheUK's Meat

andLivestock Commission,MLC, a statutorybody whosejob, inter alia, is to

monitor the UK meat sector,provide information to the sectorandimproving

market efficiency. Because,forecasting the future breeding herd is of such

interest, this thesis is concernedprimarily with the quantitative aspectsof the

cycleratherthanexplicitly addressingtheunderlyingcausesof it, in anattemptto

build modelswhich, it is hoped,will be of usein forecastingthekey variablesof

thesector.

The prime objective of this thesis is to build forecasting models for the UK

pigmeat sectorusing different methodologiesin order to makecomparisonsof

their relative forecastingperformancesover the short andmedium/long term.

Specifically, the relative forecastingabilities of econometric, biological and

univariateandbivariateBox-Jenkinsmethodologieswill beexamined.Theprime

variables to consider when modelling the pig meat sector are the size of the

domesticherd,which thendeterminesthenumberof pigsableto be producedfor

a relevant lead period, andthevariableswhich directly affect the supplyof pig

meat,the numberof fat pig slaughterings,andto a lesserextent, sow and boar

cullings. Studies in the recent past which haveaimed to model the pig meat

sectorsof the UK andthe USA, for example,NessandColeman(1976),Savin

1 SeeThe pigmeat Regime MLCs EuropeanHandbookVol 1.
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(1978),Burton (1987), andfor theUS, WestcottandHull (1985) andStillman

(1985)haveall concentratedonmodellingthebreedingherd.Havingdetermined,

from the size of the breeding herd, the production of pigs for the lead time

specifiedtheproduceablequantityof pigrneatcanbeinferred.2

A commonmethodfor modelling theUK pig herdin recentyearswasinitiated

by Diane Savin in an article entitled 'Forecastingthe Pig Breeding Herd - an

Examination of Differential Responseto Changesin Profitability' 3. In this

article she broke from the convention of modelling the breeding herd itself

directly asa function of someprofit margin,ashadbeenthecasein thecitedUS

studiesand the UK studiesprior to hers. In order to improve the successof

modelling the length and amplitude of the well known pig cycle+ she

introducedthe idea of modelling the breedingherd as a systemof inflows and

outflows. Inflows into thebreedingherdin theform of boarsandgilts-in-pig - or

pregnantgilts asthey will bereferredto in this thesis- which aresowsthat are

in-pig for the first time. Outflow from the breeding herd takes the form of

cullings of sowsandboarswhich areno longerconsideredeconomicallyviable

to remainin thebreedingherd.Both theinflow andtheoutflow variablesarethen

modelled as functions of a profit variable. Savinwas contentthat shehadmet

with somesuccessin meetingherstatedobjectiveto modelthebreedingherdand

its fluctuationsover time, hermodelproviding thebasisfor subsequentwork by,

for example, Burton (1987) and is the basisof the breedingherd forecasting

model currently used by the MLC to provide forecast to the UK pig meat

industryandtheEEC.

In this thesis,it wasdecidedthata similar inflow/outflow approachto modelling

the breedingherdwould makea usefulbasison which to build a breedingherd

forecastingmodel for theUK. In additionto aneconometricapproach,however,

thedecisionwastakento analysetheforecastingabilities of a biologically based

forecasting model from which the use of profit as an explicit regressoris

excluded. Becauseeconometricmodelsof the breeding herd usually include

biological features, implicitly or explicitly, the econometric approach to

2 The interested readercan seesuchmethodsof determining the number of fat pig
and pork marketings in Savin (1978), page 109, and Westcott and Hull (1985),
page 37.
In 'SupplyResponseand TheWorld Meat Situation',Procedings of a Symposium
held 13 and 14 Apri11978, MLC Economic Information Service, 1978.
Work by McClements(1970) suggeststhat the uk pig cycle varied in the range of
36 to 42 months. though more recent work by Ridgeon given in Green Europe.
published by AGRA EUROPE statesthat the cycle in recent years has increased in
length to 5 years.

3

4
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modelling is, in effect, a more sophisticatedtype of biological model.Thus, in

addition to the insight that the biological modelwill provide into the biological

relationshipsthat exist within andbetweenthe breedingandthe feedingherds,
•

the comparativeforecastingperformanceof thebiological andthe econometric

approacheswill be of obviousinterestin thecontextof this study.

As will becomeclearerwhen the breedingherdmodel is explainedmore fully,

recursivelinks exist betweeninflow andthebreedingherdandbetweenoutflow

and the breeding herd lagged for a period appropriate to each case.

Consequently,thebreedingherdcanbe expressedasa function of pastvaluesof

itself as determined by the lags in the inflow,outflow and breeding herd

relationships.In view of this, andin view of the fact that I wasunawareof the

existenceof sucha study in the UK, it wasdeemedof interest to examinethe

comparativeforecastingperformanceof univariatestatisticalmodelswith thoseof

the biological and econometric models. In this context, Box-Jenkins

methodology as proposed by the said authors in their book 'Time Series

Analysis- forecasting and control'S will be employed to build appropriate

models. Suchmodelsareof particular interest for their short term forecasting

abilities andhavetheusefulcharacteristicthata working forecastingmodelcan

bedevelopedwith no prior knowledgeof thevariable they arebuilt to forecast.

Having said this, they do exhibit the drawbacksof requiring a large amountof

homogeneousdata and learning the art of model building can be a time

consumingaffair. An evenmore sophisticatedextensionof the univariateBox-

Jenkinsmodels are multivariate models.Where it is deemedappropriate,the

possibility of building bivariatemodelswill beexaminedasanalternativeto the

traditionaleconometricapproach.

Beforethemethodologicalapproachto modellingandforecastingin this thesisis

expounded,aresumeof thepig meatsectorin theUK overrecentyears,aperiod

in which the industry hasundergonemuchchange,will be discussedbriefly in

orderto help thereaderto understandthecontextof theperiodof study.

1.2 A RecentHistory of theV.K. Pig Meat Sector.6

Over the last twenty years or so, the pig meat industry has undergone a

considerablenumberof changes,which haveconsiderablyaffectedmethodsof

5

6

Box, G.E.P., and Jenkins, G.M. Time SeriesAnalysis-forecasting and controt;
Holden-Day, San Francisco, 1970.

Much of the infonnation for this section comes from the a special survey
published by the MLC in their Market Survey for April 1988.
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productionandmarketingin thesector.Thesechangeshaveimportanteffectson

the biological andeconomicrelationshipswithin andbetweenthe breedingand

feedingherdsandconsequently,modelling of key variablesof the sectorto be
:

consideredin this thesisis influenced.

Themajoreffecton theindustryoverthelast20yearsis thatit hasbecomemuch

moreconcentratedandspecialised,sothatwhereasit wasquitecommon20years

agoto havea largenumberof smallholdingswherefarmersrearedpigs for meat

andreplenishedhis breedingherdwith gilts from his own stock, today 71% of

pig production in EnglandandWalesis concentratedin the handsof producers

with herd sizeslarger than 100pigs. The latter figure compareswith 54% for

suchherdsizesaslittle agoas1978.In theUK theoverall effect of the increased

concentrationhasbeento reducethenumberof pig farms to 22,000in 1986,a

reductionof 75% of the numberin 1968andtherearenow fewer holdingswith

pigsthanat anytime sincethewar. In tandemwith theincreasein concentration,

the industry hasbecomeincreasinglyspecialised.The numberof farms where

both breedingandrearing takeplaceis relatively small comparedwith the late

sixtiesandseventies,80%of breedingherdboarsand90% of replacementgilts

being provided by the specialisedbreedingcompanieswhich havebecomeso

commonin recentyears.Along with increasedconcentration,the averageherd

sizehasincreasedsubstantiallyfrom 26 in 1978to 49 in 1986.

Although the number of producershasfallen over the last two decades,the

production of pigs, asindicatedby thenumberof slaughteringsof fat pigs, has

risen.The consequenceof this increasein production,addedto increasedimports

of pigmeat and fairly static demandhasbeento depressthe price of pig meat,

which has occurred at the sametime as increasedinput prices, principally

accountedfor by feed costs.Thus, a consequenceof the increasedefficiency,

which hasresultedfrom theeconomiesof scaleexperiencedin thepig sector,has

beento squeezethe sectorof profits which hasacceleratedthe loss of the less

efficient, oftensmallerfarmer.

Like all agricultural sectors, the pig meat sector is provided for under the

CommonAgricultural Policy - CAP - of theEEC, specifically by the Pig Meat

Regime set up on July 1st 1967,the latter being closely linked to the cereal
regime becauseof the high percentageof production costs accountedfor by

cerealfeedstuffs." The UK productionof pig meataccountedfor 12%of EEC

7 For a detailed exposition of the EEC Pig Meat Regime the reader is directed to
section 5 of the MLC European Handbook, TheCommonAgricultural Policy,
Volume 1.
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productionin 1986,theEEC beingslightly morethanself sufficient in pig meat

productionandanestablishednetexporter.Although theregimemakesprovision
for intervention buying if the marketprice falls below a specified'basic'price,

direct intervention hasneverbeenusedin thepig meatsector.The'EEC'smain

assistancetopig producershasbeento prevent imports and aid exports.The
Community has also attemptedto stabilise the market by providing special
storageaid schemes.The latteris preferredto interventionbuyingon thegrounds

that it is only a temporary measure,likely to be cheaper than direct EEC

intervention,andit is felt that theprivate sectoris betterable to judge the local

market, knowing when the time is right to releasethe surplusesback onto the

marketwithout depressingprices.The fundingof theregimeis theresponsibility

of theEuropeanAgricultural GuaranteeandGuidanceFund- FEOGA - although
the regime accountsfor only onepercentof the total guaranteefund. of which
approximatelytwo-thirds fmancesexportrefunds,theremainingthird directedto
private storage aid. The result of this method of support used by the EEC

pigmeat regime is that the UK pig producers, along with their European

counterparts,areleft susceptibleto theupsand,morerelevantto theperiodunder
discussion,thedownwardpressuresof themarket.This wasnot thecaseprior to

1973 when the deficiency paymentsminimum price guaranteeschemewas

operativein theUK. Having saidthis theUK governmentwasgivenpermission
to give a temporarycleanpigsubsidyof 6.7pper kg deadweightin the first half

of 1977to helprestoreconfidencein thesector,characterisedby thehigh culling
levelsat theendof 1976andthebeginningof 1977.
Pigmeat production is an exampleof perfect competition and the individual
producers,however large they might appearto be, haveno way of influencing

thepricetheyreceivefor theirpig meat,theirprimeconcernin orderto be ableto

standthesemarketpressuresis to reducetheir costsof production.They areable
to do this through good husbandrymanagementand technicalefficiency, the
latter being an areawheremosthasbeengainedin recentyears.Becausethese
technicalchangeshavedirect andindirect implicationsfor modelling, thetrends
in key technicalcoefficientsoverthelastdecadeor soareexaminedbelow.

1.3 RecentTrends in theTechnicalFeaturesof theV.K. PigMeat Sector.

Basically, the UK pig industry can be split into the breeding sector and the

rearingsector,theaimsof theproducersin bothbeingto producebreedingherds

for their reproductivecapabilitiesandfeedingherdsfor theirmeatasefficiently as

possible.Thenatureof thepig sectoris suchthatthetechnicalfeaturesassociated

with the breeding, rearing and feeding performance of the industry have a

significant effect on its performance and, therefore, must be taken into
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consideration when modelling it. The reasonfor the importance of such technical

features compared with the pig meat sector's two principal red meat rivals is the

large number of offspring per litter and a gestationperiod which although similar
•

to that of sheepis considerably shorter than that of cattle, so that productivity per

annum can beaffected significantly by improvements in technical factors.

The primary aim of pig farmers is to produce the maximum number of pigs per

sow per annum, a figure which is influenced by a number of technical

coefficients. The key determinants include the number of litters per sow per

annum, which the producer can influence directly by changing the length of the

weaning period. The number of litters per year is also affected by the managerial

and husbandry abilities of producers, who must aim to ensure that a sow is

successfully re-served as quickly as possible after weaning her litters. The

secondkey influence in determining the number of pigs reared per sow per year

is the number of piglets successfully reared per litter, a figure determined by the

number of pigs born live per sow per litter and the mortality percentage of pigs

born live. Figures 1.1 to 1.3 illustrate the trends which have taken place in these

technical coefficients for the period 1974 to 1987as collated by the Pig Plan

Survey conducted by the Meat and Livestock Commission - M.L.C.8

Figure 1.1
Litters Per SowPer Year and AverageWeaning Age 1974-87

2.3 36

34
2.2

32 III
>.... !IS

!IS 2.1 30
Cl

ID
>. Cl...... c
it c
0

2.0 28 !IS
III ID

...... ;:--J
26 >-c

El lit/sow/year

• Av Weaning Days
24

1.8 22
~ It) co " Q) 01 0 .... C\I (\') <o;t It) co ",....

" " " " " Q) Q) Q) Q) Q) Q) Q) Q)
01 01 01 01 01 01 01 01 01 01 01 01 01 01.... .... .... .... .... .... .... ....

YEAR

8 All data for figures 1.1 to 1.4 are obtained from M.L.eo's Pig Yearbooks 1984-88
and are collated by their Pig Plan Survey using a representative sample of the UK
breeding herd.
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Figure 1.1 indicates that the number of litters per sow per annum has risen

steadily from 1.9 in 1974 to 2.26 in 1987, although the rate of increase

noticeably slows in the eighties compared with that experienced in the seventies.

Unfortunately, the pig plan survey does not provide information. on average

weaning ages prior to 1979, however, the MLC Market Survey for April 88

quotes the average weaning age for 1977 as 35 days and so this figure is

incorporated into figure 1.1. The figure indicates that the slow down in the rate

of change in the two trends occurs at about the same time indicating that the

reason for the slow down in the increase in the numbers of litters per sow per

annum is largely a consequence of the deceleration in the shortening of the

weaning period. The alternative explanation for the slow down is a husbandry

one, in that the break in the litters per annum series could have occurred as a

result of a sudden slowing down in the increased ability on the part of producers

to get their sows successfully re-served after weaning. The implausibility of the

latter argument coupled with the evidence presented in figure 1.1 however,

suggestthat it was a change in the rate of decreasein weaning agewhich was the

cause of the decelerated increase in the number of litters per year. Having said

this, the MLC Market Survey for April 1988 suggests that the gains in

productivity from reductions in weaning age are now less likely and that

producers will have to turn their attentions to husbandry and genetic

improvements.f
Figure 1.2

Live Pigs Born Per Litter and Mortality Percentageof PigsBorn Alive 1974-87
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9 MLC Market SurveyApril 1987,'TheChangingstructureof thepig meat
marketingchain',page3.
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Figure 1.2 shows the trends in the number of pigs born live per litter and the

mortality percentage of pigs born live, the latter being the results of losses

through disease,illnesses, or more commonly, accidental death, usually through

piglets being .crushedby the mother. The two trends augur well for the efficiency

of the industry, the number of deathsrelative to the litter size steadily declining

throughout the sample period and the number of live pigs born per litter

increasing from around 12 in 1974 to around 15 in 1987. The latter implies an

increase in the productivity of the breeding sows, presumably a result of

technical and managementimprovements.

The consequenceof the trends illustrated in figure 1.2 is that the number of pigs

reared per litter has increased over the period from just above 8.8 in 1974 to

almost 9.4 in 1987 as illustrated in figure 1.3 below.

Figure 1.3

Pigs Reared Per Litter and Numbers Reared Per Sow Per Year
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The other series presented in figure 1.3 is the key coefficient of interest, the

number of pigs reared per sow per year, whose value is a direct consequenceof

the technical coefficients analysedabove, though ultimately its value is dependent

on the number of litters per sow per year and the number of pigs rearedper litter.

Consequently, the industry has experienced an increase in sow productivity in

every year of the sample period, the change in productivity being just over 16
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pigs rearedper sowperannumin 1974to over21 in 1987.

Theconsequenceof thesetrendsin technicalcoefficientsfor themodellingof the

sectorwill beseenin laterchapters,but theobviouscommentto makeis that the

number of pigs which can be producedby a given size of breeding herd has

increased consistently since 1974, or conversely, the herd size required to

producea givennumberof pigshasdecreased.

Moving on from thetechnicalcoefficientsof thebreedingherd,themainconcern

of theproducergivena litter of pigletsis to tum theminto a saleablecommodity

asquickly andefficiently aspossible.Given thatthepriceof feedstuffis moreor

lessout of the handsof theproducer,his basicconcernis to makethe pig grow

asquickly aspossiblefor aslittle food inputs.Thus,anotherimportant technical

coefficient in the pig meat industry is the feed conversion ratio - F.C.R. -

measuredby the quantity of feedstuff required, (usually expressedin Kilo-

grammes),per pig in order to achieveone kilo-gramme of liveweight gain.

Needlessto say,the efficient produceraimsto minimise theF.C.R. for eachof

his pigs. Figure 1.4 below presentsthe FeR as measuredin the rearing herds

selectedby the MLC Pig Plansurveyfor the sameperiod asusedto analysethe

breedingherdabove.

Figure 1.4

The Feed Conversion Ratio For the UK Feeding Herd 1974-87
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The series shows a feed conversion ratio which has consistently decreased

throughoutthesampleperiod,illustratingtheimprovedtechnicalefficiencyof the

industryin therearingof pigsfor theirmeat

In both the breeding herd and the feeding herd, therefore, there are clear

indicationsof improvedefficiency overrecentyears.The mainconsequencesof

theseimprovementsin technicalefficiency is that theindustryhasbecomemuch

more concentrated and the increased number of pigs produced has,

paradoxically,driven manyof the smallerlessefficient farmersout of pig meat

productionaspriceshavefallen.Futuregainsin productivity maynot bequiteso

greatastheyhavebeenin theperiodof studygivennaturallimits on factorssuch

asthelengthof theweaningperiodandanimalwelfareconsiderationssuchasthe

usefarrowingcratesandthere-emergenceof lessintensiveopenair production.

Having describedthe aims andthe backgroundto the thesis,the methodology

employedin themodelling andforecastingprocessis outlined in the following

section.

1.4 Data,MethodologyandOutlineof theThesis

Any empirical studysuchastheoneproposedhereis dependentto a largeextent

upon the frequencyandquality of dataavailableto the researcher.This fact is

very relevant to this study and, as will be explained in further detail at the

appropriatepointsthroughoutthethesis,thedatahavea significant influenceon

the typeof analysisemployedandtheperiodof estimationandforecasting.The

datafor thebreedingherdcomefrom theJunecensusof agriculturalholdingsin

the UK and the three samplecensusestaken at points throughout the year,

conductedby therelevantministriesfor eachmembercountry.Prior to 1974,the

threesamplecensusestook placeat quarterly intervalsin the monthsof March,

SeptemberandDecember;theaccessionof theUK to theEECin 1973broughta

changein the timing of the spring and autumncensusesto April and August

respectively. These changesin sample censustiming necessitatedthat the

biological and econometricanalyseswere madepost 1973 in order that the

intervals betweenthecensusesareequally spaced.Oneof theconsequencesof

this is that thedatafor the biological andeconometricanalysescomeonly from

the threesamplecensuses,the interval betweenobservationsbeingfour months.

This time period is referredto asa 'trimestic' time period throughoutthe thesis.

The change in census times meant that Savin's work in 1978, which was
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concernedwith quarterly time intervals,hadto be restrictedto theEnglish and

Welsh herds,for which the March and Septembersamplecensusescontinued

alongside the new April and August censusesup until 1977. Burton's 1987
•

modelof theUK pig sectorwasconductedwith a six-monthlydataset,usingthe

information from the JuneandDecembercensuses.My choiceof the trimestic

time period, therefore, introduces another new dimension to modelling the

breedingherd.

I wasparticularlyinterestedin theforecastingperformanceof time seriesmodels

in comparisonwith more traditional econometricapproachesso that univariate

models havebeenbuilt for all the key variablesexamined.In the caseof the

trimestic breeding herd, the forecastsof univariate Box-Jenkins models are

comparedwith thoseproducedby biologicalandeconometricmodels:theformer

being expectedto perform betterin the short term, the latter two in the longer

term.The univariatemodelscanberegardedasthesimplestform of modelin that

only one variable is included and the models are purely statistical, no prior

knowledge of the seriesto be modelledbeingrequired.The biological models

can be viewed as the next most sophisticated,the models having introduced

knowledgeof thebreedingherdsystem.Theeconometricmodelsareevenmore

sophisticatedin that aswell as including the economicphenomenonof prices,

biological phenomenaare included implicitly and/or explicitly. For the two

monthly slaughterseries,for which more observationsare available,bivariate

time seriesmodelsarebuilt including profit as the secondvariable rather than

taking amoretraditionaleconometricapproach.The forecastingperformancesof

thebivariateBox-Jenkinsmodelsarethencomparedwith thoseof theunivariate

counter-partandabiologicalmodel.

The changein censustimings will clearly affect theBox-Jenkinsanalysisof the

breedingherd since suchmethodologyrequireslengthy time seriesof equally

spacedobservationsin order to makeanalysisfeasible.How theproblemof the

censustimings affects the Box-Jenkinsanalysis is dealt with at considerable

lengthin chapterthree,in which theBox-Jenkinsmethodologyis appliedto build

univariatemodelsfor thebreedingherdseriesandits componentparts.The data

for the two slaughtercategoriesmodelledaremonthlydatacollatedby theMLC

by returnsfrom slaughterhousesandarelessproblematicthanthecensusdatain

that they are not subjectto samplingerrors anddo not suffer from the timing

changesexperiencedby thebreedingherddata.

The theorybehindtheunivariateBox-Jenkinsmethodologyis outlinedin chapter
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two for. both non-seasonaland seasonaltime series.As mentionedabove,the

methodologydescribedin chaptertwo is appliedto someof thelivepig categories

recordedby the farm censusesin chapterthree,themodelsbeingbuilt usingthe
<

Time Series Package,TSP, available on the mainframe computer here at

Nottingham.Ll sing the availablepackagegreatly easesthe processof model

building and forecastingwith the Box-Jenkinsmodelsalthoughthe packageis

ratherinflexible in thatit canonly dealwith monthly,quarterlyor annualdataand

cannotaccepttheuseof interceptdummieswith might beusefulfor dealingwith

outliers.

Thebiological modelsarediscussedin chapterfour, introducedby consideringa

steadystateequilibrium frameworkto discussthetheoreticbasisaroundwhich to

build the biological model.The estimatedmodelsthemselvesareproportional

models estimatedusing Ordinary Least Squares,OLS, and Non-Linear Least

Squares,LSQ, packagesavailableon TSP.Becausethemodelswerebuilt in the

context of forecasting, non-biological phenomenasuch as autocorrelation in

residualsaremodelledusinga Beech-Mackinnonmaximumlikelihood technique

in the caseof linear regressions,also availableon TSP,andadaptingthe LSQ

models as appropriatewhen autocorrelation is presentin the LSQ estimated

models. In order to forecast using the recursive biological model, micro

computersoftwarewasdevelopedspecificallyfor this purpose.Theeconometric

model, which is discussedin chapter five, is introduced and estimatedusing

similar methodologiesto thoseusedin the biological modelling procedure:in

addition, a logistic model for a limited dependentvariable is also considered.

Software, is againdevelopedin order to forecastusing thechoseneconometric

model.

In chaptersix univariateBox-Jenkinsmodelsaredevelopedfor the two monthly

slaughtercategoriesandmonthly price andprofit time series,againusing TSP

for modelling andforecasting.The theoryandpracticeof BivariateBox-Jenkins

modelsis the subjectof chapterseven,thebivariatemodelsbeing identified and

estimatedusinga non-linearleastsquaresprogramdevelopedby anex-member

of thedepartment,a bivariateoption not beingavailableonTSP.For forecasting

purposesI againdevelopedsoftwarefor a micro computer.A summaryof the

modelsbuilt for eachof theprinciplevariablesis givenin figure 1.5below.
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Figure 1.5
The Models Built for the Principle Variables

Methodology Trirnestic/Quarterly
Breedingherd

Monthly
Culling

Monthly
Slaughter

---------------------------------------------------------------------------------
Univariate
Bivariate
Biological
Econometric

chapter3 chapter6
chapter7
chapter4

chapter6
chapter7
chapter4chapter4

chapter5
---------------------------------------------------------------------------------

In the penultimatechapterof the thesisthe resultsof forecastingthe trimestic

breedingherd,themonthly culling andthemonthly fat pig slaughterseriesusing

the models developed for each methodology considered,are presentedand

comparedin termsof their ability to forecastthecorrectlevel of thevariablein

question.Becausethedirectionof forecastmay beasimportantto a forecasteras

the ability of a model to forecastthecorrectlevel, a basicdirectionalanalysisis

also considered. The short and longer term forecasting performances are

analysedby forecastingone-stepand two yearsahead,andasan intermediate

steponeyearaheadforecastsarealsoanalysed,thelatterbeingthelengthof time

theEEC requirestheMLC to forecastthepig sector.

Becauseof the constraintsimposed by the data available, the out-of sample

period usedfor the forecastinganalysisis confined to two years,that is, 1986

and 1987.This turnsout to be a significantrestriction for the trimesticbreeding

herd analysis,especially as one of the six observationsin the out-of-sample

period is felt by myself and the MLC10 to be somewhatsuspectin terms of

reliability. This particularproblemis dealtwith at theendof chapterthreeandin

the forecastinganalysischapter.Theproblemof the lack of goodquality out-of-

sampledata meant that one of my original intentions to combine the various

forecasting models to produceone set of forecastsfor each of the three key

variablesstudiedwasnot felt to be feasible,but, themethodologybehindtheidea

is discussedin theclosingchapteralongwith othersuggestionsfor futurework.

Considering that the models are built from a supply side point of view,

forecastingfor a period aheadgreaterthantwo yearswas thoughtto be unwise

given the shortnessof the pigs life cycle. Forecastsfor a longer period would

undoubtedly be of benefit to the industry given the cost of investmentin pig

production equipment,however, forecastingin the longer term would require

demandsidemodelsto enter into the discussion.Suchdemandsidemodelling

10 This information is the resultof direct consultationwith the MLC.
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could become very complex, requiring consideration of factors which influence

both the price of pigmeat and the price of feed. The feed costs of pig meat

production are largely dependenton the price of cereals and would, therefore,
:

require UK production and trade in grain, to be modelled, incorporating the

effects of policy at EEC and probably global level. Modelling the price of

pigmeat could also involve a complex systemof equations, although the subject

has been addressedquite succinctly by Daniels and Savin (1977) in an MLC

publication produced after a symposium on meat demand and price forecasting.

Modelling demand for pig meat would require the consideration of consumer

preferences with respect to different pigmeat and other meat products and,

amongst other things, macro variables such as the size of population and

disposable income. Were suchdemand side models to be built, the supply side

forecasting systembuilt in this thesiscould be closed off and long term forecasts

produced with increasedconfidence in the system.
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CHAPTER TWO

BOX-JENKINS UNIV ARIA TE METHODOLOGY: THE THEORY

2.1 Introduction

The main objective of this thesis is to build forecasting models of the UK pig

breeding herd and certain slaughter categories. The aim of this chapter is to give a

brief outline of univariate time series model building methodology as proposed by

Box and Jenkins (1976) which is a particularly useful approach for the building of

short term forecasting models 1. The first section of the chapter looks at the theory

behind non-seasonal time seriesmethodology and is followed by an account of each

of the three stages of identification, estimation and diagnostic checking, which are

now acceptedas the basic stepsin the building of univariate time series models. The

fmal section is concerned with the way in which the model building process is

adapted to cope with seasonalinfluences in time seriesdata.

2.2 Time Series Methodology

Time series methodology approaches the subject of model building from an

empirical standpoint in that the time series data themselves determine the

identification of the appropriate model. Box-Jenkins time series methodology

makes use of the fact that all stationary time series data can be represented by a

member of the set of general stochastic processes known as Autoregressive

Moving-Average, (ARMA) models. The time series variable Xt is said to exhibit

weak stationarity if the following conditions hold.

E[xtl =J..L all t,

E[xt,xt et] = 02 <00 fort = 0,

= 'Yt otherwise.

where

(2.2.1)2

t = time

E[xtl = expected value of Xt

t = magnitude of the lag.

'Yt = the autocovariance between Xt and Xt_t.

1 For a thorough generalisation of Box-Jenkins methodology seeGranger and
Newbold (1977),chapterone.

2. For a more detailed discussionof weak and strong stationarity seeNelson (1973),
section2.1.
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The result that all stationary univariate time series can be generated from ARMA

models derives from the work of Wold (1954)who proved that any univariate time

series could be represented as a realisation of the sum of a self-deterministic

component and a moving-average process, possibly of an infinite order. Thus,

letting Xt represent the deviation from the mean, Xt can be written as;

(2.2.2)

where Et is a zero-mean white-noise variable such that:-

E[Ed = J.1£= 0,

E[£t,£t- t] = a£2 for t = 0,

= ° otherwise.

By making use of the backshift operator, Btxt = Xt _ t, equation (2.2.2) can be

(2.2.3)

rewritten as,

Xt = (1 + 91Bl + ~ B2 + ) Et. (2.2.4)

The problem with representing all time series in this manner is that many series

require the estimation of a large number of parameters in order to adequately

describe the data-generating process behind the series. Box and Jenkins suggested

that this problem could be overcome by approximating the polynomial in Et

described in equation (2.2.4.) by the ratio of two lower order and finite polynomials,

that is,

1 2 q
(1+91B +92B + +9 B)

x = q E
t 1 2 p t

( 1- CPlB - CP2B - - CPpB )
(2.2.5)

where the numerator is the moving-average component and the denominator is the

autoregressive component. By expressing the polynomials in the numerator and

denominator as 9(B) and CP(B)respectively. equation (2.2.5) can be rewritten as,

9(B)
x=-E

t CP(B) t
(2.2.6)
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Rearrangingequation(2.2.6)resultsin thefollowing expression,

(2.2.7)

where<l>(B)is said to be of order p and 9(B) order q. Thus, Box andJenkinswere

able to show that all stationaryunivariatetime seriescan be approximatedby the

general ARMA(p,q) model (2.2.7), which accounts for all ARMA processes

including the extremecasewherep andq both equal zero, in which caseequation

(2.2.7)reducesto a white noiseprocess,

(2.2.8)

Other specialcasesof the generalARMA model arisewhen one of p or q equals

zero,in which casetheresultingprocessis known asa pure moving-averagemodel,

(MA(q)} or apureautoregressivemodel (AR(P)} respectively.

The polynomial <l>(B)constitutesa pth order differenceequationin B. If this is to

describea stationaryautoregressiveseriesthen it can be shownthat the p roots of

<l>(B)mustall lie outsidethe unit circle.3 Given the natureof Et,9(B)Etwill always

be stationaryprovided that q is finite and,therefore,the stationarityof the ARMA

model dependssolely on the autoregressivecomponent.It is sometimesnecessary

or desirable to write the ARMA model in a pure AR form and in order that the

resulting processbe stationary,it canbe shownthat it is necessaryfor the q roots of

9(B) to lie outside the unit circle.J This is known as the 'invertibility condition'.

Invertibility is alsoof fundamentalimportancein respectof the facts that it enables

uniquenessof representationfor the autocorrelation function of 9(B)Et, and that

non-invertible MA processesgive rise to inefficient forecasts.4

3. SeeGranger and Newbold (1977)section1.6,p.24

4. Consider an MA(I) model Xt = Et + 9IEt-i' Successivesubstitutions for lagged

valuesof £tgivesXt = -l: -~ Xt-j + Et. If Xt is not to dependon somevalue of Xt_j in
the infmite past then9 must takea valuelessthanone in absolutevalue. i.e. for the
AR representationofxt to be stationary19kI musthold so that the root of (1-9B) is
outsidetheunit circle. Theautocorrelationfunction is givenby,

PO=I
PI = 9/(1+92)
Pt = 0 fon >1

It is possible to showthat the sameautocorrelationfunction would also be given for
the MA (1) model with an absoluteparametervalue of (1/9). Given that 19k1, the
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Each invertible ARMA processhasa distinct pattern of autocorrelations and partial

autocorrelations which describethe correlations betweenvalues of xl at various lags

in time. The autocorrelation at lag 't, (P't), can be defined by,

'Y't

P =-
't 'Y.o

(2.2.9)

where 'Y't= E[xt,xt_ -tJ, and where 'Yo= E[xl2], which measures the variance of Xt

over all values of 1. By definition P't, which measures both the direct and the

indirect relationship betweenXt andXt_'t for all values of 't, always takes a value S;

111.For an MA(q) process it is possible to show that the theoretical set of

autocovariances will take values as given by the autocovariance function of

equation (2.2.10)

'Yo= (1 + 812+ 822+ + 8q2) (JF.2

'Yr (8't + 818't+l + + 8q_'t 8q) (JF.2 ; 't =1 to q

'Y't= 0 ; 't > q

(2.2.10)

The theoretical autocovariance function for an AR(p) processcan be representedby

the p th order difference equation asgiven by:

'Y't= <I>t'Y't-l + + <Pp 'Y't-p for 't = 1,2 . (2.2.11)

and hence, the autocorrelation function is given by,

P't=<I>lP't-l + + <l>pP't-p for t = 1,2, . (2.2.12)

The exact pattern taken by the autocorrelations will depend upon the roots and order

of the polynomial <I>(B)and also on the magnitude of the parameters (<1». For

example, if p equals one, the autocorrelations decline in a geometric fashion;

smoothly if <I> lies between zero andplus one, and in an oscillatory manner if <I>takes

a value between negative one and zero. The autocorrelation patterns produced by a

mixed ARMA model are much more complex and require a considerable amount of

inverseof this is boundto be greaterthanunity therebyresulting in a non-stationary
model. By confining attention to the invertible casethe problem of identifying a
stationarymodelis overcome.
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identification experience in order to make a successful identification of the model.

In theory, the ARMA (p,q) processresults in autocorrelations which are dependent

on both AR and MA parameters for the first q autocorrela~ons after which they

follow an AR(P) processwith a starting value Pqrather than Po.

The partial autocorrelation of order k, denoted by akk, measures only the direct

relationship between Xt and Xt-kfor all valuesof k. The partial autocorrelations can

be obtained by solving the set of k simultaneous linear equations, known as the

Yule-Walker equations, which are similar to the autocorrelation function of (2.2.12)

expressedas,

(2.2.13)

where akj = <I>.i

and akj = 0

for

for

j = 1,2, p

j>p

The key point to note here is that the partial autocorrelations from an AR(p) process

of any order greater than that of p will be equal to a value of zero and hence the

partial autocorrelation will be a crucial tool in the identification of autoregressive

processes.Becauseany invertible MA processcan be transformed into a stationary

AR process of infinite order, it is also possible to show that the partial

autocorrelation function for an MA process will decline as the sum of a set of

geometric decay functions similar to the autocorrelation pattern of an AR process as

discussed earlier in the section. The partial autocorrelations for a mixed ARM A

model will eventually tail-off as well due to the fact that any ARMA process can be

transformed into an autoregressiveprocessof infinite order.

2.3 Identification

Identification is the first of the three stages in the Box-Jenkins model building

process, the aim of which is to suggestone or more potential time series models to

explain the movements in the time series data. Experience appears to suggest that,

for non-seasonal time series,at least fifty to sixty data values are required for Box-

Jenkins analysis, becauseof the large number of degrees of freedom that are used

up in estimating the autocorrelations of higher order. The first task, having obtained

the data, is to generate the auto and partial autocorrelations for the raw data series

and for an appropriate number of differences of the data. The rationale for
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differencingthedatais thatBox-Jenkinsmethodologyis dependenton the seriesto

bemodelledbeingstationary.Raweconomictime seriesdataarerarely stationaryin

that they are likely to contain,for example,long and shortterm time trends.Box-

and Jenkins recommendthat suchnon-stationaryseriesbe made stationary by

takinganappropriatenumberof differencesof theraw data,asexplainedin thenext

section.Themaximumlikelihoodestimatorof Pt' for all valuesof 't is givenby:

n

L(x, - E[xt])( XVI: - E[xt])

t='t+l
r =--------------------'t nL(xt - E[xt ] )

2

t=l

(2.3.1)

Theoretically, the partial autocorrelationscanbe estimatedfrom the Yule-Walker

equationsby substitutingtheestimatedautocorrelation(r't) for the theoretical one

(P't) andthensolvingthesetof simultaneousequationsin akj' that is;

k

r, = L: ~jrT-l
j=l

for 1"= 1to k (2.3.2)

where akk is the estimatedvalue of akk. In practice however, it is much more

convenientto usean algorithmsimilar to that developedby Durbin (1960), which

usesordinary least squaresto estimatethekth order partial autocorrelationfor an

appropriatesizeof k.5

Having obtained thesestatistics,the analystneedsto ensurethat the serieshe is

trying to model is stationary so that the theory in the previous section can be

applied.An indication that a seriesis non-stationaryis given by observingthat the

sampleautocorrelationsdo notdie awayathigher lags.This is true evenif the first

few autocorrelationsare not large themselves.6If this is not the case,so that the

P't'sdo not die away for a considerablenumberof lags, Box andJenkinssuggest

thatdifferencesof theraw databetakenuntil anindicationthatstationarityhasbeen

achievedis observedin theautocorrelationsof thedifferencedseries.If differencing

is required then the resulting model is known as an Integrated Autoregressive

Moving-Average(ARIMA{p,d,q}) model,whered representsthe numberof times

theraw datahaveto bedifferencedin orderto achievestationarity.Equation(2.3.3)

representsthegeneralARIMA modelusingthebackshiftoperator.

5. Durbin). (1960), "The Fitting of Time Series",Rev. Inst.Lnt. Stats, 28, pp 233-
244.

6. SeeGranger and Newbold (1977)section3.2,pp.74.f
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(2.3.3)

Economictime seriesarerarely stationaryin their original form, although the need

to take anything more than first differences in order to obtain stationarity is

unlikely. Having suggestedthis differencing method for the treatment of non-

stationarity, Box and Jenkins warn against the possibility of inducing

autocorrelationby over-differencingthedata.This problemcanbe illustratedby the

simple caseof first differencing the white-noiseprocessgiven in equation(2.2.8)

which resultsin anMA(l) processwith xt havingbeenfirst differenced.The latter

is commonlyreferredto asan IMA(l,l) modelandis representedby:-

(I-B) Xt = (l-B) Et (2.3.4)

This transformationillustratesthefact that two unnecessarycomponentshavebeen

inducedinto theprocess.If it is thevarianceof thetime serieswhich is the causeof

non-stationarity,thena log transformationof the raw data often ensuresthat the

non-stationaryelementis removed.

Having ensuredthe stationarity of the series,the patternsin the auto and partial

autocorrelationsshouldbeexaminedin orderto makean initial identification of the

generating process. Because of the influences of disturbances such as data

measurementerrors, the samplestatistics will not be identical to the theoretical

values that the ARIMA generatingprocesswould imply. In an MA(q) processfor

example,the sampleautocorrelationshigher thanorder q will be small rather than

being equal to a value of zero. In order to distinguish whether or not the

autocorrelationsare large or small, probability theory is employed. The theory

implies that an autocorrelationcanbe saidto be significantly large if its value is

greaterthantwo standarddeviationsaway from zero.A statistic frequently usedto

estimatethe standarddeviation of autocorrelationsin time seriesanalysis is one

devised by Quenouille, who showed that one standard deviation could be

approximated by the reciprocal of the squareroot of the sample size, that is,

I/~n.7 Hence, any auto or partial autocorrelation which is larger than 2/~n is

said to be significantly different from zero and can be regarded as large.

Conversely, a value below this is said to be small, although it should be

rememberedthat this 'rule of thumb' definition is not infallible, and neednot be

7. Quenouille,M.H. (1949), "Approximate Tests of Correlation in Time Series." J.
Roy.Sta: Soc.B 11. pp 68-84.
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interpreted too strictly.

From the theory of the previous section, the key to the identification of an ARlMA

processes lies with the patterns present in the sample auto and partial

autocorrelations of the stationary series. If a set of data is generated by a pure

MA( q) process then one would expect the autocorrelations of the stationary series to

lie above two standard errors up to and including a lag of q, at which there should

be a cut-off point when the remaining sample autocorrelations will be small.

Beyond q, the sample partial autocorrelations should decay as k increases. The key

to the identification of an AR(p) processon the other hand, lies in the pattern of the

partial autocorrelations, due to the fact that the sample autocorrelations will show a

pattern which represents the sum of a geometric decay curve, from which it is

virtually impossible to identify p. The samplepartial autocorrelations should remain

high in value for the first p lags after which there is a cut-off point, so that the

higher order partials are below the 2/...Jn mark. The identification of a mixed

process however, is considerably less clear cut. The sample partial autocorrelations

should tail-off as the value of k increases, whereas the sample autocorrelations

should take large values, with an irregular pattern, up to and including lag q, after

which they will begin to tail-off as they reflect the autocorrelations of an AR(p).

One clue therefore, to the identification of a mixed process as opposed to a pure

MA or AR process, is that both of the sample statistics should eventually tail-off,

rather than having an abrupt cut-off point.

Having gone through the identification process it is often the case that more than

one model appears to be possible. If this is the case, then all the possible models can

be taken on to the estimation stageof the model building process.
8

2.4 Estimation

Having made an initial identification of one or two potential ARIMA models, the

objective of the next stage of the Box-Jenkins model building process is the

estimation of the parameters of the suggested models. If a model is a pure AR(p)

process then all p parameters can be estimated using Ordinary Least Squares

(O.L.S) regression techniques. However, as soon as an identified model has an MA

term included in it OLS is rendered inadequate and Non-Linear Least Squares

(N.L.L.S.) has to be employed instead. Taking an ARMA(1,I) as an example, the

process can be written as:

8. Three examples of model identifications using Box-Jenkins methodology can be
found in appendix2.
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(2.4.1)

where aI and bI are the sampleestimatesof <1>1and 91 respectively.

The aim of N.L.L.S. is to minimise the sum of the squares of the residuals, LE~,

which can be estimated by Le~, the sum of squares of observed residuals. Having

assumedstarting values for al and bI,and by assuming that el takes a value equal to

its expected value of zero and inputting this to equation (2.4.1), estimates of lagged

values of et can be derived. Squaring and summing all values of et results in the

desired statistic which then needs to be minimised. The minimisation process is

done by a searchprocedure over a range of values of a1 and bI until no significant

reduction in Let2 occurs.9 Because it is possible that the residual sum of squares

contour surface will have multiple minima points, it may be important that good

starting values for a1and bI are given to the computer so that the search will begin

in an appropriate part of the contour surface. Starting values for the parameter

estimates can be derived from the sample auto and partial autocorrelations. For

example, in an MA(1) it can be shown that

(2.4.2)

By substituting rl for PI and rearranging equation (2.4.2), a quadratic in 91 is

obtained which can then be solved giving two solutions for 91, The starting values

of the parameter estimates areobtained by selecting the solutions that will make the

resulting model invertible.

2.5 Diagnostic checking

Having identified the model and estimated its parameters, the model should now be

checked to seeif it is an adequaterepresentation of the data to which it was fitted. If

all is well then the model can be used for whatever purpose it was built, otherwise

any inadequacies discovered at the checking stage will hopefully indicate the

changes which need to be made in order to rectify any model misspecification.

A possible first check is to carry out a t-test on each of the included parameters in

order to check their significance. A t-statistic that is greater than or equal to an

absolute value of two suggests that the parameter concerned is significantly

different from zero, and should therefore be included. If the absolute value of t is

9. See,for example,GrangerandNewbold (1977)section3.5,pp87-89.
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lessthan one then there is a positive reasonfor its exclusion from the model; a

change which should causea reduction in the value of the estimated residual

variance,indicating that therevisedmodelprovidesa betteroverall fit to thedata.If

the absolutevalueof t lies somewherebetweenone and two then this suggeststhat

the parameter should perhaps be dropped, although its effect on the residual

varianceis likely to be adversewhenthe t-statistic is closeto a valueof two. If any

t-statistics indicate that a model shouldbe respecified,then the estimation and the

diagnosticcheckingproceduresmustberepeatedfor the newspecification.

A secondcheck which can be madeis to test the significance of the model as a

whole, by calculatingthevalueof theMeanSquareError (M.S.E.).Becausethere is

no standardof measureto comparethe calculated value of the M.S.E., nothing

much is doneevenif it appearsto berelatively high. The M.S.E valueis muchmore

important when testing whetheror not a changein its value, brought about by a

changein modelspecification,is significantly different from what it was under the

original specification.The testusedto do this is theF-test.R2 is not usually usedto

check the significanceof time seriesmodelsdue to the fact that any model which

picks up a trend in the datawill producea high R2 value. However, Harvey has

suggestedthata statisticwhich hecalls R6 ,given by;

(2.5.1)

provides a statisticwhich indicatesthe relative sizeof the residual sumof squares,

(RSS),of theestimatedmodel.10 The yardstick usedis the residual sumof squares

(RSSo)from having fitted the pure randomwalk model Xt - Xt-1 = Et. A negative

R6 value indicates that the random walk model provides a better fit than the
ARIMA model, whereasa small positive value suggeststhat the improvement

gainedby fitting the morecomplex ARIMA model is marginal. A corresponding

statistic for seasonalmodelsis discussedin section2.6.

Having checkedto seethat themodel is not over-identified, by making useof the t-

test, it should now be checkedto test whether or not there are any parameters

missing from theinitial identification.This canbedone by observingthe individual

autocorrelationsof theestimatedresiduals,P't(e). As anexample,considerthecase

where Ip2(e)1 is significantly different from zero, (that is, greaterthan2/~n). This

would suggestthat theerror termhasthefollowing process;

10. SeeHarvey, A.C., (1983), "A Unified View of Statistical forecastingProcedures"~
appendix2, L.S.E.EconometricsProgrammediscussionPaper No. A.40., L.S.E.
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(2.5.2)

where at is white-noise. If these residuals had been the product of an ARMA(l,l)

identification, then it is possible to show that the corrected model is given by;

(2.5.3)

Equation (2.5.3) represents an ARMA (1,3) process, although the parameter of B3

will be small becauseboth b and ~ will take a value less than unity in order that the

process be invertible. If it is believed, therefore, that the true model should contain a

given parameter - in this case an MA parameter at lag 3 - whose t-statistic is not

quite significant at the 5% level, the analyst may well be justified in including the

relevant parameter. This method of correction, although useful sometimes, is often

less simple than may appear from the example given, due to the fact that the

statistics used are only estimates from a data set which itself will contain

measurement errors. A consequence of this is that any cancellation of factors may

be masked, so that the augmented model will contain redundant parameters on both

sides of the equality. One problem of testing the significance of the residual

autocorrelations is that they are small anyway becauseit is the job of the estimation

stage to produce residuals which are as small aspossible. Indeed Durbin (1970), has

shown that the standard deviation of the residual autocorrelations can be

considerably less than 1/..Jn.11 This is particularly true of the autocorrelations at

lower orders, that is, where 't ~ 6, otherwise l/..Jn is still a good approximation to

the standard deviation of the residual autocorrelation, as long as it is remembered

that 2/..Jn will under-estimate the significance of any deviations from zero.

If a model has been correctly identified then the residuals, as a whole, should

exhibit white-noise properties. Attempts have been made to devise a statistic that

indicates whether or not the autocorrelations of the estimated residuals deviate

from white-noise. Most of the statistics which have been devised are variants of the

Box-Pierce statistic, Q, defined as;

Q=nL p~e) for 't = 1to m (2.5.4)

where m representsthe m lowest order residual autocorrelations considered for the

11.Durbin, J. (1970), "TestingFor SerialCorrelationin LeastSquaresRegressionWhen
Some of The Regressorsare Lagged DependentVariables", Econometrica 38, pp
410-421.
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test 12Asymptotically, Q canbe shownto havea Chi-Squaredistribution with m-

p-q degreesof freedom.If the value of Q is greaterthan the tabulatedChi-Square

value, thenthenull hypothesis,that theresidualsarewhite-noise,is rejectedandthe

model shouldbe respecified.Somecomputerpackages,along with the Q-Statistic,

print the probability value, (P-value), associatedwith each of the Q-statistics.

Hence, for example,a Q-statistic with a P-valueof less than 0.05 is significantly

large at the 5% level. BecausetheBox-Piercestatistichasa distribution that is only

asymptotically Chi-Square,thereis theproblem that the test is not very powerful,

andtherefore,it is quite likely thata falsenull hypothesiswill be accepted,although

Q can still indicate whetheror not the residualautocorrelationsare,on the whole,

too high.13 For reasonsmentionedearlier, the test requires that m is larger than

six, andit is preferablethat it be greaterthanor equal to twenty, if this is possible

considering the length of the time series.In the event of a rejection of the null

hypothesis,themodel shouldbecorrectedin a mannersuggested by the patternof

theresidualautocorrelations,asdiscussedearlier.

A final check to make use of the residualsis an observation of the plots of the

estimatedresiduals to check for homogeneity.Heteroskedasticity, for example,

would be indicated by observing that the spreadof the residuals' scatterchanges

overtime.

Sofar, thediagnosticcheckswhich havebeenemployedto testfor under-estimation

of the model, have made use of the autocorrelationsof the estimatedresiduals;

however,becauseof someof theproblemsandinadequaciesof thesemethods,it is

often much simpler to overfit the initial identification. Although it is important to

overfit both sidesof the equation,it is evenmore important that the overfitting be

doneindividually andunidirectionallysothattheproblem of parameterredundancy

is avoided.
14

For eachoverfitting of the model, t-tests on eachof the parameters

and F-testson the adjustedM.S.E. statisticsshouldbe madein order to determine

whether or not any of the augmentedmodels perform better than the original

12. Box-Pierce (1970), "Distribution of Autocorrelations in ARIMA Time Series
Models".J. Am. Stat.Assoc.65,pp1509-1526.

13. SeeDavies, Triggs and Newbold, (1977), "Significance Levels of the Box-Pierce
PortmanteauStatistic in Finite Samples."Biometrika. 64,pp 517-522.
The more highly powered Box-Ljung statisticcanbe usedin preferenceto the Box-
Piercestatistic.

i.e. Q = n(n + 2) I.(n- 'ttl rt2(e)

Ljung, G.M. and Box, G.E.P., (1978), "On a Measureof Lack of Fit in Time Series
Models."Biometrica. Vol. 65 No.2 pp297-303.

14.For anexampleof theproblem of overfitting both sidesof the equation seeexample
2 of Appendix2.
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identification. As illustrated in exampletwo of Appendix 2, it is very important to

look for thecancellationof factorssothat the final model is parsimonious.

All of the tests used so far are in-sample tests, in that they are performed on

statisticsgeneratedfrom thefitting of the modelto the time seriesdata from which

the model itself was identified and estimated.Perhapsa more powerful form of

diagnosticcheckingis out-of-sampletesting,which involves testing the forecasting

performanceof theestimatedmodel.The time seriesis divided into two, so that the

first series is long enough for the Box-Jenkins model building process to be

performed.The identified model is then used to make forecastsof the remaining

'out-of-sample' data. The forecasts and the actual out-of-sample data are then

compared,and the mean squareforecastingerrors calculated. These forecasting

error statisticsare then comparedfor alternativemodel identifications, the lowest

value indicating the best forecastingmodel. Obviously, it is imperative that the

forecastingmethodemployedis appropriate,consideringthe type of forecastsfor

which the model hasbeendeveloped.For example,if the model is to be usedto

makeone-step-aheadforecasts,thenthecriteria for choosingthebestmodelmustbe

the lowestmeansquareforecastingerror,resultingfrom one-step-aheadforecastsof

the out-of-sample series.Having obtained a satisfactory forecasting model, the

analyst may chooseto re-examinethe chosenmodel by re-estimating it from the

whole data set, and performing the in-sample diagnostic checks. If none of the

models appearsto forecast well, then it is important to check, and to allow for

events such as structural changeswhich may have occurred during the period

coveredby the time series.

Whatevermethodof diagnosticcheckingis chosen,it is imperativeto checkthat the

final choice of model has parameterswhich render the process stationary and

invertible. This is done by solving the difference equations of the model and

checkingthattherootslie outsidetheunit circle.

Having gonethroughthe processof model building for non-seasonaltime series,a

satisfactorymodel shouldhavebeenderived.It is quitepossiblethat two modelsare

almost inseparableat the diagnosticcheckingstage,in which casethe final choice

may be made solely on the grounds of parsimony. This idea of parsimonious

parameterisationcanbe very important in shortertime seriesfor releasingdegrees

of freedomandreducingthe chancesof multicollinearity problems.Nonetheless,it

is possiblethat two ARIMA modelswhich might appearto be quite different are, in

fact very similar whenrewritten in a different form, andsothe final choiceof model

may not be too important,especiallyfor thepurposesof shortterm forecasting.



Page2-14

2.6 SeasonalTime SeriesModels

Sofar, this chapterhasdealt with the building of non-seasonaltime seriesmodels.

The methodology which was employed in this model building processcan be

adapted,without too much difficulty, to cope with data which contain seasonal

components.The seasonalmodel building processfollows the samethree stage

iterative cycle of identification, estimation and diagnostic checking and, although

the identification stageis a little morecomplex,no newconceptsarerequired.

The most basic seasonalmodel is the pure seasonalARMA model, an exampleof

which is the quarterly ARMA(1,1) containing 1 seasonalAR parameter and 1

seasonalMA parameter.The saidexamplecanbe written as,

(2.6.1)

or by making useof the seasonalbackshiftoperatorit canbe re-written as2.6.2.

(2.6.2)

The latter model is directly comparablewith the non-seasonalARMA (1,1), except

that the 1 period lag structureis now replacedwith a quarterly lag structure.Were

Xt to be non-stationary in levels, one way in which the series can be made

stationary is to seasonallydifference the raw data series. Assuming the model

represented by 2.6.2. needed to be differenced once to meet the stationarity

requirements,theresultantmodelcanbe representedby equation2.6.3.

(2.6.3)

The generalisedform of thepureseasonalARIMA(p ,D,Q) is given by

(2.6.4)

whereP is theorderof the seasonalautoregressivepolynomial, Q is theorderof the

seasonalmoving-averagepolynomial and D representsthe number of times the

processhas to be seasonallydifferencedin order to obtain stationarity. B s is the

seasonalbackshift operatorwheresrepresentsthe type of seasonaldata,so that s =
4 for quarterlydataands = 12for monthlydata.

Although this model catersfor the purely seasonaltime series, a more general
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model is required which is able to model seasonal series which also contain non-

seasonalcomponents. The simplest and least restrictive of this more general class of

model is the model in which the gaps in the seasonal process are filled. Equation

(2.6.5) provides an example of a model in which the non-seasonal IMA(l,l) has a

quarterly lag added to it.

(2.6.5)

Again, this model is similar to a non-seasonal ARIMA model, {in this case the

MA(4) } except for the fact that there is the seasonal differencing component and

there are 'holes' in the lag structure at lags two and three.

The most common alternative type of seasonal model, and the one which is

preferred by Box and Jenkins, is the multiplicative ARIMA model given by;

<l>(B)<l>s(BS)(l-B)d (l-B s)D x,= e(B) es(BS) Et,

where <Ps(BS)= (1- <PI,sBS - <P2,SB2s - - <ppBPS),

and es(BS) = (1+ 81,s BS + 82,sB2s + + 8QBQS),

(2.6.6)

the order of which is (p,P,d,D,q,Q). The multiplicative seasonal model is obtained

by replacing the seasonal white noise disturbance term Xt, in the pure seasonal

ARIMA(P ,D,Q) model,

(2.6.7)

with a non-seasonal ARIMA(p,d,q) process,

<l>(B)(l-B)d Ut= 8(B) Et (2.6.8)

so that the combination of (2.6.7) with (2.6.8) results in the multiplicative seasonal

model given by (2.6.4). This type of model is not as general as the model presented

in equation (2.6.3) in so much as some of the parameters will be restricted in the

values that they can take. Considering the multiplicative MA(l,l),

(2.6.9)

it is possible to show that Ps-I = Ps+1.The consequenceof this is that the parameter

on BS+1Et is restricted and dependent upon 81 and 81,s as can been seen by

expanding the right hand side of equation (2.6.9), as follows.
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(2.6.10)

A third , but lesscommontypeof seasonalmodel is the additive model, wherebya

non-seasonalARMA(p,q) is addedto a seasonalARMA(P,Q) process.The two

white noiseprocesseswhich drive the two seriesareassumedto be independentof

oneanother.As an example,considerthe addition of anAR(1) to a seasonalAR(1)

which resultsin the following»

~t Et
X= +---

t 1- e B4 1- e BI
4 1

(2.6.11)

This canbe rewritten as,

(1- q>lB) (1 - q>4 B4) Xt= ~t + Et- q>1~t-1- q>4 Et-4 (2.6.12)

wheretheright handsideis anMA(4) with theparametersrestrictedby q>1 andq>4.

Identification of the multiplicative model involves the choosing of values for

d,D,p,P,q and Q, which is doneby employing the samemethodologyaswas used

for non-seasonalmodels. The first stepof the identification stageis to obtain a

stationaryseries.This is achievedby taking first andseasonaldifferencesof the raw

data until the autocorrelations begin to die away quickly at higher lags.IS

Determiningthenumber of differenceswhich shouldbe taken is more difficult for

seasonaldata,especiallyfor quarterly datawhere the picture is much more cloudy.

Granger and Newbold found that models that had been differenced, when

differencing was in doubt, weremuch better forecastersthan were the equivalent

modelswhich hadbeenleft non-differenced.16 Having obtaineda stationaryseries,

the sampleauto and partial autocorrelationscan be examined, in an attempt to

identify the order of the seasonaland non-seasonalpolynomials. Again, this

methodologyfollows on directly from thatwhich wasusedto identify p andq in the

non-seasonalmodels,althoughthepresenceof the seasonalcomponentmeansthat

the patterns in the auto and partial autocorrelations are more complex and,

therefore,moredifficult to identify.

15. An alternative to seasonallydifferencing the data is to subtractseasonalmeans(Le.
usingdummy variables) from the data.

16. SeeGranger~d Newbold (1977)p.102.
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For a puremultiplicative MA processof order (q,Q), theautocorre1ationswill obey,

Pt = 0 for q < t < s-q

and s+q< t < 2s-q
..................................... .

and (Q-1)s+q<t < Qs-q

and QS+q<t .'

Thus, for example, a quarterly multiplicative MA (1,1) will have non-zero

autocorrelationsonly at lags0,1,4 and5. If the processis a pure multiplicative AR

(p,P),theautocorrelationswill die out accordingto thedifferenceequation,

9(B) 9s(B S) Pt = 0 for all t > 0,

andthepartial autocorrelationswill obey,

akk= 0 for all k > Ps+p.

If (l-B)d (l-BS)D Xt follows a multiplicative mixed ARMA process of order

(p,q)(P,Q),thentheautocorrelationswill obey
17

9(B) 9s(BS) Pt = 0 for all t> q+Qs.

Estimation of the parametersis againa matter of employing non-linear algorithms

which minimise the sum of squaresof the residual term Et. When it comesto the

diagnostic checking stage,there are a far greaternumber of possible models for

seasonaltime series and therefore, there are a far greater number of possible

alternativesto checkagainst.Again, thetwo main typesof checkincludeoverfitting

the model and inspectionof the autocorrelationsof the residuals.For the reasons

given in the last sectionthe overfitting of the model parametersmust only bedone

on an individual and unidirectional basis, and the clues to how this should be

pursuedcanbe obtainedfrom the identification stage.Testing the t-statistic of the

additional parametersand the error variance of the augmented model should

indicatewhetherof not themodelshouldberespecified.Again, Harvey hasdevised

a statistic,Rs2, which indicatestherelative sizeof the residualsumof squaresfrom

having fitted theseasonalARIMA model10. The comparativeyardstick in this case

is the residual sum of squares(RSSo) from having fitted a model to the first

differencesof theraw datawhich containsseasonaldummies.Allowing for degrees

of freedomgivesthe following expressionfor Rs2;

17. If the readerwishesto examinemoregeneralisedautocorrelationpatternsbelonging
to somespecial casesof multiplicative models. they are refered to Granger and
Newbold (1977)p. 96-98.
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RSS
2 (n- sD- d- k)

R = 1- ---=~--
s RSS

o

(2.6.13)

(n-l-s)

wherek is the numberof deterministiccomponentsin theARIMA model.

Alternatively, the residual autocorrelationscan be examined both individually,

using the t-statistic, andasa whole, usingtheBox-Pierceor Box-Ljung statistics,in

order to check whetheror not they arewhite noise.If not then, in a similar fashion

to the non-seasonalcase,they will hopefully indicate ways in which the initial

identification could be respecified,althoughthe samereservationson this method

hold aswell.

A diagnostic check which is not necessaryfor non-seasonalmodelsbut doesapply

to the seasonalcaseis a check to seewhether or not the multiplicative seasonal

model adequatelyrepresentsthetime seriesbeing modelled.Thus, for example,the

multiplicative quarterlyMA givenby,

(I-B) (I_B4 ) Xt = (1+91B) (1+91,4 B4 ) Et, (2.6.14)

canberewritten as,

(2.6.15)

In order to check the assumptionof multiplicity, the data which generatedthis

model could be fitted againstthenon-multiplicativemodelgiven in 2.6.16below.

(2.6.16)

If theresult of theestimationstageis to producea parametervalue for 9Swhich is

similar to 91914 thenthereis no reasonto doubt that the seriesis multiplicative. If,
thereis a significant difference then the lessrestrictive non-multiplicative model

shouldbe adopted.

2.7 Conclusion

This chapter then has outlined the theory of Box-Jenkins univariate time series

methodologyfor both non-seasonaland seasonaldata.The methodologyfacilitates

theconstructionof modelsfor a time seriesusing only pastvaluesof itself and the

observederror structurefrom having fitted the model. The obvious advantagesof
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the methodologyis that only one seriesis requiredto build forecastingmodelsand

arguablya more important advantageis that no prior knowledgeof the seriesto be

modelled,or of factorswhich affect it or arerelatedto it arenecessaryto enablea

workable model to be built. Having describedthe theoretical basis for the non-

seasonalmethodologythe threestagesof identification, estimation and diagnostic

checking, suggestedasthe structuredprocessfor the constructionof a model, were

discussed.A brief outline asto how thetheoryis appliedto seasonaltime serieswas

thenpresented.

As in all walks of life, theapplicationof theoryto a 'realworld' situationis rarely as

straightforward or problem free as the theory suggests.In the following chapter

there is a discussion as to how the theory of this chapter has been applied to

building quarterly modelsof the UK pig breedingherd and related censusdata; a

comprehensivediscussionof theproblemsencounteredwith thedataandthemodel

building processitself, andhow theseproblemswereresolved.
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CHAPTER THREE

BOX-JENKINS UNIVARIATE MODELS FOR THE UK BREEDING HERD

3.1 Introduction

In this Chapterthe Box-Jenkinsmodelbuilding methodologydescribedin chapter

two is employed to build multiplicative seasonalARIMA models - hereafter

referredto asSARIMA models- for certainkey categoriesof live pigs.The analysis

is conductedat the U.K. level of aggregation,so as to be directly comparablewith

forecastsof the industryproducedby theMeat andLivestock Commission- M.L.C.

The live pig categoriescan be brokendown into the 'breedingsow herd', ('sowsin

pig', 'gilts in pig' and 'barrensows'),' 50kg to 80kg gilts not yet in pig', (unserved

gilts), and 'boars'. Censusdata for each of these categories is available on a

quarterly basis.The aggregateof thepregnantsow herdand the pregnantgilt herd

will be referred to as the pregnantpig herd.The prime purposefor modelling the

chosenlive pig categoriesis to provide forecastsof the U.K. breedingherd which

are important for policy making in the sector. A priori, one would expect the

univariatemodelsto beparticularlyusefulfor the provision of short term forecasts,

althoughtheir ability to forecaststhemediumto long termwill alsobe analysed.

To describein detail eachof the threestagesof modelbuilding for all of themodels

producedwould be time consumingandlaborious,therefore,a detaileddescription

of the methodologyemployedis givenonly for the total breedingsowsherdmodel.

This is done in order to give the readersomeidea as to how the quarterly models

werederivedusingtheBox-Jenkinsunivariatemethodology.

Much of the discussion in the chapter revolves around the way in which data

problems affected the natureof the analysisandhow the problemswere resolved.

The first suchproblemwasthefact thata civil servicestrike in 1979meantthat no

sample farm censuswas taken in the first quarter of 1979. To overcome this

fundamentalproblemfor time seriesmethodology,initial forecastingmodelshad to

bebuilt for eachof the breedingherdcomponentseriesusing the dataavailableup

to andincluding the fourth quarterof 1978.A one stepforecastcould thenbe made

in order to fill in themissingdatapoint. A secondmajor dataproblem is causedby

the shift in the timings of the springandautumnsamplecensusesfrom March and

Septemberto April and August respectively. This change,which followed the

accessionof the UK in to theEEC, hadthe obvious consequencethat the datawas
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no longer quarterly in the strict senseof the word. For this reason and because of

other influences post 1974, such as an Aujezky disease eradication campaign in

1983, and an apparent stabilising in the variability of the pig herd size, the

comparison of the forecasting performance of the models buiit using different

sample spaceswas felt necessary.

The chapter is rounded off with a discussion of possible actions on the part of the

forecaster when he suspects that the sample data for a particular point in time may

be suspect in terms of reliability. The latter is included not purely for academic

reasons but becauseit is an actual problem for a particular sample point in the data

period set aside for the out-of-sample forecasting analysis. Appendix 3a lists the

data used in the analysis presentedin this chapter.

3.2 Modelling The UK Breeding SowHerd

The initial analysis was concerned with modelling the three breeding sow herd

categories, sows in pig, gilts in pig - referred to aspregnant sows and pregnant gilts

respectively and denoted as 'PS' and 'PG' - and barren sows for breeding not in pig,

'BS'. The two aggregateseries,pregnant pigs, 'PP', and total breeding sows, 'H', are

also modelled separately. At the time of writing, census data were available from

the first quarter of 1957 (1957:1) up to and including the fourth quarter of 1987

(1987:4). Appendix 3b presents a table which outlines the changes which have

taken place in the methodology of census data collection for each of the U.K.

agricultural ministries over the relevant time period. Up to and including 1973 the

data are quarterly -March, June, September and December - and were collected by

the Ministry of Agriculture, Fisheries and Foods - M.A.F.F., the Department of

Agriculture and Fisheries for Scotland - D.A.F.S., and the Department of

Agriculture for Northern Ireland - D.A.N.I. As a result of the U.K.'s accession to the

EEC, the sample censuses for March and September from 1974 onwards were

moved to April and August respectively. Consequently, the censusdata beyond this

period can only be regarded aspseudo-quarterly and the implications of this will be

discussed later.

A feature of all the pig censusdata is that no data are available for the first quarter

of 1979 in which there was civil service strike action. In order that Box-Jenkins

analysis could be performed on the complete data set, the first task was to generate

data for the gap created by the strike. This was achieved by modelling each of the

three component categories of the breeding sow herd on the sample period 1957:1

to 1978:4, and then forecasting the figure for 1979:1. The forecast figure for the two

aggregate series were obtained by aggregating the relevant component forecasts.
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The structure of the estimatedmodels identified for the 1957-78 sampleperiod,

alongwith theresultantforecastsaregivenin table3.1.

At the time the initial modelswereestimated,datafor the breedingsow herdwere

available from 1957:1-1985:4.Consequently,the models were estimatedon the

sampleup to'andincluding 1981:4leavingtheremainderof the sampleavailablefor

out-of-samplediagnosticchecks.It is the building of thebreedingsow herdmodels

for this sampleperiod which arereportedin this section.Subsequentbiological and

econometricmodelswereestimatedon dataup to andincluding 1985:4.Therefore,

to ensurecomparabilityfor thethreetypesof models,the SARIMA modelswerere-

estimated on the sample period 1957:1-1985:4. Only the estimated equations

themselveswill bepresentedfor the longersampleperiod time seriesmodels.

Table3.1.
BreedingSowHerdForecastingModelsand 1979:1Forecasts.l

SERIES NDIFF NSDIFF NAR NSAR NMA NSMA 1979:1

d D P P q Q FORECAST.*

PS 0 1 2 2 2 0 498
PG 0 1 2 0 1 1 111
BS 0 1 1 2 2 0 241
PP 609
H 850

*. All figures in thousands of pigs

Having identified and estimatedBox-Jenkins models on the period 1957:1 to

1981:4, estimated equations were subjected to the usual diagnostic checks,

including the calculation of the meansquareforecasterror, (MSFE), of residuals

from having madeboth one-stepaheadconditional forecastsand an unconditional

12-stepaheadforecastof the out-of sampleperiod 1983:1-85:4. This wasdonein

order to analyseboth the short term andmedium-long forecasting abilities of the

models. The multiplicative test was to be performed only if the resultant model

containeda sufficiently small numberof lags to justify such analysis. In the final

analysisall but one of the identified univariatemodels for the breeding sow herd

models contained so large a number of lags that any comparison with an

unrestricted non-multiplicative model was unlikely to produce any useful and

conclusiveresults.Seasonaldummymodelson thefirst differenceseriesof eachof

1. NDIFF = No. of first differences taken. NSDIFF = No. of seasonal differences taken.
NAR = No. of AR parameters. NSAR = No. of seasonalAR, (SAR), parameters.

NMA = No. of MA parameters. NSMA = No. of seasonalMA, (SMA), parameters.
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the included categorieswerealsoestimatedin order that Harvey's Rs2 value could

be calculated.

The plots of thebreedingsowherdseries'- presentedthroughoutthis sectionof the

chapter- appearto suggestthateachof the threecomponentseriesunderwentsome
.'

sort of structuralchangearoundthe time of the U.K.'s accessionto the E.E.C. in

1973.To test this hypothesis,Chow testswere performedon eachof the breeding

sow herd SARIMA models estimatedon the period 1957:1-1985:4.2Becauseof

the changein the timings of the Spring andAutumn samplecensuses,the start of

1974waschosenasthedividing point in thesample.Thedetailsof the testsandthe

results arepresentedin Appendix 3c. Each of the testsproved to be significant at

the 1% level, and therefore, the results imply that there are indeed structural

changesin thebreedingsow herd series,the major effect of which appearsto have

beento decreasethevariability of eachof the series.Whether the Chow testresults

are a consequenceof EEC membership or the Aujezky disease eradication

campaignof 1983,or a combinationof the two, cannotbe inferred from the results

asgiven. In an attemptto resolvethis question,the Chow testwasrepeatedfor the

total breedingsowmodelestimatedon the period 1957:1- 81:4, therebyexcluding

theperiod affectedby theAujezky diseaseeradicationcampaign.The reasonfor the

choice of the total breedingsow model was that the results from the initial Chow

test showedthis model to have beenleast affected by the post 1974period. The

result of the repeatedtest which implied an even greatereffect of the post 1974

period having excludedthe Aujezky period for the total breedingsow model. This

was, therefore, sufficient to render further Chow tests on the remaining four

categoriesunnecessary.The Chow statistic,againhaving split the data at 1973/4,

for the breedingsow model was 8.27,which is highly significant when compared

with avaluefor FS,82 of 3.25at the 1% level of significance.This result implies the

greater significance of the structural change in the post 1974 period when the

Aujezky period is removed.

The Chow testresultsmadeit apparentthat the modelsasidentified andestimated

on theperiod 1957:1-1985:4maynot beappropriatefor one or possibly both of the

periods pre and post 1974. For forecasting purposes, it was therefore deemed

necessaryto re-identify andestimatemodelsfor the post 1974period. In order to

allow for an EEC entry adjustmentperiod, the subsequentlydevelopedbiological

andeconometricmodelswereestimatedon theperiod starting at the first quarterof

1975and so, for comparisonpurposes,the decision was taken to start the sample

2. SeeGujarati pp.297,305-306for discussionof Chow test.
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spacefor the later period SARIMA modelsat 1975:1also. As for the full sample

univariate models,only the estimatedequationsthemselvesfor the shorterperiod

modelsarepresented.
:

Having obtainedall therelevantBox-Jenkinsmodels,forecastswereproducedfrom

the 1957:1-"1985:4and the 1975:1-1985:4 models in order to compare their

forecasting abilities. The in-sample forecasts consisted of a 12 step ahead

unconditional forecast and 12 one step aheadforecasts for the period 1982:1-

1985:4,and an eight stepaheadandeight one step aheadforecastsfor the out-of

sampleperiod, 1986:1-87:4.The MSFE statistic was calculatedfor each model's

forecasts,theexceptionbeingfor the 12stepaheadin-sampleforecasts,which were

so adversely affected by the Aujezky eradication campaign of 1983 that any

comparisonof theMSFE statisticswould havebeenalmost meaningless.A tableof

the mean square forecasting errors is presentedin Appendix 3d along with a

discussionof the resultsand the implications for which sampleprovided the best

modelsfor forecastingtherelevantperiods.

In the light of the resultsof the analysisof the MSFE statistics from the various

typesof forecastswhich imply that the forecastsfrom the longer period model are

better than thosefrom the later, shorterperiod, the decision was taken to use the

modelsestimatedon the longer sampleperiod, 1957:1-85:4as the best forecasting

modelsfor theUK breedingherd.The implicationsof theanalysisareinterestingin

that they give a gooddealof importanceto thelengthof the time seriessampleand,

therefore,the long run relationshipswithin the time seriesfor the UK pig breeding

herd and its components.Thus, despite factors such as the apparentstructural

changein eachof the seriesafter 1974,thechangein the samplecensustimings in

and after 1974and the influence of the Aujezky diseaseeradicationcampaignof

1983,themodelsestimatedon theperiod 1975:1-85:4are,on the whole, inferior at

forecastingboth thein-sampleandout-of-sampleforecastingperiod.

3.2a A SARIMA Model For The Total Breeding SowHerd

Becausethe total breedingsow herd is the primary seriesfor forecastingpurposes,

the model for this seriesis presentedfirst and in full. The UK breedingsow herd

figures arederivedby aggregatingthethreecomponentseries,'sowsin pig', 'gilts in

pig', and 'barrensowsfor breeding'.The forecastfigure of 850,000breeding sows

for 1979:1wasobtainedby aggregatingthe forecastsfrom thepreviously estimated

modelsfor the threecomponentserieson the sampleperiod 1957:1-78:4.The plot

of the breeding sow seriesin figure 3.1 differs from the plots of the component

series' themselves - presentedin subsequentsections - in that it has a much
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smootherappearance.Although therearesignsof a cyclical element, there is less

indication of seasonalitythanin thecomponentseriesplots. This phenomenoncan

be explained by the fact that the seasonalpattern of the barren sow series is

diametrically opposedto that which is dominant in the 'pregnant'sow' series,(see

sections3.2b and 3.2d). The aggregationof thesetwo series'within the breeding

sow herd serieshasresulted,to acertainextent,in thecancellingout of the seasonal

effects,confirmed later by the sizeof theestimatedseasonaldummy coefficientsof

theHarveymodel.

Perhapsthemostnoticeablefeatureof theplot is the sharpcontrastin thevariability

of the size of the herdpre andpost 1974.Prior to 1974the herdexperienceslarge

variability in sizeandhasa distinct upward trend. The MLC suggestthat the sharp

declinein the breedingsow herdbetween1973and 1975was largely the result of

lower profitability causedby an upward trend in world feed prices. From 1974

onwards the herd size appearsto be far more stable. Although there were no

reasons,a priori, for taking log transformationsof the data, sucha transformation

was made for the breedingherd series.Becauseno obvious advantagesaccrued

from this excerciseasfar as easingthe identification processwas concernedand

becauseof theforecastingprocessis easedby not having to maketransformations,

thedecisionwasmadeto continueworking with thedataasgiven.

The relatively sharpfall in breedingsowherd numbersin 1983gives the post 1974

plot the appearanceof a slight downwardtrend.It appearsthat the seriesfrom about

theendof 1980 to the endof 1983is behavingsomewhatdifferently from the rest

of the seriesof the post 1974period.The M.L.C. Market Surveys for this period

suggestthat the expansionof the breedingsow herd from 1981to 1982was the
result of high profitability andhigh gilt numbers,although the continuationof the
rise early into 1983 was 'surprising in view of the fact that profits had begun to

decline,.3The survey also suggestedthat farmershad startedto replacesowsat an
earlier age.

3 SeeML.C. MarketSurvey1983No.2
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Fi~ure 3.1.
A Plot of the Quarterly Time Series Total Breedin~ Sow Herd', 1957:1-1987:4.
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Because of the size of the breeding sow herd at this point in time and becauseof the

fall in profits in 1983 which resulted from weak demand and an increased supply of

other meats, a very high culling rate was experienced in 1983. This culling rate was

further exaggerated by the Aujezky disease eradication campaign of that year,

which at its peak in April and May accounted for up to 1,000 to 2,000 sows a week.

The effect of the high culling rate of 1983 was to reduce the size of the breeding

sow herd to its lowest since the early 1960's. These apparent changes in the

behaviour of the series during the latter part of the sample period are important in

that the Box-Jenkins methodology employed is highly dependent on there being no

structural changes in the time series concerned. Any forecasts made by the Box-

Jenkins models covering 1983 are certain to be adversely affected by the Aujezky

factor.

The first step in the identification process of the model on the sample 1957:1-

1981:4 was to obtain a stationary series. Although the plot of the breeding sow herd

appears to be fairly stationary from the mid 1960's onwards, the autocorrelations of

the raw data series in table 3.2 die away only very slowly, and the autocorrelation at

lag one is so close to unity that it is evident that the series in levels is non-

stationary. Taking a first difference reduces the size of the autocorrelations,

however, there is little indication of them or the partials dying away, nor does any

clear pattern emerge. The correlograms of the seasonally differenced series die

away with acceptable speed and they also indicate the presence of cycles; a well
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known phenomenon of the pig industry. For these reasons, it was decided for this

series, and subsequently for each of the live pig series, that a seasonal difference

alone was sufficient to obtain stationary series. The correlogramsof the seasonally

differenced .~eries presented in table 3.2 show autocorrelations which exhibit a

cyclical pattern and which die down by the third lag. The partials at lags 1,2,3, and

5 are the only prominent partials, all being greater than the significant 2 standard

errors away from zero. Having identified 'd' as zero and D' as 1, the first stage of

identification was completed.

The next step in the model building processis to identify the size of p, P, q and Q in

order to identify the structure of the SARlMA model as described in section 2.3 of

chapter 2. Given the cyclical pattern in the autocorrelations, two AR parameters are

included in the initial identification as illustrated in table 3.3. A seasonal

autoregressive, (SAR), parameter was included as this would then multiply out with

the AR parameter at lag 1, effectively producing a parameter at lag 5 to account for

the large partial autocorrelation at this lag. Compared with a critical value for the t-

Tab1e3.2,
The Autocorre1ations and Partial Autocorrelations For The

Total Breeding Sow Herd Series 1957:1-1981:4.

SERIES4 AUTOCORRELATIONS

1 2 3 4 5 6 7 8 9 10

(1-B)0(1-B4)0 H .94 .86 .76 .67 .58 .51 .47 .43 .39 .35

(I-B)I(I-B4)0 H .29 .22 .04 .01 -.29 -.24 -.25 .00 -.03 .09

(I-B)0(1-B4)1 H .84 j7 .22 -.11 -.29 -.36 -.30 -.17 -.01 .11
SERIES h.UTOCOR RELATIONS

11 12 13 14 15 16 17 18 19 20

(I-B)0(1-B4)0 H .30 .24 .16 .09 .03 -.02 -.06 -.09 -.10 -.10

(I-B)I(I-B4)0 H .05 .22 .00 -.08 -.16 -.02 -.11 -.19 -.01 .04

(l-B)0(1-B4)1 H .15 .12 .02 -.09 -.20 -.25 -.26 -.23 -.15 -.08

SERIES fARTIAL A UTOCOR RELh. TIQNS

1 2 3 4 5 6 7 8 9 10

(1-B)0(1-B4)0 H .94 -.19 -.16 .06 -.05 -.07 .13 -.01 -.15 .01

(l-B)I(I-B4)0 H .29 .15 -.07 -.02 -.31 -.12 -.08 .18 .02 .01

(I-B)0(I-B4)1 H .84 -.44 -.38 -.13 .30 -.03 -.03 .01 .13 -.15

statistic of 2.63 for 96 degrees of freedom, each of the three included parameters

had significant coefficients at the 1% level. The RSS value is 58,981and the roots

of the parameters indicate that the model is both stationary and invertible. The

4 The powersof 0 and 1 are includedto emphasiseto the readerthat thereis either
no differencing or only first differencing of the time seriesrespectively.
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residual autocorre1ations indicate that the model is under-parameterised. Compared

with a Quenouille statistic of 0.204, the residual autocorrelations at lag 8 is

significant and those at lags 1,2, and 3 are large. Also, the Box-Pierce Q-statistic of

39.16 is significantly high at the 1% level as indicated by the associated P-value of

0.0017. The latter statistics indicate that the null hypothesis that the residuals for the

first 20 lags are white noise residuals can be rejected at the 1% level.

FIGURE 3.2
The CorreloW"amsof the Series Cl-B)oCl-B4)1H.1957:1-1981:4,

Mean = 3.13
S.E. = 62.4
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In an attempt to remove the low lag residual autocorrelation problem, an MA
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parameter was added to the model. The additional parameter proved to have a
highly significant coefficient andhadtheeffect of reducing the RSSvalue by 7.6%

to 54,507.The Q-statisticfell slightly to 32.34but the P-valueof 0.0090still shows
this Q-statisticto be significant at the 1% level. The addition of the MA parameter
did havethe desiredeffect of reducing the high residual autocorrelationsat lags 1
and 2, although the third is still quite high at 0.177. The remaining outstanding

problem is the significant residualautocorrelationof 0.25 at lag 8.

To remove this final obstacle, the model was overfitted with a second SAR

parameter.Once again, the additional parameterwas highly significant, the RSS

being further reducedby 10.5%to 48,787.The most significant effect of the final

augmentationwas to removeall significant residual autocorrelations,and thereby

reducethe Q-statisticto 19.7.TheassociatedP-valueof 0.183 indicatesthat thenull
hypothesisof white noiseresidualsis only rejectedat the 19%level, andhencethe

white noiseresidualrequirementappearsto havebeensatisfied.

Table3.3.5
The Resultsof Estimarionof theSeriesO-B)OO-B4)lH On The Sample

1957:1 - 1981:4

MODEL, fORECASTS
A2

d D p P q Q R.S.S. Q'20 P'20-k CMSFE UMSFE 1\
0 1 2 1 0 0 58981 39.2 0.2%
0 1 2 1 1 0 54507 32.3 0.9%
0 1 2 2 1 0 48787 19.7 18.3% 325.6 1001.4 .06

RESIDUAL AUTOCORRELATIONS FOREACH STAGE OF ESTIMATION

MODEL RESIDUAL AUTOCORRELATIONS
d D P P q Q 1 2 3 4 5 6 7 8 9 10
0 1 2 1 0 0 ·.16 .14 .19 ·.08 ·.09 ·.04 .05 ·31 .10 .10
0 1 2 1 1 0 ·.08 .08 .18 •.07 •.07 .03 .08 ·.25 .13 .16
0 1 2 2 1 0 ·.04 .06 .09 .01 ·.12 .05 ·.05 ·.06 .06 .14

MQQEL RESIDUAL AUTOCQRRELAnONS
d D P P q Q 11 12 13 14 15 16 17 18 19 20
0 1 2 1 0 0 •.07 .12 ·.03 .01 ·.16 ·.04 ·.01 ·.22 .09 ·.18
0 1 2 1 1 0 ·.02 .11 ·.02 ·.03 ·.20 ·.07 ·.03 ·.21 .06 ·.15
0 1 2 2 1 0 .06 ·.16 .09 ·.01 ·.17 ·.03 .07 ·.20 .04 ·.10

RESULTS QFTHE ESTIMATIQN QETHE SEASONAL DUMMY MQQEL QN FIRST DIFFERENCES.

SEASONAL DUMMY
d DpP q Q R.S.S.
1 0 0 0 0 0 53.513

DUMMY VARIABLE
1 2 3 4

·7.7 8.8 7.4 ·3.8
(-1.6) (1.9) (1.6) (·.8)

FORECASTS.
CMSFEUMSFE

409.6 1426.7

5 RSS = Residual sum of squares.

Q'20 = Box-Pierce Q·Statistic for residual autocorrelations up to lag 20.

P20.k = Probability value for Qvstatistic at lag 20 in a model containing k

parameters.
CFMSE = MSE from conditional forecasts.

UFMSE = MSE from unconditional forecasts.
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This model was accepted in view of the fact that it could not be improved

significantly by overfitting with additional parameters.The estimatedequation,

alongwith thet-statisticsof eachcoefficientis given in equation3.2.1.The roots of

both the seasonaland the non-seasonalAR polynomials are imaginary, thereby

indicating amodel incorporating two cycles.The length of the cycle producedby

the non-seasonalAR polynomial measures6 years and 10 months, whereasthe

length of the cycle obtainedfrom the seasonalAR polynomial is approximately6

years and 6 months long.6 Both cycles are rather long compared with those

obtainedby McClements and Ridgeonasreferredto in the opening chapter.The

presenseof two cyclesis not easyto interpretthough a possibleexplanationis that

the seasonalcycle is modulating the effects of the more dominant non-seasonal

cycle.

(1 - 1.72B+ 0.78B2) (1 + 0.80B4+ 0.49B8) (1 - B4) Ht = (1 - 0.48B)et. (3.2.1.)
(-13.6) (6.7) (8.6) (5.5) (-2.7)

Becausethe AR polynomials multiply out to give a polynomial of degree 14, no

multiplicative test was carriedout. However, in order to check the appropriateness

of the identification of D and d, modelswere also estimatedon the raw and first

differenced seriesrespectively.The non-stationaryparametersresulting from these

modelsvindicatedtheuseof the seasonallydifferencedseries,in that they indicated

non-stationarity.

The resultsof fitting seasonaldummiesto the first differenceddata- alsopresented

in table3.3 - confirms all thathasbeensaidconcerningthe lack of seasonalityin the

total breeding sow herd seriesresulting from the cancelling out of the opposing

seasonaleffectsin the 'pregnantsows'and 'barrensowsfor breeding'series.Unlike

any of the other census models, none of the individual seasonaldummies is

statistically significant at the 5% level, althoughthe summerdummy comesclose

with a t-statistic of 1.9. The RSS of 53,513 from the seasonaldummy compares

with 48,787for theBox-JenkinsARIMA model,producinga valuefor R,2 of 0.06.

This figure indicatesthat the Box-Jenkinsmodelprovidesa 6% improvementin fit

to the breeding sow herd seriesover that of the seasonaldummy model on first

differences.

The total breedingsow herd model wasre-estimatedon the longer sampleperiod

1957:1-85:4in order to facilitate comparisonswith theforecastsof thesubsequently

estimatedbiological andeconometricmodels.Equation3.2.2 presentsthe resultsof

6 The length of cycle is the inverseof the frequencygiven by 2n:I cos-1(41}/2 ..J - 412)
in radians
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estimationof this model, for which the samestructurewas assumed.Thereis very

little changein thecoefficients from thosepresentedin equation3.2.1, andeachof

the coefficient's t-statisticsarelargerwith theexceptionof that of the secondSAR

coefficient.

(1 - 1.70B+ 0.77B2) (1 + 0.80B4+ 0.47B8) (1 - B4 ) Ht = (1 - 0.48B) et. (3.2.2.)
(-14.0) (6.9) (9.0) (5.4) (-2.8)

Re-identifying and estimating the model on 1975:1-85:4 resulted in the same

structureof model asidentified for the 1957:1-81:4sample.The estimatedequation

alongwith thet-statistics- which areto be comparedwith a 5% significancevalue

of 2.02 for 40 degreesof freedom- is givenin equation3.2.3.below.

(1 - 1.53B+ 0.77B2 ) (1 + 0.81B4+ 0.51B8) (1 - B4) Ht = (1 - 0.53B)et. (3.2.3.)
(-7.5) (4.9) (4.9) (3.2) (1.85)

The estimatedparametercoefficients of the latter regressionare not too different

from thoseestimatedin 3.2.1and3.2.2,theexceptionbeing the first AR parameter,

which is lower for the shorterperiod model.The resulting cycle lengthsof the AR

and SAR polynomials are 3 years and 1 month and 6 years and 6 months

respectively,indicating the sensitivityof the measuredcycle length to what is an

insignificant changein thevalueof thefirst of theAR coefficients.

Figure 3.3aillustratesthein-sampleforecastsfor theperiod 1983:1-1985:4.The fall

in thebreedingsowherd,as a result of the Aujezky diseaseeradicationof 1983,is

clearly the causeof the unconditional over-forecastingof the period. Considering

the circumstances,theconditional forecastsappearto be reasonable,althoughover-

forecastingof JuneandDecemberin 1983is still prevalent.The MSFE of the 1 step

forecastsis 323.7. The obviouscommentto makeabout the out-of-sampleplot in

figure 3.3b is the greaterstability of the herdand the forecastscomparedwith the

Aujezky affectedin-sampleperiod.Both setsof forecastsmiss the relatively sharp

increasein the breedingsow herd in the first quarterof 1987,although this figure

from theApril censusdoesappearsomewhatdubiouscomparedwith thesizeof the

herd immediately before andafter this censuspoint, particularly since the overall

trendof the seriesover the two yearperiod is downwards7. The high April census

figure alsoaccountsfor therelatively large 1stepover-forecastfor Juneof thesame

year.The MSFE statisticsfor the 8 stepand 1 stepforecastsare 150.38and 185.9

7 Communicationwith the MLC confirmed the doubt surrounding the reliabiity of
the saidsamplecensusdata.
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respectively. Not surprisingly, thesecompare well with the CMSFE of the in-

sampleperiod but the statisticsaresurprisingin that thefigure for the unconditional

forecastsis lower than that of the conditional forecasts.The main reasonfor this
<

phenomenais the bad 1 stepforecastfor June1987discussedabove.

Figure3.3.
a.The Conditional andUnconditionalIn-SampleForecastsFor TheBreedingSow

Herd EstimatedOnTheSample1957:1to 1985:4
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b. The Conditional andUnconditionalOut-Of-SampleForecastsFor 1986:1-87:4
EstimatedOnThe Sample1957:1-85:4.
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The apparentlydubiousApril samplecensusdatafor 1987,andtheconsequencesof

this on the onestepforecastfor the following June- aphenomenonwhich re-occurs

throughout the breeding herd seriesmodelled - prompted a discussion of what

actionsthe the time seriesforecastedcould take faced with such a situation. This
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discussion,using the breeding herd model built in this section as an example, is

presentedin section3.5 towardstheendof thechapter.

3.2b A SARIMA Model For The U.K. Sowsin Pig Herd.

Having takena seasonaldifference of the seriesin levels using the sampleperiod

1957:1-78:4,a SARIMA (2,2,0,1,2,0) was identified and estimatedand used to

producea forecastfor 1979:1of 498,000pregnantsows.The plot of the pregnant

sow seriesfor the full sampleperiodis givenin figure 3.4.

Figure3.4.
A Plot of theQuarterlyTime Series'Sowsin Pig' 1957:1-1987:4.
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The plot showsa seriesthat is trendingupwardsover time with the suggestionof a

cyclical element,althoughthe downward slope of the cycle is noticeably steeper

than that of the the upward side.This latter phenomenoncan be explained by the

fact that theherdcanbedecreasedat a fasterrate, through slaughtering,than it can

be increasedthroughbreeding.Seasonalinfluences are much more apparentthan

they were in the total breeding sow herd plot, and the post E.E.C. change in

behaviour andthe Aujezky effect of 1983arealso very apparent.As was the case

with the total breedingsow herd, thepregnantsow serieshasa more stablemean

after 1974.

Table 3.4presentstheresultsof estimatingtheidentified model for theserieson the

sample1957:1-81:4.The cyclical elementis presentonceagainin the form of2 AR

and 2 SAR parameterswhose polynomials produce imaginary roots. Two MA

parametersarealsoincludedin themodel.
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8Table3.4.
TheResultsof Model Estimationsof the Series(l-B)0(1-B4}lPS.

1957:1- 1981:4

MODEL

d DpP q. Q

o 122 2 0

R.S.S. Q'20

20,623 17.9
P·20.k

20.9%

FORECASTS

CMSFE UMSFE

237.4 287.7

"'2
R.

-.06

RESIDUAL AUTOCORRELATIONS

LAG 1 2 3 4 5 6 7 8 9 10
AUTOCORRELA TIONS .03 -.09 .06 .04 -.11 .04 .04 -.03 .09 .08

LAG 11 12 13 14 15 16 17 18 19 20
AUTOCORRELATIONS -.10 -.15 .05 .01 -.17 -.16 .03 -.12 -.05 -.09

RESULTS OF THE ESTIMATION OF THE SEASONAL DUMMY MODEL ON FIRST DIFFERENCES.

SEASON AL DUMMY

d DpP q Q R.S.S.
1 0 0 0 0 0 19,264

DUMMY VARIABLE

2 3 4
-26.8 22.4 -10.7 20.9
(-9.2) (7.9) (-3.8) (7.3)

_ FORECASTS

CMSFE UMSFE

296.6 472.2

The Q-statistic and the associatedP-valuefor the first 20 residual autocorrelations

suggestthat the autocorrelations as a whole are white noise, and the first few

residual autocorrelations give no reason to suspect that the model is under-

parameterised.Equation 3.2.4. illustrates that each of the model coefficients is

significant at the 5% level when comparedwith the t-statistic of 1.985 for 96

degreesof freedom. The RSS of 20,623 compareswith that of 19,264 for the

seasonaldummy modelon first differencesandsothe resultant R,2 of -.06 implies

that the dummy model gives a 6% betterflt to the data than doesthe Box-Jenkins

model. The seasonaldummy model on first differences contains four highly

significant dummyvariables,indicatingthatthenumberof pregnantsowsincreases

in the Summerand in Winter, while falling in the Spring andAutumn. Despite the

negative R,2 value, the MSFE statisticsimply that the SARIMA model is better

thanthedummy modelfor out-of-sampleforecastingof theperiod 1982:1-85:4.

(1 - 1.46B+ O.6IB2 ) (1 + 0.46B4+ O.26B8) (1 - B4 ) PSt= (1 - O.54B+ 0.43B2) et (3.2.4)
(-7.2) (3.6) (3.2) (2.5) (-2.8) (3.4)

The AR polynomial cycle has a length of approximately 4 years and 4 months,

whereasthe SAR polynomial cycle measures5 yearsand 8 months.Estimating the

8 SeeFootnote5
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modelon theextendedsample,resultsin equation3.2.5.. Thecoefficientsandthe t-

statistics for the non-seasonalparametersdecreasewhile those of the seasonal

parametersincrease,althougheachchangeis very small.

(1- 1.45.B+ O.60B2 ) (1 + O.53B4 + O.27B8 ) (1 - B4 ) PSt = (1 - O.54B + 0.39B2) ~ (3.2.5)
(-6.8) (3.3) (3.95) (2.7) (-2.6) (3.2)

The model re-identified andestimatedon 1975-85- presentedin equation 3.2.6 -

hasa different structureto that of equations3.2.4and 3.2.5 in that it hasonly one

seasonalautoregressiveparameter,and the first MA parameteris constrainedto

zero.The imaginaryrootsof theSAR polynomial producea cycle lengthof 5 years

and9 months.

(1 - 0.62B ) (1 + 0.72B4+ 0.60B8) (1 - B4 ) PSt= (1+ 0.38B2)et. (3.2.6)
(-4.1) (4.6) (4.2) (1.97)

Figure3.5.
a.The ConditionalandUnconditionalIn-SampleForecastsFor The SowsIn Pig

Herd EstimatedOnThe Sample1957:1to 1985:4
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b. The Conditional and Unconditional Out-Of-Sample Forecasts For 1986:1-87:4
Estimated On The Sample 1957:1-85:4.
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Although affected by the Aujezky factor, the unconditional in-sample forecasts

produced by equation 3.2.5. are reasonable, in that they pick up both the seasonal

movements and the overall u-shaped trend in the actual data over the forecast

period. The conditional one step ahead forecasts for the same period are relatively

good for the period beyond the second quarter of 1984, when the effects of the

Aujezky factor are diminished. The CMSFE is calculated at 248.8. The comparative

statistics for the out-of-sample period are 150.4 for the step unconditional forecasts

and 185.9 for the conditional I step forecasts. These compare well with the Aujezky

affected in-sample period and, as the plot indicates, the forecasts are relatively

good. Once again, the magnitude of the MSFE's for the out-of-sample forecasts are

the opposite of what one might expect a priori. As with the total breeding sow

model, this is a result of the relatively large 1 step over-forecast for June of 1987.

Again, the accuracy of the April figure for 1987 might be brought into question and

therefore explain the forecast for the following June census figure.

3.2c A SARIMA Model For The U.K. Gilts In Pig Herd

The secondof the three breeding sow herd components to be examined is the gilts

in pig herd. The initial forecasting model on 1957:1-1978:4, a SARIMA

(2,0,0,1,1,1) produced a forecast for 1979:1 of 111,000 gilts. The outstanding

features of the plot in figure 3.6 are the slow downward trend, the seasonal

fluctuations, and the possibility of a cycle.
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Figure 3.6.
A Plot of the Quarterly Time Series 'Gilts in Pig' 1957:1-1987:4.
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As was the case with the sows in pig series, the plot illustrates a more stable and

less oscillatory series after 1974. The plot suggests a series behaving somewhat

differently during 1981 and 1982. This is possibly due to farmers starting to replace

sows at an earlier age, thereby increasing the number of gilts at a time when profits

in the industry were falling. There is also evidence that the herd was affected by the

1983 slaughter campaign.

9Table 3.5.
The Results of Model Estimations of the Series O-B)OO-B4)1fQ.

1957:1 - 1981:4

MODEL

dDpPqQ

o 1 2 0 1 1

R.S.S.

6,549
Q'20
17.7

FORECASTS

P'20-k
34.6%

CMSFE UMSFE

24.4 34.4

RESIDUAL AUTOCORRELATIONS

LAG 1 2 3 4 5 6 7 8 9 10

AUTOCORRELATIONS -.07 ·.02 .17 -.06 .06 -.04 .02 .01 .15 -.08

LAG 11 12 13 14 15 16 17 18 19 20

AUTOCORRELA TIONS .08 .07 -.06 .05 -.20 .06 .05 -.11 -.03 -.11

RESULTS OF THE ESTIMATION OFTHE SEASONAL DUMMY MODEL ON FIRSTDTFFERENCES.

SEASONAL DUMMY

d DpP q Q R.S.S.
1 0 0 0 0 0 9,710

DUMMY VARIABLE

1 2 3 4
5.21 6.84 -6.76-6.44
(2.5) (3.4) (-3.3) (-3.2)

FORECASTS.

CMSFE UMSFE
30.5 48.7

9 SeeFootnote5
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The model identified andestimatedfor 1957:1-1981:4on the seasonallydifferenced

datacomprised2 AR , 1 MA, and 1 SMA parameters.The imaginary roots of the

AR polynomial produceda cycle lengthof 3 yearsand3 monthswhich is more in

line with the length of cycle suggestedby McClements (1970').The results of

estimation and the model itself are presentedin table 3.5 and equation 3.2.7.

respectively.

(1 - 1.59B+ 0.80B2) (1 - B4 ) PGt= (1 - 0.40B) ( 1 - 0.74B4) et.
(-18.0) (10.3) (-2.8) (-10.6)

(3.2.7.)

The t-statisticsin equation3.2.7. illustrate that eachof the 4 parametersis highly

significant andthe RSStakesa value of 6,549. The Q-statisticof 17.7 for 20 lags

has a correspondingP-value of 34.6% implying a white noise residual process.

Noneof the first few residualautocorrelationsis significant, andalthoughthat a lag

15comesvery closeto beingsignificant,it is not at a seasonallag and, therefore,it

wasnot thoughtappropriateto do anythingaboutit.

Fitting the seasonaldummy modelon first differencesproducesdummycoefficients

which are all highly significant. The seasonalpattern differs from that of the

pregnantsowsin that the numberof pregnantgilts rises in the Spring and Summer

asopposedto rising in Winter andSummer.This phenomenonhelpsto explain the

large oscillations presentin figure 3.6. The RSSstatisticof 9,710 for the seasonal

dummy model combines with that of the Box-Jenkins model to produce an R,2
value of 0.304. This is anencouragingstatistic for the SARlMA model, in that it

givesa 30.4%betterfit to thedataover themorenaivedummymodel.

The expandedform of themodel is given in equation3.2.8.below.

( 1- 1.59B+ 0.80B2- B4 + 1.59B5- 0.80B6)PG = (1 - OAOB- 0.74B4+ 0.30B5) et (3.2.8)

Becausethe number of parametersin the SARIMA model for pregnant gilts is

relatively small, thevalidity of the multiplicity assumptionwas testedby fitting an

ARMA(6,5) with thecoefficients <1>:3,82 and83 fixed at avalueof zero,aspresented

by equation3.2.9.Making a comparisonof equations3.2.8and3.2.9,it is clear that

the multiplicative andthe non-multiplicative equationsare similar to one another.

The critical comparison of the 5th order MA parameters suggests that the

multiplicative model doesplacesomerestriction upon 85, although the restriction

doesnot appearto begreatenoughto invalidatetheuseof themultiplicative model.

( 1- I.64B + 0.85B2- B4 + I.64B5 - 0.85B6)PGt = (1 - 0.43B - 0.85B4+ 0.53B5) et (3.2.9)
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Estimating the model with the completedataset to 1985:4producesthe equation

presentedin equation3.2.10in which eachof the the t-statistics,arelarger thanin

3.2.7,implying greatersignificancefor eachof theincludedparameters.

(1- 1.59B+ 0.81B2 ) (1 - B4) PGt = (1- 0.39B) ( 1 - 0.72B4 ) et.
(-20.0) (11.5) (-3.0) (-10.9)

(3.2.10)

Identifying and-estimatinga Box-Jenkins model on the shorter sample period,

1975:1to 1985:4,producesa modelcontainingmorevariables,that is, 2 AR, 2 MA

and2 SAR parameters.The estimatedmodel is reproducedin equation3.2.11.The

length of thecyclesproducedby theAR andtheSAR polynomials are2 yearsand3

monthsand5 yearsand7 monthsrespectively.

(1- 1.52B + O.99B2)(1+ O.56B4+ O.28B8 )(1- B4 ) PGt = (1- 1.08B + O.94B2) et. (3.2.11)
(-53.2) (73.1) (3.4) (1.86) (-17.3) (22.5)

The in-sampleforecastsfor the period 1983:1-85:4produced by equation 3.2.10.

andpresentedin figure 3.7ashowunconditional forecastswhich over-forecastfor

most of the period beyond 1983:2, although they do pick up the seasonal

movements in the actual series.The conditional one-stepforecasts for the same

period follow theactualseriesvery closely, the sole exceptionbeing 1983:2which

correspondswith the peakslaughteringperiod of the Aujezky diseaseeradication

campaign.The MSFE for theconditionalforecastsmeasures25.22.

Figure 3.7.
a. The ConditionalandUnconditionalIn-SampleForecastsFor The Gilts In Pig

Herd EstimatedOn The Sample1957:1to 1985:4

130

120
til

~
110til

:>

~
PG835100 a

• UFst835

a CFst835

90
82 83 84 85 86

TIME



Page3-21

b. The Conditional andUnconditionalOut-Of-SampleForecastsFor 1986:1-87:4

EstimatedOnThe Sample1957:1-85:4.
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The unconditional andthe conditional MSFE's for the out-of-sampleforecastsare

17.5and 15.0respectively.Thesecomparewell with the CMSFE for the in-sample

period. The plot in figure 3.7b illustrates both sets of out-of-sample forecasts

picking up the seasonalmovementsof the pregnantgilt herd, the only exception

being for theJunefigure of 1987which is over-forecastby both the 1 stepandthe 8

stepforecasts.

3.2d A SARIMA Model For The U.K. Barren SowHerd

The final componentof the breedingsowherdis theBarrensow herd,consistingof

those sowswhich arenot in pig at the time of the census.The forecast figure of

241,000 pigs, included in the plot of the seriesin figure 3.8, was obtained from a

model identified asa SARIMA (1,2,0,1,2,0)on the sample1957:1-1978:4.

The time seriesplot appearsto benon-stationary,especiallypost 1974when thereis

a strong downward trend illustrating the shorteningof the weaning time over this

period. The cyclical element which is present in the pre 1974 period is not as

apparentpost 1974.Like theother two breedingsow herd components,the number

of barrensowsfalls during theAujezky periodof 1983.

The resultsof estimating the seasonaldummy model on the first differencesof the

sample 1957:1-1981:4 - presented in table 3.6 - reveals a seasonal pattern

diametrically opposedto thatof thesowsin pig series.This result is to be expected

if the breedingsow herd is a reasonablyconstant size over time. All four of the

seasonaldummiesaresignificantandtheRSSstatisticis 15,417.
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Figure 3.8.

A Plot of the Quarterly Time Series 'Barren Sows for Breeding' 1957:1-1987:4.
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10Table 3.6.
The Results of Model Estimations of the Series O-B)0(1-B4)lBS.

1957:1 - 1981:4

MODEL

d DpP q Q
o 1 1 2 2 0

R.S.S. Q'20 P·20-k
9,864 12.6 70.2%

FORECASTS
A2

CMSFE UMSFE 1\
25.7 84.6 0.34

RESIDUAL AUTOCORRELATIONS.

LAG 1 2 3 4 5 6 7 8 9 10
AUTOCORRELATIONS -.05 -.02 .12 .00 -.09 -.07 .03 -.00 -.04 .03

LAG 11 12 13 14 15 16 17 18 19 20
AUTOCORRELATIONS .20 -.05 -.07 -.01 -.09 -.02 -.10 -.09 -.06 .00

RESULTS OF THE ESTIMATION OF THE SEASONAL DUMMY MODELONBRST
DIFFERENCES.

SEASONAL DUMMY
d DpP q Q R.S.S.
1 0 0 0 0 0 15,417

DUMMY VARIABLE
1 2 3 4

14.0 -20.4 24.8 -18.3
(5.4) (-8.0) (9.7) (-7.2)

FORECASTS.
CMSFE UMSFE

248.3 250.2

Table 3.6 also reveals that the identified Box-Jenkins model on 1957:1-1981:4, for

the barren sow series consisted of 1 AR, 2 MA and 2 SAR parameters, the

polynomial of the latter having imaginary roots which imply a cycle length of

10 SeeFootnote5
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approximately 5 years and 8 months. Again, the model was identified on the

seasonally differenced data. Becausethe first of the 2 MA parameters is not

significant, it was constrained to a value of zero. The other four estimated
:

parameterswere all highly significant, and theRSSof 9,506 comparesfavourably

with that of the more naive dummy model to producean Rs2
value of 0.34. The

only significant residual autocorrelationis at lag 11, which is not a seasonallag.

The Box-PierceQ-statisticat lag 20 is 12.6,which is low enoughto have a P-value

of 70.2%.The latter indicatesthat theresidualautocorrelationsareconsistentwith a

white noiseprocess.TheMSFE statisticsalsoshowthe SARIMA model to be a far

superiorforecastingmodel over the seasonaldummy model for the period 1982:1-

1985:4. Equation 3.2.12. is the result of estimating the identified Box-Jenkins

model on the 1957:1-1981:4sample.

(1- 1.82B)(1+ 0.51B4+ 0.32B8 )(1- B4) BSt = (1 + 0.42B2) et.
(-11.6) (4.4) (3.1) (3.6)

(3.2.12)

Once again, the model was re-estimatedon the extendedsampleperiod up to and

including 1985:4,theresultantequationbeingpresentedin equation3.2.13.

(1- 1.82B)(I+ 0.52B4+ 0.30B8 )(1- B4) BSt = (1 + 0.42B2) et. (3.2.13.)
(-12.4) (4.8) (3.2) (3.9)

The parametercoefficients of the model on the larger sampleare very similar to

those of equation 3.2.12., although eachof the t-statistics has increased,thereby

increasingthe significanceof eachof the includedparameters.

Re-identifying and estimating a model on 1975:1-1985:4producesa model with

changesover the previously identified model, which is perhapsnot surprising in

view of thevery different appearanceof theplot from 1974onwards.Identified on

the first differencedseries,themodel includes2 AR , 2 MA and2 SAR parameters.

(1- 1.22B+ 0.73B2)(1+0.36B8 )(1- B4) BSt = (1 - 0.42B+ 0.82B2) et. (3.2.14)
(-9.01) (5.54) (2.16) (-3.42) (8.05)

The first of the MA parametersis no longer restricted to zero, but the first of the

two SAR parametersis. Theresultsof estimationof this laterperiod modelwerenot

as good as those of the full samplemodel, both in terms of parsimony and the

residualautocorrelationchecks.

The general results of in-sample and out-of-sample forecasting from the 1957:1-

85:4 SARIMA model arevery similar to thoseof the other breedingsow category
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models. The Aujezky diseaseeradicationcampaignhasresulted in unconditional
over-forecastingduring andbeyond1983andconditional over-forecastingfor most

of 1983,otherwiseboth setsof forecastspick up theseasonalmovementsquite well.

The calculatedCMSFEfor thein-sampleperiodis 26.6.

Fi&ure3.9.
a.The ConditionalandUnconditionalIn-SampleForecastsFor The BarrenSow

Herd EstimatedOn The Sample1957:1 to 1985:4
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b. The ConditionalandUnconditionalOut-Or-SampleForecastsFor 1986:1-87:4

EstimatedOnThe Sample1957:1-85:4.
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Both setsof forecastsfor theout-of-sampleperiod pick up the seasonalmovements

in thebarrensowherdvery well but onceagain,theUMSFE of 21.7 is smaller than

the CMSFEof 35.8.Thereis noobviousreasonlooking at the plot why this should

occur. Furthermore,when translatingthesestatisticsinto meanabsoluteerrors,the

differencebetweenthe two is 1.3thousandpigsonly, or approximately0.7% of the

barrensowherd.
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3.2e A SARIMA Model For The Total In.Pig Herd

The 'in-pig sow' and 'in-pig gilt' herds are aggregated to produce the total in-pig -
<

pregnant pig - herd, (PP), which was then modelled in the usual manner. The series

is modelledas an aggregate series due to the importance of the total in pig numbers

in the subsequent biological model. The forecasting performance of the aggregate

series could also be compared with that of the forecasts obtained from having

aggregated the forecasts produced by the two component models. The forecasts

from the two component models estimated on the period 1957:1-78:4 were

aggregated to produce a forecasts of 609,000 pregnant pigs for the missing census

in 1979:1. Because the in-pig sow herd is two and a half times the size of the in-pig

gilt herd, it is not surprising that the plot of the pregnant pig series in figure 3.10 is

dominated by the pattern that was present in figure 3.4, the plot of the pregnant sow

herd.

Figure 3.10.

A Plot of the Series I Total Pregnant Pigs' 1957:1-87:4

800

700

sao

400~~r-~~~~~~~~~~~~~~~~~~-r~~~~~~
57 59 61 63 65 67 69 71 73 75 77 79 81 83 85 87

YEARS

As was the case with the three component models, a seasonaldifference of the raw

data was required to satisfy the stationarity condition in the correlograms. The

model identified and estimated on the 1957:1-1981:4sample period comprised 2

AR, 2 SAR and 1 MA parameters, which is a similar identification to that of the

pregnant sow model except that the secondof the MA parameters is not included in

the pregnant pig model. The estimated equation and t-statistics are given in equation

3.2.15.
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(1 - 1.70B + 0.78B2 ) (1 + 0.73B4 + 0.42BS) (1 - B4 ) PPt = (1 - 0.57 B) et.
(-11.8) (6.1) (7.1) (4.3) (-2.9)

(3.2.15.)

The AR and SAR polynomials have imaginary roots, indicating the presenceof two

superimpos~d cycles. The measuredcycle length of the non-seasonal polynomial is

approximately 5 years and 9 months, which compares with 6 years and 5 months for

the seasonalcycle. The results of estimating the Box-Jenkins model and the Harvey

model are given in Table 3.7.

11Table 3.7.

The Results of Model Estimations of the Series O-B)oO-B4)lPP
Estimated on 1957:1 - 1981:4

MODEL

dDpPqQ

o 122 1 0

FORECASTS

R.S.S. Q·20 P·20-k

32.167 13.8 53.9%

A2
CMSFE UMSFE R,

293.3 526.3 -.04

RESIDUAL AUIOCORRELATIONS

LAG 2 3 4 5 6 7 8 9 10

AUTOCORRELA TIONS -.05 .07 .06 .03 -.14 -.03 -.02 -.05 .10 .02

LAG 11 12 13 14 15 16 17 18 19 20

AUTOCORRELA TIONS .10 -.15 .06 -.00 -.15 -.09 .02 -.09 -.00 -.07

RESULTS OF THE ESTIMATION OF THE SEASONAL DUMMY MODEL ON FIRST DIFFERENCES.

SEASONAL DUMMY

d DpP q Q R.S.S.

1 0 0 0 0 0 32.246

DUMMY VARIABLE

1 2 3 4

-21.6 29.2 -17.85 14.5
(-5.8) (7.9) (-4.7) (3.9)

FORECASTS.

CMSFE UMSFE

361.5 699.8

The Q-statistic of 13.8 has an associatedprobability value of 53.9% indicating the

general acceptability of the residuals as a whole. Estimating the parameters of the

seasonal dummy on first differences of the raw data produces results similar to

those obtained from estimating the Harvey model on the pregnant sow data. The

seasonal pattern is the same in direction, although the seasonal pattern of the

pregnant gilt series hashad the effect of dampening the fluctuations in 'Winter' and

'Spring' while enhancing them in 'Summer' and 'Autumn'. Each of the seasonal

dummies is significant as measuredby the t-statistic. Comparing the RSS of 32,246

for the dummy model with 32,167 for the SARIMA model results in an R,2 of-

0.04 indicating that the seasonaldummy model adds 4% improvement to the fitting

11 SeeFootnote 5
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A2
ability of the SARIMA model.Having saidthis, the R. value for the pregnantpig

model is an improvement on that obtained for the pregnant sow model. The

conclusionsdrawn from comparisonsof the MSFE's for the SARIMA and the

seasonaldu~y modelsareonceagainfavourabletowardsthe Box-Jenkinsderived

model.

The modelre-estimatedon the longer sampleperiod up to and including 1985:4is

given below, and, as has been the casewith all the breeding sow models, the

extension of the"estimation period to 1985:4producest-statistics with increased

significance.

(1 - 1.69B + 0.77 B2 ) (1 + 0.73B4 + 0.39B8) (1 - B4 ) PPt= (1 - 0.57 B) et.

(-12.6) (6.5) (7.6) (4.1) (-3.7)
(3.2.16.)

The model identified andestimatedon the sampleperiod 1975:1-85:4 includes 2

AR, 2 MA and 1 SMA parameters.The model as presented in equation 3.2.17

contains an AR polynomial with unreal roots, indicating the presenceof a cycle

with ameasuredlengthof 2 yearsand7 months.

(1 - 1.48B + 0.82B2 ) (1 - B4 ) PPt = (1 - 0.67 B + 0.33B2) (1 - 0.61 B4) tt
(-10.6) (7.1) (-3.2) (1.65) (-4.9)

(3.2.17)

The plots of the in-sampleandout-of-sampleforecastsproducedby 3.2.16aregiven

in figure 3.13.As expected,theunconditionalin-sampleforecastsfail to pick up the

fall in the herd size during the Aujezky period in 1983. The 1 step conditional

forecastsfor the in-sample period show a very similar pattern of performance to

thoseof the pregnantsow model presentedin section3.2b. The CMSFE measures

287.5.

The out-of-sample forecastresults are also similar to those of the pregnant sow

model.The 8 stepunconditional forecastsareparticularly good at the start and the

endof theperiod, andtheUMSFE of 188.7comparesvery well with the equivalent

statistic from the 1 stepconditional forecastsof the in-sampleperiod. The out-of-

sample 1 step forecastshave a CMSFE of 358.7 due once again to the relatively

large over-forecastof the June 1987figure. Again, the responsibility for this must

lay at thehandsof theratherquestionableApril figure in that year.
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Figure3.11.
a.The ConditionalandUnconditionalIn-SampleForecastsFor The PregnantPig

Herd EstimatedOn The Sample1957:1to 1985:4
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b. The ConditionalandUnconditionalOut-Of-SampleForecastsFor 1986:1-87:4

EstimatedOnThe Sample1957:1-85:4.
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3.3 A SARIMA Model For The U.K. UnservedGilt Herd

Collation of the unservedgilt herd only began in 1974 as a result of the U.K.'s

accessionto the E.E.C. 'Unservedgilts' is the term which is usedto describethose

gilts over 50Kg which areto enterthebreedingsowherd,but arenot yet in pig. The

seriesis an importantleadingindicator of the numberof gilts in pig, itself a leading

indicator of the sizeof the breeding sow herd. The data are collected along with
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breeding sow herd data in the four pseudo-quarterly censusescarried out by

M.A.F.F. Along with eachof the other censuscategories,the datum for 1979:1 is

missing asa result of the civil servicestrike action of that quarter.As the sample

sizewasnot consideredlargeenoughfor the building of a Box-Jenkinsmodel with

which to forecast the missing figure, a three point moving-averagewas used to

provide aninterpolatedfigure of 88,000pigs.The appropriatenessof this figure was

later checkedby forecastingthe 1979:1figure againusing the Box-Jenkinsmodel

subsequentlybuilt using the interpolatedvalue of 88,000.This was doneto ensure

that seasonalitywas taken in to consideration when interpolating the missing

observation. The subsequent forecast of 87,800 suggested that the initial

interpolated value was indeed a reasonablevalue for 1979:1. The plot of the

completeseriesfrom 1974:1-1985:4,including the interpolatedfigure of 88,000,is

presentedin figure 3.12.
Figure3.12.

Plot of theUnservedGilts Series1974:1-1987:4

74 75 76 77 78 79 80 81 82 83 84 85 86 87 88
TIME

The plot gives the impressionof a slight downward trend over the given period.

Apart from the Aujezky period, (1983), the plot appearsmuch more stablein the

1980'sthanit doesin the 1970's.

For compatibility with thesubsequentlydevelopedbiological andeconomicmodels,

the SARlMA model wasestimatedon the period 1975:1 to 1985:4 inclusive, the

data for 1986:1-87:4being reservedfor out of samplediagnostic checks.At the

identification stage,it wasdifficult to interpret whetheror not the correlogramsof

the raw data serieswere stationary. Although a model identification on the raw

serieswasattempted,the estimatedparametersfor the resultantmodel implied that

the serieswas indeed non-stationary.The autocorrelationsof the first differences

series gave no indication of stationarity and so, as with the breeding sow herd
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senes, the unserved gilt series had to be seasonally differenced to achieve

stationarity.

The identified model consisted of 1 AR, 1 SAR and 2 SMA: parameters and,

therefore, the model does not contain a cyclical element. Estimation produces an
.'

RSS value of 1,166 and, as equation 3.3.1. illustrates, each of the 4 parameter

coefficients have t-statistics which are greater than the critical value of 2.02 for 39

degreesof freedom.

(1- 0.74B )(1+ 0.99B4 )(1- B4) UGt = (1- 0.27B4 - 0.60B8) et.

(-6.3) (48.0) (-2.1) (-5.1)

(3.3.1)

None of the first 20 residual autocorrelations were as large as the Quenouille

statistic of 0.30 for 44 degreesof freedom, and the P-value of 53%, associated with

the Q-statistic of 14.92, gives no reason to suspect that the first 20 residual

autocorrelations show anything other than a white noise residual process.

12Table 3.8.
The Results of Estimation of the Unserved Gilt Series

On the Sample 1975:1 - 1985:4

MODEL

dDpPqQ

o 1 1 1 0 2

IN·SAMpLE

R.S.S. Q'20 P·20.k
1,166 14.9 53.0%

"1
CMSFE UMSFE ~

21.9 74.2 0.327

RESIDUAL AtJrOCORRELATIONS.

LAG 2 3 4 5 6 7 8 9 10
AUTOCORRELATIONS -.06 .13 -.13 -.04 -.20 -.19 .07 .04 .17 -.OS

LAG 11 12 13 14 15 16 17 18 19 20
AUTOCORRELA TIONS .12 -.14 -.11 -.13 .06 -.02 .15 .09 .OS -.09

RESULTS OF THE ESTIMATION OF THE SEASONAL DUMMY MODEL ON FIRST DIFFERENCES.

SEASONAL QUMMY }dUMMY V ARIABI,.E IN·SAMPLE.
d D p P q Q R.S.S. 1 2 3 4 CMSFE UMSFE

1 0 0 0 0 0 1.876 3.2 ·6.0 5.3 -1.3 14.4 13S.1
(1.5) (-2.9) (2.5) (-0.6)

Table 3.8 also shows the results of having estimated the seasonaldummy model on

the first differenced series for the 1974-1985 sample. The RSS value of 1,876,

which is higher than that of the SARIMA model, is a result of only the Spring and

12 SeeFootnote5
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Summer dummies being significant at the 5% level. The resultant R,2 value of

0.327 indicates that the SARIMA modelprovides a 32.7% better fit to the sample

thandoesthe seasonaldummymodelon first differences.
:

The in-sampleandout of sampleforecastingperiodsare the sameasthoseusedfor
the breedingsowherdmodels,andaswasthecasewith thesemodels,the in-sample

forecastsarecharacterisedby over-forecastingof theherdnumbersfor 1983,andis
particularly true of the December forecast. Consequently, the unconditional

forecastsover-forecastfor the remainderof the in-sampleperiod although they do

pick up the seasonalmovementsin the seriesvery well. Beyond the secondquarter

of 1984, the conditional forecastsarenever worse than a 5.2% error, three of the

forecastsbeingvery accurate.
Figure3.13.

a.The ConditionalandUnconditionalIn-SampleForecastsFor TheUnservedGilt
Herd EstimatedOnThe Sample1975:1to 1985:4
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e UG835
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82 83 84 85 86
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b. The Conditional andUnconditionalOut-Of-SampleForecastsFor 1986:1-87:4
EstimatedOnThe Sample1974:1-85:4.
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~
-<:~
~
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The MSFE statistics in table 3.8 indicate that the SARIMA model is far superior to

the seasonal dummy model at unconditionally forecasting the in-sample period,

although the equivalent statistic for the conditional forecasts.implies that the

forecasts from the dummy model are better than the SARIMA model forecasts, this

result, however, is due solely to the relatively large over-forecast for the December

figure in 1983 as referred to above. The UMSFE and the CMSFE for the out-of-

sample period are calculated at 14.1 and 12.2 respectively, which compare very well

with all of the in-sample equivalents. Both sets of forecasts pick up the seasonal

movements in the unserved gilt herd very well.

3.4 A SARIMA Model For The U.K. Boar Herd

The data for the U.K. boar herd have been collected on exactly the same basis as

that of the breeding sow herd except that the starting date for the available data is

1960:1. The forecast figure for 1979:1 was 44,000 boars, forecast using a SARIMA

(2,1,0,1,2,0). Having learned from the building of the breeding sow herd models

that the models built on the sample 1957:1-1981:4 were not going to be of explicit

use and that the models estimated on the longer time period were better at

forecasting, the model for the boar herd was estimated only for the sample period up

to and including 1985:4.

Figure 3.14.
A Plot Of The U.K. Boar Herd 1960:1-1987:4.

60 62 64 66 68 70 72 74 76 78 80 82 84 86 88
YEARS

The plot of the series gives the impression of a series with both seasonal and

cyclical components. The herd experiences a relatively large fall in numbers in 1965

and around the time of the UK's entry into the EEC during the latter half of 1972
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and 1973.Although the herd shows signs of increasing during 1982, the growth

turns into a decline in 1983,partially a result of the eradication campaignof that

year,after which theherdsizeis relatively stable.

13Table3.9.
The Resultsof Estimationof theBoar SeriesOn theSample1960:1- 1985:4

MODEL

dDpPqQ.

012120
R.S.S. Q'20 P'20-k
179.8 16.2 37.1%

IN-SAMPLE
"1

CMSFE UMSFE R,
1.81 3.36 0.06

RESIDUAL AUTOCORRELATIONS.

LAG 2 3 4 5 6 7 8 9 10
AtITOCORRELATIONS .02 -.01 .00 -.02 .12 -.04 -.04 -.05 .14 -.01

LAG 11 12 13 14 15 16 17 18 19 20
AtITOCORRELA TIONS -.00 -.05 .02 -.06 -.03 -.29 -.04 .03 -.10 -.03

RESULTS OF THE ESTIM ATION OF THE SEASONAL DUMMY MODEL ON FIRST DIFFERENCES.

SEASONAL DUMMY

d 0 P P q Q R.S.S.
1 0 0 0 0 0 200.0

DUMMY VARIABLE

1 2 3 4
0,48 -,42 1.0 -0.85
(1.7) (-1.5) (3.6) (-3.0)

IN-SAMPLE

CMSFE UMSFE

1.21 10.9

Table 3.9 gives the results of having estimated both a SARIMA model, and a

seasonaldummymodelon first differences,for theperiod 1960:1-1985:4.Only the

third andthe fourth seasonaldummyparametersof theHarveymodel aresignificant

at the5% level, andtheresultantRSSstatisticis 200.0.

Although attemptsat model estimationweremadeusing the non-differenceddata,

theestimatedcoefficients implied non-stationarymodelsand, therefore,aswas the

casewith eachof the live pig categoriesstudied,it was the autocorrelationsof the

seasonallydifferenced serieswhich indicated stationarity. The identified model

consisted of 2 AR, 1 SAR and 2 MA parameters, all of which were highly

significant andtheestimatedparametersof theAutoregressivetermsimplied a cycle

of 3 years and 4 months. With the exception of lag 16, each of the residual

autocorrelations is small, producing a Q-statistic of 16.2 for the first 20 lags,

producinganassociatedP-valueof 0.371implying that the residualsasa whole are

consistentwith white noise.The RSSof theSARlMA model is 179.8which, when
,,2

comparedwith the equivalentstatisticof the seasonaldummy model gives an R,

13 SeeFootnote 5
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value of 0.06. Although the SARIMA model is better than the seasonal dummy

model in terms of the in-sample UMSFE, the UMSFE statistics imply a slight

superiority to the Harvey model. The estimated Box-Jenkins model, along with the

t-statistics of the estimated coefficients, is given in equation 3.4.1.

(1 - 1.55B+ 0.76B2)( 1+ 0.43B4)(1-B4 ) Bt = (1 - 0.87 B + 0.6OB2) et.
(-13.6) (7.7) (3.6) (-6.9) (6.4)

(3.4.1)

The 1step conditional and the unconditional forecasts for both the in-sample and

out-of sample periods 1983:1-85:4 and 1986:1-87:4 respectively, are presented in

figure 3.15.

Figure 3.15.
a. The Conditional and Unconditional Tn-SampleForecastsFor The Boar Herd

Estimated On The Sample 1960:1 to 1985:4
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b. The Conditional and Unconditional Out-Of-Sample ForecastsFor 1986:1-1987:4
Estimated On The Sample 1960:1-85:4.
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Figure 3.15aillustratesa boarherdwhich decreasesup to 1984thenrecoversover

the latter half of the period. Not surprisingly, the unconditional forecastsare too

high for the period affected by the Aujezky eradicationcampaign,although they

forecast19~5relatively well. The story is a similar one for the in-sampleone-step

forecastsexceptthat theerrorsaremuchsmallerasis expected.It appearsto be the

casethat the model is a little slow in forecasting the turning points in the actual

seriesover the given period. As for the out-of-sample forecasts,the UMSFE and

CMSFE measure1.13 and 1.06respectivelywhich reflect the improvementin the

model'sability to forecasttheout-of-sampleperiod, theobviousexceptionbeingthe

forecastfor theApril figure of 1987.As wasthecasewith manyof the the breeding

sow herdseries,the reliability of the censusfigure for April 1987looks suspectas

the plot in figure 3.15billustrates.The high April figure is the reasonfor the the 1

stepunder-forecastof the April 87 figure, and furthermore, the one-stepover-

forecastof the following Junefigure. There is an obvious tendencyfor the 8-step

unconditionalforecastto under-forecasttheout-of-sampleperiod.

3.5 Overcoming the Problem of SuspectSampleData

To round off this discussionof forecasting the breeding herd using time series

models it was thought appropriateto examinethe problem of suspectsampledata

which appearsto bearecurrentproblemin April 1987for the breedingherdmodels

examined.The natureof the problem is that the sampledata for the breedingsow

and boar componentsappearto augmentthe size of the individual and, therefore,

the aggregateherds.The immediateconsequenceof this is that themodelsappearto

badly under-forecasttheherdsizesfor the saidsamplecensus.A second,andmore

important problem from the point of view of forecasting, is that the one-step

forecastfor samplepoints following thesuspectperiod is clearly affected,aswill be

a numberof forecastsinto the futuredependingon thenumberof autoregressiveand

moving-averagetermsin the identified model.Theseproblemsaretruefor manyof

the modelsstudiedin this chapter,andno moresothanin thecaseof thefirst model

concernedwith forecastingthesizeof thetotal breedingsowherd.

The aim of this sectionis to describea methodfor overcomingtheproblemscreated

by the presenceof a suspectvalue in the forecastingperiod, using the exampleof

the total breedingsow model discussedin section3.2a.The specific nature of the

problem in thebreedingsowmodelis that themodel,aspresentedin equation3.2.2,

contains2AR, 2SAR and 1 MA parameters,together with a seasonaldifference.

Consequently,the forecastsfor up to 14 periodsaheadof the suspectsampledata
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period arederivedusing the suspectdatumitself throughoneof the AR terms.The

worst effect in the breedingsow model, asit was in the caseof the other breeding

herd models, is that the forecast for June 1987 is considerablyabove the actual

censusfigure of 813,000.The reasonfor this is not only the fact that the April
"

censusfigure of 851,000 gives a high basevalue from which the Junefigure is

forecasted,but the largepositiveerror of theApril forecastcausesa further increase

in the forecastfor Junethrough the MA term presentin the identified model. The

presenceof theMA termsmeansthat all suchforecastingerrorswill havea bearing

on all future one-stepforecasts.This effect is, of course,in addition to theeffect of

the suspectApril figure itself throughtheAR terms.

Faced with such a situation, the forecastermay wish to consider the following

actions in order to forecastthe period beyondthe suspectvalue. Firstly, he could

use the one-stepforecastfor April 1987,and substitutethis forecastvalue for the

actual suspectvalue. This action hastwo main consequences.The first is that the

AR effects of the suspectvalue on the forecastsfor up to 14 stepsaheadhasbeen

revised,hopefully to a valuewhich is itself consistentwith the rest of the data,and

secondly, the April forecast error has beeneliminated, therefore, removing the

effect on future one-step forecasts through the MA term. If the forecaster was

interestedonly in forecastingfrom aperiodprior to the suspectperiod, thenhemay

considerann-stepaheadunconditionalforecast,however,the latter is obviously of

limited use. A two-step forecast for June 1987 with December 1986 as the base

point using the latter method will yield the same forecast as the more general

methodof replacingthesuspectdatumandforecastingone-stepahead.

The generalmethodwas employedin order to revise the one-stepforecastsfor the

period beyondApril 1987so that theserevisedforecastscould be comparedwith

the results of the original forecastspresentedin figure 3.3b. The results of the

revisedforecastsarepresentedalong with the original forecastsand the actualdata

in table3.10below.
Table 3.1Q

The Original andRevisedForecastsfor June.August andDecember1987

Time
1987:2
1987:3
1987:4

BreedingSows
813
810
822

Original
870.7
797.8
813.2

Revised
833.8
803.4
815.9

The one-stepforecastfor April 1987is 820.9thousand,which when substitutedfor

the actual dubious value for April yields a one-step forecast for June of 833.8
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thousand, that is, 20.8 thousand above the true census figure. This compares with

the original forecast of 870.7 thousand; an over-forecast of 57.7 thousand. The

revised forecasts for August and December also provide an improvement to the
<

original forecasted values giving further support to the action of replacing the

suspect April figure.

Although it would appear that the revision method has led to an improvement in the

three forecasts after the suspect period, the above analysis is obviously dependent

upon the forecaster's knowledge that the April figure is indeed suspect and needsto

be replaced. More than likely, this knowledge is only going to become available in

the light of future data - in this case the figure from the June census- and as such, is

very much an ex-post method. Having said this, there is nothing to stop the

forecaster using the method if the forecast error for his latest available figure is out

by an amount which he regards as unacceptable. He is then free to compare

forecasts of points beyond the latest figure and choose which he feels is likely to be

the more reliable. In the light of subsequent data he may of course reverse his

original decision.

Although the method of revision discussed above has been with reference to a

particular example of a univariate model, the reader will hopefully appreciate that

the method can easily be generalised in order to apply it to other models, univariate

or multivariate.

3.6 Conclusion

In this chapter, univariate statistical models have been built for the key components

of the breeding herd using methodology advocated by Box and Jenkins as outlined

in chapter two. Such models are of interest in that they are expected to be

particularly useful for forecasting in the short run and have the advantageover more

traditional econometric methods that they require only the data for the variable of

interest to be collected and require no prior knowledge of the variable concerned in

order to build a workable forecasting model. The disadvantages include the fact that

large quantities of uniforrnally spacedtime series are required if the methodology is

to be strictly adhered to.

The data available indeed proved to be somewhat problematic and much of the

discussion in the chapter was concerned with the nature of the data problems and

how they were overcome. The missing data problem for April 1979 was overcome

by building initial forecasting models using the data available up to the end of 1978

and making a one-step forecast for April 1979. The second major problem with the

breeding herd data was the apparent stabilising of the component variables after
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about 1974,presumedto be a consequenceof the UK's accessionto the EEC, this

alsobeing the reasonfor thechangein the timings of the springandautumnsample

censuses.The latter problemmeantthat datawere no longer quarterly in the true

senseof the term after 1974,andthe 'rules'of themethodologywerebrokento some
.'

extent as they were continuedto be treatedasquarterly. Chow testswere usedto

confirm the notion that there were structural changes in the breeding herd

component and aggregatedata post 1974, necessitating a re-identification and

estimation of the modelson the post 1974 sample period. Interestingly enough,

despite the changesin the post 1974period including the stabilisation, the census

timing changesand the obvious effects of the 1983 Aujezky diseaseeradication

campaign, it is the models built on the 1957 to 1985 sample spacewhich were

deemed to be better at forecasting the in-sample and out-of-sample periods.

Whether this situation continuesin the future when more data becomeavailable

which will benefit the identification and estimation of the post 1974 models,

diminishing theeffectsof the 1983eradicationcampaign,remainsto be seen.Given

that the larger samplemodelsare the bestfor the period analysed,it is they which

shall beusedin the forecastinganalysisof chaptereight.

Although no prior knowledgeof the variablesto be modelled is necessaryto build

Box-Jenkinsmodels,anyknowledgeavailablecanbemadetakeninto consideration

at the identification stage.The historical knowledgeof a pig cycle wasmadeuseof

by encouragingthe useof secondorder AR termswhereappropriate which might

yield cycles through having imaginary roots. All but the unserved gilt model -

which wasestimatedovera shorterperioddueto non-collationof the seriesprior to

1974 - containedcycles, but of variable lengths, ranging from 6 years and 10

months in the caseof the total breeding sow model to 3 years and 3 months for

pregnantgilts, with evidenceof sensitivity to thevaluesof theestimatedpolynomial

coefficients.All themodelswereestimatedaftertaking a seasonaldifference of the

raw data to achievestationarity,and all identifications included both AR andMA

termsof variousorders.The fact that therewere only four observationsper annum

madeidentification quitedifficult, in that it wasoften hard to separateseasonaland

non-seasonaleffects from one another.The estimation of the seasonaldummy

modelson the first differenceddataassuggestedby Harvey illustrated the presence

of seasonalityin the componentseries,and although the computed Rs2
statistic

often implied that theSARIMA modelswerenot muchbetter,if at all, at modelling

thevariablesconcernedover the given period, the SARIMA modelswere superior

when it cameto forecasting.
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The chapteris completedwith adiscussionof how theBox-Jenkinsmodelscould be

used to overcome the final data problem concernedwith the problem of suspect

sampledata in April 1987.The analysisindicatedhow the suspectsampledatacan
:

affect the forecastingability of theBox-Jenkinsmodels,and how adjustmentof the

data,using forecastsfrom thederivedmodels,canimprove the forecastsbeyondthe

observation in question. The full implications of the April 1987 data will be

discussed in the forecasting chapter along with the analysis concerned with

investigating the relative forecastingabilities of the total breeding sow univariate

model and the aggregateforecastsfrom the three breeding sow herd component

models.

In the following two chapterscomparativeforecastingmodelsfor the breedingherd

will be built using a biological approachandan econometricapproach.In chapter

six, the methodology employed to build the univariate quarterly models of this

chapterwill be applied to the monthly time seriesfor culling and fat pig slaughter

andvariousprice andprofit series.
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CHAPTER FOUR

A BIOLOGICAL MODEL OF THE UK BREEDING HERD

4.1 INTRODUCTION
The biological model comprises a system of equations based on the biological
relationships within the breeding sow herd and factors such asthe number of days

from birth to slaughter of fat pigs. The main reason for building the biological

model is to derive a forecasting model for the breeding herd and the two
slaughter categories, 'sows and boar cullings', (M), and fat pig Slaughter, (FP).

Whereas the time series models of the breeding herd presented in chapter 3 are

expected to be of greater use in the short term, it is anticipated that models based

upon the biological relationships within the UK pig herd will yield more useful

forecasts for the medium term.l The biological analysis will also help our

understanding of the systemin which the producers operate and should lead to a

greater awarenessof the implications of policy on the industry.

The first section of the chapter is concerned with a theoretical approach to an
overall model for the breeding herd, modelling it as a system of inflows and
outflows under conditions of an assumed steady state equilibrium, (S.S.E.).
Having shown how the steady state equilibrium model can be used to build a
recursive forecasting model, the results of estimating the relationships for the
biological model are presented in section 4.4. The equations are initially

estimated using ordinary least squares, (D.L.S.), regression techniques, other

techniques being used and modifications being made as thought necessary. The

data are four monthly - hereafter referred to as trimestic - for the live pig

categories, the source being the three samplecensusescarried out by M.A.F.F. at
the beginning of April, August and December since 1974.The slaughter data, on
the other hand, are monthly. The models are estimated on the sample period

1975-1985 inclusive, in order to allow for a period of adjustment for the sector

following the entry of the U.K. into the E.E.C.,and to avoid the effects on the
sector produced by the abnormal behaviour of the world's agricultural markets in

1974; a result of the sharp increases in commodity prices of that year. The
inclusion of the 1974 data had a noticeable effect on the parameter estimates of
the models due to the relative shortnessof the sample period, thereby justifying

their exclusion. Indeed, the size of the first few residuals in a number of the
models justifies the need for dummy variables in order to remove any influence

on seasonalor time trend parameters.

1 These expectations of the usefulness of biological models for forecasting in the

medium term are partly a result of work comparing the ability of statistical. economic
and biological models in forecasting key variables of the English and Welsh dairy

sector discussedin:- Rayner, Al. and Young. R. J., " Information, Hierarchical Model
Structures and Forecasting." EuropeanReviewof Agricultural Economics, No.7.

1980.
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4.2 The Biological System of the Pig
In order to build the biological model, it was necessary to make certain

assumptionsandgeneralisations concerning the nature of the biological lags

within the system.

Fi~re 4.1a:- The Biological SystemFor The Rearin~ of Pi~s.

FEMALE PIGLET BORN

4WEEKS
WEIGHT=7kg

VEANERISTORE PIG

SOURCES:- Cambridge Survey (vvio'US)
ExeterSurvey (vvio'US)
Pig Improvement Company
M.A.F.F.
M.L.C.
M.L.C. Pig YearBook (Vlrio'US)

AGE 26-38 WEEKS
(In-Pjg Gilt) WEIGHT 125-145 kg

16 veek gestation

Av.~
48 weeks

42-54 week spru.d.

PORKERS CU'l'TERS BACON1:RS HEAVIES
(25K) (22K) (SOK) (3K)

P.T.O

144 Dt.ys
49kgdw
65kglw

165Dt.ys 172 Dt.ys
62kg dw 66kg dw
83kg Iw 8SkgIw

(75~ Kill.ing OVl)

180 Dt.ys
SOkg dv

105kg Iv
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Figure 4.1b:- The Biological systemwithin the Sow Herd.

To Fig.., PIGLETS ;'
I GILTFARROWS I

4.18. " BORN "

3-4 veek
veaning period

Barren Sov
lWEANING I 7 weeks

ISOWS CULLED1< 21 'open day,s'

unsuccessful
,1/

~MATED I 7 veeks
3 weeks

s
,!/ U

unsuccessful
L MATED 110veeks c

3 veeks c 16 veek
e gestation In- Pig, period Sov

16 veek s
,1/ f

CULLED J gestation uperiod 1

" IL
I FARROWS J 23 veeks

IFARROWS 26 veeks

IFARROWS J
~

46 veeks

The above implies 2 litters in 46 veeks,

Therefore implies 2.26 litters in 52 veeks,
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Theseassumptionsand generalisationsare illustrated in the flow diagramsof
figures4.1aand4.1bandareoutlinedbelow. Startingfrom the birth of a female
piglet, the piglet will be weanedat approximately4 weeks,at which point the
storepig - thosepigsrecordedasweighing0-20kg (recordedas0 to 2 monthsof
ageprior to 1974)- will be fattenedfor fat pig slaughter ready for the meat
market Fatpigsfall in to oneof four categories;'porkers','cutters','baconers'and
to a lesserextent'heavyhogs'.Figure4.1aillustratestheapproximatepercentage
of pigs going into eachcategoryalong with the numberof days from birth to
slaughterand the averagedeadweights for eachcategory.The associatedlive

weights have beenderived using the formula employed by the M.L.C.2 A
proportion of the young femalesarenot fattenedbut areretainedfor entry into
thebreedingherd.From the weight of 50kg, sucha femaleis recordedasa 'gilt
for breedingnot yet in pig' andwill bereferredto asanunservedgilt, (UG). The
approximateaverageweightof thegilt at first serviceis 125kgto 145kgat which
stagethe gilt will be about28 to 34 weeksold, (6.5 - 8 monthsold). Assuming
the service to be a successfulone, the gilt will then remain in pig for an
approximate 16 week gestationperiod, so that the averagegilt will farrow
betweentheagesof 42 and54weeksof age.
Having farrowed,thegilt will thenbe recordedasa 'barrensow for breeding'for

approximately7 weeks.Four of thesewill be spentweaningthe litter, followed

by an average21 day anaestroneor 'openday' period, after which shewill be

servedagain.The cycleis thenrepeatedsothathavingfarrowedonce,a sowcan

expectto farrow a further two litters in the spaceof 46 weeks.The latter implies

2.26 litters will be bornper sowper annum,(52 weeks).With an averageof 9.3

weanersper litter, 21.02weanerspersowperannumcanbeexpected.If a service

is unsuccessful,a sow canexpectto be serveda secondtime, althougha further

failure is likely to resultin thesowbeingculled.

4.3 A SteadyStateEquilibrium Model For The U.K. Breeding Herd

The steadystateequilibrium, (S.S.E.),model expressesthe breedingherd asa

systemof inflows andoutflowsin which it is assumedthattheherdis in a stateof

equilibrium. The herd is thustreatedasa capital flow systemin which thereis

investmentin theform of inflow into thebreedingherdandscrapping,(outflow),

in the form of culling. The steadystateassumptionmeansthat the inflow and

outflow variablesaretreatedin suchaway asto preventtheherdfrom increasing

or decreasingconsistentlyovertime.Seasonalityis temporarilyignored.The total

breedingherdin periodt is definedin 4.3.1 asthe aggregateof the breedingsow

herdandtheboarherd.J

2

3
SeeMLC's Pig Year Book 1984p.49.
Throughout the text t refers to time asrepresentedby the model, so that it represents4
month periods in the semesticmodels and 1 month periods in the monthly models.
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(4.3.1)

Considering the breeding sow herd component individually, equation 4.3.2

defrnes it as the aggregate of pregnant sows, (PS), pregnant gilts, (PO), and

barren sows for breeding, (BS).

(4.3.2)

Equation 4.3.3 representsan identity for the breeding sow herd, expressing it as a

systemof inflows and outflows.

Ht == Ht-1 + IGt_t.t- MSt-1.t- LSt-1,t (4.3.3)

Thus, the breeding sow herd is defined as comprising the sow herd in the

previous time period, plus the inflow of gilts which have become pregnant

between t-l and t, (IOt-1,t), minus the number of sows culled from t-t to t,

(MSt-1,t), and lessthe number of sows lost through disease, injury, etc. between

t-1 andt, (LSt-l,t), which arenot recordedascullings. The problem with 4.3.3 as

it stands is that none of the variables, with the exception of breeding sows, are

recorded asdistinct categories in the censusand slaughter data and are, therefore,

unobserved. Having said this, it is possible to derive an estimate of the gilt inflow

between t-1 and t figure by calculating 17/16thsof the pregnant gilt figure at time

t

(4.3.4)

The reasoning for this relationship is that there are approximately 17 weeks

between censustimings but only 16weeks in the gestation period, hence, 1/17 th

of the true gilt inflow figure from t-1 to t miss being recorded as pregnant gilts at

time 1, and are recorded instead as barren sows. This occurs because an average

of 1/17 th of the pigs recorded as unservedgilts at t-1 will conceive in the week

immediately following the census at t-i and will, therefore, farrow in the week

immediately preceding the censusat time t

As sow cullings and lossesare not directly observed, it is more appropriate to re-

define the problem in terms of the total breeding herd, that is, the 'breeding sows'

plus 'boars for service'. The consequencesfor the sow herd can then be derived

utilising the relationship between the boar herd and the sow herd as expressed in

equations4.3.5 and 4.3.6.
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Bt= aHt

and therefore,

(4.3.5)

(4.3.6)

The identity in equation 4.3.7 is an expression for the total breeding herd
equivalent to that for the sow herd given in 4.3.3, where M is the observed
'culling of sows and boars', I, the actual inflow of sows and boars, and L, the
lossesof sows and boars from the breeding herd.

(4.3.7)

The problem now presented is that 'losses'and total inflow of gilts and boars are

unobserved and as a consequence,the inflow figure - estimated by It-I,t using

expression 4.3.8, which is itself obtained by rearranging 4.3.7 - captures the

unobserved lossesand the unobservedinflow of boars.

(4.3.8)

Becauseof the variability of the estimated inflow series, and becauseof the fact

that it is the aggregateof three unobservedcomponents, inflow will be proxied by

a transformation of the pregnant gilt series,basedon the relationship described in

equation 4.3.4. If it is assumedthat the length of breeding herd life of sows and

boars is the same, referring to 4.3.5, the unobserved inflow of boars can be

estimated by adO t- The consequenceof this is that the inflow of sows and boars

can be estimated by the expression given in equation 4.3.9, and can then be

substituted into 4.3.7 in order to derive the breeding herd at time t.

It-l,t = 17/16 ( 1+ ex) POt (4.3.9)

Having defined the primary variables, and having distinguished between the

observed and the unobserved variables, a recursive forecasting model for the

breeding herd can now be built by consideration of the biological relationships

for the inflow and outflow variables. Under the steady state equilibrium -SSE -

assumption, the outflow variable at time t can be regarded as a constant

proportion, e, of the breeding herd at time t-1.

Mt-1,t = eHBt-1 (4.3.10)

From this it can be shown than-

e= IlL (4.3.11)

where L is the averagelifetime of sows and boars in the breeding herd under the
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SSE assumption.

On the inflow side of the equation, the estimated inflow is expressedas a function

of the herd size lagged 12 months - three periods. The reason for this lag is that

unserved gilts are approximately 8 months old by the time they are first served.

Added to the four months spent in pig, a lag of one year can be expected from the

time of a sow being in pig to the time that one of her offspring will themselves

become in-pig gilts.

It-I,t= ~ HBt-3 (4.3.12)

Under SSEconditions, <I> is assumedto be equal to e,otherwise the herd size will

either increaseor decreaseconsistently over time.

Using 4.3.10 and 4.3.12, forecastsof the breeding herd for any required lead time

can be made. For example, a one step aheadforecast for the total breeding herd,

HBt-1 *, is obtained by employing expression4.3.13.

*HB t-: =(1- e) HBt+ <l>HBt-2 (4.3.13)

Alternatively, a one year - three period - aheadforecast can be generated using

expression 4.3.14.

(4.3.14)

Having shown how a recursive forecasting model can be built basedon the steady

state equilibrium framework, biologically based relationships will be estimated

introducing phenomena such as seasonality in order to build trimestic and

monthly forecasting models of the breeding herd, cullings and fat pig

slaughterings. The models will also make a correction for autocorrelation in the

residuals.

4.4 The Methodology of Estimation for the Trimestic Models

The biological models developed in this chapter are built in order to forecast the

trimestic breeding herd and the monthly culling and fat pig slaughter categories,

and to explain some of the biological relationships within the breeding herd

system. In terms of the recursive breeding herd forecasting model, explained

within a steady state equilibrium framework, in the previous section, the prime

relationships to model will be those between the inflow and its proxy variable,

pregnant gilts, and between culling and the breeding herd lagged 1 period and

pregnant gilts and the breeding herd lagged 3 periods. Having said this, other

models will be built for thesevariables for comparison and interest purposes. For
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the two monthly slaughtercategories,models basedupon trimestic models for the

samevariables will be developed.

The models are concerned with the breeding sow herd, (H), and its components,

the boar herd, (B), unservedgilts between 50kg and 80kg, (VG), culled sows and

boars, (M), and fat pig slaughter, (FP). The models for which the dependent

parameter is a livepig category are trimestic models basedon the data collected

from the sample censusesin April, August and December. The data for the two

slaughter categoriesare monthly data and, therefore, aggregation to four-monthly

periods is required for use in the trimestic models. The slaughter data are based

on the weekly estimatesof slaughteringsby M.A.F.F., and are collected in such a

way that weekly periods are aggregated to arrive at the published monthly

figures. The weekly estimates are aggregated in such a way that the data for

January, April, July and October represent five, rather than four week periods of

accounting. Furthermore, there is the additional problem that in certain '53 week'

years December is also counted as a five week period. For the sample period

1975:1 to 1985:12, on which the models are built, the latter is true for the

Decembers of 1976 and 1981. All the data used in the estimation of the trimestic

models are presentedin Appendix 4a.

The trimestic flow periods are defined so that 'period l' comprises December to

March inclusive, 'period 2', April to July inclusive and 'period 3', August to

November inclusive. Because of the four and five week accounting months ,

period 2 is always a 17 week period, period 3 an 18 week period and period 1

will be either a 17 or an 18 week period; depending on whether or not the

accounting year is 52 or 53 weeks long respectively. In order that all three

periods represent 17.33 weeks - the average length of time between each of the

April, August and Decembercensusdates- the trimestic totals for the culling and

the fat pig slaughter seriesare adjusted by multiplying by 52/51 and 52/54 for 17

and 18 week periods respectively.

Although the models presented in this chapter are called biological, the models

estimated are more sophisticated than the term biological might infer. Because

the models are built primarily in a forecasting context, the decision was made to

include in the regressionsall non-economic factors which might affect the simple

biological relationships. Thus, factors such as seasonality and time trends are

modelled, as are 'shocks' to the system, such as the influence of the Aujezky

disease eradication campaign of 1983, and the possibility of outliers at the

beginning of the estimation sample period. The latter are a possible 'carry-over'

effect of the UK's accession to the EEC and the influence of commodity price

increasesin 1974upon the agricultural sector.

The models are estimated initially using OLS methodology, modelling
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seasonality, Aujezky and early outliers using intervention dummy variables.f

The presence of a time trend is modelled using a simple linear time trend

variable, T, which enters the model asa multiplicative term given that the models

are proportional and do not contain an intercept. Consequently, the model

parameters are estimated using non-linear least squares methodology - LSQ.

Where the Durbin-Watson statistic indicates the presence of residual

autocorrelation, the residuals are put through the Box-Jenkins identification

procedure to analyse the nature of the autocorrelation.f Where first order

autocorrelation is indicated, the Beech-Mackinnon Maximum likelihood

estimation procedure for first-order autocorrelation correction is employed to

estimate the model. 6 Where the initial model has been estimated using LSQ

methodology, the first order autocorrelation problem is corrected by the useof a

first order rho-transformation of the model, again estimating using LSQ. Where

the autocorrelation problem is of an order greater than one, the correction is made

using the appropriate rho-transformation, estimating using LSQ methodology. In

the case of regressions including the dependent variable lagged one period, the

DW statistic is replaced by Durbin's h-statistic, a large sample statistic

asymptotically distributed as a NCO,I) random variable under the null hypothesis

that the autocorrelation coefficient, p, equals zero.? Although the critical values

of the DW and h-statistics are calculated on the assumption that the models are

estimated using OLS they are neverthelessusedas an indicator of the absence,or

otherwise, of first order residual autocorrelation.

Although it hasbeensaid that economic variables were not to be included in the

models, a common feature of many of the relationships modelled is that they are

affected by a government pigmeat subsidy of 5.5p per kg deadweight, available

from Jan 31 to June 11 of 1977. In addition, the residual plots of a few models

indicated the presence of other outlier observations for which no explanation

could be found. Being a biological model, it was deemed inappropriate to present

the results of regressionsincluding such subsidy and outlier dummies in the main

text. But becausethe exclusion of these effects often has a significant effect on

the magnitude, and even the signs of seasonal and time trend parameters, the

4 Notation for the dummy variables used in the semestic models is by the letter 0 - or A

in the case of the Aujezky dummies - followed by the value for the time period in
which the dummy is used.Thus, for example, a dummy representing the first period in

1975 is labeled 075:1.

The OW statistics throughout this chapter are compared with Farebrother's tables of
significance levels presented in his paper; "The Durbin-Watson Test for Serial
Correlation When There is No Intercept in The Regression", Econometrica Vol. 48

No.6 Sept 1980 pp. 1553ff
Beech, Charles M and JamesG. Mackinnon, " A Maximum Likelihood Procedure for
Regression Containing Autocorrelated Errors", Econometrica 46, 1978, pp.32-61.

For reference to the Durbin H-test seePindyck & Rubinfeld pp. 194-5

5

6

7.



Page4-10

decision was taken to allow for thesefactors in some way. In order to do this, all

the models were initially estimated including dummies to represent the subsidy

and outlier effects, thus enabling an unbiased analysis of whether or not the
:

seasonaland time trend variables should be included in the models. The decision

as to whether or not variables should be included in the final model is made using

the t-statistics of the estimated parametersconcerned or, where the analysis of t-

statistics did not produce a clear picture, the analysis of variance F-test is

employed.

The resultant trirnestic models, including the subsidy and outlier dummies are

presented in Appendix 4c8. The estimated regressions having excluded these

dummies are then presentedin the text as the chosen 'biological' model for each

particular relationship. Section 4.5 gives a comprehensive discussion of how

models for eachof the individual relationships were built.

4.5 The Trimestic Models Estimated

The following sub-sections discuss the modelling of the various components of

the breeding herd necessary to achieve an overall forecasting model for the

breeding herd itself. The section is concluded with a model for the slaughter of

fat pigs.

4.5a The Boar Herd and the Breeding Sow Herd

Model 4.5a is concerned with the relationship between the number of boars for

service, (B), and the breeding sow herd, (H), at time t as expressed in equation

4.5a.l in which et is a white noise error term.

(4.5al)

The use of this model was discussed in section 4.3. The initial OLS regression

model indicates that the boar herd is the equivalent of 5.15% of the breeding sow

herd. The residuals of the regression indicate a clear positive time trend which

shows no signs of having ended, suggesting that the number of boars in the

breeding herd asa percentageof the number of sows is increasing over time. The

latter phenomenon is a possible consequenceof the increased productivity of

sows over the given period. In order to model this, a simple linear time trend

variable was added to the model structure and the regression estimated using

non-linear least squares,LSQ. methodology. To model potential seasonaleffects,

two seasonal intercept dummies were included representing the August and

December censuses.The residuals from having estimated the latter regression

8 The equations presented in the appendices have the same number as the equivalent
equation presented in the main text except that the number is suffixed with the letter c
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suggestedtwo sets of excluded variables. The first two residuals appearedto be

somewhat out of line with the rest, hence, the decision was taken to include two

intercept dummies for the observations for 1975:1 and 1975:2. This was done in

order to remove any potential effect of their exclusion from the estimation

procedure on the estimatesof the seasonaldummy parameters, and is justified on

the grounds that the sector may not have fully recovered from the effects of an

unstable world market in 1974 and the UK's accession to the EEC. The second

setof missing variables aredummy variables to model the effects of the Aujezky

diseaseeradication campaign of 1983which decreasedthe proportion of sows to

boars. The results of estimating the regression having modelled all apparent

effects on the boar-sow relationship arepresentedin equation 4.5a.2 below.

Bt = (0.0485Ht - 0.0002AugHt - 0.0009DecHt)( 1+ 0.0036T) - 2.77D75:1+ 1.94D75:2-
(117.2) (-0.68) (-2.81) (9.49) (-3.8) (2.69)

0.27A83:2+1.45A83:3+ 0.56A84:1
(-0.38) (2.07) (0.80)

(4.5a.2)

Obs = 33; RSS = 10.4;
A2
R =0.87; DW=2.14

The results imply that the size of the boar herd is of the order of 5% of the

breeding sow herd, although there is a relatively large fall in the proportion of

boars in relation to breeding sows at the time of the December census.The time

trend parameterand the two outlier dummies for the first two observations are all

highly significant. Of the Aujezky dummies, only the second is significant and

indicates that the sow herd was reduced by a larger relative percentage than was

the boar herd by the eradication campaign of 1983.

The adjusted R-squared value indicates that 87% of variation in the size of the

boar herd is explained by the regression. The Durbin-Watson statistic takes a

value of2.14 which confirms that the residuals are consistent with white noise.

4.sb Inflow

Model 4.5b relates the derived inflow figure for the four months preceding the

censusdates,to the number of pregnant gilts at time t, The rationale for looking

at this relationship is that pregnant gilts are often used as a proxy for inflow in

biological and econometric models of the pig breeding herd. In section 4.3 it was

noted that the derived inflow figure not only included the inflow of pregnant gilts

but also the inflow of boars for service and a negative element for losses from

diseaseof sows and boarsnot recorded ascullings. The inflow estimate, ( i ),
t -1, t
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is derivedusingequation4.5b.l,

(4.5b.l)

where Mt-I,t is theadjustedculling of sowsandboarsfigure for theperiod t-i to

t, so that if t representsApril, Mt-I,t is an estimateof cullings for the period

betweentheDecemberandtheApril censusdates.

Initial OLS regressionof inflow on pregnantgilts including noneof the dummy

variablesproduceda residualplot with highly variableresidualspre-1978.In an

attempt to easethe modelling process, the decision was taken to model this

relationshipon the post 1977periodinitially, later applying theresulting model

structureto the normal 1975-85estimationperiod.The result of estimationpost

1977includingseasonaldummiesproducesresidualswhich gaveno indicationof

excludedvariables.Thepossibility of seasonalitywasentertainedbecauseof the

implicit inclusion of lossesand boar inflow in the estimatedinflow variable.

Although neitherof theestimatedseasonaldummyparameterswere significant,

becausethey wereof oppositesigns- AugustnegativeandDecemberpositive -

anF-testwasperformedto testtheiroverallsignificance.

The analysisof varianceF-test is a standardprocedurefor testing the overall

explanatorypower of one or more regression variables. Using the case in

questionasan example,the null hypothesisstatesthat the regressionexcluding

the seasonaldummies is the best for explaining the given relationship. The

alternative statesthat the regressionincluding the seasonaldummies has the

greater explanatory power. The explanatorypower of the two regressionsis

measuredby theratio of their unexplainedvariances,or to bemoreprecise,their

sumsof squaresof residualshaving taken accountof the differing degreesof

freedomof the two regressions.Thus, the F-ratio measureswhether or not the

RSSof theregressionincludingtheseasonaldummiesis significantly lower than

that of the regressionexcluding the saiddummies.If the resultantF-statistic is

significant whencomparedwith the F-statistictablesfor vI, n-v1- k degreesof

freedom,wheren is the numberof observations,k is the number of estimated

parametersin the initial regressionand VI is the difference in the numberof

estimatedparametersin thetwo regressionsin question,thenthe null hypothesis

canberejectedandtheadditionalvariablesremainin theregressionmodel on the

basisthattheyhavesignificantstatisticalexplanatorypower.?

The resultsof the F-testfor model4.5bproducedan F-statisticof 2.561,which

comparedwith theF-tablesfor 2,21degreesof freedomis not significantevenat

the 10% level. Consequently, the null hypothesis of no seasonality in the

9 For a more comprehensive discussion of the F-'~st the reader is refered to Gujarati, D.,
BasicEconometrics,(1978) p 87. & p. 130.
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relationshipcouldnotberejectedandthe seasonaldummieswereremovedfrom

theestimationprocedure.The resultsof the chosenmodelestimatedon thepost

1977periodarepresentedin equation4.5b.2.

i,_I.' = 1.0957PGt

(58.7)

Obs= 24 RSS= 2199.2 R2 = 0.35 DW = 2.695

(4.5b.2)

Theestimatedparametersuggeststhatestimatedinflow can be approximatedby

theequivalentof approximately110%of the pregnantgilt herd.Having saidthis

only 35%of therelationshipis explainedby theregression.Re-estimatingon the

whole sampleperiodproducesthemodelgivenin equation4.5b.3.

i,_I.' = 1.0863PGt
(44.0)

Obs=33 RSS=7549.0 R_2 =.0581 DW=2.22

(4.5b.3)

The estimatedparameteris slightly lower thanthat for the regressionexcluding

the period prior to 1978andtheexplanatorypowerof the model hasfallen to a

mere6%, thegreatervariability of therelationshippre-1978beingvery evidentin

theresidualplot.

Using the results from model 4.5a which indicates that the boar herd is

approximately5% of the sizeof the breedingsow herd, equation4.3.9 implies

that a proxy for actual inflow of sowsandboars,( It-l,t), is 1.116POt,that is,

17/16multiplied by 1.05POt. Whencomparedwith this expectedcoefficient of

1.116theresultsof models4.5b.2and4.5b.3appearto supportthe idea of using

the pregnant gilt figure as a proxy for inflow, the deficit in the estimated

parametersbeingexplainedby theinclusionof lossesin the inflow estimate.The

estimatedparameterfrom equation4.5b.2,the better fitting of the two models,

suggeststhat lossesin the breedingsowherd from t-t to t can be accountedfor

by a figure approximating2% of thepregnantgilt herdat time t.

4.Sc The Breeding SowComponentProportions

Like the models alreadypresentedin this chapter,the three models presented

undermodel4.5c areproportionalin that theydo not contain an intercept term

and are static in that they do not concerna lagged independentvariable. The

modelsareconcernedwith thebreedingsowherdandhow it breaksdowninto its

three component parts; pregnant sows, pregnant gilts and barren sows for
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breeding, that is:-

PSt= fa (Hi>
BSt= fb (Hi>
PGt= fc (Hi>

(4.5c.l)
(4.5c.2)
(4.5c.3)

The relationships are estimated for descriptive purposes and to provide estimates

of the future composition of the breeding herd. For example, having forecast the

future breeding sow herd, the estimated models for the three expressions above

could be utilised to provide an estimateof the composition of the sow herd of that

sameperiod. Were any of thesecomponentsthemselves independent variables in

other models, theseforecastscould then be usedto forecasts other variables in the

system.

Taking each component in turn, the first to be modelled is the pregnant sow

percentage. The result of OLS estimation of the model containing only the

seasonaldummies produced a residual plot which implied a positive time trend

was missing from the model, although the plot also suggests that the trend has

slowed, if not ended, from about 1983 onwards. To allow for the time trend,

which is almost certainly a result of the shortening of weaning length over the

sample period, the simple linear time trend variable was added to the regression

which was then estimated using non-linear least squares- LSQ - regression. The

residuals of the latter included a residual at observation 1976:1 which was more

than three standard errors below the fitted line. The results of model estimation

having included a dummy to remove the effects of this unexplained outlier on the

seasonaldummy parameters is presented in appendix 4c. It was clear from re-

estimation that there was no Aujezky effect and no 1977 subsidy influence on the

relationship. The seasonaldummy parametershave associated t-ratios which are

highly significant for December and high, though not quite significant at the 5%

level, for August. The regression has an R_2 value of 0.92 and a Durbin-Watson

of 1.46. Although this DW is not significant at the 5% level when compared with

the Farebrother tables, the residuals were put through the Box-Jenkins

identification procedure. The result of the latter exercise was to produce

correlograms with no obvious pattern to them, and no autocorrelations or partials

much greater than one standarderror away from zero.

The estimated equation and the diagnostics of the regression having excluded the

dummy for the possible outlier arepresentedin equation 4.5c.4.

PSt = (0.5666 Ht +0.0090 AugHt + 0.0191 DecHt)(1+ 0.0039T)
(131.9) (2.13) (4.54) (11.0)

Obs. = 33 RSS = 2193.5 R_2 = 0.88 DW = 1.39

(4.5c.4)



Page4-15

The resultsshowthat all but the Augustdummy aresignificantat the 1% level.

Theremovalof the outlier dummy hasresultedin the August dummy parameter

being significant at about the 5% level. Both seasonaldummies indicate an

increasein the proportionof pregnantsowsin August andDecembercompared

with theproportionin April. The linear time trendvariableis positiveandhighly

significant, illustrating the fact that thepregnantsowproportionof the breeding

sowherdhasincreasedover thegivenperiod,asa resultof the shorteningof the

weaning period. The R2 figure indicates that 88% of the variation in the

proportionis explainedby equation4.5c.4,andcompareswith a valueof 92% for

theregressionincludingtheoutlier - presentedin Appendix4c.

The secondof thebreedingsowproportionmodelsis that relating thepercentage

of barrensowsfor breedingto thebreedingsow herd.As onewould expect,the

resultsarein manywaystheoppositeof the thoseobtainedfor the pregnantsow

proportion.Theresidualplotsof theinitial OLS model illustratedthe presenceof

a negativetime trend which appearsto havestoppedaround 1982,and thereis

evidencethat the first observationin the sampleperiod is ratherlargecompared

with the rest of the sample.As with thepreviousmodel, thereis no evidenceof

anyAujezky or subsidyeffect.To modeleachof thepossibleinfluences,thetime

trend alongwith the seasonalandthe 1975:1 dummy areincluded in the initial

non-linearleastsquaresregression.The resultsof LSQ estimationarepresented

in equation4.5c.5below.

BSt = (0.2970Ht - 0.0102AugHt - 0.0167DecHt)(l- 0.0068T) + 20.34D75:1
(90.2) (-3.1) (-5.0) (-17.1) (3.3)

(4.5c.5)

Obs.= 33 RSS= 875.7 R2 = 0.93 DW = 1.62

It is clear that as the proportion of pregnantsowsto breedingsowsincreases

throughout the year, the proportion of barren sowsfor breedingmovesin the

oppositedirection.The overall time trendis alsoin theoppositedirection to that

of the pregnantsow proportion, also causedby the shorteningof the weaning

period.The DW statisticlies in the region of uncertaintyat both the 1%and5%

levels of significance. Putting the residuals through the Box-Jenkins

identification procedure produced no significant autocorrelations or partial

autocorrelations.

The final proportionalrelationshipto beestimatedis thepregnantgilt to breeding

sow proportion. A priori, one expects the results for this model to be the

complement of the previous two models. OLS estimation of the regression

including the seasonaldummiesproducedresidualsand a DW statistic which
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clearly indicatedthepresenceof first orderserialcorrelation.This wasconfirmed

having put the residuals through the Box-Jenkins identification procedure.

Becausethere was no time trend in the residuals, the regression could be

estimated using a Beech-MackinnonARI procedure.The initial estimation

including thetwo seasonaldummiesindicatedthattheproportionof the sowherd

comprising pregnantgilts decreasessignificantly in December.The residuals

indicatedthat observation1975:1was a possibleoutlier and so the appropriate

intervention dummy was included in the regressionalong with three subsidy

dummiesandAujezky dummyA83:2. The parameterson the subsidydummies

illustrate a significantfall in theproportionof pregnantgilts in 1977:2.This can

beexplainedby thefact that manyof the potentialgilts for thatperiod hadbeen

hived off into the feeding herd for slaughterat the time of the subsidy. It is

interestingto notethatthefall in gilt numbersas aresult of the 1977subsidyand

theAujezky diseaseeradicationcampaignarerectified by thenext census,hence

the lack of need for Aujezky dummies A83:3 and A84:1 and hence the

insignificance of the dummy parameterfor 1977:3presentedin Appendix 4c.

Theseresultsillustratethatthesizeof thegilt herdcan bechangedby production

decisionsfasterthantheother breedingsowherdcomponentsfor thereasonthat

it is not constrainedby the samebiological lags.The parameteron the 1975:1

dummy is significantandnegativeand theDecemberparameter'ssignificanceis

increasedby the inclusion of theseother dummies.The regressionpresentedin

equation4.5c.6is theresult of re-estimatingthe latter equationhaving dropped

thesubsidydummies.

PGt = 0.1329Ht + 0.00003AUGHt - 0.0059DECHt - 13.26D75:1- 6.82A83:2+ Ut
(38.0) (0.01) (-2.53) (-2.05) (-1.23)

Ut = 0.6053Ut-l
(4.21)

(4.5c.6)

Obs.= 33 RSS= 1065.2 R_2 = 0.98

Theremovalof the subsidydummieshashadthe effect of changingtheAugust

dummyparameterfrom positiveto negative.A possibleexplanationfor thefall in

thepregnantgilt percentageat theDecembercensusis the fact that more young

pigs thannormal aredivertedinto the feeding herd as opposedto the breeding

herdprior to the Christmasperiod, thus depriving the Decembercensusof its

quota of in-pig gilts. The DW statistic of 1.62 is not presentedbecausethe

regressionhasbeenestimatedusingBeech-Mackinnon:however,thereis no sign

of anyautoregressiveproblemin theplot of residuals,nor with the statisticitself.

Theexclusionof thethreesubsidydummiesin theaboveregressionincreasesthe
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value of the RSS statistic from 797.0 andthe significance of the Aujezky dummy

variable is much reduced.

It should be said that the three models presented in this section were all derived
:

independently of one another which explains why, for example, the pregnant sow

model considered a dummy for an outlier for the 1976:1 observation, a dummy

not required by the other two models. Becausethe three models are proportional,

one would expect an extreme movement in one direction in one of the

components to be compensatedby movementsin the opposite direction in one or

both of the othercomponents.Obviously in the caseof 1976:1, the compensating

movements in the pregnant gilt and barren sow components were not large

enough individually for them to appear as outliers in their respective residual

plots. Were these three models important in the context of a breeding herd

forecasting model it could be arguedthat it would be necessaryto model the three

components in a constrainedmanner, thereby producing an identical structure for

each of the three models

A summary of the estimated proportions for three components of the breeding

herd is presented in Table 4.3 below, using the estimated proportions for the end

of the estimation period, at which point the time trends in the pregnant sow and

pregnant pig models appearto have finished. The estimatesof the proportions for

pregnant sows and pregnantgilts have beenobtained using the regressions which

appear in appendix 4c: these regressions include outlier and subsidy dummies

respectively, thereby removing these effects from the estimated seasonal

parameters.
Table 4.3.

SeasonalProportions for EachComponent of the Breedin~ Sow Herd

HERD
PS
BS
PG
TOTAL

APRIL
0.6376
0.2343
0.1331
1.0050

AUGUST
0.6383
0.2197
0.1347
0.9927

DECEMBER
0.6564
0.2139
0.1270
0.9973

4.5d Culling and the Total Breeding Herd

Model4.5d is concernedwith the relationship betweenculled sows and boars and

the total breeding herd at the previous census. Thus, for example, the cullings

from April to July inclusive, aremodelled asbeing dependentupon the size of the

total breeding herd in April. This is the model which is included as the

representative model for inflow in the recursive forecasting model for the

trimestic breeding herd developedin section 4.3 and given in equation 4.3.10.

Assuming a weaning period of four weeks, few, if any, of the sows recorded as
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being pregnant in the census- taken at the beginning of April - will be culled in

April itself. Consequently, a model was estimated relating the cullings in the

relevant four months to the size of the breeding herd lagged both one and two

periods. However, spurious parameters resulted, presumably the result of

multicollinearity, and therefore the less satisfactory model based solely on the

one period lag had to suffice.

An initial OLS regressionincluding the seasonal,Aujezky and subsidy dummies

produced significant parameterson the Aujezky and subsidy dummies, both of

which indicated increasesin cullings. The August dummy indicated a significant

decreasein culling percentage with respect to period one. The residuals gave no

indication of a time trend in the relationship. The outstanding problem with the

regression is that the DW statistic of 1.26although not significant at the 5% level,

was thought low enough to justify an investigation of the residuals using the

Box-Jenkins identification procedure. The latter process produced a correlogram

in which there was evidence of first order autocorrelation.

To deal with this problem the relationship was re-estimated using the Beech-

Mackinnon first order autocorrelation methodology. Estimation including all the

usual dummies produced a regression in which the August seasonal dummy

shows a significant drop in culling proportions and all six of the Aujezky and

subsidy dummies indicate significant increasesin culling. The RSS is 876.8 and

there are no obvious problems with the residual plots. The regression results

presented in equation 4.5d.l are those from having estimated the latter equation

after having dropped the subsidy dummies, the fuller model appearing in

Appendix 4c. The exclusion of the subsidy dummies has substantially increased

the value of the RSS statistic. The results indicate that approximately 13% of the

breeding herd is culled between each census and - using expressions 4.3.9 and

4.3.10 - implies that the average life of a member of the breeding herd is

approximately 2 years and 6 months.

Mt-l,t = 0.1327HBt-l - 0.0069AugHBt-l + 0.0006DecHBt-l
(33.S) (-2.55) (0.24)

+ 39.07AS3:2+ 24.55A83:3 + 13.0SAS4:1+ Ut
(5.43) (3.07) (1.S3)

Ut = 0.62Ut-l
(4.22)

Obs. = 32 RSS = 1285.0 R2 = 0.98

(4.5d.l)

4.Se Culling and the PregnantSow Herd

Mode14.5e is similar to 4.5d except that culling is now estimated as a proportion
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of the numberof pregnantsows at time t-I. The reasonfor investigating this

relationshipis that onewould expectvery few pregnantgilts to be slaughtered

having farrowed once only, and by definition neither will barren sows for

breedingbe slaughtered,leaving pregnantsowsandboarsas the only plausible

sourceof cullings in thenextperiod.Althoughmodelsincluding the boarherd as

a secondindependentregressorlaggedoneperiodwereestimated,thecoefficient

on boarswas anomalous.Aggregatingthe pregnantsow and the boarherd and

usingthelaggedvariableastheindependentregressoralsoprovedfruitlessin that

themodeldid not performaswell asthemodelpresentedbelowin termsof RSS

andadjustedR-squaresandhencethe chosenmodel doesnot contain the boar

variable.

The regressionwas estimated using the Beech-Mackinnonprocedure which

producedthe samestructureof model as that in model 4.5d. Again, the three

subsidydummiesindicated large increasesin cullings in 1977, and the three

Aujezky dummiesshoweda similar effect for 1983/4.The differencebetween

this and the previous model is that the seasonaldummies were no longer

significant. Becausethe parameterson the seasonaldummies were of the

oppositesigns,an F-testwasperformedbeforethedecisionwastakento remove

them.TheresultingF-valueof 2.42wasnot significantevenat the 10%level and

so the regressionwasre-estimatedhavingremovedthe seasonaldummies.The

resulting model and the diagnostic checks are given in appendix 4c, the

regression having removed the three subsidy dummies being presented in

equation4.5e.1.

Mt-l,t = 0.2240PSt-l + 35.24A83:2 + 25.42A83:3+ 14.00A84:1 + Ut
(31.7) (4.64) (2.98) (1.85)

Ut = 0.6373Ut-l
(4.59)

(4.5e.l)

Obs.= 32 RSS= 1656.5 R._2 = 0.972

As expected,the removalof the subsidydummieshasincreasedthe RSSof the

estimatedregressionanddecreasedtheadjustedR-squarevalue. The H-statistic

of -0.098 implies almost no autocorrelationin the residuals; a very different

picture from that presentedby the H-statistic for the model including the four

subsidydummy variables.The latterphenomenonillustratesthe volatility of the

teststatisticsover the given period for a model containing a small numberof

degreesof freedom.

Comparingthe sumsof squaresof residualsandthe adjustedR-squarevaluesof
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models4.5d and4.5e,it would appearthat the model using the total breeding

herd as the independentregressoris the superior model. This is true for the

modelsboth including andexcluding the 1977subsidydummies,andsomodel

4.5dappearsto bethebetterculling modelof thetwo.

4.5f Outflow asa Function of Inflow

Using theresultsfrom model4.5d which imply that the breedingsowsremainin

thebreedingherdfor approximatelytwo anda half years,cullings in time period

t-l to t shouldhavederived from inflow lagged7 and 8 periods.Under steady

stateassumptions,andwith no deathsof sowsandboarsoncethey haveentered

the breedingherd,onewould expectthe coefficientson the Inflow variablesto

sumto unity. Usingpregnantgilts astheproxy for inflow and assumingthat boar

inflow is equivalentto 5% of sowinflow, it is expectedthat the coefficientson

the laggedpregnantgilt variables shouldsumto 1.116.Model 4.5f attemptsto

estimatethis relationshipbetweenoutflow andlaggedinflow.

Initial OLS regression including two seasonaldummy variables produced

residual plots and a DW statistic which clearly indicated serial correlation.

Putting the residualsthroughtheBox-Jenkinsidentification procedureproduced

an autocorrelationcorrelogramwith an obvious cyclical pattern and a partial

autocorrelationcorrelogram in which the first two partials were significantly

different from zeroimplying an AR(2) process.In order to allow for this, LSQ

wasusedto makea secondorderautocorrelationcorrection.The residualsof the

initial regression also indicated the need for the first two of the Aujezky

dummies.Theresidualsatobservations1979:2-1980:2inclusive alsoappearedto

beout of line with theremainderof theresiduals.With a subsidyeffect on inflow

at observations1977:1-77:3,onewouldexpect,with a lag of 7 and8 periodsthat

the effect would showthroughon cullings in 1979:2-80:3and, therefore, four

subsidydummiesrepresentingthefour potentialoutlierswerealsoincludedin the

model.

Estimation of the regressionproduceshighly significant parameterson the

autoregressiveand pregnant gilt variables, and the August dummy has a

significantnegativeparameter.Therootsof theAR polynomialsuggestacycle in

the modelwith a measuredlengthof approximately3 yearsand 10months.The

first Aujezky dummyparameteris highly significant andpositive followed by a

significant and negativeparameteron the secondAujezky dummy implying a

greaterproportion of culling at the time of the campaign, followed by a lull

presumablycausedby the reducedavailability of potential sow andboarculls.

The first of the subsidydummieshas a highly significant positive parameter,

whereastheparameterson the third andfourth subsidydummiesshowa drop in
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cullings, though not a significant one. With inflow low in 1977:1 and high in

1977:3, the estimatedcoefficients on the four subsidy dummies are those that one

would expect. The coefficients on the pregnant pig variables sum to 1.110 with a

slightly higher weighting on the longer of the two lags, the difference between

this and the expectedvalue of 1.116 being explained by lossesfrom the breeding

herd. The only potential problem with the model is the H-statistic of -3.16, which

is highly significant. Given that there are only 11 degrees of freedom in the

model, nothing was done to rectify the situation; a decision somewhat justified by

the fact that the Hsstatistic for the model having excluded the four subsidy

dummies falls to a value of -0.098. The resulting model and diagnostic check

statistics are given in Appendix 4c and the re-estimated regression, having

dropped the four subsidy dummies is presentedin equation 4.5f.1.

Mt-l,t = 1.1738 ~-2,t-l - 0.6093~-3,t-2 + REGt(0.5306,0.5512,-0.0481,-0.(097) -
(7.5) (-5.0) (3.88) (4.33) (-2.47) (-0.52)

1.1738REGt_1(0.5306,0.5512,-0.0481,-0.0097)-

0.6093REGt_2(0.5306,0.5512,-0.0481,-0.0097)+

43.68A83:2 - 23.05A2
(5.1) (-2.02)

(4.5f.l)

Where REGt(a1,a2,b1,b2)= (a1PGt-7+ a2PGt-8)(1+ b1 AUGt+ b2DECt),

and REGt_1(al,a2,bl,b2)= (al PGt-8+ a2PGt-9)(1+ b1 AUGt_1+ b2DEG_1)'

and REGt_2(al,a2,b1,b2)= (a1PGt-9+ a2PGt-10)(1+ b1AUGt_2+ b2DES_2),

Obs. = 23 RSS = 872.1
...2
R = 0.72 H = -0.098

The exclusion of the subsidy dummies has caused a significant increase in the

sizeof the RSS and slightly reduced the size of the coefficients on the pregnant

gilt variables. The roots of the AR polynomial now produce a shoner cycle length

of approximately 2 years and 11 months. The difference in length of the cycles

produced by the regressions including and excluding the subsidy dummies

illustrates the volatility of the parameter estimates over the short sample period

on which the model is estimated. The removal of the subsidy dummies has still

produced similar parameterson the two lagged pregnant gilt variables which one

would expect with an averagelife of 30 months in the breeding herd indicated by

the results from model 4.5d.

Comparing the mean squareerrors - MSE - of models 4.5d and 4.5f, that is, 40.16

and 37.91 respectively, it would appear that the latter model provides the better

fit to the cull data over the estimation period. However, as was seen in model

4.5b, due to effects such as the 1977 subsidy and world market effects at the start

of the estimation sample period, the data are noticeably more volatile in the first
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half of the sample period. Becausemodel 4.5f includes much longer lags on the

right hand side, it was estimated over the shorter more stable period than model

4.5d, which contains only a one period lag. Consequently, it was deemed

necessary to re-calculate the residual sums of squares for model 4.5d using the

sameestimation period as that for model4.5f, in order to make a fair comparison.

Doing the latter produces a RSS of 652.1 for the latest 23 observations, which

compares with a figure of 872.1 for model 4.Sf and converts to a MSE of 28.4.

Over a comparable estimation period, therefore, the estimated regressionssuggest

that the best trimestic culling model is that containing the total breeding herd

lagged one period as the independentvariable.

4.5g Pregnant Gilts and the Total Breeding Herd

This equation attempts to model the pregnant gilt herd - the inflow proxy - as a

function of the total breeding herd lagged 12months - three censusperiods and is

the inflow side of the recursive breeding herd forecasting model discussed in

section 4.3 and expressedin equation 4.3.12. The reasoning for this lag is that we

expect gilts entering the breeding herd to have come from pregnant pigs which

were in pig three periods earlier. Initial estimation including seasonal and

Aujezky dummies produced a residual plot with large residuals for the first two

observations and indicated a subsidy effect in 1977. The outlier and subsidy

effects were modelled by use of the appropriate dummy variables. OLS

estimation including the usual set of dummies implied no seasonaleffect and so

the seasonal dummies were removed from the estimation procedure. The

resulting re-estimation was satisfactory as far as the t-statistics were concerned

but the DW of 1.07 was low enough to render it advisable to run the residuals

through the Box-Jenkins identification process. The resultant correlograms

clearly indicated first order serial correlation, thereby making estimation by

Beech-Mackinnon appropriate.

Once again, the seasonaldummy parameterswere not significant at the 5% level

and were, therefore, dropped. The resulting re-estimation produced significant

negative parameterson the Aujezky dummies and on the second and third of the

subsidy dummies. The RSS value was 1028.4, the R2 value 0.99 and there was

no apparent problem with the plot of the residuals. This model was acceptedas

the best and the results of estimation are reproduced in Appendix 4c; the results

of re-estimation without the subsidy dummies arepresentedin equation 4.5g.1.
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PG = 0.1222HB 3 - 11.77A83:2 - 18.36A83:3 - 13.66A84:1 + 28.99D76:1+ 23.82D76:2+ Ut
t t-

(36.9) (-1.41) (-2.02) (-1.63) (3.1) (2.84)

Ut = 0.4625Ut_1
(2.65)

(4.5g.1)

Obs. = 30 RSS = 1634.5 R_2 = 0.982

The removal of the subsidy dummies has had little effect on the estimates of the

included parametersthough the value of the RSS had increasedsignificantly.

4.5h Pregnant Gilts and the PregnantPig Herd

This model is similar to the previous model except that it considerspregnant gilts

as a proportion of the pregnant pig herd, rather than the total breeding herd,

lagged three periods. The process of estimation and the results of diagnostic

checking are virtually identical to those of the previous model and, therefore,

only the results of the estimation of the final regression, which has an identical

structure to that of the previous model, are discussed. The results of the

regression including the subsidy dummies arepresentedin Appendix 4c. There is

no obvious problem with the residuals plots of either estimation.

PG = 0.1728pp 3- 12.47A83:2- 20.45A83:3- 14.78A84:1 + 37.53D76:1+ 27.04D76:2+ Ut
t t-

(20.4) (-1.40) (-2.18) (-1.66) (4.0) (3.1)

Ut =0.3251Ut-1
(1.71)

(4.5h.l)

Obs. = 30 RSS = 1828.3 R_2 = 0.987

As was the case with model 4.5g the removal of the subsidy dummies affects

only the RSS statistic although the increaseis highly significant. Once again, it is

the model which includes the total breeding herd as the independent parameter

which is the better model if comparing the RSS statistics, and it is for this reason

that model 4.5g is preferred to modeI4.5h.

4.Si Pregnant Gilts and the UnservedGilt Herd

ModeI4.5i. relates pregnantgilts to the number of unserved gilts in the previous

time period. Initial OLS estimation excluding all dummies indicated the presence

of a positive time trend in the relationship and the first three residuals were

positive and somewhat larger than the other residuals. The positive time trend
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could be explainedby the fact that managementtechniqueshad improved over

the given time period, thereby increasing the proponion of unserved gilts

conceiving.Toallow for thesefactorsandto model the possibility of seasonality

and an Aujezky effect LSQ was employed for estimation. The results of

estimationindicatedno Aujezky effect andso the threeAujezky dummieswere

removed from the estimation procedure. Re-estimation minus the Aujezky

dummiesproduceda satisfactorymodel.The results as given in Appendix 4c

imply that a figure the equivalentof 112.6%of pigs recordedas unservedgilts

are recordedas pregnantgilts at the next census.The reason for this is that

unservedgilts areonly recordedassuchbetweenthe weightsof 50kg and80kg.

The unservedgilts will be a weightwithin this rangefor a period substantially

less than four months and hencethe figure greater than 100%.The estimated

percentagewould of coursebe slightly higherwere the gestationperiod not one

weekshortof theintervalbetweencensuses.Thepositivetime trendis significant

and the subsidy dummies illustrate that the number of pregnant gilts fell

significantly in the Augustof 1977,presumablybecauseof unservedgilts being

divened into the feeding herd at the time of the subsidy.In the Decemberof

1977,however, the pregnantgilt herdwas significantly increased,presumably

becauseproducerswereattemptingto replenishthebreedingherdstock.All three

of the dummies representing the observations for 1975:2 to 1976:1 have

significantly positive parameters.There is nothing obviously wrong with the

residualplots andtheDW of 2.60is notsignificantateitherthe5% or 1% levels.

The adjustedR-squaredvalueis 0.75andtheRSSvalue529.4.Re-estimatingthe

regressionminusthesubsidydummiesproducestheresultspresentedin equation
4.5i.l

PGt= 1.1280UGt_l - 0.0342AugUGt_l - 0.0589DecUGt_l)(1+0.0045T) +
(34.4) (-1.25) (-2.13) (3.23)

30.60D75:2+ 19.53D75:3+ 16.40D76:1
(4.9) (3.05) (2.51)

Obs.= 32 RSS= 835.4 R_2 = 0.65 DW = 2.67

(4.5i.1)

The removal of the subsidydummieshasan influenceon the seasonaldummy

parameterestimatesandsignificantlyworsensthevaluesof theRSSandadjusted

R-squaredstatistics.

4.5j UnservedGilts and the Total BreedingHerd

This modelrelatesthenumberof unservedgilts to the breedingherd laggedtwo

periods.The OLS model with no interceptdummiesproduced a residual plot

which indicatedthe possibility of a negativetime trend,a possibility becauseof
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the increasedproductivity of sowsover time havingthe consequencethat fewer

unservedgilts arerequiredto producethe samenumberof piglets over time. A

linear time trendvariablewasincludedas wereseasonaldummies,the first three

Aujezky dummiesandfour dummiesto model the effects of the 1977subsidy.

Havingestimatedthelatterregressionby LSQ,it wasapparentfrom inspectionof

the residualsand the DW statistic that there was a first order autocorrelation

problem. To model this, a first order rho-transformation of the model was

estimatedusingLSQ.Theresidualsof the latter regressionindicateda coupleof

outliers at observations76:1 and79:2.Thesewerecorrectedfor by the addition

of interventiondummiesto removetheir effectson the estimatedparametersof

other variables.Although the time trendparameterwasno longer significant, it

remainsin the model asit wasfelt biologically justifiable. Becausethe seasonal

dummy parameterswerenot significant they were droppedfrom the regression

andthe resultingmodelacceptedasthe best for this relationship. Appendix 3c

givestheresultsof estimatingthefull model.

The Aujezky dummies indicate that the eradication campaign significantly

reducedthe numberof unservedgilts at the time of the campaign.The effect of

the 1977subsidyis similar to that of the Aujezky effect in that the numberof

maidengilts is significantly reducedat the time of the subsidy,almostcertainly

due to the fact that potentialgilts weredivertedinto the feeding herd, although

numbersincreasesignificantly asaproportionof thebreedingherdin the second

quarterof 1978,presumablyaresultof producerstrying to replenishthedepleted

breedingherd.

The diagnosticsof the model give a RSSvalue of 316.91 and an adjustedR-

squaredof 0.73,and theplot of the residualsshowno signof an autocorrelation

problem confirmed by an H-statistic of -0.94. The results of estimating the

regressionminusthesubsidydummiesandtheoutlier for 1979:2is presentedin

equation4.5j.l below.

UGt = 0.3662 UGt_1 + REGt(0.1023, 0.0003) - 0.3662 REGt_1(0.1023,0.0003) -

(2.23) (17.5) (0.11)

11.61 A83:2 - 15.42 A83:3 - 2.99 A84: 1+ 18.53 076: 1
(-1.56) (-2.00) (-0.37) (2.39)

(4.5j.l)

Where REGt(a;y) = a HBt_2(1 +yT),

and REGt_1(<X,y)= a HBt_3(1 +y (T-l})

Obs.= 30 RSS= 1161.2 R_2 = 0.24 H = 1.70

The removal of the subsidyand 1979:2outlier dummieshasa significanteffect

on the resultsof the diagnosticstatistics.The RSSstatistic and the adjustedR-
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square values have both been adversely affected and the h-statistic of 1.70 is

significant at the 5% level. The estimated time trend parameter has actually

changedsign from negative to positive.

4.SkUnservedGilts and the PregnantPig Herd

This model is similar to the latter except that the independent variable is replaced

by pregnant pigs, they being the direct source of the unserved gilts two periods

later. The process of estimation followed that of the previous model, and the

structure of the final regressions are identical. The time trend is significantly

negative and the effects of the subsidy and the eradication campaign are almost

identical to what they were in the model using the total breeding herd as the

regressor. The results of estimation, both including and excluding the subsidy

dummies arepresentedin Appendix 3c and equation 4.5k.l respectively.

UOt = 0.3339UOt_1+ REOt(0.1517.-0.0023)- 0.3339REOt_1(0.1517,-0.0023)-

(1.97) (16.7) (-0.82)

12.40A83:2 - 15.19A83:3 - 3.58A84:1 + 17.23D76:1
(-1.60) (-1.88) (-0.43) (2.09)

Where REOt(a.;y)= a.PPt-2(1+ yn.

and REOt_1(a.,y)=a.PPt_3(1+y(T-l))

(4.5k.l)

Obs. = 30 RSS = 1264.7 R2 = 0.17 H = 1.84

As with the previous model, the h-staristic for the model having removed the

subsidy and the outlier dummies is significant at the 5% level, but the value of -

0.86 for h in the regression including the said dummies implies that there is no

serial correlation in the residuals. The RSS and the adjusted R-square statistics

are again much worse having removed the subsidy and outlier dummies. The time

trend variable is still negative in sign but is no longer significant at the 5% level.

Comparing the RSS and adjusted R-Square statistics of models 4.5j and 4.5k, it

would appear that model 4.5j provides a better fit to the data when the subsidy

and the outlier dummies are excluded; the situation is, however, the reverse when

the subsidy and 1979:2outlier dummies are included. If a choice between the two

were to be made, it could be argued that 4.5j is the better of the two for three

main reasons.In no particular order theseare; firstly for convenience, that is, it is

easier to forecast the total breeding herd - the independent variable in 4.5j - than

it is to forecast the pregnant pig herd, which first requires a forecast of the

breeding sow herd any way before 4.5c.4 and 4.5c.6 can be used to forecast the

two components of the pregnant pig herd. A second reason for using 4.5j is for

consistency. that is, all comparisons of the other biological relationships have

produced the result that the model including the total breeding herd as the
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independent regressor provides the better fit. A third and final reason for

choosing 4.5j in preference to 4.5k is that it is almost certainly the greater

significance of the time trend variable in model4.5k which has contributed to the

equality, if not superiority of fit of this model compared with that of 4.5j. Given

that the residuals of model 4.5cA and 4.5c.5 indicate that these time trends -

which were the consequenceof producersreducing the weaning period during the

late seventiesand early eighties - have ended, it suggeststhat using 4.5k, with its

significant time trend to forecasts the future unserved gilt herd may not be wise.

One these grounds then, 4.5k should be rejected in favour of 4.5j for modelling

the unserved gilt herd.

4.51 Fat pigs and the Total Breeding Herd

This model is concerned with the relationship between fat pigs and the total

breeding herd lagged 2 and 3 periods, the lags expected when the age of fat pig

slaughter is considered. Modelling using OLS methodology produces a residual

plot in which there is an obvious positive time trend, which one would expect if

sows and gilts become more productive over time. To model this, a non-linear

least squaresregression was estimated incorporating 2 seasonaldummies and the

simple linear time trend variable T. The residual plot illustrated the possibility of

outliers for the first two observations in the estimation period, a subsidy effect

from 1977:2 -1978:1 inclusive, and the needfor the Aujezky dummies A83:3 and

A84: 1. Dummies to represent these effects were subsequently added to the

regression and their parametersestimated.

The parameters on the two lagged breeding herd variables were both significant

at the 5% level and had a weight on the shorter of the two lags which was twice

the magnitude of that on the variable lagged three periods. The coefficients on the

seasonal dummies are highly significant indicating that slaughterings as a

percentageof the breeding herd decreasesin August and increases in December.

As expected, the coefficient on the time trend variable is highly significant.

Although A83:3 and A84: 1 are not significant at the 5% level, the residuals of the

previous regression illustrated the obvious effect of the eradication campaign on

slaughtering numbers at the turn of 1983, and so the dummies were kept in the

regression. The coefficients on the dummies for the first two observations are

both large and negative. The coefficients on the subsidy dummies indicate that

slaughterings significantly decrease in the period from April to July inclusive,

after which they show signsof recovery in the following two periods. A possible

explanation for the decreasein the number of slaughterings in the secondperiod

of 1977 is that slaughterings had been relatively high at the end of 1976 and the
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startof 1977,dueprimarily to apessimismon the part of producersfor expected

profits in 1977and the introductionof the subsidyat the endof Ianuary 1977.

The former factor had encouragedproducersto start reducing the size of their

breedingherds,hencetheshortageof fat pigs towardsthemiddle of 1977,while

the subsidymayhaveencouragedproducersto slaughterslightly earlierthanthey

had planned anticipating that the subsidy would not last. Alternatively, and

possibly a more plausibleexplanationin the light of other models, is that the

subsidy may have encouragedproducers to start increasing the size of the

depletedbreedingherdin the secondperiodof 1977,hencethe increasein the

numberof unservedgilts towardstheendof 1977.The latter increasein unserved

gilts would havereducedthe numberof fat pigs available for slaughterin the

secondperiodof 1977.

As thereareno residualor OW problemswith the regression,confirmedby the

useof Box-Ienkins identification, the latter regressionwas acceptedasthe best

for this relationship- theresultsof which arepresentedin Appendix 3c - andso

there-estimatedequationminus the subsidydummiesis presentedin equation

4.51.1below.

FPt-1,t= (3.4702HBt-2 + 1.5354HBt_3) (1 - 0.0371AUG + 0.0235DEC) (1 + 0.0062n -
(5.72) (2.52) (-4.96) (3.02) (13.7)

194.04076:1 - 213.66076:2 + 66.89A83:2 - 120.26A83:3 - 174.13A84:1
(-2.42) (-2.60) (0.84) (-1.52) (-1.95)

(4.51.1)

Obs.= 30 RSS= 104779 R2 = 0.94 OW = 1.61

Theoverall effect of havingremovedthe threesubsidydummiesis to adversely

effect theRSSandthe R2
statistic.

4.5m Fat pigs and the PregnantPig Herd

This model is identical to the previous one except that the breeding herd is

replacedby pregnantpigsastheindependentregressor.Theestimationprocedure

followed thatof thepreviousmodelandthecoefficientsof theincludedvariables

wereof similarmagnitudeandsignificance,althoughit is noticeablethatthetime

trendis smallerdueto thefact thatbarrensowshaveaccountedfor andecreasing

percentageof thebreedingsowherdover thegivenperiodasillustratedin model

4.5c.This effect is notpresenton theright handsideof thecurrentmodel,hence

the smallerparameteron thetimetrendvariable.The only potentialproblemwith

the diagnosticsis theOW statistic of 1.07.This value lies within the range of

uncertaintyat the 1% level when comparedwith the Farebrothertables, but
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although a model incorporating a rho-transformation was estimated, the first

order autoregressiveparameterproved to be insignificant at the 5% level. Putting

the residuals of the initial regression through the Box-Jenkins procedure

illustrated the fact that there was no other possible order for any potential serial

correlation and so the structure of the models remains identical to that of model

4.51.The results of estimation with and without the subsidy dummies are given in

Appendix 4c and equation 4.5m.l respectively.

FPt-l.t = (4.5972PPt-2+ 2.8332PPt-3)(1 - 0.0463AUG + 0.0222DEC) (1 + 0.00311')-

(5.42) (3.28) (-5.29) (2.05) (6.36)

165.68076:1 - 260.48076:2 + 64.53A83:2- 139.22A83:3 - 201.04A84:1
(-1.73) (-2.71) (0.70) (-1.50) (-1.92)

(4.5m.l)

Obs. = 30 RSS = 143,190 R2 = 0.92 OW = 1.24

The diagnostic results of the latter two models in terms of RSS and adjusted R-

squared value indicate that the first of the two models, which has the total

breeding herd as the independent regressor, is the better of the two. This is true

for the models both including and excluding the subsidy dummies and so model

4.51 would be used in preference to 4.5m as the best trimestic model for fat pig

slaughter.

4.6 Monthly Models For Cullings and Slaughterlngs

Sow and Boar Culling models similar to 4.5d and 4.5e, and fat pig slaughter

models similar to 4.51and 4.5m are developed here with the dependent variables

measuredinmonthly rather than trimestic terms. As with the trimestic biological

models, the regressions are estimated on the sample period 1975-85 inclusive.

Both the said monthly seriesare adjustedso that each of the months representsa .

four week period in order to allow for the fact that the data for some of the

months are aggregated using five rather than four week accounting periods. The

monthly culling and fat pig slaughter data are listed in Appendix 3b. Seasonality

is accounted for by 11 seasonaldummies which measuredeviations from the base

month of January. Once again, the simple linear time trend is used to model

trending relationships, and the appropriate Aujezky, subsidy and outlier dummies

are included where necessaryto remove any effects they might otherwise have on

the estimated seasonal and time trend coefficients. As was the case with the

trimestic models, the results of estimation having included the subsidy and outlier

dummies are presented in an appendix - Appendix 4d - rather than in the main

text. Serial correlation is remedied using the appropriate order autocorrelation
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correction.

4.6a CuIling and the Total Breeding Herd

The first model relates the culling of sows and boars to the total breeding herd.

The monthly culling seriesis regressedasa proportion of the breeding herd at the

previous censusprovided that the censusdoes not take place in the samemonth

as the culling. Allowing for an average weaning period of three to four weeks, it

is not expected that many of the sows classedaspregnant in the census- taken at

the beginning of the month - will be culled in that same census month.

Consequently, the cullings in April, August and December are regressedon the

breeding herd asmeasuredat the previous December, April and August censuses

respectively. In order to model the above specification using TSP the censusdata

arearranged so that the first four observations for each year are the observation

from the April census; the second four, the August census observation and the

last four, the December observation. Consequently, the specifications of the two

monthly culling models presented in this chapter are such that cullings in any

single month are regressed on the breeding herd with an apparent lag of four

months.

Initial OLS estimation including the 11 seasonaldummies resulted in a regression

in which it was clear that there was serial correlation. The residuals were put

through the Box-Jenkins identification procedure, the resulting correlograms

clearly illustrating IITst order serial correlation. As there was no evidence of a

time trend in the residuals, the Beech-Mackinnon maximum likelihood procedure

could be employed to estimate the model. It was also evident from the residuals

of the initial regression that there was a potential outlier observation in December

of 1975 and that culling visibly increasedin the March to Juneof 1983 - a period

corresponding to the Aujezky disease eradication campaign of that year. To

model these effects five individual intervention dummies were included in the

regression even though no reason could be found for the discrepancy in

December 1975. Finally, any effect of the 1977 subsidy dummy is removed by

the inclusion of five individual dummies for the months of February to June of

the said year - the months when the subsidy was operative. The results of

estimation including all the said dummies is presentedin Appendix 4d along with

the results of estimating similar regressions for the other monthly models

discussedin this chapter.

The RSS has a value of 225.1 and the regressionhasan adjusted R-squared value

of 0.91. The parameter on lagged breeding herd variable implies that an average

of 3% of the breeding herd at any single censusis culled in each of the following

four months. The seasonal dummies indicate significant decreases in cullings
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with respect to the January figure in the months of April, July, August and

December and significant increases in February and November. The most

significant parameters are those on the November and December dummies,

illustrating the increase in cullings in November in order to meet the additional

Christmas demand. This is followed in December by a large fall in cullings,

presumably the result of the November increase depleting the number of sows

and boars available for culling in December. The outlier dummy has a highly

significant positive parameter and the four Aujezky dummies are all highly

significant. None of the 5 estimated subsidy dummy parametersis anywhere near

the accepted significance levels and there is no sign of any serial correlation

problem in the plot of the residuals, confirmed by the Box-Jenkins identification

correlograms of the residuals.

Dropping the subsidy and the outlier dummy produces the regressionpresentedin

equation 4.6.1 below. The estimated coefficients and t-starisrlcs appear in table

4.6a.1.

M 1 = a HB -4 + b2 febHB -4 + b3 marHB A + b4 aprHBt-4 + b5 mayHBt-4 + b6 jW1HBt-4 +t- ,t t t t-.

b7 julHBt-4 + b8 augHBt-4 + b9 sepHBt-4 + b10 octHBt-4 + bl1 novHBt4 + b12 decHBt-4 +

01 A83:3 + 02 A83:4 + 03 A83:5 + D4 A83:6 + Ut

(4.6a.l)

Obs. = 128 RSS = 313.54 R2 = 0.93

Table 4.6a.1.
The Results of Estimating the Monthly Culling of Sows and Boars as a

Proportion of the Total Breeding Herd.

VARIABLE COEFFICIENT ESTIMATE t-RATIO

Ut-l RI 0.7819 13.6
HBt-4 a 0.0306 31.4

febHB b2 0.0016 2.62
marHB b3 0.0011 1.25
aprHB b4 -0.0023 -2.39
mayHB b5 -O.OOOS -O.SI
junHB b6 -0.0005 -0.43
julHB b7 -0.0019 -1.83
augHB b8 -0.0021 -1.99
sepHB b9 0.0010 1.00
octHB b10 0.0009 0.99
novHB bll 0.0026 3.17
decHB b12 -0.0023 -3.71
A83:3 01 3.36 1.96
A83:4 02 8.10 3.92

. A83:5 03 7.08 3.44
AS3:6 D4 5.85 3.42
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Compared with the model which includes the subsidy and the outlier dummies,
...2

the regression presentedin equation4.6a.l hasa higher R value, presumably the

result of having dropped the insignificant subsidy dummies, but ,a higher RSS

value from having dropped the significant outlier dummy for 1975:12.

4.6b Culling and the PregnantSowHerd

The second monthly biological model is the same as model 4.6a except that the

total breeding herd is replaced by the pregnant sow herd as was done for the

trimestic culling model presentedin section 4.5e. Initial OLS estimation of the

model including the seasonaldummies produced residuals and test statistics very

similar to those for the monthly culling model with the total breeding herd as the

independent regressor. Consequently, a model with a specification equivalent to

that of model 4.6a was estimated by Beech-Mackinnon. The resultant model

appearedtotally satisfactory in terms of the diagnostics and is therefore accepted

as the best model for the relationship between culling and lagged pregnant sow

herd.

The structure of the regression and the results of estimation are presented in

equation 4.6.2 and table 4.6b.l respectively. The equivalent model including the

subsidy and outlier dummies appearsin Appendix 4d.

M 1 = al PS -4 + b2 febPS 4+ b3 marPS -4+ b4 aprPSt-4 + b5 mayPSt-4 + b6 junPSt-4 +
t- ,t t t- t

b7 julPSt-4 + bS augPSt-4 + b9 sepPSt_4+ blO octPSt_4+ bl l novPSt-4 + bl2 decPSt-4 +

DI AS3:3 + D2 AS3:4 + D3 A83:5 + D4 AS3:6 + Ut

(4.6b.l)

Obs.=128 RSS=318.18 R2 =0.92



Page4-33

Table4.6b.1.
The Resultsof EstimatingtheMonthly Culling of SowsandBoarsasa

Proportionof Pre&nantSows.

VARIABL~ COEFFICIENT ESTIMATE t-RATIO

Ut-l RI 0.7979 14.3

PSt-4 a 0.0514 29.7

febPS b2 0.0028 2.65

marPS b3 0.0019 1.32

aprPS b4 -0.0038 -2.28

mayPS b5 0.0004 0.24

junPS b6 0.0009 0.47

julPS b7 -0.0017 -0.93

augPS b8 -0.0019 -1.05

sepPS b9 0.0028 1.66

octPS bl0 0.0027 1.73

novPS bll 0.0056 4.01

deePS b12 -0.0031 -2.88

A83:3 Dl 3.25 1.88

A83:4 D2 8.01 3.85

A83:5 03 6.66 3.20

A83:6 D4 5.66 3.27

The coefficients on the pregnantsow variables indicate that the equivalent of

approximately5% of the herd areculled in eachmonth following the censuses,

andagainNovemberhasthe highestculling ratio. The resultsof comparingthe

diagnostics of the models including and excluding the subsidy and outlier

dummiesaresimilar to thoseof model4.6b.

Comparingthe R_2 and the RSSvaluesof the two monthly models for culling

presentedin sections4.6a and4.6b, indicatesthat little or nothing is gainedby

changing the independentregressorfrom lagged total breedingherd to lagged

pregnantsowherd.As aconsequencemodeI4.6a.1is acceptedas the betterof the

two monthly sowandboarculling models.

4.6c Fat pigsandtheTotal BreedingHerd

ModeI4.6c is concernedwith therelationshipbetweenthe monthly slaughterings

of fat pigs asaproportionof thetotalbreedingherdlaggedtwo and/orthreecensus

periods.The informationon thenumberof daysfrom birth to slaughter- given in

figure 4.la - for the various types of fat pigs indicates that the range is

approximately144daysfor porkersto over 200daysfor heavyhogs.In termsof

months, these figures approximatefour and a half to six and a half months.

Working on this basis,slaughteringsin any given month canbe expectedto have

comefrom sowsandgilts recordedasbeing in pig 6 to 8 monthsearlier. For the

majority of fat pigs, therefore,this implies a lag of two censusperiods,however,
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for slaughterings in January, May and September some fat pigs, born shortly

before the census 2 periods earlier will require a lag of three census periods.

Consequently, the initial specification for the model is that presented in equation

4.6c.l which doesnot allow for seasonalityor any other potential factor.

FP 1 = al HB 8 - a2 DurnX • HBt-8 + a2 DumX • HBt-l2 + ett- ,1 t-
where DwnX = 1 for January, May and September, that is:-

(4.6c.l)

FPt-l,t (al - a2) HBt-8 + a2 HBt-l2 + et

and DwnX = 0 otherwise, that is:-

(4.6c.2)

FP 1 = al HB 8 + ~1- ,1 t-
(4.6c.3)

Equation 4.6c.3 has been specified so that parametersal and a2 are constrained in

such a way that the sum of parameterson the total breeding herd lagged both 8 and

12 months for January,May and Septemberfat pigs is constrained to a value equal

to that taken by the parameteron HB lagged 8 months in the other 9 months of the

year. Estimation of 4.6c.3 having included 11 seasonaldummies produced residual

plots in which there was an obvious positive time trend, illustrating the increased

productivity of sows over the sample period. The simple linear time trend was

included in the regression to model the trend. The plot of residuals from having

estimated the latter regression and a low DW statistic indicated the possibility of

first order autocorrelation. This was supportedhaving put the residuals through the

Box-Jenkins identification procedure and observing the resulting correlograms. To

model the first order autocorrelation, a rho-transformation of the equation was

estimated. An obvious problem indicated by the plot of residuals of the rho-

transformed model was the possibility of an Aujezky eradication campaign

influence effective from April of 1983 through to the April of the following year.

The effect was to substantially increase slaughterings in April 1983 and thereafter

to increasingly reduce slaughterings over the following 12 months. Because the

inclusion and estimation of 13 separatedummies seemedsomewhat cumbersome

and extravagant in terms of usageof degreesof freedom, the decision was taken to

model the Aujezky effect by a single dummy covering the whole of the relevant

period. The estimated Aujezky dummy parameter therefore, measures an average

effect of the eradication campaign over the given period: though not ideal, it does

diminish the effect of the campaign on the magnitude and direction of the seasonal

dummy parameter estimates.

The sole remaining alteration required was to add the five individual dummies fur ..
. 1 '.

the subsidy months of February to June of 1977.The structure of the regression I

and the results of estimation are presented in appendix 4b. The subsidy effect is .•
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similar to the Aujezky effect in that the immediate effect is for slaughterings to be

larger than expected after which they fall. Having said this, the results of

estimation - presented in Appendix 4d - show only the June 1977 dummy to be

significant at the 5% level.

Removing the subsidy dummies produces an equation with a structure represented

by equation 4.6c.4 and estimatedcoefficients given in table 4.6c.1.

FPt-I,t = RI FPt-2,t-I + REGt - RI REGt_l + DI DUMA + ct (4.6c.4)

Where REGt = (a1 HB
t
_
8

- a2 DumXHBt_8 + a2 DumXHBt_1V (1 + eT) (1 + b2 Feb +

b3 Mar+ b4 Apr+ b5 May + b6 Jun + b7 JuI + b8 Aug + b9 Sep + bl0 Oct + bll Nov + b12 Dec)

and REGt_I = (al HB
t
_
9

- a2 DumXHBt_9 + a2 DurnXHBt-13) (1 + c (1'-1)) (1 + b2 Feb(-l) +

b3 Mar(-I) + b4 Apr(-I) + b5 May(-I) + b6 Junt-I) + b7 Jult-I) + b8 Aug(-I) + b9 Sep(-l) +
biO Oct(-I) + bll Nov(-I) + bI2 Dec(-I»

Obs. = 119 RSS = 62325.5
..2
R = 0.88 H = -1.78

Table 4.6c.1.
The Results of Estimating the Monthly Slaughteringsof Fat pigs as a Proportion

of the Total Breeding Herd.

VARIABLE COEFFICIENT ESTIMATE t-RATIO

FPt-l RI 0.5095 6.00
HBt_8 al 1.0517 58.1

HBt_12 a2 0.6620 4.36

T(ime) c 0.0018 10.1

Feb b2 0.0345 4.02

Mar b3 0.0331 3.13

Apr b4 -0.0036 -0.32

May b5 -0.0010 -0.09

Jun b6 -0.0055 -0.47
Jul b7 -0.0270 -2.32
Aug b8 -0.0169 -1.45
Sep b9 0.0537 4.48
Oct bl0 0.0601 5.18
Nov bll 0.0997 9.07
Dec bl2 0.0298 3.41
ADUM DI -16.28 -2.05

The parameters on the lagged dependent variable, the lagged breeding herd

variables and the time trend variable are all highly significant. The estimated

parameters on the lagged breeding herd variables indicate an average slaughter

figure at the start of the estimation period equivalent to 105% of the breeding herd

2 censuses earlier. Because of the presence of the time trend, the latter figure

obviously increases over time. The parameter estimates also indicate a higher

weighting on the longer of the two lags for January, May and September. The

seasonal dummy parameters clearly indicate increased slaughter - above the
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January figure - from Septemberthrough to March inclusive and reduced slaughter

for the months of April to August. Differences in the parametersto thoseestimated

having included the 1977 subsidy dummies are that the February dummy

parameter hasbecome slightly larger and the Juneparameter has becomenegative.

The Aujezky dummy parameter indicates an average drop in slaughterings of

15,740in eachof the months from April 1983to April 1984.

The RSSof 62,325 compares with that of 55,681 for the regression including the

subsidy dummies, while the respective adjusted R-squared values are 0.88 and

0.89. The Durbin H-statistic from the regressionsboth including and excluding the

subsidy dummies take values of -1.42 and -1.78 respectively and provide little or

no evidence of residual autocorrelation.

4.6d Fat pigs and the PregnantPig Herd
The last of the monthly models is a fat pig slaughter model, built using identical

methodology to the previous regression discussed under model 4.6c, except that

the regressor is now the pregnant pig herd rather than the total breeding herd as

was done for the equivalent trimestic model in section 4.5m. The results of

estimation of equation 4.6d.1 arepresentedin table 4.6d.l below, and thosefor the

model including the subsidy dummies of 1977arepresentedin Appendix 4d.

FPt_I,t=R1 FPt-2,t-I +REGt -RI REG1_1+Dl DUMA+~ (4.6d.l)

Where REGt = (al PP
t
-8 - a2 DumXPPl_8 + a2 DumXPPt_12) (1 + c T) (1 + b2 Feb +

b3 Mar + b4 Apr + b5 May + b6 Jun + b7 Jul + b8 Aug + b9 Sep + bIO Oct + bll Nov + bl2 Dec)

and REGt_1 = (a1 PP
t
-
9

- a2 DumXPPl_9 + a2 DumXPPl_13) (1 + c (Tvl) (1 + b2 Feb(-I) +

b3 MarC-I) + b4 Apr(-l) + b5 MayC-I) + b6 Junt-I) + b7 JuJC-l)+ b8 Augf-l) + b9 Sep(-l) +

bIO Oct(-I) + bII Nov( -1) + bI2 Dec(-l»

Obs. = 119 RSS = 68401.4
.. 2
R =0.87 H=-1.16
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Table 4.6d.1.
The Results of Estimating the Monthly Slaughterings of Fat pigs as a Proportion

of the PregnantPig Herd.

VARIABLE COEFFICIENT ESTIMATE I-RATIO

FPt-1 RI 0.5598 6.80

PPt-8 a1 1.6058 52.8

PPt-12 a2 0.9596 4.96

T(ime) c 0.0010 5.31

Feb b2 0.0249 2.76

Mar b3 0.0247 2.21

Apr b4 -0.0110 -0.92

May b5 -0.0119 -0.97

Jun b6 -0.0217 -l.74

Jul b7 -0.0422 -3.39

Aug b8 -0.0315 -2.54

Sep b9 0.0464 3.40

Oct bID 0.0645 5.17

Nov b11 0.1051 8.94

Dec b12 0.0355 3.83

ADUM D1 -15.71 -1.88

The results of estimation of equation 4.6d.l and the same model including the

subsidy dummies are very similar to those for the equivalent regressionspresented

under modeI4.6c. The estimatedvalue for al indicates that the equivalent of about

161% of the pregnantpig herd two censusesprevious were slaughtered at the start

of the estimation period, and again the weighting on the longer lag is larger than

that on the shorter lag in the expressions for slaughterings in January, May and

September. The estimated time trend trend coefficient and its t-statistic are

approximately half the value they take in model 4.6c. The latter is the result of the

absenceof the negatively trending barren sow series from the lagged independent

variable. The H-statistic of the models including and excluding the subsidy

dummies are not significant at the 5% level measured at -1.30 and -1.16

respectively.

The RSS and the adjusted R-square statistics for the regressions presented in

modeI4.6d are not asgood asthe equivalent statistics for the regressions in model

4.6c and for this reasonthe monthly fat pig model using the total breeding herd as

the independent regressor is chosen as the better model for the adjusted monthly

fat pig slaughterings.

4.7 ForecastingWith the Biological Modets

As was stated in the introduction to this chapter, the main reasonfor estimating the

biological models was to build forecasting models for the breeding herd and the

monthly culling and fat pig slaughter series, which could then be compared with
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the forecasting performance of the equivalent time series and economic models. In

this section it is proposed to outline the method by which forecasts for the

trimestic breeding herd and the monthly cull and fat pig slaughter series can be

made using the trimestic and the monthly culling models built in this'chapter.

The expression from which the trimestic forecasts of the total breeding herd will

be produced is derived from that presentedin equation 4.7.1, which is the equality

4.3.7 presented earlier in section 4.3 during the discussion of the steady state

equilibrium model.

HBt == HBt-1 + It-1.1 - Mt-1.1 - Lt-l,t (4.7.1)

Because losses of sows and boars are not observed, 4.7.1 reduces to 4.7.2 in

which it-I, t is the derived estimatedinflow variable which measuresactual inflow

It-1,t minus sow and boar losses,Lt-l ,to

(4.7.2)

Because estimated inflow is a derived variable, it has been suggested that it be

replaced by the more readily available proxy variable, pregnant gilts at time 1, PGt.

Using the results of the regressionestimatedin model 4.5b, the total breeding herd

generating function is given by equation 4.7.3 below.

HBt == HBt-1 + 1.0863PGt - Mt-l.t (4.7.2)

In order to produce forecasts for the breeding herd, therefore, it is necessary to

forecast pregnant gilts and culling.

The pregnant gilt forecasts are derived using model 4.5g which relates pregnant

gilts to the total breeding herd lagged three periods. An alternative route would

have been to use a two step procedure employing models 4.5i, which relates

pregnant gilts to the unservedgilt herd at the previous census,and 4.5j, relating the

number of unservedgilts to the total breeding herd lagged two censuses.Because

the latter route is more cumbersome,and because4.5i and 4.5j contain time trends

which may not continue in the future, this route is not considered as a viable

alternative to using 4.5g. On the culling side of the equation model 4.5d, which

models culling as a function of the total breeding herd lagged one period is the

chosen forecasting model. For all biological forecasting models, whether trimestic

or monthly, the models including the subsidy and other outlier dummies as

presentedin appendices4c and 4d are used,in the expectation that better estimates

of the seasonaland other affected parametersare obtained.
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Having made the choice of best forecasting models for the inflow and outflow

variables, the two models can be combined, using the recursive model given in

4.7.3, to produce one-stepconditional forecasts and n-step unconditional forecasts

of culling, pregnant gilts and the key variable, the breeding herd.

For the two monthly series analysed, the models developed in sections 4.6a and

4.6c, relating culling and fat pig slaughter to the breeding herd lagged an

appropriate number of months respectively, will be used to make monthly

forecasts of the two slaughter series. The unconditional forecasts beyond four

months ahead will require forecasts of the breeding herd to be made and so the

trimestic model described above will be employed for this purpose, giving further

importance to the trimestic breeding herd model. A 24-month aheadforecast of the

monthly culling figure, for example, would require a 6-trimester step forecast of

the breeding herd to be made.

4.8 Conclusion

In this chapter, trimestic and monthly models have been built illustrating the

biological relationships which exist within and between the breeding and feeding

herds. A theoretical framework was usedto explain how some of the models built

could be usedto derive a recursive forecasting model of the breeding herd; the key

variable under examination. Because the models were built primarily for the

purpose of forecasting, the methodology used was somewhat more sophisticated

than a purely biological approach, Beech-Mackinnon maximum likelihood and

non-linear least squares being employed to model phenomena such as

autocorrelation and time trends. Potential outliers primerily the result of the

commodity price rises of 1973, the 1977 pigmeat subsidy and the Aujezky

eradication campaign of 1983, were all modelled by using the relevant intercept

dummies to remove their effects on seasonaland time trend parameters.Technical

featuresof the sector and seasonalinfluences suchas increaseddemand for meat at

Christmas meant that variables representing these two features are frequently

included through having significant estimatedparameters.

It is an interesting feature of the estimated models, that where two models are

directly comparable, the model including the total breeding herd as a regressor,

rather than one or more componentsof it, is always the better model of the two. It

is also an interesting feature of the trimestic models that the only variables which

had an autocorrelation problem after least squaresestimation were all variables

which could be regarded as decision variables for the producer, that is, sow and

boar cullings, pregnant gilts and the unserved gilt herd. The presence of

autocorrelation in these variables may imply that producers are unable to
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implement decisions to increase or decrease these variables in the space of one

trimestic period, possibly due to the effect of adjustment cost in the system. It is

possible that sucheffects may be picked up when the economic model is estimated

in the following chapter.

Having estimated and presented all the models section 4.7 indicated how the key

models could be used to produce forecasts for any specified period of time ahead

for both the trimestic and monthly variables of concern. In chapter eight, the

results of forecasting in the short and medium to long term using the biologically

basedmodels will be discussed and compared with similar forecasts using Box-

Jenkins and econometric models.
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CHAPTER FIVE

AN ECONOMETRIC MODEL FOR THE BREEDING HERD

5.1 Introduction

In Chapters three and four models for the breeding herd have beendeveloped on a

statistical and a biological basis respectively. In this chapter a model is built

introducing, as an explicit explanatory variable the hitherto absent economic

phenomenonof profit. It is hoped that the model will be of use for forecasting the

medium term, and that someof the unexplained variations in the biological model

can be accounted for by economic phenomena. Because response times of

production effects from given price changesare often dependenton the biological

lags in the system, the econometric model implicitly includes a biological

element.

The economic variable employed is an indicator of the profitability of production

defined as the ratio of the Average All Pig Price, AAPP, to an index of feed costs.

Two feed cost indices are considered: the first is simply the index of compound

feed, CF, and the .second is the arithmetic mean of the latter and the index of

barley feed, BF; theseare the two profit ratios employed by Savin and the M.L.C.

in their respective models.! The AAPP is usually quoted in pence per kg

deadweight - p/'kg dw - and is derived from representative deadweight and

liveweight quotations for fat pigs in the U.K. Because the AAPP in its present

form has only been available since June 1975, figures for the first five months of

1975were derived using the serieswhich predated the AAPP using the following

methodology. This earlier series, which indicated the returns to pig producers,

was quoted for the remainder of 1975 alongside the AAPP. Using the arithmetic

meansof the AAPP and the original seriesfor Juneto December of 1975, the data

for the original series for January to May could be converted into a comparable

AAPP. The completed series from January 1975 to 1987 was then converted into

an index of prices. At the time of writing, all indices quoted by M.A.F.F. and

M.L.C. had a base year of 1980, and as the prime purpose of modelling is to

forecast, the decision was taken to base the AAPP and all other price indices on

1980. It should be noted that the AAPP series for February to June of 1977

inclusive includes a subsidy of 5.5p per kg dw paid to farmers from 31 January to

11 June. The pig compound feed price index has been obtained from M.A.F.F.

1 See Savin (1978). The MLC kindly gave private accessto their model but
requestedthatit wasnot publishedin detail.



Page5.2

through the M.L.C. already in index form. The barley feed price usually quoted in

pounds sterling per tonne was also converted into an index with a base year of

1980. All price data are collated on a weekly basis and are aggregated and

converted into monthly averages.The censusdata, being the same as that used in
.'

the biological model of the previous chapter, are presented in appendix 4c. The

averagemonthly price indices usedin this chapter are presentedin appendix 6.

In the following section the breeding herd is viewed as a capital flow system

involving investment - inflow into the herd - and scrapping in the form of culling

- outflow from the herd - in the context of an equilibrium framework. This is done

in order to give the reader an insight into how the pig sector is expected to

respond - in an equilibrium context - to economic phenomena such asprofits and

interest rate. Discussion is centered on the number of breeding sows, as they far

outnumber the size of the breeding boar herd, and much of the discussion applies

equally well to boars as to sows anyway. Having expounded the capital theory,

the models for investment and scrapping are presented, examining a variety of

econometric approaches.

5.2 The Breeding Herd As A Capital Flow System.

In the biological model of chapter four, the breeding herd was viewed as a system

of inflows and outflows expressedby equation 5.2.1 in which t-I,t is an estimate

of the true inflow figure minus losses from the system through disease,accidents

etc. As was the casewith the biological model, the time subscripts represent the

trimesters measured between the three sample censuses of April, August and

December.

(5.2.1)

For the reasons discussed in chapter four, the derived inflow variable is to be

proxied by the pregnant gilt herd variable. In section 4.5b of chapter four, the best

estimate of t-I,t from the biological model was deemed to be 1.0863 PGt so that

the function used to generate forecasts of the breeding herd is given by 5.2.2

below.

HBt = HBt-1 + 1.0863PGt - Mt-l,t (5.2.2)

The expression given by 5.2.2 will also be used to generate the econometric

model forecastsof the breeding herd and so the task, as it was for the biological
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model, is to model the inflow of pregnant gilts and the culling of sows and boars.

The difference from the biological model is that rather than viewing the system

from a biological point of view, the inflow of gilts is now seen as an investment
:

decision, the life of the capital being representedby the lifetime of sows and boars

in the breeding herd. At some point in the future, it is deemed more profitable to

scrap - cull - the pig rather than maintain it in the breeding herd for its productive

capacity. The objective in this section is to describe the conditions for maintaining

an equilibrium level of investment and scrapping, the implications of this for

culling age and the age distribution of the herd and also to examine the

comparative statics of the steady stateequilibrium, Finally, reference is made to

the role of adjustment costsof investing and scrapping.

We start with the equilibrium conditions to obtain the optimal level of investment

and scrapping and, therefore, the optimal culling age. A gilt is added to the

breeding herd as an alternative to placing it into the feeding herd for fattening.

The young pig will go into the breeding herd rather than the feeding herd as long

as the expected present value of future net revenues from the sale of the capital

item's production and its scrapping value is greater than the expected revenue

from having sold the pig as a consumergood itself. In other words, if the expected

future net revenues from selling the progeny of the young gilt over its expected

optimal lifetime, plus its own expected cull value are greater than the current fat

pig slaughter value net of fattening costs, investment in the young pig will take

place. On the scrapping sideof the equation, a sow will not be culled if delaying

the culling age by one parity - one farrowing period - gives rise to expected

discounted future net revenueswhich exceedthe current value of culled sows and

boars.

Under conditions of a steady stateequilibrium, which are expressed by equation

5.2.3 below, net revenues are such that investment in the breeding herd, that is

inflow, is matched by culling from it, so that the breeding herd has no long term

tendency to increaseor decreaseover time.

I = M = eHB = IlL HB (5.2.3)2

The consequencesof this are that there will be an optimal age for the retention of

pigs in the breeding herd, hence, an optimal culling age and a uniform age

distribution throughout the breeding herd. The parameter' e', the proportion of

the breeding herd accountedfor by culling, is the reciprocal of the optimal culling

age,L.

2 The steady stateassumptionnegatesthe need for time subscripts.
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Given a situationof steadystateequilibrium so that the breeding herd is at its

optimal sizewith anoptimal lifetime for thecapital,thecomparativestaticeffects

of changesin a given number of exogenous shocks to the system can be

examined.Firstly, considerapermanentrise in themarginof fat pig'receiptsover

costsof maintainingthe capitalgood, cetertisparibus, primarily in the form of

feedcosts.JThis providesan inducementfor producersto increasethe optimal

sizeof thebreedingherd.Theyrespondin theshortrun by increasinginflow into,

anddecreasingoutflow out of the breedingherd. Over the longer term inflow

increasesat a diminishingratebut theculling ratewill alsogradually increaseas

the size of the breedingherd increases.Eventually, a new equilibrium will be

reachedwith a largerherdsizeanda higherlevel of matchedinflow andoutflow

than under the old equilibrium. If we also abstract from any induced rise in

culling price, then therewould be a permanentrise in the optimal life of the

breedingsow.

Now considera permanentrise in the scrappingvalueon the other hand,that is,

anincreasein thecull priceof breedingsowsand boarsceteris paribus. This will

alsohavethe effect of increasingthe long run optimal sizeof the breedingherd

through increasedinflow. This occurs becausepig production is now more

profitable,breedingsowsandboarsnow havinggreaterworth asanendproduct

in themselves.In the short term the herd is likely to undergo a temporary

reductionin sizeasbarrensowswhichwereaboutto beservedfor a final time are

now more profitable as culls. The increasein the cull value will shorten the

optimal lifetime of thebreedingherd becausenet returnsat the margin of culling

arenow increased.Moreover,becauseit is almostcertainthat an increasein fat

pig prices is the prime causeof an increasein the price of culls, the position

regardingtheoverall effect of an increasein fat pig price on optimal lifetime is

not clear. The certain effect is that the optimal size for the breedingherd will

increase.

Investmentdecisionsareinvariablytiedupwith the real rate of interest,so let us
considerthe caseof an exogenousincreasein real interest rates. Such a rise
reducesthenetpresentvalueof pig production.The likely consequenceof this is
to reducetheoptimal life of a breedingsow,L, therebyincreasingthe value of

thetadue to the fact that the breedingsow is now lessprofitable asproductive
capitalrelativeto herscrapvalueasaculledsow.

As discussedin chapterone,oneof themoststriking featuresof thepig sectorin

the last 20 yearsor sohasbeenthe sharpincreasein sowproductivity, mainly a

result of shortenedaverageweaningperiods.An increasein the productivity of

3 We abstract from any feedback effects that changing the herd size might have on
profits via changesin the future avaiiabIility of fat pigs.
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sowsdueto improvedtechnologyin theindustryreducescostsperpig rearedand,

therefore, increasesprofitability in the industry. As discussed above with

increasedprofitability, the optimal herd size will increase, the position with

respectto optimal life of thebreedingherdbeinguncertain.

It is theopinionof somein theindustrythatfutureproductivity gainsareto come

from gainsin genetic engineeringand better husbandry.f Suchgains are likely

to comethroughincreasingtheproductivity of gilts, which areconsiderablyless

productivein terms of litter size and length of time taken after weaning to be

returnedto first service.>If therearesuch increasesin the productivity of gilts

relative to older sows,a tendencyto reduceL becauseof the improvedefficiency

of replacementof thelessproductivesowsby themoreproductivegilts is likely.

Finally, in this theoreticalassessmentof the breedingherd asa capital flow, the

role of adjustmentcost is considered.On the inflow side, a farmer wishing to

increasethe sizeof his breedingherdquickly will needto hold a largenumberof

young gilts. Thesegilts will competewith the feeding herd and the rest of the

breedingherd for the production unit's resources.Theseadjustmentcostswill

increasewith the speedof increaserequired and can be associatedwith the

numberof in-pig gilts presentin the breedingherd. At the scrappingendof the

system,thereareno obviousadjustmentcostsassociatedwith the act of culling;

except that as culling is reduced, again competition for resourcescan be

considered.A disincentiveand, therefore,a barrier to excessivelyhigh culling

rates is rising productivity of sowsat the culling margin with eachfarrowing -

parity - up to abouttheoptimalfifth parity, afterwhich productivity levelsoff and

startsto fall again.Gilts arethe leastproductivemembersof the breedingherd.

The consequencesof suchadjustmentcost for modelling are that decisionsto

expandor contractthebreedingherd are likely to be seenover more than one

censusperiod, introducing the possibility of autocorrelation.This possibility is

discussedin themodellingsectionsof thechapter.

Havingconsideredthebreedingherdasa capital flow system,andhavingbriefly

examined some of the characteristics of the system under equilibrium, the

following two sectionsare concernedwith the results of building forecasting

modelsfor theproxy variable for investment,pregnantgilts, and the scrapping

variable,sowandboarculls.

5.3 The Methodologyof Modelling

Thepregnantgilt - inflowv - model andthe culling modelsarebuilt usinga base

4

5
SeeMLC market survey April 1988,page 3£.

Seepages56 to 58 of MLC pig yearbook April 1988.



Page5.6

methodologyin which it is intended to incorporate the models developedby

Savinandthe MLC derivativeof the Savinmodel,both of which arediscussed

within the chapter.As was the casewith the biological models, the sampling

period for estimation is 1975 to 1985 inclusive, 1986 and 1987 being made

availablefor out-of-sampleforecasting tests. Initially, the inflow and outflow

modelsarebuilt within a dynamicframeworkincorporatinga profit variableand

thedependentvariablelaggeda numberof periods.The lagsextendin order that

they cover a full calendar year, systematically removing from the model

specification the longer laggedvariableswhich prove to be insignificant. The

possibility of augmentingthe models by the inclusion of explicit biological

variablesis alsoexamined.

In theprocessof modelling,anumberof problemsneedto be resolved.The first,

which has already been referred to, is determining the number of lagged

dependentand independentvariables which are to be included in the model

specification.The usualt-testsfor testing the specific significanceof estimated

coefficientsandF-testson the overall significanceof includedvariableswill be

employedfor this purpose.For eachof the inflow and outflow variables, the

appropriateprofit variable needsto be obtained.Biological knowledge and the

lagsincludedin theprofit variablesin the existing Savin and MLC modelsare

both usedto determinethe chosenlag. A similar thoughperhapslessimportant

question regarding the nature of the profit variable is to decide upon the

appropriateratio to use.Two alternativesareconsidered.The first is what I refer

to asthe simple profit ratio employedby Savin, and is simply the ratio of the

AverageAll Pig Price,AAPP, andthecompoundfeedprice for pigs for any given

month.The ratio which will bereferredto asthecomplexprofit ratio, is thesame

asthelatterexceptthat the denominatoris thearithmeticmeanof the compound

feedprice and the barleyfeedprice, asemployedin the MLC model.All prices

arein indexform, having1980asabaseyear.

As wasthecasewith thebiologicalmodels,variousinterventiondummieswill be

employedasnecessaryin eachcaseto modelanypossibleoutliers, theexclusion

of which may havesignificant effectson the sizeand sign of seasonaldummy

parameterestimatesincluded to model seasonalinfluences.Theseintervention

dummiesprimarily explaintheAujezkydiseaseeradicationcampaignof 1983,the

temporarysubsidyon pig meatin the first half of 1977and possibleeffects on

observationsat thevery startof thesampleperiodresultingfrom theinfluenceson

theindustryof the 1974commoditypriceincreasesand the UK's accessionto the

6 Becausepregnant gilts are being used as a proxy for inflow, the two terms will be
used interchangeably.
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EEC.

Having obtainedsatisfactorysolutionsto theabovequestionsandhavingobtained

a satisfactorymodel, the specificationof themodelis investigatedwith particular

interestpaid to thepossibility of autocorrelationin the given model which may

arise through the effects of adjustmentcosts as discussedtowards the end of

section5.2. The derived modelsand the methodologyemployed are compared

with thoseof SavinandtheMLC.

5.4 The Inflow Model Estimated.

As previouslyexplainedandaswas the casewith the biological model, inflow is

to be proxied by the pregnantgilt herd.The model for the pregnantgilt herd is

estimatedon the sampleperiod 1975to 1985inclusive and, like the biological

model is a four-monthly - trimestic - model.The initial specificationis dynamic

in that it includeslaggeddependentvariables,laggedvaluesof theprofit regressor

alsobeing included.The lagsfor the two saidvariablesinitially extendsto cover

one calendar year so that the initial model therefore takes the form of the

expressiongivenin equation5.4.1,

wherePt is theappropriateprofit variableassociatedwith thepregnantgilt herdat

time t and~ is a zero-meanwhite-noiseerror term. Seasonalityhastemporarily

beenignored.

Putting asidefor the moment the questionof which of the simple or the more

complexprofit ratio shouldbeused,it is necessaryto obtain an appropriateprofit

variablebeforeestimationof the model can commence.Specifically. biological

knowledgecanbeusedin orderto determinetheappropriatelag betweenthelevel

of profit andits subsequenteffecton thepregnantgilt herd.

Considerapregnantgilt at theDecembercensus.Thesegilts will havebeenput in

pig from themiddleof August to the middle of November.Assuminga 30 week

averageagefor thegilt to beput in pig, theoldestof the Decemberpregnantgilts

would havebeenborn in themiddle of January.Assumingthat the averageage

for slaughterof the fat pigs is six months,thedecisionto put the youngpig into

thebreedingherd must be madebefore the middle of July. As the decision is

unlikely to bemadeateitherextreme,thedecisionwastaken to usethe midpoint,

that is, threemonthsof age.On this basis,thedecisionfor the gilt put in pig in

Augustis deemedto havetakenplacein April. Assuminga uniform distribution

for the time at which the Decembergilts were put into pig, the decision period



Page5.8

would span April through to July. This happensto be a lag of 5 to 8 months, the

same lag derived by Savin using empirical methods, observing the correlation

between the pregnant gilt and the profit ratio time seriesdata.

To allow for the fact that gilts can be put in pig from the age of 5 to 8 months,

however, a..weighted average for the profit ratio lagged 3 to 9 months was

derived assuminga uniform distribution for the age at which the gilts are served.

The expressionfor the chosen lag structure is given by 5.4.2 below in which the

subscript i is time measuredin months.

(5.4.2)

In other words, the appropriate profit variable for the pregnant gilt herd at time t

is a weighted average of the average profit ratio three to nine months earlier

inclusive. For example, the gilts recorded asbeing in-pig in the December census

are deemedto be a consequenceof level of profit in the previous March through

to the previous September inclusive. This lag structure incorporates the lags used

by Savin and the MLC in their models for pregnant gilts both of which were

arithmetic meansof profit in the months i-5 to i-S and i-3 to i-6 respectively.

Equation 5.4.1 was estimated with the addition of the two seasonal dummy

variables, using the lag structure for the profit variable described by the

expression in 5.4.2: the resulting residual plot indicated the presence of possible

outliers. In order to remove the effect of suchoutliers on the estimated parameters

of the seasonaldummies, the decision was taken to include appropriate dummy

variables with which to model the various effects. The dummies concerned are the

first three Aujezky disease eradication campaign dummies A83:2, A83:3 and

A84:1 and a dummy for August 1977.The residuals at the time of the eradication

campaign clearly indicate a fall in the numbersof pregnant gilts which is also the

casein August 1977. The reason for the former needs no explanation, and the

latter is the result of the temporary subsidy on pig meat from the end of January to

the beginning of June, which appears to have resulted in potential gilts having

been transferred instead into the feeding herd in order for producers to take full

advantageof the temporary subsidy. The addition of these'outlier' dummies to the

regression produced the results presentedin equation 5.4.3 below, in which the t-

ratios arepresentedin parentheses.

PGt= 27.34+ 0.651Pt + 0.643PGt-1- 0.702Pt-l + 0.314PGt-2- 0.513Pt-2- 0.003PGt-3+ 0.335Pt-3
(0.94) (2.09) (3.20) (-1.77) (1.41) (-1.4l) (-0.0l) (1.43)

+ 5.11AUG + 0.99DEC - 18.50A83:2 - 10.60A83:3 - 6.88A84:l - 25.13077:2 (5.4.3)

(1.28) (0.28) (-2.71) (-1.63) (-1.08) (-3.56)

Nobs. = 28 RSS= 319.66
,,2
R = 0.586 DT7 = 0.78
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The coefficient on the profit ratio variable Pt is significant and has the correct

positive sign indicating that an increasein profit producesa lagged increasein

inflow into the breedingherd which the producersare aiming to expand.The

Durbin T-statisticfor regressionsincluding laggeddependentvariablesindicates

no autocorrelationproblemswith the residuals.The residualplot illustrated that

therearenootheroutstandingoutliersmissingfrom themodel specification.

Theoutstandingproblemwith theestimatedregression5.4.3 is the insignificance

of the t-statistics of the estimatedparametersfor the profit variable and the

pregnantgilt variablelagged2 and3 trimesters.To test their overall significance,

the variablesfor pregnantgilts andprofit laggedthree trimesterswere dropped

from regression5.4.3andanF-teston theresidualsumof squareswas performed.

The resulting F-statisticof 1.875is not significant even at the 10%level when

comparedwith thecritical value from the tableof F-statisticsfor 2,14 degreesof

freedom. Consequently,the alternativehypothesisof significance for the said

laggedvariablescould be rejectedand PGt-3andPt-3 removedfrom themodel.

The estimatedmodelexcludingpregnantgilts andprofit laggedthree trimesters

also producedt-statistics for the estimatedparametersof PGt-2 and Pt-2 which

werenot significant at acceptedlevels.Consequently,the processfor testingthe

significance of the said variables lagged three periods was repeatedfor the

variables lagged two periods. The resultant F-statistic of 0.73 is clearly not

significant, once again leading to a rejection of the null-hypothesis and an

acceptanceof the modelminus thepregnantgilt andprofit variableslaggedtwo

trimesters.The residual for the first observationavailable for estimationin the

latterregression,that is, 1976:1,wasgreaterthan two standarderrorsabovezero.

Becausethis observationis at anextremeof theestimationperiod and,therefore,

hasthepotential to be misleading in terms of whether or not the residualplot

containsa time trend, aswell as the possibleeffects on the estimatedseasonal

parameters,the decision to include the intervention dummy D76: 1, in order to

model its effect,wasmade.Theestimatedregressionfor the lattermodelis given

in equation5.4.4below.

7 The Durbin t-statistic, see Durbin(1970), is given by TSP output for OLS
regressionsincluding a laggeddependentvariable,and is a largesamplestatistic
similar, thoughmore generalstatistic,to that of the Durbin H-statistic employed
in chapter3. A significant Durbin t-statistic indicatesthe presenceof first order
autocorrelation
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PGt = 38.95+ 0.532Pt + 0.672PGt-l - 0.564Pt-l + 3.88AUG - 2.08OEC-
(2.93) (2.69) (4.30) (-3.03) (1.54) (-.79)

13.64A83:2 - 4.48A83:3 - 4.15A84:1 - 19.56077:2 +16.19076:1

(-2.20) (-.82) (-.76) (-3.75) (2.55)

(5.4.4)

Nobs. = 30 RSS = 440.2 R_2 = 0.752 DT = 0.44

The estimated parametersfor the included pregnant gilt and profit variables are all

significant in terms of their t-statistics and have the correct signs. Although the

RSS statistic is higher than it is in 5.4.3 it is primarily the result of the regression

being estimatedover a longer time period, and moreover, the adjusted R-squared

value of 0.752 is considerably larger than that obtained in the initial regression,

implying that 75%, asopposedto 59% of the variation in the pregnant gilt herd is

explained by the model presented in 5.4.4. The Durbin t-statistic for regressions

incorporating lagged dependent variables indicates no autocorrelation problem in

the residuals.

The structure of the dynamic model presentedin equation 5.4.4 can be viewed as

an unrestricted form of autoregressive model. Again ignoring seasonality and

other dummy variables, the basic form of equation 5.4.4, for example, can be

written in the following way.

(5.4.5)

Now assumethat the static model given by equation 5.4.6 is ARl in the error Vt.

PGt=c+ aPt+ vt

In other words,

(5.4.6)

(5.4.7)

in which p is the ARI parameter and £t is the white-noise error term. The

expression given in equation 5.4.7 is a restricted form of equation 5.4.5.

If the model estimated in 5.4.4 does indeed have an autocorrelation structure, we

would expect the product of the coefficients on Pt andPGt-l to be the negative of

the value of the coefficient on Pt-I. In 5.4.4, therefore, 0.532 multiplied by 0.67,

which equals 0.357, and compares with 0.564. Given that the standard error on

the two profit variables are approximately 0.19, the product and the coefficient on

lagged profit differ by slightly more than one standard error indicating the

possibility of equality. As a further check on the possibility of a first order

autocorrelation structure, 5.4.4 was re-estimated using non-linear least squares,

LSQ, methodology constraining the coefficients of the profit and lagged pregnant
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gilt variablesto takethe first orderautocorrelationstructure.In other words,the

coeffIcientsconcernedwill be forcedto takevaluessuchthat the productof the

estimatedcoefficientson Pt andPGt-I will be the negativeof the value of the

estimatedcoefficient on Pt-I' Having estimatedthe LSQ model: an F-test, in

which the null-hypothesisthat theconstrainedandthe unconstrainedregressions

arethe samewill be refutedif the resultantF-statistic,which comparesthe RSS

statisticsof the two models,is larger than the critical value for F. The RSS of

535.12 for the constrainedregressionis naturally larger than the equivalent

statisticfor theunconstrainedregression,but theresultantF-statisticof 4.05is not

significantat the 5% level comparedwith the critical value for 1,19 degreesof

freedom.The test, therefore,supportsthe useof the constrainedregressionand,

moreover,thepresenceof a first orderautocorrelationmodelstructure.

This conclusionis similar to the model derived by Savin which was estimated

employingtheDurbin 2-stageprocedure.However,shemadethemethodological

errorof excluding seasonaldummieswhich sheappearedto think would fallout

of themodelasthefirst order autocorrelationstructurewasimposed.In addition,

Savin made a methodological error in removing from her OLS models, any

seasonaldummies which did not have significant t-statistics.This is erroneous

becausethe significanceof estimatedseasonaldummy parametersis dependent

on theseasonchosenasthebasefrom which to measurethedeviationby all other

seasons.It is thereforearguedthatall or noneof theseasonaldummiesshouldbe

included. Rather than using the Durbin 2-stageprocedure,which is similar in

methodologyto thatof the aforementionedLSQmodel,for estimationof amodel

imposingthefirst orderautocorrelationstructuretheBeech-Mackinnonmaximum

likelihood procedurecanbeemployedinstead.The latter offers the advantageof

using lessdegreesof freedomin estimatingthe regressionbecauseno lagged

variables are estimated.This gives the dual advantageof releasing an extra

observationaswell asreducingthenumberof coefficientsto estimate.With the

relatively short sampleperiod availablefor estimationof the trimestic models,

increasingthe number of degreesof freedomavailable is consideredto be an

important factor, and hence the choice of the Beech-Mackinnon estimation

procedureover the Durbin two-stagemethod.The model as estimatedusing

Beech-Mackinnonmaximumlikelihood is given in equation5.4.8 andrepresents

the most restrictive form of the generalmodel,wherethe coefficients of all the

variablesincludingthedummiesarerestrictedby theAR term.
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PGt = 38.46+ 0.691Pt + 3.42AUG - 0.48OEC-

(2.60) (4.98) (2.32) (-.32)

11.29A83:2 - 7.32A83:3 - 4.82A84:1- 17.67077:2 + 3.58076: 1 + Ut :

(-2.64) (-1.51) (-1.14) (-4.89) (0.76)

Ut = 0.794Ut-'i
(6.9)

(5.4.8)

Nobs. = 30 RSS=388.38 R2 = 0.89

Again, the key variables have significant coefficients and the correct signs and the

estimated coefficient on the August dummy is significantly greater than zero. The

RSS statistic is smaller than that reported for the previous OLS regression

including lagged dependentand profit variables, and although the DW statistic is

not presented in the table of diagnostic statistics because the model was not

estimated using OLS, the value of 1.85and the plot of the residuals give no cause

for concern about autocorrelated residuals. As a confirmatory test of the ARI

nature of the model structure, the latter regression was re-estimated using OLS

and the residuals put through the Box-Jenkins identification procedure. The

resulting correlograms suggested that the autocorrelation in the model was

nothing other than first order AR.

One final restriction examined in the general form of the model 5.4.5 was to force

<Xl to equal the negative of aO so that the two profit level variables are replaced

by a single profit change variable. Becauseone less parameter is estimated, this

form of restriction also releases one degree of freedom which is good on

parsimony grounds. The results of estimating this model are given in equation

5.4.9.

POt = 37.90 + 0.652PGt-l + 0.550(Pt - pt-! ) + 3.84AUG - 1.98OEC-
(3.25) (4.30) (3.03) (1.57) (-.79)

13.03A83:2 - 4.14A83:3 - 3.85A84:1 - 19.41077:2+15.57076:1

(-2.56) (-.83) (-.76) (-3.87) (2.97)

(5.4.9)

Nobs. = 30 RSS = 441.0
..2
R = 0.76 DT = 0.54

Again, comparing theseresults with thoseof the unrestricted form, the restrictions

appear to be plausible. The estimated coefficients and the RSS statistic have

changed little so that the adjusted R-squared value has increased marginally to

0.76, and the Durbin t-statistic indicates no problem with residual

autocorrelations.
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A fundamental difference of the latter model compared with the previous models

examined is that it is short term rather than long term in respect of the reaction of

gilt numbers to a change in the level of profits. The previous models are all

specified in terms of the profit level so, for example, an increasein the profit level

would produce a permanent increase in the level of gilts. In 5.4.9 however, an

increase in the profit level at time t has a partial effect on gilt numbers at time t,

but were profits to remain at their new level, because there is no change in the

level of profits, they would have no direct effect on the size of the gilt herd. In

terms of what we would expect in terms of our initial equilibrium framework, and

given that we expect the econometric model to perform better in the medium to

longer term rather than the short term, this latter model is not as appealing as the

others examined.

The model asrepresented in 5.4.8 was acceptedas the best model for the inflow

proxy, the pregnant gilt herd, from having followed the given methodology.

Having allowed for the fact that Savin'soriginal model was built at the time when

pure quarterly data were available, my model incorporates that developed by

Savin. The fundamental differences include a wider range of model specifications

having been considered here, eliminating other possible autocorrelation

structures. Also, Savin's methodological errors have been eliminated and, having

determined that the autocorrelation in the model is of the first order, the model

hasbeenestimated using the Beech-Mackinnon rather than the Durbin two-stage

procedure which is more cumbersome to estimate and slightly less efficient in

terms of useof degreesof freedom.

The trimestic model developed by the MLC, supposedly based upon the Savin

model is, however, different in a number of ways: three main differences can be

identified. Firstly, the lag structure of the profit variable is shorter by two months,

although there is no indication of how the given lag structure was derived, and the

profit variable, is the sameasthe simple profit ratio usedby myself, but replacing

the compound feed price index denominator by the arithmetic mean of the

compound feed price index and the index of barley feed. Secondly, the model

doesnot account for seasonality.The final and most fundamental difference in the

model structure is that it attempts to model the autocorrelation in a less general

manner than the Savin-derived approach, simply including a lagged dependent

variable as a regressor, implying that the autocorrelation is the result of stickiness

in adjusting the size of the pregnant gilt herd. If my model is correct then it

implies that the MLC model is misspecified in terms of its dealing with

autocorrelation. Estimating the MLC model adding the seasonal and other

intervention dummies included in 5.4.4 produces a DT statistic of 2.50, which is
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significant at the 5% level giving strong indication of the presence of first order

residual autocorrelation. This result backsup the argument that the MLC model is

indeed misspecified. ,
Many of the above regressions were re-estimated exchanging the simple and the

MLC profit ratios, with results which indicated little or no improvement in using

the more complex of the two ratios. Consequently, and in view of the fact that the

simpler profit ratios areeasier to calculate and require less data, use of the MLC

ratio will no longer be consideredin this thesis.Exchanging my profit variable lag

structure for thosechosenby Savin and the MLC, showed my lag structure to be

superior in terms of residual sumsof squares.

Having arrived at a satisfactory but fundamentally short run model, it was decided

to investigate the possibility of explicitly including a long run element by adding

the breeding herd variable lagged three periods to the unrestricted model 5.4.4.

This is the lag derived in the biological model for pregnant gilts discussed in

section 4.5g. The effect of adding this variable to the estimated model was to

eliminate the significance of the intercept term. Hence, as an alternative to the

model specification represented by 5.4.5, a proportional model in which the

intercept term is replaced by the lagged breeding herd variable was deemed

appropriate, so that the general form of the unrestricted model is that given in

5.4.10.

(5.4.10)

The re-estimated model is presented in equation 5.4.11 below in which the

seasonaldummies arenow tied to the lagged breeding herd term as they were in

the biological proportional models presentedin chapter four.

POt= 0.042HBt-3 + 0.595Pt + 0.736PGt-1- 0.672Pt-1+ O.OOS AugHBt_3- 0.002DecHBt_3-

(3.37) (3.39) (S.lS) (-3.84) (1.80) (-.81)

16.26A83:2 - 6.55A83:3 - 6.75A84:1 - 22.13D77:2+17.66D76:1

(-2.69) (-1.22) (-1.24) (-4.31) (2.88)

(5.4.11)

Nobs. = 30 RSS = 399.0
A2
R = 0.776 DT = -0.075

The estimated unrestricted regression presentedin 5.4.11 is directly comparable

with that of 5.4.4. The estimated coefficients of the two models are quite similar

for the variables included in both, although the t-statistics in 5.4.5 are all larger

than the those presented in 5.4.4. The diagnostic test statistics of 5.4.5 are all
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better than those of 5.4.4, the adjusted R-squared value indicating that 77.6%

rather than 75.2% of the variability in the pregnant gilt series is explained by the

latter regression. In view of this, the proportional model was, re-estimated

imposing the samethree restrictions to check for autocorrelation as were imposed
.»

on the unrestricted intercept modeI4.5.4. The results of estimation were similar to

the results obtained for the intercept model in that the restrictions appeared to be

valid, none of the estimated coefficients changing by significant amounts. The

RSS statistics for the restricted and unrestricted models estimated using the

intercept and the proportional approaches are presented in table 5.1 below in

which the definitions of the restrictions refer to the parametersof the unrestricted

general equationspresentedin equations5.4.5 and 5.4.10 above.

Table 5.1
The RSS Statistics From the Estimated Restricted and Unrestricted FOTInSof

Intercept and Proportional Econometric Models for Pregnant Gilt.

RESTRICTIONS
MODEL SPECIFICATION

INTERCEPT PROPORTIONAL

Unrestricted
AR1 (Beech-Mac)

al = - «(lo PI)

al = - ao

440.20
388.38

535.12

440.96

398.97
407.53

521.92

403.37

As discussed above in reference to the results of modelling using the intercept

approach, there is little to choose between the models in terms of estimated

coefficients and all the models show no problems of residual autocorrelation. It

therefore seemsreasonable to analyse the models in terms of the RSS statistics

presentedin the table above.The obvious thing to notice is the superiority of the

proportional models relative to their intercept equivalents, the exception being the

Beech-Mackinnon AR1 model, where the RSS for the intercept model rather

curiously is actually lower than for the unrestricted model. This could only be put

down to the way in which TSP calculates the RSSfor AR1 models. Given that the

proportional approach is accepted as the better of the two, the choice of best

model lies between the Beech-Mackinnon pure ARl model and the profit

difference model. On the grounds that the latter is less desirable from a theoretical

stance, the Beech-Mackinnon proportional model is chosen as the best

econometric forecasting model for the pregnant gilt herd, the estimated equation

being presentedin 5.4.12 below.
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POt = 0.031HBt-3 + 0.798Pt + 0.0039AugHBt_3- 0.0004DecHBt-3 -
(2.25) (7.11) (2.22) (-.25)

11.43A83:2 -7.80 A83:3- 5.98A84:1 - 18.15077:2+ 3.03076:1 + Ut

(-2.62) (-1.56) (-1.35) (-4.88) (0.63)

Ut = 0.8105Ui~1
(7.4)

(5.4.12)

Nobs. = 30 RSS = 407.5 R2 = 0.89

5.5 The Outflow Model Estimated

Similar methodology to that employed above is now applied to build an

equivalent outflow model. Because the methodology for investigating the

pregnant gilt model was discussedat considerable length in the previous section,

the methodological discussion herewill be considerably briefer. As referred to in

the previous section, useof the more complex of the two profit ratios considered

has been rejected. Also, becauseof the apparent superiority of the proportional

models over the intercept approach, and the appeal they have by explicitly

incorporating biological as well as economic phenomena, only the proportional

approach will be considered.

The first consideration when attempting to model culling is to derive an

appropriate lag for the profit variable. It seems reasonable to assume that the

producer will make the decision to cull shortly after a sow has farrowed. If the

sow is to be culled, she can be fattened ready for culling during the 3 to 4 week

weaning period, the act of culling following shortly after weaning has taken place.

In view of this, a lag of one month between the decision to cull based on a given

level of profits and the act of culling is chosen so that culling in February, for

example, is deemed to be a results of profit levels in January. This lag compares

with a zero lag used by the MLC, and a lag of two months which Savin derived

purely on statistical grounds. To allow for variability in the decision process and

weaning period, and to incorporate the lags used by the MLC and Savin, the

decision was taken to use a weighted average profit ratio similar to that used for

the profit ratio variable in the pregnant gilt models presented earlier. The

weighted averagewhich is constructedgiving equal weight to MLC's zero lag, my

one month lag and Savin's two month empirical lag produced the following profit

ratio variable,

TIt = 1/12 (Pi +2 Pi-l +3 Pi-2 +3 Pi-3 +2 Pi-4 +P i-5)' (5.5.1)
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where i is time measuredin months, t is time measured in trimesters and Pi is the

profit ratio in a given month. For example, therefore, cullings in December

through to March, are deemed to be a function of profits in October to March

inclusive.

Temporarilyignoring seasonalityand 'outliers', the initial model including lags on

the appropriate variables to cover one calendar year, is that given in equation

5.5.2 in which the appropriate breeding herd variable lagged one trimester is

included as the biological variable.

The latter model was estimated including seasonal dummy variables and an

appropriate number of intercept dummies were added to the model, determined by

the observations with large residuals in the residual plot. The intervention

dummies included were four Aujezky dummies A83:2 to A84:2 and a dummy for

the Apri11977. Having estimatedthe regression, the longer lagged variables were

systematically dropped from the regression, F-tests being performed as they had

been in the pregnant gilt model, to ascertain the overall significance of the

variables removed. As occurred in the caseof pregnant gilts, the variables lagged

two and three periods were deemed to be insignificant and were, therefore,

removed from the model. The resulting estimated regression is presented in

equation 5.5.3.

Mt-l,t = 0.0694HBt_l- 0.827n, + 0.677Mt-2,t-1 +0.613ilt-l- 0.013AugHBt_l+ 0.004DecHBt_1 +
(3.50) (-4.7) (6.56) (3.17) (- 4.1) (1.79)

31.78A83:2 - 11.07A83:3 - 11.97A84:1 - 7.66A84:2 + 10.61D77:1

(6.19) (-1.63) (-2.1) (-1.53) (2.13)

(5.5.3)

Nobs. = 31 RSS = 394.0
A2
R = 0.90 DT = -0.01

The results of estimation appear to be satisfactory in term of the parameters

estimated and the overall diagnostics of the model. The sign on the profit variable

is negative asexpected, indicating that farmers respond to an increasein profits in

the short run by decreasingculling and increasing the size of the breeding herd in

order to increase future production of fat pigs. The August seasonal dummy

parameter is significantly negative and that for the December positive and almost

significant at the 5% level. The Aujezky dummies illustrate how culling increased

at the time of the eradication campaign but was low in the following months,

presumably as farmers were concerned with replenishing the breeding herd. The
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subsidy dummy measuring the effect of the 1977 temporary subsidy on pig meat

indicates that the level of culling was still abnormally high at the time of the

subsidy. The temporary subsidy was used to give relief to a depressedpig sector

typified by ahighculling level. The adjustedR-squared statistic indicates that the

regression explains 90% of the variation in cullings over the estimation period

and the Durbin t-statistic is almost zero indicating no residual autocorrelation

problem.

Again, the regression presented in 5.5.3 can be regarded as an unrestricted

autoregressive specification and so the restricted forms of autocorrelation

analysed in the pregnant gilt model are imposed on 5.5.3 to investigate the form

of any autocorrelation which might be present. The results of estimating the

various restricted models are summarised by the RSS statistics as presented in

table 5.2below.

Table 5.2
The RSS Statistics From the Estimated Restricted and Unrestricted Fonns of

Proportional Econometric Models for Culling.

RESTRICTIONS 8

Unrestricted

AR1 (Beech-Mac)
al = - ( ao bi )

a1= - ao

RSS
394.0

687.9
400.7

500.7

The results contrast with those of the pregnant gilt models in that the Beech-

Mackinnon AR1 specification, in which all the included variables are subject to

the autoregressive constraint, appears to be too great a restriction, the RSS

increasing from 394.0 to 687.9. The clear choice of restriction in this case lies

with the non-linear estimation presentedin 5.5.4.

Mt-l.t =0.071HBt-l- O.SISIlt+ 0.696Mt-2.t-l+ 0.SIS*0.6961'\-1-0.013AugHBt_l + 0.005DecHBt_l +
(3.67) (- 4.7) (7.24) (-4.0S) (1.90)

30.S6AS3:2-12.79 AS3:3- 13.12AS4:1- S.50AS4:2+ 10.21D77:1

(6.41) (-2.12) (-2.45) (-1.81) (2.10)

(5.5.4)

Nobs. = 31 RSS = 394.0
A2
R = 0.91 DT = 0.20

S The parameters used to define the restrictions corne from the following model in
which seasonality and other dummy variables are ignored.

Mt-1.t =iHBt-l + aoIlt + bl Mt-2.t-l + at Ilt-l + ~
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The estimated parameters are very similar to those of the unrestricted regression

and the small increase in the RSS brought about by the restriction is more than

offset by the small increasein degreesof freedom through having to estimate one

less parameter, so that the adjusted R-squared statistic increases:to 91%. The

Durbin t-statistic indicates that all is well in terms of autocorrelation in the

residuals.

The MLC model which is not presented for confidentiality reasons, but which

again models autocorrelation by using a lagged dependent regressor, was

estimated adding seasonaldummies and the relevant outlier dummies. The results

of estimation were satisfactory in terms of autocorrelation, the residuals

producing a Durbin t-statistic of 0.87, so unlike the MLC's pregnant gilt model,

their culling model is not misspecified, but the RSS of 965.9 and the adjusted R-

squared statistic of 0.764 are not as good as those obtained by the proportional

models discussedabove.

Savin modelled culling as a percentage of the breeding herd at the previous

census. This approach, which implicitly includes the biological element

incorporated into my proportional model was chosenbecause,aswas explained in

the biological model for culling, the vast majority of sows culled between census

dateswill have beenclassedas sows in-pig at the previous census. In the light of

this approach, the decision was taken to estimate the unrestricted and the

restricted forms analysed for actual cullings, using the specification given in

5.5.5, in which seasonality andother intercept dummies are temporarily ignored.

MHBt-l,t =Cl + AOTIt+ Bl MHBt-2,t-l + Al TIt-l + Et ' (5.5.5)

where MHBt-l,t = Mt-l,t I HBt-l .

Estimation of the unrestricted form given in 5.5.5, including the intercept

dummies and two seasonal dummies produces the regression presented in

5.5.6.9

MHBt-l.t = 0.0435- 0.0011I\+ 0.867MHBt-2.t-l +0.0009nt-l - 0.013AUG + 0.0054DEC +
(1.84) (-5.1) (6.51) (3.96) (- 3.9) (2.01)

0.031A83:2 - 0.014A83:3 - 0.015A84:1 - 0.011A84:2 + 0.01077:1
(5.27) (-1.75) (-2.15) (-1.75) (1.68)

(5.5.6)

Nobs. = 31
...2

RSS = 0.000545 R = 0.86 DT = -0.45

9 Because of the presenceof the intercept. the seasonaldummies are now the usual

intercept seasonal dummies. unlike the proportional models where the seasonal
dummy is multiplied by the breeding herd lagged the relevant period.
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The estimated coefficients of all the prime variables take the correct signs and are

significant as measuresby their t-statistics. The Durbin t-statistic indicates that all

is well in terms of the residuals and the lack of autocorrelation, though the

adjusted R-square value of 0.86 is not as high as the equivalent 0.90 from the

model for actual culling presentedin equation 5.5.3. The three restricted forms of

modellooked at in this chapter were estimated for the cull percentage variable

and the fitted values converted into equivalent actual culling numbers. These

fitted actual cullings were then comparedwith the true culling figures and an RSS

statistic calculated as presented in table 5.3 below. These RSS statistics are

directly comparable with the RSS statistics presentedfor the actual cull models as

given in table 5.2 above.

Table 5.3
The RSS Statistics For Actual Culling Derived From the Estimated Restricted and

Unrestricted Forms of Econometric Models For the Cull percentageVariable.

RESTRICTIONS 10 RS.S
Unrestricted 417.4

ARI (Beech-Mac) 583.9
Al = - ( Aa * BI ) 427.6

Al = - AO 525.1

Comparing the RSS statistics of tables 5.2 and 5.3, the results are similar in that it

is the Al = - ( Ao * B I )restriction which is the most valid and the pure ARI

specification which is the least valid asmeasuredby the increasein the RSS from

that of the unrestricted model. Three of the four comparisons with the equivalent

statistics in table 5.2 indicate that the fitted values from the actual culling models

are a better fit to actual cullings than the converted fitted values from the cull

percentage models. The exception to this is the Beech-Mackinnon ARI

specification, for which the RSS statistic of 583.9 is 15% lower for the fitted

values from the cull percentage models than those produced by the AR 1 model

for actual culling. This ARI model is the equivalent of the model derived by

Savin, except that it doesnot contain her methodological errors and the model has

beenestimated using Beech-Mackinnon rather than the two-stage Durbin-Watson

procedure. The results of the analysis imply that Savin may well have been able to

improve her model had shenot restricted her model fully by use of the two-stage

procedure.

10. The parameters used to define the restrictions come from equation 5.5.5
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Becausetheculling percentagedependentvariabletakesvaluesbetweenzeroand

unity by definition, the decision was taken to estimate the unrestricted model

expressedin its generalform in equation5.5.5,using a logistic transformationof
<

thedependentvariable.The theoryof thelogistic model and the estimationof the

modelis outlinedin thefollowing section.

5.6 A Logit Model For Cull Percentage

5.6a The Theory of Logit Modelling

Savin'sapproachwasto modelculling asapercentageof the breedingherd at the

previouscensus.Becausethe dependentvariableis a percentageit canonly take

valueswithin theunit rangeandthiscreatessomeproblemsfor OLS estimationas

discussedbelow. Thus it wasdecidedthat it would be appropriateto attempt a

Logit approachto model thecull percentage.11 This techniqueallows explicitly

for a dependentvariablewhich is defmedonly on theunit interval.Let F represent

the vector of n sampleproportionsfi, that is, the numberculled divided by the

total numberin theoneperiodlaggedbreedingherd.Themodelto beestimatedis

given asfollows.

fi = Xi' ~ + ui

= <I>i + ui , say

for i = 1,2,.....,n;

(5.5.7)

where xi is a (kx 1) vector of explanatoryvariables, ~ being a (kx 1) vector of

unknown parametersand ui is a disturbance term. Ordinary least squares

estimationof the aboveexpressionyields the linear probability estimatorof ~,

denoted,b. Theproblemwith usingOLSestimationis twofold: firstly, althoughit

is appropriateto assumethat thedisturbanceshavezeromean,the varianceof u,

E[u2] = W= cl> ( 1- cl> )/n, droppingobservationalsubscripts,andthusthemodelis

heteroskedasticresultingin inefficientOLSestimatesof ~.The heteroskedasticity

problem is overcome by use of feasible generalised least squares (GLS)

estimation,whereeachof the dependentandindependentvariablesareweighted,

that is, multiplied by the reciprocal of the squareroot of w, where unknown

parameters in ware replaced by b. OLS can then be performed on the

transformed variables producing asymptotically efficient estimates of ~.

Secondly,thereis noguaranteethatOLS,or indeedGLS estimationwill produce

11. For a discussion of the reasoning and theory of logit models seeJudge et al.
(1982).
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fitted values which lie within the unit interval. Not only is this unfortunate, but

GLS may not even be operational since there is no reason why OLS estimation

should not produce negative estimatesof the variance of u.

The way that the logit model imposes the required constraint on the estimated

values of cl>IS to equate cl>with the following expression.

cl>i= 1/ {I + exp ( - x i' ~ )} (5.5.8)

Because exp(-z) is always greater than zero, the denominator in the above

expression is always greater than unity and, therefore, cl>ialways lies within the

unit interval.

An estimate of f can be obtained by employing non-linear least squares on the

original regression, however, it is easily shown that the logistic transformation

Log {cl>/(1-cl»} is equal to Xi' ~ and hence, OLS regression of the logistic

transformation can be used.Letting y = Log {f / (I-f)},

Yi = Log{ <1>./(1-<1>.)} + e. =
III

x·' R+e··1 jJ 1, (5.5.9)

which is valid as long as f * 0 or 1.

Zellner and Lee (1965) show that Var(e) is given by l/n ( <1>(1-<1>», - denoted by

uv-and so the stepsto modelling a limited dependentvariable can be described

as follows:-

i, Generate values for the logistically transformed variable Yi using the

observed sampleproportions fi.

ii. fit equation 5.5.9 by OLS.

iii. generateV by firstly generating <1>using the fitted values obtained from the

OLS regression in step2.

iv. do weighted, (generalised), least squaresregressionusing the square root of

V asweights.

S.6bThe Logit Cull percentageModel Estimated

The procedure outlined above was applied to the cull percentage variable using

the unrestricted model specification generalisedin equation 5.5.5. The model was

estimated for the logistically transformed variable Yt defined as;

(5.5.10)

The model fitted has an adjusted R-square value equal to 0.85 and a Durbin-
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Watson statistic of 2.16, and all the estimated parameters were significant or

almost significant at the 5% level. The fitted values were transformed, firstly into

fitted values for the cull percentagevariable MHBt and then into fi!ted values for

actual cullings. The latter were compared with the actual recorded culling
--

numbers and an RSS statistic of 405.5 resulted. This statistic compares directly

with the 417.4 for the RSS derived from the fitted values of the non-logistic

MHBt model as presented in table 5.3, and indicates, therefore, that the logistic

transformation model gives a slight improvement to the explanatory power of the

unconstrained model. On the basis that the actual culling models are on the whole

better at modelling culling than the equivalent cull percentage models, and given

that the logistic approach would appearnot to improve the explanatory power of

the cull percentage approach sufficiently enough to improve on the performance

of the model for actual culling, the latter are deemedto represent the best class of

forecast models for the trimestic culling data and the decision not to pursue the

logistic approach further was taken. In addition to the above reasons, the actual

culling models are less cumbersome to use as forecasting models in that they do

not require transformations of variables in order to model and derive the required

forecasts.Of the models for actual culling, the best restricted form of model is the

non-linear least squaresmodel asgiven in equation 5.5.4, in which the parameter

on the profit variable lagged one period is restricted to equal the negative of the

product of the parameters on the lagged dependent variable and profit at time t.

This model is therefore chosen as the best econometric model for forecasting

trimestic culling.

5.7 Conclusions

In this chapter, having taken a theoretical look at an economic system for the

breeding herd in an equilibrium framework, a recursive forecasting model of the

breeding herd hasbeendeveloped by modelling investment - inflow - in the form

of the pregnant gilt herd and outflow - scrapping - in the form of culling. Various

approaches to modelling the two key variables have been considered and

compared with the approachestaken by the MLC and Savin, on whose model the

MLC model is based. For both the derived pregnant gilt and culling models, the

chosen specification was viewed as an unconstrained form of autoregressive

model, and as such, various autocorrelation restrictions were imposed on the

models to ascertain the validity of the restrictions. Not only did such restrictions

help to identify the nature of the autocorrelation in the models but the parameter

restriction released degrees of freedom, which could be helpful, given that the
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numberof observationsis not large.

Thevariousapproachesandrestrictionswere comparedin termsof theestimated

models'RSSstatistics,which weredirectly comparablegiven that theestimation

period andincludeddummy variableswere the samefor all comparedmodels.

Both the culling and the pregnantgilt models explicitly included a biological

elementin theform of thebreedingherdlaggedanappropriateperiod.Themodel

chosenfor the pregnantgilt herd is the most restrictive ARI model estimated

using the Beech-Mackinnonmaximumlikelihood technique.On the other hand,

this appearsto be the least satisfactoryrestriction for the cull model.The best

modelfor the latter variableis theonein which only theparameteron thelagged

profit variableis constrained,asestimatedby non-linearleastsquares.A logistic

modelling approachfor limited dependentvariablesproved to give little or no

improvementandwasthereforerejectedin favour of the existingmodels.Before

proceedingto forecasting,a brief summaryis given of someof the economic

implications of thesegilt andculling models.In particular, ignoring seasonality

and assumingthe systemto be in equilibrium with a profit ratio of 100,a one

percentsustainedoneunit increasein the profit ratio implies a short run increase

in gilts of 0.798andadecreasein culling of 0.818.Thesetwo effectscausea 1.65

increasein the breedingherd which implies a shortrun supplyelasticity of 0.2.

This figure, thoughnot directly comparable,is in line with equivalentshort run

elasticities produced by other studies, for example, Westcott (1985), and

McClements(1971).The long runelasticityis constrainedto takea valueof unity

becauseof theproportionalspecificationof themodel.Thereis convergenceto a

newequilibrium, half thechangebeingmadewithin oneyearof theinitial change

in profit. The new eqilibrium position is obtainedthrough both the short term

effectsof profits increasinginflow anddecreasingculling resectively,followedby

the longer term effect of the increasein thebreedingherdincreasingbothinflow

andculling. Theneteffectonculling becomespositiveat apoint betweenthefifth

andsixthperiodaftertheinitial changein profit. Of courseI haveabstractedhere

from the fact that increasein the breeding herd will eventually increasethe

numberof clean pigs available which will then produce a fedback effect on

profits. Long run elasticitiescalculatedby Jones(1958) andMcClements(1971)

measurebetween2 and2.5.

The two chosenmodelscannow be usedin combinationwith the expressionfor

the breedingherd,given in equation5.2.2,to producetrimestic forecastsof the

breedingherdwhich canthenbecomparedwith thoseof the univariatestatistical

modelsdevelopedin chapterthreeandthebiologicalmodelof chapterfour.
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CHAPTER SIX

MONTHLY UNIVARIATE BOX-JENKINS MODELS FOR CULLING,

FAT PIG SLAUGHTER AND PRICES

6.1 Introduction

In this chapter, the Box-Jenkinsunivariatetime seriesmethodologyoutlined in

ChapterTwo andusedin ChapterThreeto build modelsfor thequarterlybreeding

herddata is appliedagain to build monthly models.Seasonalityis now a monthly

phenomenonso that a seasonaldifference, for example,is achievedby taking a

twelfth and not a fourth difference.Five monthly seriesare modelled; the two

slaughtercategories,sow and boar cullings and fat pig slaughter;the two price

indices,real averageall pig price, AAPP, andthe real compoundpig feedprice,

which areusedto derive a profit ratio for the industry throughoutthe thesis,and

thefinal seriesis theprofit ratio itself.

Becauseof theneedto look atreal ratherthannominalAAPP andCompoundfeed

prices, a deflator was required. The first deflator consideredwas an index of

agricultural input prices, 'pricesof the meansof agricultural production - goods

and servicescurrently consumed'.Although the datawere obtainedand models

built using this deflator, the results of model building provided no obvious

improvementsover similarmodelsbuilt usingthe RPI deflator. Sinceforecastsof

the RPI arereadily availablefrom externalsources,the decisionwasmadegiving

preferenceto theuseof theRPIdeflator,therebyreducingthenumberof variables

to be forecastby one.Thus, wheneverreal prices are referred to, the deflator is

alwaystheRP! with abaseyearof 1980.

The rationalefor building theslaughtermodelsis to derive forecastingmodels,the

resultsof which can be comparedwith the equivalentbiological modelsbuilt in

chapterfour, andbivariateBox-Jenkinsmodelsincluding profit astheexplanatory

variable to be built in the following chapter.For the time seriesmodelsit is their

short term forecastingabilities which areexpectedto be particularly useful.The

price index andprofit modelsare of interest becausethey will provide a simple

techniquefor forecasting the said series,the forecaststhen being available to

provide datawhich can be usedby the modelsincluding profit asan explanatory

variable to producelonger term forecastsof inflow andoutflow to and from the
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breedingherd.The penultimatesectionin the chaptercomparesthe forecasting

ability of the profit modelcomparedwith the forecastsof the profit ratio derived

by forecastingtheAAPP andthecompoundfeedprice anddividing theformer by

thelatter.

The univariateslaughtermodelsandtheprofit model will play an integral part in

the identification andestimationof the bivariate models for the two slaughter

categoriesdiscussedinchapterseven.

The modelsarepresentedin a similar fashionto thequarterlyunivariatemodelsof

chapterthree.Only thefirst of themodels,thatfor culling, is describedin detail in

order to give the reader an insight into how the Box-Jenkins methodology is

appliedto monthly rather thanquarterlydata.The modelsarebuilt on the sample

period 1975-1985in order to make them compatible with the biological and

econometricmodels.Thedatafor 1985areusedasanin-sampleforecastperiodfor

diagnosticchecksandthefollowing two yearsprovideanout-of-sampleperiod.A

list of all thedatausedin theanalysisin thischapteris presentedin appendix6.

6.2 A SARIMA Model For The Culling Of Sowsand Boars

The series'cullings' refers to the culling of sowsand boars from the breeding

herd. In the previously developedbiological model, this seriesis an important

factor in determiningthefuture sizeof thebreedingherdin that it is ameasureof

outflow from it. The culling dataarecollectedon a monthly basisby M.A.F.F.,

andareavailablefrom 1968:1to 1987:12.

In order to comparethe resultsof thechosenBox-JenkinsSARIMA modelwith

thoseof the biological model, the model is to be identified andestimatedon the

sample1975:1-1985:12.Becauseof the way the data are collated, someof the

figures representcullings from a 5 rather than a 4 week month, giving the

impressionof a larger number of cullings in certain months. To remove any

problemsthatthismight cause,thedataareadjustedby taking 4/5 of the culling

figure for a5 weekmonthso that all monthsrepresent4 weekperiods.Sincethe

dataaremonthly thereareno degreesof freedomproblemsandthedatafor 1986-

87providea comparisonperiodfor theout-of-sampleforecasts.

The SARIMA modelis built usingthesamemethodologyasthatusedto build the

quarterlymodels,exceptthatautocorrelationsup to lag 40 areexamined,andthe

Q-statistic represents the first 25, as opposed to the first 20, residual

autocorrelationsin orderto catchanyomittedseasonaleffect likely to showitself
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at and around lag 24.

Figure 6.1
A Plot Of The Monthly U.K. Sows and Boar Culling Series 1975:1-1987:12

40

.0 30
a
en
::so

..c::
E-

20

75 77 79 81

YEAR

83 85 87 89

The plot of the sows and boars culling series from 1975:1-1987:12 looks

reasonably stationary, although there is evidence of a slow downward trend,

halted only by a relatively large increasein cullings peaking in May/June of 1983.

This period corresponds closely with the peak culling period of the Aujezky

disease eradication campaign. This heavy culling period is followed by a

pronounced fall in cullings, the figures falling to their lowest point in December

of 1984 when only 20,000 sows and boars were culled. The cullings in 1985 and

1986 show a much more stable series. It is difficult to tell from the plot whether

or not seasonality is present in sow and boar culling.The autocorrelations

resulting from the Box-jenkins identification procedure are reproduced in table

3.10.

The autocorrelations of the series in levels indicate non-stationarity in that they

die away very slowly, most of the autocorrelations up to and including lag 26

being significantly large. Those of the first differenced series indicate stationarity

at the non-seasonallags, however, the autocorrelations at the seasonal lags 12,24

36 etc. die away only slowly, implying seasonalnon-stationarity. To remove this

problem a seasonaldifference was taken in addition to the first difference already

used.
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Table 6.1

Autocorrelarions For The Sows and Boars Cullin~ Series.

SERIES AUIQCQRRELA TIQ~S
2 3 4 5 6 7 8 9 10

(1-B)0(1-BI2)0 M .74 .62 .53 .48 .36 .23 .19 .17 .02 -.08

(I-B)I(I-BI2)0 M -.24 -.10 -.04 .12 .01 -.15 -.06 .27 -.11 -.14

(1-B)I(I-BI2)1 M -.12 .11 .14 -.20 .17 .01 -.08 .19 -.10 -.05

SERIES AUTOCORRELATIONS

11 12 13 14 15 16 17 18 19 20

(I-B)0(1-BI2)0 M -.10 -.05 -.23 -.30 -.32 -.29 -.35 -.38 -.33 -.26

(1-B)I(I-BI2)0 M -.17 .44 -.18 -.11 -.11 .21 -.07 -.16 -.05 .20

(1-8)1(I-BI2)1 M .03 -.53 .04 -.07 -.04 .01 -.08 -.06 -.02 -.07

~ AUTQ!:;ORRELATIQ~S
21 22 23 24 25 26 27 28 29 30

(1-8)0(1-BI2)0 M -.28 -.28 -.21 -.06 -.18 -.20 -.16 -.06 -.10 -.12

(1-8)1(1-BI2)0 M -.04 -.14 -.13 .51 -.19 -.09 -.11 .25 -.02 -.10

(1-8)1(1-BI2)1 M -.03 .05 .00 .07 .04 -.02 .01 .08 .02 .03

SERIES A!.1IQ!:;ORREL.A TIQt-1S
31 32 33 34 35 36 37 38 39 40

(1-8)0(1-BI2)0 M -.07 -.03 -.08 -.11 -.06 .05 -.08 -.07 -.06 .00

(1-8)1(1-812)0 M .02 .15 -.02 -.18 -.14 .44 -.22 -.03 -.09 .16

(1-B)I(1-BI2)1 M .01 .00 .10 -.09 -.09 .09 -.12 .06 -.01 -.11

The correlograms of the differenced series illustrate the need for seasonal

parameters, although there are also relatively large auto and partial

autocorrelations at lags which are multiples of 4. As the autocorrelation at lag 12

is so dominant, and the partials at lags 12 and 24 are also large, the initial

identification was that of an SMA model of order one.Although the parameter

coefficient was highly significant, the Q-statistic at lag 25 indicated that the

residuals were not from a white noise process, and consequently the model

required augmentation. The residual autocorrelations at lags 4 and 12 were

significantly large when compared with a Quenouille statistic of 0.183. This

residual autocorrelation pattern, and the correlograms of figure 6.2 suggestedthat

the appropriate overfit was an SAR parameter.

Estimation of the augmented model shows the additional parameter to be

significant and its inclusion has the desired effect of removing all significant

residual autocorrelations at seasonallags.
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FIGURE6.2
The Correlogramsof theSeries(l-B)1(l-B1211M_.
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The sole remaining problem was the residual autocorrelation at lag 4 which

vergeson significance.Although not a seasonallag, the fact that four monthsis

theapproximatelength of the gestationperiod in pigs justified the decision to

furtheroverfit themodelwith anAR parameterat lag 4. The laner augmentation

provedto be thefinal adjustmentto themodel.
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Table6.21
TheResultsof Model Estimationof The Cullin~ Series.

MODEL lli-~AMfL~
"'1

d D p P q Q R.S.S. Q'25 P'25-k CMSFE UMSFE Ra
1 1 4 1 0 1 386.1 12.95 93.5% 0.25 0.42 -0.00

RESIDUAL AUlPCORRELATIONS.

lAG 1 2 3 4 5 6 7 8 9 10
AUTOCORRElATIONS -.02 .09 .02 .03 .08 -.10 .06 -.01 -.08 -.01

lAG 11 12 13 14 15 16 17 18 19 20
AUTOCORRElA TIONS .01 .08 -.03 -.06 -.06 .05 -.07 -.11 .02 -.10

lAG 21 22 23 24 25 26 27 28 29 30
AUTOCORRELATIONS -.02 -.05 -.01 -.02 -.10 -.02 -.01 .06 .01 -.02

RESULTS OF THE ESTIMATION OF THE SEASONAL DUMMY MODEL ON FIRST DIFFERENCES.

DUMMY VARIABLE

COEFFICIENT

T-STA TISTICS

2 3 4 5 6 7 8 9 10 11 12
2.2 1.64 -.45 -2.64 .73 .18 -1.82 -.09 2.73 -.09 1.45 -4.27
3.8 3.0 -.83 -4.8 1.3 0.3 -3.31 -.17 4.96 -.17 2.65 -7.8

RSS = 395.8 IN-SAMPLE FORECAST RESULTS

CMSFE = 0.73
UMSFE = 8.07

Theestimatedmodel in equation3.5.1.illustratesthe significanceof eachof the
included parametersat the 5% level, ( tl20·975 = ±1.98, tl20·995 = ±2.62 ). The
residualsumsof squaresof theestimatedmodel is 386.1andnoneof theresidual
autocorrelationsis significant.TheQ-statisticat lag 25 hasan associatedP-value
of 93.5% providing a good indication that the residualsas a whole are white
noise.

( 1+ 0.22B4)( 1+ 0.36BI2 )( 1-B )(1 - B12) Mt = ( 1- 0.85B12) et.
(2.5) (4.5) (-22.3)

(6.2.1)

Table6.2 alsogives the resultsof havingfitted Harvey'sseasonaldummy model
on thefirst differencesof theculling series.Harvey'smodel hasan RSSof 395.8,
which is slightly higher thanthat of the SARIMA model andthe comparisonof

the two yields a Harvey 'Rs
2

value of -0.0007. The latter statistic is negative
becausethe SARIMA modelusesmoredegreesof freedom.Sevenof the twelve
seasonaldummiesare significant at the 1% level, (t119·995= ±2.62). Although

1 RSS = Residual sumsof squares.
Q.25 = BOlt-PierceQ-Statistic for residual auto-correlations up to lag 25.
P20-k = Probability value for Q-statistic at lag 20 in a model containing k parameters.

CMSFE = mean squareerror of conditional forecasts.
UMSFE = mean squareerror of unconditional forecasts.
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the Rs2
statistic shows that the SARIMA model is marginally worse at fitting the

data than the seasonal dummy model, the MSFE statistics for the 12 in-sample

forecasts for 1985 suggestthat the SARIMA model is better at forecasting the in-

sample period. The latter comparison of the in-sample forecasting abilities is of

interest becauseforecasting evaluation is the primary concern of this thesis.

Figure 6.3
a. The Conditional and Unconditional In-Sample Culling ForecastsFor 1985 From

The SARIMA Model EstimatedOn 1975:1 to 1985:12
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b. The Conditional and Unconditional Out-of-Sample Culling Forecasts For 1986-
87 From The SARIMA Model Estimated on 1975:1-85:12.
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Figure 6.3a illustrates good conditional and unconditional forecasts for the in-



Page6-8

sample period produced by the Box-Jenkins model. The superiority of the

SARIMA model's in-sample forecasting over that of the seasonal dummy model,

however, is not repeated in the out-of-sample forecasts for 1986n. The

unconditional forecasts have a MSE of 10.1 which compares with 8.07 for the

seasonal dummy model. Both models unconditionally under-forecast culling in

1986n, a fact which is almost certainly a result of the depressedstate of the market

in the latter part of the sample space.Having said this, the figure shows that the

SARIMA model forecasts the underlying seasonality very well. There is little

difference in the MSE statistics for the conditional forecasts from the SARIMA

model and the Harvey model for the out-of-sample period, having respective

values of 3.01 and 2.79.

6.3 A SARIMA Model For Fat Pig Slaughter

Data for the slaughter of fat pigs are also collated on a monthly basis, and again the

datahave been adjusted to iron out the effects of 5 week months. Although data

are available from 1968 onwards, the model is again estimated on the sample

1975:1-1985:12. The plot of the series shows an upward trend over the given

period, with obvious seasonalinfluences, such as the increase in slaughterings in

the month of November, presumably to meet the increase in demand for pig meat

over the Christmas period.

Figure 6.4
A Plot Of The U.K. Monthly Series:'Fat Pig Slaughter'. 1975:1-1987:12
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As with the Culling series,both a first and a seasonaldifference had to be taken in

order to arrive at correlograrns which indicated stationarity. The identified model
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consistedof anMA andanSMA parameter,bothof which were significant at the

1% level,producinganRSSvalueof 95,205.

Table~.32
TheResultsof Model Estimationof TheFatPig Series:-1975:1- 1985:12,

MODEL lli-SAMfLe
Al

d D P P q Q R.S.S. Q'25 P'25-k CMSFE UMSFE R,
1 1 0 0 1 1 95,205 19.2 68.8% 245.1 557.3 -.05

RESIDUAL AUTOCORRELATIONS.

LAG 1 2 3 4 5 6 7 8 9 10

AUTOCORRELATIONS -.04 -.06 .06 .01 .06 -.02 .08 -.07 .09 -.15

LAG 11 12 13 14 15 16 17 18 19 20

AUTOCORRELATIONS .03 -.05 -.07 -.10 -.06 -.08 -.05 .04 -.16 .03

LAG 21 22 23 24 25 26 27 28 29 30
AUTOCORRELATIONS -.09 -.02 .13 -.05 -.05 .05 .05 .04 .09 .00

RESULTSOFTHE ESTIMATION OFIHE SEASONALDUMMY MODEL ON FIRSI DIFFERENCES.

DUMMY VARIABLE 1 2 3 4 5 6 7 8 9 10 11 12
COEFFICIENT -30.8 38.0 1.0 -41.0 2.4 -.9 -19.6 8.8 78.9 2.8 41.5 -68.8
I-STATISTICS -3.5 4.5 0.1 -4.9 0.3 -0.2 -2.3 1.1 9.4 0.3 4.9 -8.2

RSS=91.980 IN-SAMPLE FORECASTRESULTS
CMSFE = 181.7
UMSFE = 357.9

Of the first 12 residual autocorrelations,only that at lag 10 is greater than 1

standarderror awayfrom zeroasmeasuredby theQuenouillestatistic.The Box-

PierceQ-statisticat lag 25 is 19.22which, having a P-valueof 68.8%, gives a

good indication of white noiseresiduals.Although modelscontaining AR and

SAR parameterswere estimated,they provided no improvement to the model

presentedin equation3.6.1,eitherin termsof parsimonyor forecastingability,

( 1-B)(1 - B12) FPt= (1- 0.295B)( 1- 0.87B12)et.
(-3.33) (-28.0)

(6.3,1)

The seasonaldummymodelon first differencesprovideda modelwith anRSSof

91,980which is lower than thatof the SARIM:Amodel,resulting in an R,,2 value

of -0,05. Sevenof the twelve seasonaldummiesaresignificant at the 5% level,

the Decemberdummy indicating a fall in slaughteringsof 68,818from the high

2 Seefootnote1
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level of November. Unlike the Culling model, the SARIMA model for fat pig

slaughterings was not asgood as the seasonaldummy model when comparing the

MSE statistics from the in-sample forecasts.

Figure 6.5.
aThe Conditional and Unconditional In-Sample Forecastsof Slaughterings For
1985 From The SARIMA Model Estimated Qn The Sample 1975:1 to 1985:12
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b. The Conditional and Unconditional Qut-or-Sample Forecastsof Slaughterings
For 1986-7 From The SARIMA Model Estimated on 1975:1-1985:12.
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Figure 6.5a illustrates that both the conditional and the unconditional forecastspick

up the seasonal trends in the slaughtering series for 1985 very well. The plot in

figure b shows a very similar seasonalpattern in slaughterings in 1986 and 1987 to

that seen in 1985. Again, the model forecasts the seasonality in the slaughtering
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reasonablywell for theout-of-sampleperiod,theconditionalandthe unconditional

forecast MSE statistics being 573.9 and 767.4 respectively. The equivalent

statisticsfor the seasonaldummymodelon first differences are 806.6 and 799.2

respectively,so that the Unconditional forecastshavean MSE statisticwhich is

slightly lower than that of the conditional forecasts.Thesefigures imply that the

SARIMA model is the betterforecastingmodel for the out-of-sampleperiod, the

reverseof whatwasthecasein thein-sampleperiodof analysis.

6.4 A SARIMA Model for the Real AAPP Index Deflated by the RPI

Thepublicationof theAAPP beganin June1975.Figuresfor the first five months

of 1975arederived using the original series'Monthly AverageReturnsFor All

Pigs'- (£ per scoredw), asdescribedearlier.Having saidthis, it could be argued

thatthefirst 10observationsin boththefeed price and the AAPP series'appearto

be somewhatout of line with the subsequentdata.On thegroundsthat the market

was still being affected by the world commodity price increasesof 1974, the

decisionwasmadeto identify andestimatethethreeunivariatepricemodelson the

samplespace1976:1 to 1985:12inclusive. Consequently,the Harvey seasonal

dummymodelis alsoestimatedon theshortenedsampleperiod.

FIGURE6.6
Plot of theRealAAPP Index 1975:1-1987:12
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Theplot of the index showsthat thereal AAPP hasbeendeclining steadilysince

1975.There is a relatively largefall in 1976which is almostcertainly oneof the

contributingfactorsfor the impositionof the5.5pper kg dw subsidyon pig meat

in the first half of 1977.Although therewere signsof a recoveryin the index in
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1983 and 1984, there was another minor slump at the turn of 1984 and 1985, after

which the index continues to decline. Although it is difficult to see any recurring

general seasonalpattern in the plot, there are signs that the AAPP falls at the turn

of most years.

..The identification stage of the Box-Jenkins procedure indicated that both a

seasonaland a first difference were required to satisfy the conditions of stationarity

in the correlograms. The model identified and estimated was one containing 1 AR

and 1 SMA parameter.The results of estimation are presentedin equation 4.2.5.

( 1 - 0.2856 B) ( 1- B) ( 1- B12) AAPPt = (1- 0.8559 B12) et.
(3.06) (22.0)

(6.4.1)

The size of the residual autocorrelations are not as satisfactory as they might be,

in particular the value of -0.21 at lag 13 which is significant when measured

against the Quenouille statistic. Much searchingand overfitting failed to provide a

model which performed better in terms of the diagnostic checks. The Box-Pierce

Q-statistic of 22.87 at lag 25 has an associated P-value of 46.8 so that the null

hypothesis of white noise residuals cannot be rejected until the 47% level, thereby

implying residuals consistent with white-noise. The Harvey model confirms the

notion that prices fall in December, and fall significantly in January and February,

April June, July and August. Significant increases in prices occur in September

and October. A comparison of the RSS of the SARIMA and the Harvey dummy

models produces an R.2 value of -0.075, implying a 7.5% better fit for the Harvey

model,

The in-sample forecasting results, as expressed by the conditional and

unconditional MSFE are slightly better for the Harvey model than they are for the

SARIMA model.



Page6-13

Table 6.43

The Results of Model Estimation For The Real AAPP Index

Estimated on 1976:1 - 1985:12.

MODEL

d DpP q Q R.S.S. Q'25

1 1 1 0 0 1 484.5 22.87

IN-SAMPLE

P.25-k CMSFE UMSFE

46.8 2.95 61.19

"':1
R.

-.075

RESIDUAL AUTOCORRELATIONS.

LAG 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

AUTOCORRELATIONS -.01 -.00 -.02 -.14 -.00 .09 -.04 .06 .06 -.06 -.08 -.01 -.21 -.07 .05

LAG 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

AUTOCORRELATIONS -.12 .02 .10.06 -.01 -.13 -.19 .03 .01 -.02 .08 .11 .09 -.05 -.02

RESULTS OF THE ESTIMATION OF THE SEASONAL DUMMY MODEL ON FIRST

DIFFERENCES.

DUMMY VARIABLE 1 2 3 4 5 6 7 8 9

COEFFICIENT -3.42 -1.58 -.65 -1.53 .27 -151 -2.2 -1.33 2.03

T-STATISTICS -5.0 -2.41 -.99 -2.34.41 -2.3 -3.36 -2.03 3.10

10 11 12

3.29 0.97 -56

5.02 1.48 -.85

RSS =459.2 IN-SAMPLE FORECAST RESULTS

CMSFE = 259

UMSFE = 33.5

The unconditional SARIMA forecasts over-forecast the actual figures although

they pick up the seasonalmovements in the actual seriesvery well. As one would

expect, the conditional MSFE is smaller than the equivalent unconditional statistic

for both the Harvey and the SARIMA models, although the conditional SARIMA

forecasts also over-forecast in the first quarter.

3 Seefootnote1
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Figure 6.7
aThe Conditional and Unconditional In-Sample ForecastsOf The Real AAPP

For 1985 From The SARIMA Model Estimated On 1976:1 to 1985:12
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1986-87 From The SARIMA Model Estimated on 1976:1-1985:12
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The relative forecasting performancesof the Harvey and the SARIMA models are

reversed when it comes to the more stringent test of forecasting the out-of-sample

period. The UMSFE of9.53 for the SARIMA model comparesvery well, not only

with the equivalent statistic for the in-sample period, but also with the out-of

sample equivalent for the Harvey dummy model which takes a value of 14.31.

Having said this, there is a tendency for the unconditional forecasts to under-

forecast much of 1987. Apart from the odd hiccup, the one-step conditional

forecasts from the SARIMA model forecast very favourably in the out-of sample

period. The CMSFE of 2.945 is as good, if not slightly better than the same
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statistic for the in-sample period, but even more significantly, it is an

improvement on the equivalent statistic of 3.51 produced by the Harvey mode1.

6.5 A SARIMA Model for the Real Compound FeedPrice Index Deflated by RPI

The plot of the seriesshowsa real price which has fallen steadily over the period

of estimation with no obvious seasonalpattern observed. There is a sharp drop in

real prices at the very start of the sample period in 1975 and another sharp fall

starting in the July of 1977, which is the period immediately following the end of

the 1977 subsidy on fat pig prices. The real price of feed increases during the

Aujezky diseaseeradication campaign. One other noticeable decline in the index

is experienced in the latter half of 1984, after which the index continues to decline

but at a decreasedrate.
Figure 6.8

A Plot of the Compound Feed Price Index:- 1975-87 (1980=100)
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The index was put through the Box-Jenkins identification procedure, the

autocorrelations of the raw series showing obvious signs of non-stationarity. The

autocorrelations died away only very slowly, and the partial autocorrelation at lag

one was virtually equal to unity. Taking first differences of the raw series

produced correlograms which indicated that stationarity had been obtained

without the need for a seasonaldifference. The resultant model, identified on the

first differenced series, was one containing an AR and a second order SAR

parameter - the SAR parameterat lag one being constrained to a value of zero.

( 1- B) (1 - 0.5082 B) (1- 0.3635 B24) CFt = et.
(6.38) (4.38)

(6.5.1)



Page6-16

Both theincludedestimatedparametersare highly significant asmeasuredby the

t-statistics;theregressionhavingaRSSstatisticof 262.3.TheQ-statisticof 21.71

for thefirst 25 residualautocorrelationshasan associatedP-valueof 53.8giving

almost conclusive evidencefor accepting the null hypothesisof white noise

residuals.The resultsof the diagnosticchecksarepresentedin the table below

alongwith theresultsof havingestimatedtheHarveyseasonaldummymodel.

Table6.54

The Resultsof Model Estimationof The Indexfor CompoundFeedPrices
Estimatedon theSamplePeriod1976:1- 1985:12.

MQDEL IN-SAMPLE

CMSFE UMSFE
"1

d D P P q Q R.S.S. Q'25 P'25-k 1\
1 0 1 2 0 0 262.3 21.71 53.8% 2.78 34.8 0.22

REsm!.!AL AUTQCQRRELATIQNS.

LAG 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
AUTOCORRELATIONS .02 -.04 -.04 -.01-.06 -.10 .05 -.04 .01 .10 .12 -.03 -.01 -.12 -.15

LAG 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
AUTOCORRELATIONS -.15 -.07 -.02 .07 .04 .09-.06 .07-.14-.09 .01 -.06.00 .05 .20

RESm..TS QF THE ESTIMATIQN QF THE SEASQNAL D!.!MMX MQDEL QN FIRST
DIFFERENCES.

DUMMYVARIABLE 1 2 3 4 5 6 7 8 9 10 11 12
COEFFICIENT -0.16 0.40 0.13 -.77 0.67 0.36 -0.36 -1.62 -1.5 -0.49 0.42 0.59
T -STATISTICS -.28 .75 .24 -1.44 1.25 0.67 -0.67 -3.02 -2.80 -.91 .78 1.12

RSS =307.0 IN-SAMPLE FORECAST RESULTS
CMSFE = 2.07
UMSFE = 7.04

The SARIMA model comparesvery well with the Harvey seasonaldummy

model,producingan Rs2
value of 0.22. This indicates that the SARIMA model

givesa 22%improvementin fit to thesampledataover thatof the Harveymodel.

The negative coefficients for August and Septemberare the only significant

coefficients in the Harvey model, suggestingthat the only significant seasonal

effecton thecompoundfeedpricefor pigs is the fall in price aroundharvesttime

whenthecostof inputsfall.

4 Seefootnote 1
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Fi~ure 6.9
a.The Conditional and Unconditional In-Sample Forecastsfor Compound Feed
Prices For 1985 From The Model Estimated On The Period 1976:1 to 1985:12
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b. The Conditional and Unconditional Out-of-Sample Forecastsfor Compound

Feed Prices for 1986-7 From The Model Estimated on 1976:1-1985:12.
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The conditional and in particular the unconditional in-sample MSFE's of the

Harvey model compare favourably with those of the SARIMA model. The

unconditional SARIMA forecastscontinually over-forecast the actual1985 figures,

although the forecastsdo pick up the seasonalmovements in the index in the latter

half of the year quite well. It is low index figures for the first three months of

1985, the result of the relatively sharpdrop in the actual index for January which is

the feature not picked up by either of the SARIMA model forecasts in the in-

sample period.

As was the case with the AAPP model forecasts the MSFE's suggest that the
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SARIMA model forecasts considerably better in the out-of-sample period than it

does in the in-sample period, and also out-performs the Harvey dummy model. The

unconditional 24-step forecast from the SARIMA model is very good at picking up

both the general and the seasonaltrends in the index, although they show signs of

over-forecasting in the last five months of 1987.The ability to forecast the out-of-

sampleperiod well is reflected in the UMSFE of 1.29, an average absolute error of

slightly more than one percent of the average for the index for the given forecast

period. The latter figure compares favourably with the equivalent 1.85 of the

Harvey model. As one would expect, the conditional one-step forecasts are an

improvement over the unconditional forecasts,the CMSFE of the SARIMA model

forecasts taking a value of 0.94. This figure is matched by the same statistic for

the Harvey model forecasts.

6.6 A SARIMA Model For The Ratio of AAPP and Pig Compound Feed Price

The plot of the profit ratio - 'PR' - index illustrates that the series exhibits a general

downward trend from 1975 onwards and no obvious seasonal pattern is

discernible. The ratio is very volatile during the first 18 months of the sample

period and specifically so during the first five months of the sample space,a time

period which includes derived figures for AAPP. In order to remove the possibility

of the derived data affecting the size of the estimatedcoefficients, the decision was

taken to identify and estimate the model for the profit ratio on the period 1976:1-

85:12 aswas the casewith the AAPP and compound feed price index models.

Fi~ure 6.10

Plot of the Ratio of AAPP to the Compound feed price 1975:1-87:12
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The raw data required both a first and a seasonal difference before the

correlogramsindicated stationarity. The identified model contained one AR

parameterand and one SMA parameter,the results of estimation being given

below.

( 1-B) ( 1-B12 )(1- 0.1854B) PRt= (1- 0.8600B12) et.
(1.93) (21.9)

(6.6.1)

The AR coefficient is on the vergeof significanceat the 5% level and the SMA

coefficientis very highly significant.Noneof the residualautocorrelationsis close

to beingsignificant, andtheQ-valueof 17.4at lag 25, which hasanassociatedp-

valueof 79.0,providespositiveevidencethat the residualsarenothing other than

white-noise. The RSS of 1132.7does not compare very favourably with the

Harveyseasonaldummyon first differencesmodel, the R,2 value implying a 13%

superiorfit for theHarvey model.The negativeJanuaryandFebruarycoefficients

and the positive Septemberand October coefficients are the only significant

seasonaldummycoefficientsin theHarveymodel.

Table6.65
TheResultsof Model EstimationForTheRatioof AAPP andPigCompoundFeed

Price EstimatedOnTheSample1976:1- 1985:12.

MODEL IN-SAMPLE

d D P Q R.S.S. Q·25 CMSFE UMSFE
"1

P q P'25-k 1\
1 1 1 0 0 1 1132.7 17.4 79.0 8.9 54.9 -0.13

RESIDUAL AlITQCQRRE!.AIIQNS.

LAG 1 2 3 4 5 6 7 8 9 10 -II 12 13 14 15
AUTOCORRELATIONS -.11 .06 -.00-.07-.12 .12.00 .03 .02 -.09 .04 -.07 -.09-.15 -.05

LAG 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
AUTOCORRELATIONS -.13 .03 -.05 .11 .05 -.05 .01-.01 -.06 -.05 .08 .08 .07 -.01 .02

RESULTS QF TIIE ESTIMATIQN QF THE SEASQNAL DUMMY MODE!. QN FIR.ST
DIFFERENCES.

DUMMY VARIABLE
COEFFICIENT
T-STATISTICS

RSS= 1018.5

1 2 3 4 5 6 7 8 9 10 11 12
-3.13 -2.02 .34 -1.78 -.44 -1.59 -1.77 0.09 3.36 3.81 .60 -1.13
-3.0 -2.1 .35 -1.82 -.45 -1.63 -1.81 .09 3.4 3.9 .61 -1.16

IN-SAMPLE FORECASTRESULTS
CMSFE = 6.32
UMSFE = 28.1

The in-sampleconditional and unconditionalMSFE statisticsfrom the Harvey

modelaresmallerthan the equivalentstatistics from the SARIMA model. The

S Seefootnote 1
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unconditional SARIMA forecasts over-forecast the actual figures for all except

the January index. The conditional forecasts are relatively good although the

model fails to forecast the sharp fall in profits in February and March.

Figure 6.11
a. The Conditional and Unconditional In-Sample ForecastsOf The Profit Ratio For

1985 From The SARIMA Model Estimated On 1976:1 to 1985:12
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b. The Conditional and Unconditional Out-Qf-SampleFQrecastsof The Profit Ratio
For 1986-7 From The SARIMA Model Estimated Qn1976:1-1985:12.
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The out-of-sample SARIMA model forecasts for 1986 and 87 are better than the

in-sample forecastswhen comparing the MSFEs. The unconditional forecastspick

up the general movements in profits quite well though the forecasts are
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characterisedby over-forecastingfrom around the end of the 1986.The MSFE

statisticsfor the unconditionaland the conditional forecastsare 13.26and 4.46

respectively.The equivalentstatisticsfor the Harvey seasonaldummy model are

16.13 and 5.50, indicating the superiority of the Box-Jenkins model over the

seasonal dummy model in the stricter test of out-of sample forecasting

performance.

6.7 DerivedVersusActualProfit Forecasts.

To round off this chapter,the forecastsof the model built in theprevious section

arecomparedwith thosederivedby taking the forecastsof the real AAPP and the

real compoundfeedprice,producedby the modelsdevelopedin sections6.4 and

6.5 respectively, and deriving profit ratio forecasts. The analysis is done by

comparingthe short term forecastingabilities of the models by analysing the

conditional one-stepforecastsin the out-of-sampleperiod. The forecasts,along

with theactualprofit ratio indexarepresentedin figure 6.12below.

Figure6.12
The ConditionalOne-StepForecastsof theDerivedProfit Ratio for theOut-Of-

SamplePeriod1986-7
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The forecastsin figure 6.12 can be compareddirectly with thoseof figure 6.11.

What is immediatelyobviousfrom a visual comparisonof the two setsof plots is

that they arevery similar.Theonly generalobservationwhich canbemadeis that

is doesappearthatthederivedforecasterrorslook slightly larger than they arefor

the forecastsmade from having modelled the actual profit ratio. In order to

quantify the difference in the forecasting abilities of the actual and derived

forecasts,theMSFEof theconditionalforecastswascalculatedso that it could be

1986 1987 DEC

comparedwith the valueof 4.46.The latter statistic is the CMSFE from having

forecastusing the actualprofit ratio modeldiscussedin the previoussection.The
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calculated value of 5.87 suggeststhat the direct forecasts are slightly superior to
the derived forecasts for the short term forecasts.This result, coupled with the fact

that it is obviously easier to forecastprofits directly using modeI6.6.1, suggestthat

the direct route to forecast the profit ratio should be preferred to the,derivedroute.

6.8 Conclusions
Inthis chapter univariate statistical models have been built using the Box-Jenkins
methodology outlined in chapter two. The slaughter and price data which have

been modelled were in monthly form, which made identification of the models

considerably easier than was experiencewhen building the quarterly breeding herd

models of chapter three. The models were estimated over a comparable period to
the biological and econometric trimestic models of chapters three and four,

although the frequency of the data means a much larger number of observations

are available. The price data for 1975 is not included in the identification and

estimation procedures due to its turbulent behaviour, causedby the sharp increase

in world commodity prices at that time. Also, the AAPP was not available at the
start of the sample period although provision was made to deal with this situation.
All five models estimated were both first and seasonally differenced in order to

achieve stationarity, and features common to most of the identified models were
non-seasonalautoregressiveand seasonalmoving average components. In contrast
to the quarterly breeding herd models, none of the monthly models had cyclical

structures. Most of the seriesexhibited seasonality, picking up features such as the
increased slaughter in the pre-Christmas period. The presence of seasonality is

almost certainly a reason for the negative Harvey Rs2
statistics in four out of the

five models, the exception being the compound feed model in which seasonality is
least prevalent. Comparing the in-sample and out-of-sample forecasting

performances of the five SARIMA models with those of the Harvey seasonal

dummy models, the latter were on the whole the better in-sample but in the stricter

test of out-of-sample forecasting the SARIMA models came out on top.

At the end of the chapter a brief analysis of the relative forecasting performances
of the profit ratio model and the forecasts derived by forecasting the two
components of the ratio, favoured the useof the ratio model itself both in terms of

forecasting ability and convenience. This univariate model for the profit ratio is,
therefore, used as the sole model for forecasting profits in the thesis, and will be
used every time models including profit as an explanatory variable are used for

unconditional forecasting. In the following chapter, the models developed for the

two slaughter categories and the profit ratio model will be combined to produce

bivariate models using the Box-Jenkins methodology.

The short and longer term forecasting performance of the univariate SARIMA

models compared with equivalent biological and bivariate Box-Jenkins models for
culling and fat pig slaughter will be analysed in chapter eight, the forecasting

chapter.
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CHAPfERSEVEN

BIVARIATE BOX-JENKINS MODELS FOR SOW AND BOAR CULLING

AND FAT PIG SLAUGlITER

7.1 Introduction,

A natural extension of the Box-Jenkins univariate model building methodology

outlined in chapter two is the multivariate Box-Jenkins analysis which utilises the

univariate models built using the same methodology in order to derive models

relating two or more variables. More specifically, a variable Xu is related to past

values of itself through AR terms, past andpresentvalues of a secondvariable X2,t

and past and present values of a moving-average error term e1t, such as that

illustrated in the transfer function 7.1.1.

ill (B) XI,t = il2 (B) X2,t + il3 (B) ~l.t· (7.1.1)

where B is the usual backshift operator and ~l,t is a white noise error term. It was

deemed appropriate and of interest to consider building such models for relevant

key variables modelled in the thesis, introducing profits asan explanatory variable,

so that the bivariate Box-Jenkins models can be regarded as alternatives to more

traditional econometric approaches. The analysis presented in this chapter, is

confined to bivariate models only, for which the theory underlying the building of

such models is outlined in section 7.2 and discussed more fully in Granger and

Newbold (1977).

Like the univariate analysis, multivariate model building methodology requires

suitably long and consistent time series data in order that a serious attempt at

modelling can be undertaken.Given that theprofit ratio andthe monthly culling and

fat pig slaughter series have been modelled from 1975 onwards, the bivariate

analysis is confined to this period. Given these two constraints it was not

considered sensibleto attempt model identification for the pseudo-quarterly census

data, especially given the possibility of potentially long lags on the profit variables.

The bivariate Box-Jenkins analysis is thus confined to the seriesfor which thereare

monthly data, namely, sow and boar cullings andfat pig slaughter.

The models to be built will be of interest in that their long and short term

forecasting abilities can be compared with the other monthly models for the two

slaughter categories built in previous chapters. Ex ante, one would expect the

models to perform as well as, if not better than, the univariate models in the short
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tenn becauseof the inclusion of the additional profit variable. The medium/long

term forecasting should also be superior to the univariate models for the same

reason, however, forecasts greater than one month aheadrequire forecasts of the

explanatory profit variable to be made first and as such, the longer term

performanceof the models will dependupon the longer term forecasting ability of

the univariate model for the profit ratio developedin chaptersix.

In addition to an interest in the forecasting models themselves, the Box-Jenkins

bivariate model building processhasa secondaryusein that it helps to identify the

nature of the lags in the relationships betweenthe two variables modelled. Thus, if

the relationships between culling and profits and fat pig slaughter and profits are

unknown a priori, the analysis would be useful in indicating the possible length of

the lags involved in the action of culling/ slaughtering the pigs following a given

changein the level of profits. In the following section, the theory of bivariate Box-

Jenkins modelling is outlined.

7.2 Bivariate Box-JenkinsModelling:- The Theory.

Much of the theory underpinning bivariate Box-Jenkins methodology is obviously

related to that used in the univariate modelling procedure and as such, the

discussion of the theory of bivariate modelling requires less detailed discussion

than that which was devoted to the univariate methodology of Chapter two. The

terminology and notation usedin this chapter follows that usedin chapter two.

As is the casein univariate modelling, bivariate/multivariate modelling involves the

three stagesof model identification, estimation and diagnostic checking. At the

identification stage of the model building process, univariate models for the

included variables are built and the error terms cross correlated in order to infer

relationships betweenthe variables concerned.Having identified a relationship, the

bivariate model can be estimated using a relevant non-linear estimation package.

The appropriatenessof the estimatedmodel can then becheckedin a similar fashion

to that for the univariate models by considerationof factors such as the significance

of the estimated parameters and the randomness or otherwise of the estimated

residuals.

A common way of examining thepossibility of relationships between two variables

is to examine the degreeof linear correlation betweenthem, and so this would seem

an appropriateway to help identify a bivariate Box-Jenkins model. Unfortunately, a

common feature of economic time seriesis that they are subject to the influences of

time trends, and assucha high correlation coefficient between two variables is very

possibly spurious in that it is largely a result of the two variables trending together
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over time, whether or not they arerelated to eachother. The consequenceof this is

that observation of the correlation between Xl,t and X2,t is likely to lead to

mistaken inference, especially where economic data are concemed,A suggested

way to get around this problem is to conduct a transformation of the data referred to

as'pre-whitening'. Having built a univariate ARMA model of the form,

<I>(B) Xu = O(B) El,t· (7.2.1)

the estimated residuals from estimating the model should, assuming the model has

been identified correctly, exhibit white-noise properties. The significance of this

discussion is that the estimatedresidual is random and is not, therefore, subject to

influences such as trending, so that the possibility of spurious correlation being

inferred is removed. Given this property, the residual term makes a useful proxy

for the variable Xl,t. This processof transforming a variable into its residual error

term is the aforementioned pre-whitening process, and in the case of the general

ARM A model representedby equation 7.2.1is achieved by dividing both sides of

the equation by the moving-averagepolynomial term term O(B) asindicated below.

E = <I>(B) X
It O(B) It

The estimated residuals from any univariate model can thus be used to identify

(7.2.2)

relationships between two variables that one wishes to model. Given a second

univariate model,

<l>(B)X2,t = 9(B) E2,t. (7.2.3)

the two pre-whitened seriesE1,tand E2,tcan be cross-correlated for an appropriate

number of lags, where the latter is determined by the frequency of the time series

data. More specifically, a monthly model, for example, requires examination of

cross correlations for a larger number of lags than would a model concerned with

annual time seriesdata. In general the values of the crosscorrelations CORR(EI t ',

E2,t-i) are calculated for both positive and negative values of i in order to observe

the possibility of feedback in the model. As with the univariate models, a general

rule of thumb for measuringthe significance of the crosscorrelations is to count the

Quenouille statistic, that is, (2+ vn) as the acceptedcritical value for the level of

significance. If, for example the cross-correlation between E1,t and E2,t-j were

larger than the Quenouille statistic, this would suggestthat E2,thas a causal effect

on E1,t with a lag of j time periods, and furthermore, this suggeststhat X2,t has a
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causal effect on X l,t with the sametime lag. Thus the central importance of the

cross correlation statistics in the identification of a bivariate Box-Jenkins model has

been illustrated. There is nothing to stop more than one cross correlation being

significant and, moreover, it is possible for correlations to be significant for

positive values of i. Were the latter true, this implies that the causal relationship

runs in the opposite direction to that describedin the example above.Where there is

significant cross correlation for both positive and negative values of i, a situation of

feedback is said to exist where the causalrelationships run in both directions. If the

cross correlation at lag zero is significant simultaneity is present in the relationship

and the picture is much less clear as far as the implications for the direction of

causality are concernedand, asyet, no theory exists which enablesinterpretation in

such an event

When feedback is present in a bivariate relationship, the whole process of

identifying and estimating the model, which is likely to contain a large number of

parameters, is made much more complicated. Where feedback does not exist, or

where it is assumed away, the whole process of model building is greatly

simplified, one of the transfer functions reducing to a univariate ARIMA model.

BecauseI am not concernedwith modelling the profit variable itself, thepossibility

of feedback will be assumed away, and as such, the remainder of this section

dealing with the theory behind the Box-Jenkins methodology will only consider

uni-directional causality models.

Having observedthe crosscorrelations between~\t and £2,t-i for positive values of

i, therefore, a generaluni-directional causality model between the two pre-whitened

variables can be identified taking the form given in 7.2.4,

(7.2.4)

where ;1 t is the white noise error term and rol CB)is a finite polynomial. The order,

of the polynomials ro2(B) and ro3(B) is inferred by the cross-correlation

identification stage of modelling described above. Having identified the above

transfer function for the pre-whitened variables, the model can be translated into a

model in terms of Xl,t and X2,t in the following way. Substituting for £l,t and

£2,t in 7.2.4 using transformations of 7.2.2 and 7.2.3, the following transfer

function results.

(7.2.5)
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Multiplying through both sidesof the equation by 8(B) / ~(B) gives:-

8(B) 0>2(B)<t>(B) 8(B) 0>3(B)

X1•t = ~(B) ffi
1
(B) 8(B) X2.t + ~(B) O>l(B)~l.t

(7.2.6)

which is the.final transformation required, the transfer function in 7.2.6 expressing

the dependent variable Xl,t in terms of past and present values of X2,t and the

white noise error term ~1,t. Although the modelling process was simplified by

excluding the possibility of feedback in the model, the transfer function in 7.2.6

still looks rather complicated, consisting of 7 polynomials, the order of which

could take any value. In practice the order of the polynomials is unlikely to be

greater than two and it is possible that the function could be simplified by the

cancellation of common roots. A common way of simplifying the whole process

further is to bypass much of the transforming of transfer functions and to use the

cross-correlation function identification of the pre-whitened series to infer a

relationship between the two X variables, estimate the latter relationship and allow

the model to be adapted at the diagnostic checking stage of the model building

process.

Box and Jenkins note that this method of pre-whitening both the input and the

output seriesis somewhat indirect and, where a large number of coefficients exist,

the abovemethod cancauseover-parameterisation.The latter problem initiates more

work at the diagnostic checking stage of the model building procedure. A more

direct method not pursued in this thesis but advocated by Box and Jenkins to

reduce the diagnostic work, for modelling when feedback does not exist in the

relationship is outlined in Granger and Newbold.! Briefly, the method involves

pre-whitening only the input variable X2,t, and using the estimated coefficients

from the univariate model for this series to transform the output variable X l,t in

order to define a new variable Zt. Rewriting 7.2.6. as:-

* *
X1•t = VI (B) X2.t + 'P1 (B) ~l.t

then Zt is defined as:-

(7.2.7)

z = <t>(B)X
t 9(B) l.t

where <I>(B)and 8(B) are asdefined in 7.2.3. It can be shown, using simple

(7.2.8)

1 Granger and Newbold (1977). pp. 243f
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algebra, than-

[ ]

0.5
• VAR (Zt)

V 1.i= CORR ( Zt' £2,t-i) VAR (£ )
2,t

.'

Thus, each V* l,i is simply a constantmultiple of the cross correlation between 21

(7.2.9)

and £2,t-i' The cross correlations between 21 and e2,t-i where the latter are the

estimated residuals from having estimated 7.2.3, are then calculated so that the

estimates of V* l,i can be derived. The latter are then used to identify the form of

V* 1(B) in 7.2.7, which is then estimated assuming £1.t to be white noise. The

residual autocorrelation function is then allowed to suggestthe appropriate form of

the error structure. The coefficients of 7.2.7 can then be estimated in the usual

fashion.

Having estimatedthe identified transferfunction for Xl,t reachedby whatever route

is thought most appropriate, the model is estimated using a non-linear regression

package.The model is then checkedfor inadequaciesin much the sameway as are

the univariate models, and the appropriate modifications made. Any estimated

parameters with insignificant t-statistics can be removed from the initial

identification if it is thought appropriate. The residual autocorrelations should be

observed for large correlations at an appropriate number of lags determined by the

frequency of the time seriesdata,againusing the Quenouille statistic asa yardstick.

A portmanteau statistic such asthe Box-Ljung statistic should also be calculated to

examine the white noise properties of the residuals asa whole. Given significantly

large residual autocorrelation statistics the initial model should be augmentedin the

usual manner by the addition of AR or MA terms as deemed appropriate by the

modeller, the usual rules of augmenting one side of the equation only applying as

they did in the univariate modelling procedure.

As is true of univariate Box-Jenkins modelling, the model building procedure is

unlikely to be as clear cut as the theory suggests and the results of model

identification and diagnostic checking areoften a matter for the modeller to decide

what he feels to be the most appropriate action to take. Consequently, different

modellers will often produce different models given identical setsof data, which

may be thought to be an advantageor a disadvantageof the Box-Jenkins approach

to other time seriesmethodologies. Having said this, it is also true that the results

of forecasting with the differently structuredmodels is more than likely to produce

similar forecasts. The theory outlined above is now applied to build bivariate

models for the culling and fat pig slaughter time seriesusing the profit ratio as the
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causalvariable.

7.3 A Bivariate Box-Jenkins Model For The Culling Of Sowsand Boars.
:

The first task in the Identification processis to pre-whiten the culling and the profit

series.This is achieved by obtaining the residuals from the univariate models for

the two series concerned. From chapter six it is known that the identified and

estimatedunivariate modelsaregiven asfollows:-

(7.3.1)

where Met is the white noiseerror term for the culling model, and

(1 - 0.1854 B)( 1- B) ( 1- Bt2) PRt = (1- 0.8600 Bt2) PRet. (7.3.2)

where PRet is the white noiseerror term for theprofit model.

The Observederrors Met and the PRet were obtained from the estimatedunivariate

models by simple transformations of7.3.1 and 7.3.2. Thus,

Met=(1+O.22B4)(1+O.36B12)(1-B)(1-B12)Mt+ 0.85 Met-t2 (7.3.3)

and

PRet = (1- 0.1854 B)( 1- B)( 1- B12) PRt + 0.8600 PRet-12. (7.3.4)

Having obtained the observed residuals, Met and PRet, the two were cross

correlated producing the following crosscorrelation correlogram in which only the

lags for positive values of i are observed, our interest being in the relationship in

which profit is the causalvariable.
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Figure 7.1
The ResultsOf CrossCorrelating The ObservedCulling Residuals

With The ObservedProfit Residuals: 1976:2-1985:12.
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The figure illustrates the fact that the errors from the univariate culling and profit

models are uncorrelated at lag zero, the value of the calculated coefficient of

correlation being 0.004, which compared with a Quenouille statistic of 0.193 is

nowhere near significant. This result is good in that it expels any possibility of

contemporaneous correlation in the model which does not invalidate our

assumption of uni-directional causality. Comparing the cross-correlations with the

two horizontal lines - representingthe Quenouille levels of significance for positive

and negative cross correlations - none of the individual correlations is significant.

If, however, one observesthe crosscorrelations as a group rather than individually

a couple of interesting points arise.The first observation is that the first five cross

correlations are negative and, those at lags 2,4 and 5 are all greater than one

standarderror below zero.This phenomenonis compatible with the lag usedin the

econometric model of chapter5 in that culling was related to a weighted averageof

profits in the previous five months.The correlation is negative becausean increase

in profits, for example, reduces the subsequentnumber of cullings as producers

build up the breeding herd.The secondoutstanding feature of the right hand side of

the diagram is that the crosscorrelations for lag 14 to 18, with the exception of that

at lag 17, are all positive and relatively large. For the given example of an increase

in profits, although producers curb culling initially, the resultant increase in the

breeding herd and the number of fat pigs eventually produces an increase in

cullings. It is conceivable that this positive relationship occurs 14 to 18 months
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after the initial changein profit although there is no reason, a priori, for expecting

the relationship to occur at this time, nor would one expect it to occur over such a

concentrated time span.Having said this, the Box-Jenkins approachis an empirical
•

one and so the first attemptat estimation took the following form:-

Met = (11( 0.2 PRet-l,t-5 ) + (12( 0.2 PRet-14,t-18) + Et (7.3.5)

where Et is a white noise error term,

and where PRet-l,t-5= PRet_1+ PRet-2+ PR~-3 + PRet-4+ PRet-5

and correspondingly for PRet-14,t-18.

In other words, the simple assumption of equal weights on each of the profit

variables lagged 1 to 5 months and 14 to 18 months is made. The results of

estimation of the above arepresentedin the expressionbelow.

Met = -0.292 ( 0.2 PRet-l,t-5 ) + 0.158( 0.2 PRet-14,t-18) + et
(-1.70) (0.98)

(7.3.6)

The t-statistics in the parenthesesindicate that the estimatedparameteron the longer

lagged profit residual variable is not even as large asone standarderror above zero.

Consequently, the longer lagged profit residual variable was dropped from the

estimation procedure. The results of regressing the culling residuals on profit

residuals lagged only 1to 5 months is given below.

Met = -0.295 ( 0.2PR~-1,t-5) + et
(-2.44)

(7.3.7)

The t-statistic indicates the significance at the 2% level of the estimated parameter

which is, of course, of the correct sign. None of the residual auto correlations - the

first 20 of which are presentedin the figure below - is significant as measuredby

the Quenouille statistic and the Box-Ljung Q-statistic2 of 14.64 indicates that the

null hypothesis of white noise residualscannot be rejected even at the 50% level of

significance when comparing Q with the Chi-Squares tables for 19 degrees of

freedom.

2 See footnote on page 2.12 for explanation of Box-Ljung statistic.
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Fi~ure 7.2

Plot Of Residual Autocorrelations From The Estimated Equation 7.3.7
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Having obtained a satisfactory relationship between the error seriesfor culling and

profit, the next task is to identify and estimate a model for 'actual' culling and

profit. In order to do this, use is madeof the two univariate models 7.3.1 and 7.3.2

and the bivariate model for the errors of these two models, 7.3.7. Replacing the

estimated coefficients for thesemodels by variables al to ~, and defining (l-B)(l-

B l2)Mt in 7.3.1 and (l-B)(1-Bl2)PRt in 7.3.2 as M*t and PR*t respectively,

7.3.1 ,7.3.2 and 7.3.7 can be re-written as 7.3.8, 7.3.9 and 7.3.10 respectively.

(7.3.8)

(7.3.9)

Met = ~ ( 0.2 PRet-l,t-5) + et

Substituting 7.3.10 into 7.3.8 gives:-

(7.3.10)

The appropriate transformation of 7.3.9 can then be substituted into 7.3.11 giving:-

4 12· 12 (l-a4B)
(1 - a1B ) ( 1- a2B ) Mt = (1-~ B )( a60.2 PR"'t_l t-5+ et) (7.3.12)

(1-a
5
B 12) ,

At this stage,the relationship looks quite complicated on the right hand side of the

equality, however, referring back to the results of parameter estimation, a3 and as -
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the parameters for the moving-average terms in the univariate culling and profit

models respectively - are different only by .Ol. By making the not unreasonable

assumption that thesetwo parametersareequal 7.3.12 can be rewritten as7.3.13.

(7.3.13)

It is possible to develop the model further by expanding the differenced variables

M*t and PR*t-l,t-5, anddividing through by (1-B)(1-BI2) so that the latter equation

expressesactual cullings in terms of an averageof lagged actual profits asgiven in

the following expression.

4 12 (1 - a5B11
(1 - al B ) ( 1 - a2 B ) Mt = 0.2 a6 ( 1 - a4 B) PRt_l t-5+ £t

, (1 - B)(l _ B12)
(7.3.14)

The major drawback with the aboveequation is the complex polynomial expressing

the structure of the moving-average error term. Although many varied attempts

were made at trying to estimate (7.3.14), none were successful in that no model

was found in which all the estimated parameterswere significant or took feasible

values. In many casesthe signs on the parameters were different from what one

would expect from the initial estimatesin equations 7.3.8, 7.3.9 and 7.3.10. Also,

no model could be found in which the error structure could confidently be

described aswhite noise.

In the end, therefore, it was necessary to return to equation 7.3.13 in order to

attempt an estimation. Representing 7.3.13 without the backshift operator is given

in equation 7.3.15 below.

'" '" '" '"M t-alM t-4-a2M t-12+ala2M t-16=

'" '"0·2a6(PR t-l,t-5 - '4PR t-2,t-6)+ Et- a5Et-12 (7.3.15)

Estimating the restricted expression (7.3.13) in order to reduce the number of

parametersto be estimatedproducesthe following regression.

(1 + 0.268B4)(1+ 0.361B11M\ =
(-2.65) (-3.62)

'" 12-- 0.414 (1 - 0.269B) 0.2PR t-l,t-5 + (1 - 0.581B -) et

(-2.04) (0.70) (5.38)
(7.3.16)

where et is the observedresidual at time t As the t-statistics in parenthesesindicate,
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all but the ~ parameteris significant at the 5% level. The residual autocorrelations-

the plot of which is given below - areall below significance levels asdetermined by

the Quenouille statistics. As the plot clearly indicates, the only potential problem is

for the residual autocorrelation at lag 1, which although not significant, is

considerably' higher than the those at higher lags. The regression has a M.S.E. of

2.832.
Figure 7.3

Plot of The First Twenty Residual Autocorrelations Resulting From Regression
7.3.16.
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In order to allow for the autocorrelation at lag 1, a first order moving-average term

was added to the latter regression,the results of which arepresentedbelow.

(1+ 0.270B4)(1+ 0.351BI2)M\=

(2.76) (3.56)

• 12
- 0.330(1 - 0.035B)0.2PRt-l.t-5+ (1 - 0.141B - 0.629B )et

(-1.67) (-0.06) (-1.70) (-6.08)

Although the additional parameter is only significant at the 10% level, it is

(7.3.17)

considered high enough to remain in the model, for which the M.S.E. is now

2.796. The addition of the first order moving-average term in the model has

reduced the significance of the lower lagged profit variable, but, the outstanding

problem with the estimated regression is the insignificant parameter on the longer

lagged profit variable. Consequently the parameterwas dropped from the model, a

change which proved to be the final adjustment required. The results of this final

estimation arepresentedin equation 7.3.18 below.
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(1 + 0.271B4)(1 + 0.349B12)M'\ =
(2.85) (3.60)

- 0.320 (O.2PR·t-l,t-5) + (1 - 0.142B - 0.632B1~ et

(-4.70) (-1.76) (-6.34)

The M.S.E. for this final model is the lowest of all three estimatedmodels taking a

(7.3.18)

value of 2.768 and all of the t-statistics of the individual parametershas increased

from that of the preceding estimation. The profit variable is now significant at the

1% level. There 'is no apparent problem with the residuals as indicated by the

residual autocorrelation plot below and the fact that the first 20 residual

autocorrelations have a Box-Ljung Q-statistic of 8.28 which is nowhere near

significance at the 10%level when measuresagainstthe Chi-Squaredistribution for

15 degreesof freedom.

Figure 7.4

Plot of The First Twenty Residual Autocorrelatjons Resulting From Regression 7.3.18
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Having built the model it can then be used for forecasting. Having said this, the

long-run equilibrium coefficient on the profit ratio is -0.037, which indicates that

the long run effect of profits on culling is small but negative. This result is not

consistent with a finite life of breeding sow and, therefore, the model is essentially

a short run model asfar as forecasting is concerned.Becausethe forecasting ability

of the model in the in-sample period was not of prime concern as a criterion for

choosing the best model, only the 24 one-stepconditional forecasts of the out-of-

sample period and a 24-step unconditional forecast for the December of 1987 are

illustrated in figure 7.5 below. The forecasts were derived from a computer

program developed especially for the task. Firstly, univariate forecastsof profit are
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derived from the univariate Box-Jenkins model built in chapter six; theseforecasts

are then fed in to the bivariate model in order to obtain the culling forecasts.

Figure 7.S
Conditional and Unconditional Forecastsfor the out-of-sample period 1986-87

40

30

The figure illustrates that the one-stepconditional forecasts appear to forecast the

out-of-sample period rather well, picking up the general fluctuations in cullings,

though exhibiting a somewhatsmootherappearancethan the actualdata.The MSFE

for the conditional forecasts is 2.958 which implies an approximate 7% mean

absolute error. Turning to the unconditional forecast for the out-of-sample period,

these forecasts also pick up the general trend of cullings for the given period very

well although the expected under-forecasting is realised. A look at the equivalent

univariate model forecasts of cullings presented in chapter six, reveals that the

univariate model forecastsare alsoprone to under-forecastingin this period though

to a smaller extent.The exaggeratedeffect in the bivariate model is almost certainly.

therefore, a result of the inclusion in the bivariate model of the additional profit

variable. The unconditional out-of-sample univariate forecasts for the profit ratio,

presentedin figure 6.12 of chaptersix illustrate the fact that they have a tendencyto

over-forecast profit from towards the end of 1986 onwards. Because of the

negative coefficient on the profit ratio in the bivariate model, the exaggerated

downward effect on the cull forecasts is explained by the univariate model's over-

forecasting of profit for the out-of-sample period. The latter phenomenonillustrates

the potential drawback of the bivariate model whoseforecasting ability is dependent

not only on the forecasting ability of itself but of the univariate model for the

explanatory variable aswell. This problem is discussedfurther in chapter eight.
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7.4 A Bivariate Box-Jenkins Model For Fat Pig Slaughter.

Having built a model for the culling of sows and boars, the samemethodology is
•

employed to construct an equivalent model for the adjusted monthly fat pig

slaughter figures. As the methodology employed in this model has been fully

explained in the previous section, thediscussionof the identification and estimation

stageswill be much briefer.

Once again, the second variable will be the profit ratio, as used in the culling

model, which means that the univariate model 7.3.2 is again applicable. The

equivalent univariate model for fat pigs is that identified andestimated in chapter 6,

that is, equation 6.3.1, reproduced below asequation 7.4.1.

(1- B) (1- B12) FPt= (1- 0.295 B) (1- 0.87 B12) FPet.

(-3.33) (-28.0)

(7.4.1)

where FPet is the white noise error term from the univariate fat pig model. Having

used the univariate models to obtain the two pre-whitened series, the first step of

identifying a relationship between the observed error terms FPet and PRet could

commence by cross correlating them. The correlation at lag zero was nowhere near

accepted levels of significance, indicating the desirable result of no simultaneity

relationship between the two variables. The resultant cross-correlations for the

observed fat pig and profit error variables, Corr(FPet , PRet-i ), suggested the

possibility of both a short term anda long term effect of profits on fat pig slaughter.

As was the case in the bivariate culling model, the first 5 cross correlations were

negative andrelatively large, although none was individually significant compared

with the Quenouille statistic for 107observations.These correlations imply that an

increase in profits, for example, will, in the short term, decreasethe number of fat

pigs slaughteredpresumably becauseof transfers into the breeding herd in order to

build it up asquickly aspossible.To model this relationship, a variable which is an

averageof profits lagged 1 to 5 months hasto be included on the right hand side of

the model. The secondpattern emerging from thecross correlations was a string of

positive cross correlations from lags 11to 18inclusive, the exception being a small

negative correlation at lag 13. Once again, none of these correlations was

individually significant Given that a sow's gestation period is approximately four

months and given that fat pigs can be slaughteredfrom about the ageof five months

onwards, it is quite conceivable that a sharp increase in profits in month t could

produce an increase in fat pig numbers some 11 months plus later. As with the
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short run effect, a simple average of profits from lag 11 to 18 inclusive will be

included as a variable on the right hand side of the model. The identified model

which was subsequentlyestimated,therefore, took the following form.

FPet = Yl ( 0.2 PRet-l,t-5 ) + Y2( 0.125PRet-ll,t-18 ) + £t (7.4.2)

where £t is a white noise error term, and where PRet-l,t-5 and PRet-ll,t-18, are the

sums of the profit ratio index lagged 1 to 5 months and 11 to 18 months

respectively.

The results of estimation arepresentedin equation7.4.3below.

FPet = -4.142 ( 0.2 PRet-l,t-5 ) + 4.629( 0.125PRet-ll,t-18 ) + et
(-1.80) (1.62)

(7.4.3.)

Although neither parameteris significant at the 5% level, both were consideredhigh

enough to justify their inclusion in the model. The residual autocorrelations at lags

10and 19are significantly below zero, but, since there are no reasons,a priori, for

including such variables in the regression, nothing was done about the potential

problem. In addition, the Box-Ljung Q-statistic of 23.48 is not significant at the

10%level of significance, implying that the residuals as a whole would appear to

be a white noise process.

Having obtained a bivariate relationship between the error structures of the fat pig

and profit variables, the task remained to convert the relationship into one between

actual fat pig slaughter and profits. Following the problems experienced at the

equivalent stagewhen modelling the bivariate culling model, the decision was taken

to achieve this by modelling the first and seasonallydifferenced series,defined as

FP* and PR*. Re-defining the two relevant univariate models in terms of the

differenced variables, and replacing the estimatedcoefficients with symbols results

in equations 7.4.4and 7.4.5presentedbelow.

FP* t = (1 - ~l B ) ( 1 - ~2 B12) FPet· (7.4.4)

(7.4.5)

Following a similar procedure to that carried out when deriving a model for M*t,
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equation 7.4.5 is substituted into 7.4.2, the resulting expression being substituted

into equation 7.4.4. The end result of the two substitutions is equation 7.4.6.

As was the casewith theculling model the fortunate result occurs that the estimated

parametersof ~2 (0.874) and of ~4 (0.860) are close enough to be assumedequal,

thus allowing the cancellation of the terms (1-~2B12) and (1-~4B12) on the right

hand side of equation 7.4.6. The expression resulting from this cancellation of

terms is reproduced in equation 7.4.7.

FP\ = (1- 131B )( (1- 133B)(110.2PR·t_1,t_5+ 120.125PR·t_ll,t_1S)

+ (1-132B12)et) (7.4.7)

Having obtained the latter expression, constrained estimation of the five included

parameterscould take place.The resultsof estimation aregiven in equation 7.4.8.

•FP t = (1- 0.40B)( (1- 0.38B)(-7.1O.0.2PR·t_l,t_S+ 7.84.0.125PR·t_ll,t_18)+
(-4.13) (-1.46) (-1.75) (2.29)

(1- 0.29B12)ct }
(2.69)

(7.4.8)

There is no reason to believe that the residual autocorrelation structure of 7.4.8 is

other than white noise, and the regression has a MSE of 877.22. The estimated

parametersareall of theexpectedsign andall but ~3 and11are significant at leastat

the 5% level. Because the t-statistic for the estimated coefficient of ~3 is below

accepted levels of significance, the decision was taken to remove the coefficient

form the regression. The results of re-estimation minus the said coefficient are

presented in equation 7.4.9.

Fp·t = (1- 0.498 B ){(-3.85*0.2PR*t_l,t_5 + 5.587*0.t25PR*t_l1,t_18 ) +
(-5.53) (-2.06) (2.04)

(1- 0.466 B12) et)
(-5.t8)

(7.4.9)
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The significance of eachof the included parametershas increasedfrom the previous

model so that all except the estimatedcoefficient of 11and12- which aresignificant

at 5% - is significant at the 1% level. The MSE of the estimated regression is also
:

lower than the previous regression at 834.62. Only one of the residual

autocorrelations is significantly above zero compared with the Quenouille statistic

for 100 observations and this is at lag 9. Because there is no apparent reason for

including this lag in the model, the decision was taken not to adjust the model in

any way. The Box-Ljung statistic of 14.40 gives no reason to suspect that the

residuals are not a white-noise processwhen checked against the chi-square tables

for 16 degrees of freedom. The estimated long run coefficient measures -0.036

indicating a small negative long run effect of profits on fat pig slaughter which is

not consistent with our a priori expectations. Consequently, and as was the case

with the bivariate culling model, the model is essentially a short run model, and the

longer term forecastsareliable to under-forecast The 24 one-stepforecastsand the

24 stepforecast for December 1987arepresentedin figure 7.6 below.

Figure 7.6
Conditional and Unconditional Forecastsfor the out-of-sample period 1986-87

1300

1200

~
;:>

§ 1100

Iil FP

• BVstep1

a BVUFst

1000
JAN 1986 JAN 1987 JAN

TIME

The MSFE for the conditional one-step forecasts measures552.5 which implies a

mean absolute forecasting error of 23.5 which is approximately 2% of the average

four week fat pig slaughter figures. The 24 one-stepforecastsappearto forecast the

two year period very well, picking up nearly all of the seasonal fluctuations in

slaughterings. The 24 -step forecast for December 1987 illustrates that the

unconditional forecastsalso follow the seasonalslaughterfluctuations very closely,
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although it is apparent that in this case the two year forecast generally under-

forecasts.Comparedwith the equivalent forecastsfrom the univariate fat pig model

of chapter six, which are not prone to such under-forecasting it would appear that.
the problem is again a result of the influence in the model of the univariate profit

ratio forecasts and the long run negative profit coefficient. The 24-step over-

forecast of the profit ratio already discussedin the culling model hashad the effect

of reducing the slaughter forecast through the negative coefficient on the shorter

laggedprofit variable which hasnot beencompensatedby the positive coefficient of

the profit variable lagged 11 to 18 months. Had the univariate profit model

consistently over-forecast for 1986 aswell as 1987,the net effect would have been

to reduce the under-forecasting of fat pigs by the bivariate model. This discussion

further highlights the importance for the forecasting abilities of the bi-variate

models of the reliability of the longer term forecasting abilities of the univariate

profit model.

7.5 Conclusion

In this chapter, the theory underlying the methodology for bivariate Box-Jenkins

model building has been outlined, concentrating on the case of uni-directional

causality. The theory was then applied to build monthly models for the culling and

fat pig slaughter time seriesin order to derive alternative forecasting models to the

univariate and biological models built in previous chapters. The exercise was of

interest in that the methodology provides a framework for modelling two variables

in which the direction of causality, and the lags involved in the causalrelationships,

neednot be known prior to modelling, in order for a workable model to be built. In

this chapter, however, the direction of causality was assumed known and the

process of identification was undertaken bearing in mind prior knowledge of the

biological lags existing in the breeding herd system.The derived models were used

to generateone-stepconditional forecastsand anunconditional forecast for the out-

of-sample period. All the forecasts are quite satisfactory, except that there is

indication that the models might struggle to forecast the correct level of

slaughterings in the longer term due to the nature of the univariate forecasts of

profits from the model built for that purpose in chapter six and the long run

negative profit coefficient. The one-step, 12-stepand 24-step forecasting ability of

the bivariate Box-Jenkins culling fat pig models will be compared with the

equivalent forecastsof the other monthly models in chaptereight.
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CHAPTER EIGHT

FORECASTING ANALYSIS: TRIMESTIC AND MONTIn. Y MODELS

8.1 Introduction

In this chapter of the thesis, the relative forecasting abilities of the various models are

compared in respectof their relative abilities to forecast the variable concerned,both

in terms of level and, to a lesser extent, the predicted seasonal movements. The

forecasting performance with respect to levels will be measured using the mean

square forecasting error, MSFE, and the percentage root mean square forecasting

error, RMSFE, of the average level of the variable concerned in the out-of-sample

forecasting period. Mode Is are derived for the trimestic breeding herd and the

monthly sow and boar culling and fat pig slaughtering using the models built in the

preceding five chapters.

The analysis is concernedwith the forecastingperformance of the models in the short

to medium term and so it is proposedto look at three types of forecast.The short term

forecasting abilities are assessedby conditional one trimester aheadforecasts for the

breeding herd and one month aheadforecasts for the culling and fat pig series.For

the more medium to long term forecasts,one year aheadand two year aheadforecasts

will be analysed. The period which is to be forecast is the out-of-sample period of

1986-87 inclusive, which was left out of the estimation process specifically for this

purpose. The breeding herd, culling and fat pig models are discussed separately,

starting with the breeding herd forecasts.

8.2 ForecastingTheBreedingHerd

Three types of breeding herd forecasting model have been built, namely, the

univariate Box-Jenkins models of chapter three, the biological model of chapter four

and the econometric model of chapter five. Becausethe latter two approacheshave

been estimated using the equally spacedtrimestic time intervals between the April,

August and December sample censuses,the forecasting analysis will take place on

that basis, despite the fact that the univariate models are pseudo-quarterly, having

beenestimated including the Junecensus.The consequenceof this for the univariate

model forecasts is that the one-step forecast for August is a forecast from June and

not April and the one year and two yearsaheadunconditional forecasts are four-step

and eight-step forecastsrespectively.

The breeding herd forecasts from the biological and the econometric models are
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derived using the following identity asdiscussedin chaptersfour and five,

(8.2.1)

The breeding herd forecasts,therefore require a forecasting model for the inflow and

outflow variables, that is, pregnant gilts and culling respectively. The pregnant gilt

biological forecasting model is that discussedin section 4.5g of chapter four and the

equivalent econometric model is that presented in section 5.4 of chapter five. The

biological and econometric culling models are those discussed in sections 4.5d and

5.5 respectively. The only unresolved question for forecasting the breeding herd

concernsthe univariate Box-Jenkins models.The question is to decide whether to use

the aggregate univariate model for breeding sows or whether to aggregate the

forecasts from the three component models, the chosen forecasts being addedto the

forecastsof the boar herd in order to derive the required breeding herd forecasts.This

question is resolved in the following section, after which the comparative

performancesof the three approachesareanalysed.

8.2a The Box-Jenkins Forecastsand the April1987 CensusData

In this section analysis is conducted to find out whether the breeding sow herd is best

forecast using the univariate Box-Jenkins model built for this seriesin chapter three,

or whether it is better to aggregatethe forecasts from the univariate models built for

the three components of the breeding sow herd, also presented in chapter three.

Discussion is also given to the question of whether or not the suspectfigure for April

1987should be replaced by a more acceptable figure and, if so, what that figure

should be.

The data are pseudo-quarterly in that the June census is included as a data point as

well as the three sample censusesutilised in the biological and econometric models.

With two yearsof out-of-sample data to forecast,eight samplepoints areavailable for

comparison. Because univariate models are primarily useful for their short term

forecasting abilities it is the one- stepforecastingperformances of the two approaches

for forecasting the breeding sows which will be used to determine the 'best'

method.! All forecasts from the univariate Box-Jenkins models are produced as

required by theTSP package.

1 Although the aggregateversusthe disaggregatecomparisonscould havebeen
analysedfor the pregnantpig herdalso,the fact that the pregnantpig herdwas
found not to be of direct interest,after having built the biological models,the
decisionwastakento confinetheanalysisto the key variable,thebreedingsow
herd.
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The mean square forecasting error, MSFE, of the one-step forecasts from the

breeding sow model presented in section 3.2a produced a value of 714.92, which

compareswith anequivalent statistic of 413.26 from the aggregateforecastsproduced

by the component models. The error statistics clearly favour aggregation from the

component forecasts:both setsof forecasts,however, aredominated by large positive

errors in April and June of 19872• The square of the residual error for the June

1987 forecast contributes 58.3% of the overall sums of squaresof forecasting errors

from the pregnant sow model and 42% in the case of the aggregate forecasts. Both

errors arise as a result of the highly suspectsample census figures produced by the

April sample census of that year, as discussed in section 3.5 of chapter three.

Inspection of the three component models indicates that the problem appearsto lie

with the data as recorded for the pregnant sow and the barren sow series, which

together account for over 85% of the breeding sow herd total. Becauseof the analysis

presented in section 3.5, the decision was taken to analyse the forecasting

performance of the two approaches,replacing the April 1987 sample censusfigures

by the relevant one-step forecastsproduced by the breeding sow, pregnant sow and

barren sow models. The pregnant gilt figure does not appear to be affected and,

therefore, no adjustment to Apri11987 is madeto the pregnantgilt data.

The MSFE's of the one-step forecasts are compared after having made the April

adjustment and ignoring the error for the April 1987 which would otherwise bias the

analysis in favour of the aggregation approach. Having done this, the results still

favour the aggregation approach since the MSFE statistics for the breeding sow

model forecasts and the aggregate forecasts respectively are 252.45 and 196.46,

illustrating the relative superiority of the aggregate forecasts. Both sets of 1987

forecastsare considerably better than thoseproduced not having made the adjustment

for April 1987, as indicated by comparing the appropriate MSFE statistics presented

above. Although the results of the analysisarenot presented,comparing the forecasts

from the pregnantpig herd model andthe aggregateof the forecastsfrom the pregnant

sow and pregnant gilt herd models tells an almost identical story to that presentedfor

the breeding sow forecast analysis. It should be noted that the four-step and eight-

stepforecasts for the chosenout-of-sample period 1986-7, will not be affected by the

suspect April figure for 1987, this observation appearing only three periods before

the end of the out-of-sample forecasting period. On the basis of the aboveanalysis it

would appear that it is the aggregation of the forecasts from the component models

which forecast the better in the short term. These forecasts, when added to the

forecasts from the univariate boar model will therefore be used to representthe Box-

2 Error = actualminus forecast
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Jenkinsunivariate model forecastsof the UK breeding herd. The recorded boar figure

for April 1987 is also substituted by the one-step forecast for that period from the

univariate boar model. No consideration of the abilities of the two approaches to
:

model the directional movements of the breeding herd is necessary because the

movementsforecast were identical.

In the light of the analysis presented above and in section 5.3, for any sensible

discussion of the relative forecasting abilities of the various models for the breeding

herd to take place, it seemsadvisable to replace the April 1987 sample censusfigure

for the breeding herd by a forecastedfigure. The needfor adjustment is alsojustified

when the implications of non-adjustment for comparing the relative forecasting

performances of the various modelling approachesare analysed. Considering non-

adjustment, the high April census figure produces a large over-forecast one-step

ahead. For the univariate models this means an over-forecast for June 1987, and

becausethe trimestic models are not concernedwith June, it is the forecast for August

which is affected in the biological and econometric models. It should be said that,

though the June error from the univariate model will feed through via the moving

averageerror term to lower the one-stepunivariate forecast for August, the forecast

will be based principally upon the more reliable June census figure. Because the

Biological and Econometric models are estimated on trimestic time periods, the

analysisof forecasting comparisonshasto be made on a trimestic basis.Although the

pseudo-quarterlydata will be usedfor estimating and forecasting the breeding herd in

the univariate model, the June forecastwill not enter into the forecasting comparison

analysis.The consequenceof this is that the analysis would be biasedin favour of the

Box-Jenkins methodology if no adjustmentwere made for the suspectApril figures.

On the grounds that Box-Jenkins univariate models are expected to perform best in

the short run, it is the one-step aggregate forecast of 828.25 from the univariate

breeding sow component models and the one-stepforecast of 45.29 for the boar herd

which will be aggregatedand substituted for the suspectsample censusobservations

for these two series in April 1987. Thus, all subsequent analysis which involves

forecasting using the breeding herd figure for April 1987 as an independent variable

will have used the two forecast figures given above, and not the figure as recorded

from the sample census.The implications of this, if any, for the comparison of the

Box-Jenkins and the biological andeconometric model forecastsare discussedat the

end of section 8.3.

8.3a The One-StepConditional ForecastingResults

Having determined that the April censusfigure for the breeding herd is to be replaced
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by the one-step conditional forecasts for that period produced by the Box-Jenkins

models for the four components of the breeding herd, the one trimester step

conditional forecasts for the breeding herd from the univariate, trimestic biological

and the trimestic econometric model can be produced and compared: To produce the

biological and econometric forecasts, software for a micro-computer had to be

developed. Although the forecasts for one trimester ahead have been labeled as

conditional forecasts this is not strictly true for the econometric model. Making the

assumption that the censusresults are known immediately after the censusis taken, a

one-trimester ahead forecast of the breeding herd using the econometric model

requires a four month ahead unconditional forecast of the profit ratio using the

univariate Box-Jenkins model derived for the profit ratio in chapter Six. Having

forecast the profit ratio, the forecast figures are incorporated into the relevant profit

ratio variables as required by the trimestic culling and pregnant gilt econometric

models.

Fi!!ure R.I
The One-Step 'Conditional' ForecastsFor The Breeding Herd By the Univariate.

Biological andEconometricModels

Figure 8.1 - which includes the univariate forecasts for April 1987 rather than the

actualrecorded figure from that samplecensus- illustrates that the breeding herdover

the given out-of-sample period experiencesa generaldownward trend and hasa mean

value of 870.76 thousand pigs. There are three downward movements and three

upward movements and there are four census to census changes of direction. The

'pseudo one-step conditional' forecasts using the Box-Jenkins univariate models
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correctly predicts three of the directional movements and two of the four turning

points. The MSFE measures143.3 thousandwhich converts to a RMSFE percentage

of 1.4% of the breeding herd in theout-of sampleperiod. The latter figures have been

calculated excluding the result for April 1987 for which the error has been fixed at

zero for the univariate models and is therefore, biased in favour of the Box-Jenkins

models if included.

The one-step forecasts from the biological and the econometric models are very

similar which is not surprising given that the econometric model includes biological

terms aswell asthe profit variables. Also asexpected, the forecasting performance of

the biological and econometric models is not asgood in the short term as that of the

univariate Box-Jenkins models. The biological and econometric models correctly

predict the direction of movement three times and once respectively, the biological

model correctly predicting one of the turning points whereas the econometric model

fails to forecast any. The MSFE statistics for the two setsof forecasts are 311.3 and

406.2 respectively, and these imply 2.1% and 2.3% absolute mean forecast errors

using the root value of the MSFE as the relevant statistic. Of the two non-univariate

models, therefore, it is the lesssophisticatedbiological model which is marginally the

better of the two, although they areboth out-performed by the univariate model.

8.3b The OneYear AheadForecastsof theBreedingHerd

The required one year aheadunconditional forecasts were generated using the TSP

packagefor the univariate modelsandthe softwaredevelopedfor the econometric and

the biological models, the econometric forecastsrequiring a 12-month aheadforecast

of the profit ratio using the univariate model for this series.The results of the various

forecasting proceduresare illustrated in figure 8.2 below.

In terms of the models' abilities to forecast seasonalmovements, the univariate model

correctly forecasts four of the six seasonalmovements and two of the four turning

points. The MSFE of 134.8 the root of which implies a 1.3% average absolute

forecast error, marginally better than the one-stepforecast result although the MSFE

statistic hasbeencalculated having included all six of the out-of-sample observations

which was not so in the one-step case. The obvious comment to make about the

biological model's ability to forecast one year ahead is that all the forecasts over-

forecast the actual figure to varying degrees.Having said this, the MSFE of 361.5 is

not much higher than the 311.3 from the one-step forecasts, and implies an average

2.2% absolute forecasting error. The biological model correctly forecasts four of the

seasonalmovements and two of the changesof direction as did the one year ahead
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univariate forecasts.
Figure 8.2

The One-Year Ahead Unconditional ForecastsFor The Breedin~ Herd By
the Univariate.Biolo~ical andEconometric Models
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Turning to the econometric model forecasts, they are now more dependent on the

forecasting ability of the univariate profit ratio model. The MSFE is lower than for the

biological model, but not as good as the univariate model, taking a value of 257.5

which converts to a root mean squareerror equivalent to 1.8% of the breeding herd.

The forecastsare not asgood as thoseof the univariate and biological models in term

of ability to forecastthe seasonalmovements.

The conclusion for the one year aheadforecasts then, is that on grounds of both the

MSFE statistic and the directional analysis, the univariate model is again the best of

the three models for the given period. This is somewhatsurprising in view of the fact

that we are dealing with a one year period for which we might expect the biological

and the econometric model to perform the better.

8.3c The Two Years Ahead Forecastsof theBreeding Herd

The two-year aheadunconditional forecastsof the breeding herd from the three types

of models were generated in a similar fashion to the one year ahead forecasts, the

univariate forecastsbeing generatedusing aneight-step unconditional forecast and the

econometric forecasts having made the relevant 24-month ahead univariate model

forecastsof the profit ratio. The resulting forecasts from the three setsof models are

presentedin figure 8.3.
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Figure 8.3
The Two-Years Ahead Unconditional ForecastsFor The Breeding Herd

From the Univariate. Biological andEconometric Models
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The univariate model has an MSFE statistic of 360.7 which is more than twice the

equivalent values for the univariate model forecasts, one trimester and one year

ahead, so that the univariate model is significantly worse at forecasting two years

ahead than one year ahead. This is supported to some extent by the fact that the

univariate forecastscorrectly forecastonly one of the four actual changesin direction

and gets the actual seasonal movement correct on three occasions. The six-step

forecasts from the biological model produce a MSFE of 881.6 which is also greater

than twice its value when forecasting one year ahead and suggests an absolute

forecasts error of 3.4%. This again is larger than the equivalent statistic from the

univariate model forecasts,mainly due to over-forecasting by the biological model in

1987.Having said this, the biological forecastsare asgood as the univariate forecasts

in predicting the seasonalmovements of the breeding herd and better in terms of

directional changesin that the biological forecasts correctly predict two of the four

direction changes.The two yearsaheadforecastsusing the econometric model havea

very large relative MSFE of 1609.2, the root of which accounts for 4.6% of the

breeding herd for the out-of-sample period. This large error variance is due mainly to

the large over-forecastsof the herd in August andespecially in the Decemberof 1986,

over-forecasts which are the result of the 24-step over-forecasts produced by the

univariate profit ratio model. In addition to the large error variance, the forecasts from
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the econometric model fail to pick up any of the seasonalmovements in the breeding

herd in the given two year period.

A notable feature of the two-year forecasts from all three models is the relative
:

closenessof all three forecasts of the April 1986 breeding herd, all of which under-

forecast the actual recorded figure and wrongly predict the fact that the recorded

figure is an increase on the previous December. Overall, the two years ahead

forecasts are worse in respect of the size of errors than is the case for one-step and

one year ahead forecasts. The result is to be expected but the fact that the error

variance of the univariate Box-Jenkins model forecasts is lower than that of the

biological model is rather surprising. Of course, these results are only applicable to

the specific time period available for out-of-sample testing, although there is little

doubt about the relative superiority of the univariate model over both the biological

and the econometric forecastsfor both the short and the medium/long term.

Because it was felt that the forecasting ability of the econometric model was

handicappedto someextent by the ability of the univariate profit model to forecast the

profit ratio, and particularly in the longer term, it was thought to be of interest to look

at the econometric forecastsusing the actual profit ratio, rather than the unconditional

univariate forecasts.Figure 8.4 illustrates the results of theseforecasts.

Figure 8.4

The ForecastsFor 1986-7From the Econometric Model Using Actual Profits
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The one trimester ahead forecasts of the breeding herd using the actual profit ratio

rather than the four month ahead unconditional profit ratio forecasts produces very
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similar forecasts, although the MSFE of 427.5 is surprisingly larger than that having

used the forecasts of the profit ratio.The one year aheadforecasts have an MSFE of

328.7, the root of which accounts for 2.1% of the breeding herd. This is superior to

the one-stepequivalent figure and is lower than the three-stepforecast errors from the

biological model. Having said this, the somewhat surprising result is that the MSFE

is actually better than that of the econometric three-step forecasts, when the profit

forecasts and not the actual profit were used. On the other hand the three-step

forecasts using actual profit are superior to the 'true' three-stepeconometric forecasts

in terms of forecasting seasonality in the breeding herd, four of the six seasonal

movements andtwo of the four changesin direction being forecastcorrectly.

Looking at the six-step econometric forecasts using actual rather than predicted

profit, the effect of the profit forecastson the forecasting ability of the econometric

model becomes more apparent.The forecasts for 1986 are considerably better than

the large over-forecasts produced when forecasting profits although there is a

tendency for the model to under-forecast 1987.The MSFE of 735.0 is less than half

of what it was when profits were forecast and the seasonalmovements are forecast

correctly on three occasions,and one of the four changesin direction is picked up as

opposedto none being correct when profits were forecast.The MSFE which converts

to a root meanabsoluteerror of 3.1% is now lower than theequivalent statistic for the

biological model, although it is still slightly more than double the MSFE of the

univariate two-year forecasterrors. The MSFE and the RMSFE percentagefrom each

of the various short and longer term forecastsare summarisedin table 8.1 below.

Table R.t3
The Error Statisticsfrom theTrimestic Breeding Herd Forecasts

STEP
I-STEP
I-YEAR
2-YEAR

MSFE's AND RMSFE PERCENTAGES
UNIVARIATE BIOLOGICAL ECONOMETRIC 1
143.3 (1.4%) 311.3 (2.1%) 406.2 (2.3%)
134.8 (1.3%) 361.5 (2.2%) 257.5 (1.8%)
360.7 (2.2%) 881.6 (3.4%) 1609.2 (4.6%)

ECONOMETRIC 2
427.5 (2.4%)
328.7 (2.1%)
735.0 (3.1%)

In conclusion, therefore, the univariate model appears the best for all types of

forecasts studied up to two-years aheadwhen comparing the MSFE statistics. This

result was not expectedfor the one-year aheadand especially for the two-year ahead

3 All figures in thousandsof pigs

Figures in bold indicate the fact that the April 1987 forecasts error has been

removed from the analysis to remove the bias in favour the univariate forecasts.
RMSFE = The Root Mean SquareForecast Error.
ECONOMETRIC 1 = profits arc forecast.
ECONOMETRIC 2 = actual profits used.
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unconditional forecasts. The unconditional forecasting ability of the econometric

model is clearly affected by the ability of the univariate profit ratio model to forecast

profits two years ahead although the picture is less clear one year ahead where the
:

results of comparing the MSFEs and the ability of the models to predict seasonal

movements in the breeding herd conflict. Removing the effects of forecasting by

using the recorded profit ratio rather than the forecast figure the econometric model

performs better than the biological model three-stepand six-step ahead.Having said

this, the forecaster will not know the future profit ratio figure and so as a working

model, he may prefer the biological to the econometric model, unless a better model

for forecasting profits in the longer term can be found, or alternatively, rather than

modelling profits at all, the modeller may prefer to useexpertise in the field to give a

prediction of profits basedon his knowledge of the market. All these conclusions

refer to the results of the analysis on the given out-of-sample period of 1986-7 and

further analysis asmore data becomeavailable would enhancethe robustnessof these

conclusions.

To end this discussion of the trimestic breeding herd forecasting performance it

should be stressedthat any bias towards the Box-Jenkins 'one-step' forecasts from

having chosen the forecastsfrom the univariate component models to represent April

1987 is relative only. Of the three one-step forecasts for April 1987, the univariate

and the biological model forecasts are very similar although the univariate is

marginally the larger of the two. Had there beenno adjustment to the recorded figure

for April 1987, therefore, the univariate forecastwould havebeenthe closest anyhow

and moreover the large over-forecastsby the biological andthe econometric model for

the following August would have beeneven larger. The ex-post knowledge that the

univariate model is the best forecaster for all lead periods also helps to justify the

univariate forecast for April 1987as the correctchoice.

8.4 ForecastingMonthly Sow and Boar Culling

Attention is now turned to analysing the relative forecasting performance of the three

types of model which have been built for the monthly cull series. Three sets of

forecasts will be compared: the one-step, that is, one month ahead conditional

forecasts to analyse the short term forecasting ability, and for the medium to long

term, 12-month and 24-month unconditional forecasts are made. The three types of

model include the univariate Box-Jenkins model discussedin Section 6.3 of chapter

Six, the forecasts from which are produced automatically by the TSP package. The

extension of the univariate Box-Jenkins model for culling is the bivariate Box-Jenkins

model using profit as the independent variable built in section 7.3 of the previous
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chapter. Becauseboth the one-stepconditional and the unconditional forecasts using

the bivariate model require forecastsof the profit ratio using the univariate profit ratio

model, software for a microcomputer was again built in order to feed into the model

the required profit forecasts. The reason for the need for a one-step profit forecast

when forecasting culling one month ahead is that the profit regressor includes the

value of the profit ratio at lag zero, therefore the forecast is only pseudo-conditional.

The remaining cull forecastingmodel is the biological model discussedin section 4.6a

of chapter six, the actual model being presentedin equation 4.6a.ld of Appendix 4.6.

In order to make unconditional forecasts using the monthly biological model for

culling, unconditional forecastsof the UK breeding herd - the independentregressor-

are required. The decision was taken to use the unconditional forecasts of the

breeding herd as produced by the trimestic biological model, thereby keeping the

forecastswholly biological in nature.

Where the April 1987 breeding herd figure is required to generate forecasts, the

forecasts from the univariate models is used instead of the suspect recorded figure

from that sample census as is the casethroughout this chapter. Software was again

developed so that the required forecasts could be fed into the monthly cull forecast

generating function. Having built the relevant software for the bivariate and the

biological models, the conditional and the unconditional forecasts were made, the

results of which arediscussedbelow.

8.43 The One-Month Ahead Conditional ForecastsFor Culling

The 24 one month aheadforecastswere generatedasdescribedabove for eachof the

three types of approachesto modelling, the results being presentedin graphical form

in figure 8.5. The actual recorded culling figures, all of which represent four week

culling periods and are rounded to the nearest thousand, show a series which is

clearly affected by seasonality.The seriesexperiences 11month to month increases,

10decreasesand 3 nonemovements in direction, and there are 15 recorded month to

month changesof direction.

Figure 8.5 illustrates one-step forecasts from the three types of model which appear

to be quite similar to one another. A couple of observations stand out, namely April

1986 and February 1987, when the conditional forecasts have relatively large and

very similar errors. Becausetheseerrors are not repeatedfor the samemonths in the

other out-of-sample period, it may suggest that the recorded figures are possibly

suspector that something unusual is going on in those particular months. Becausethe

culling data arecollated by the slaughterhouses,sampling errors aremuch less likely

than in the farm samplecensusesalthough there is always a possibility of a recording
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error. Because 24 observations are available for the analysis it was thought

unnecessaryto correct for thesepossibleoutliers.

Fifnlre 8.5
The One-Month Ahead Conditional ForecastsFor Cullini From the Univariate.

Bio}oiical andBivariate Box-Jenkins Models
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The univariate Box-Jenkins one-step forecasts have a MSFE of 3.05, the root of

which converts to 6.7 percent of the average monthly cull figures for the out-of-

sampleperiod. The forecastscorrectly predict 16of the 21 seasonalmovements. The

pseudo-conditional forecasts of the bivariate Box-Jenkins model give an MSFE of

2.96, which implies an absolute error of 6.6%, an improvement on the performance

of the univariate equivalent and they correctly predict the samenumber of seasonal

movements. Turning to the alternative biological model, it is somewhat surprising

that this model performs better than the two Box-Jenkins models at forecasting one-

step ahead, though having said this, the lags in the biological model are short The

MSFE measures2.45, the root of which implies a 6.0% average absolute forecast

error and is lower than the equivalent statistics for the two Box-Jenkins model

forecasts. The biological model one-step forecasts are also better at predicting the

month to month movements in the recorded seriescorrectly predicting 18 of the 21

movements. In conclusion, therefore, although the three setsof conditional forecasts

are very similar in terms of actual forecastsand their ability to forecast the month to

month movements, the biological model would appear to be the better of the three
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over the given out-of-sample period.

8.4b The One-Year Ahead Unconditional ForecastsFor Culling

The one year ahead unconditional forecasts involve twenty-four 12-step forecasts

using each of the three types of model, the results of which are given in figure 8.6

below.

Fi~ure 8,6
The One-Year AheadUnconditional foreCastsFor Cullin~ from the Univariate.

BiolofPcal andBivariate Box-Jenkins Models
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The univariate Box-Jenkins forecastshave a MSFE of 6,23 which implies an average

absolute error of 9,6%. Although this is worse than the one-step conditional

forecasts' equivalent, the forecasts are good at predicting the seasonal changes of

direction, getting 10 of the 15 correct. As figure 8,6 illustrates these forecasting

results are explained by the fact that the univariate model is under-forecasting actual

cullings for much of the latter half of 1986 and the fist half of 1987, but picking up

the seasonalmovementsin the seriesrather well.

Unlike the results of the one-step forecasting procedure, the 12-step unconditional

forecasts of the bivariate Box-Jenkins model are not as good as the univariate model

both in terms of size of error and the ability of the model to pick up the month to

month fluctuations.The MSFE of 9,03 converts to a RMSFE of 11.5% and only six

of the 15 seasonalchangesof direction are forecastcorrectly. Apart from the first five

months of 1986,when the bivariate forecasts are somewhat higher than those of the
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univariate model. the forecast levels from the bivariate model are not that different

from the levels forecast by the univariate model. On thesegrounds it would appear

that the univariate profit forecastsarenot having that great an influence on the forecast

of culling levels, but the effect on directional changeforecasting is somewhat greater

and an adverseinfluence rather than good.

Analysing the biological 12-stepforecasts,figure 8.6 clearly illustrates the expected

superiority of the biological model over the Box-Jenkins models in forecasting the

level of cullings. This is supported statistically by the MSFE of 2.72 which is less

than half that of the next best univariate model at 6.23. The RMSFE is 6.3% of the

average culling figure over the out-of-sample period and the forecasts correctly

predict 9 of the 15 directional changes,one less than that of the univariate model. In

conclusion, there is little doubt that the biological model is the best at forecasting one

year ahead when the MSFE and the ability of the models to forecasts directional

changesare considered together. For all three models' forecasts, the errors are larger

than they had been when conditionally forecasting one month ahead as one would

expect

40

30

8.4c The Two-Year Ahead Unconditional ForecastsFor Culling
The two years aheadunconditional forecasts,consist of twenty-four 24-step forecasts

from the univariate and bivariate Box-Jenkins models and the biological model, the

resulting forecastsappearing in figure 8.7.
Fi~ure 8.7

The Two-Year Ahead Unconditional ForecastsFor Cullin~ From the Univariate.
Biological andBivariate Box-Jenkins Models
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Apart from somerelatively large over-forecasts for the first three months of the out-

of-sample period, the univariate forecasts are not that much worse than the 12-step

unconditional forecasts discussed above. The MSFE of 8.08 implies an average

absolute error of 10.9% which is only 1.3% larger than in the 12-step case. The

forecasts appearto pick up the seasonalmovements in the seriesquite well, and 7 of

the 15 changes of direction are forecast correctly. The 24-step forecasts from the

bivariate model are the worst setof forecastsin terms of ability to forecast the correct

level with notable over-forecasting at the start of 1986 and under-forecasting at the

end of both 1986 and 1987. The MSFE measures 25.98, the RMSFE being the

equivalent of 19.6% of the average monthly culling period. Having said this, and

bearing in mind that the bivariate forecastsalsorequire a 24-stepunivariate forecastof

the profit ratio to be fed into the forecastingprocedure,the forecastsstill predict many

of the month to month movements quite well. Once again it is the biological model

which turns out to be the best forecasting model for the culling series.The MSFE of

3.02 is less than half that of the univariate model 24-step forecasts and implies an

average absolute forecast error of 6.7%. The biological model is also the best at

forecasting the seasonal movements. correctly forecasting 10 of the 15 seasonal

changesof direction, which is as good as any other set of forecasts. and better than

the biological model's own performance when forecasting one-step and 12-steps

ahead

Table 8.24
The Error Statistics from the Monthly Culling Forecasts

STEP
I-STEP
I-YEAR
2-YEAR

MSFE's AND RMSFE PERCENTAGES
UNIVARIATE BIVARIATE BIOLOGICAL
3.05 (6.7%) 2.96 (6.6%) 2.45 (6.0%)
6.23 (9.6%) 9.03 (11.5%) 2.72 (6.3%)
8.08 (10.9%) 26.0 (19.6%) 3.02 (6.7%)

In conclusion. in terms of both the MSFE statistics, which are summarised in table

8.2 above, and in terms of the models' abilities to forecast month to month changesin

direction, the biological model clearly comesout on top when forecasting both short

and medium/long term. This result is expected in the longer and medium term, but

was not the result expectedfor the one month aheadforecasts,where the Box-Jenkins

models were expectedto perform the best.Comparing the relative performance of the

two Box-Jenkins models, the bivariate model, has a lower MSFE for the one-step

ahead forecasts indicating that the inclusion of the profit variable has added some

explanatory power to the univariate model. For the two unconditional forecasts,

4 All figures in thousandsof pigs
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however, the story is reversed, and indicates that the combination of having to

forecast profits and the culling series also, has a detrimental effect on the relative

forecasting ability of the bivariate model. Compared with the trimestic breeding herd

models, the monthly culling models show an improved ability to forecast the step by

step changesof direction, although the absolute error percentagesare, on the whole

more than double the equivalent percentage in the breeding herd models. This is

almost certainly a result of the fact that the monthly cull figures are smaller in

magnitude than the breeding herd figures and both are rounded to the nearestwhole

figure, so that the proportion of the forecast error accountable to any rounding error

will be greater in the culling forecasts.

8.5 ForecastingMonthly Fat Pig Slaughter

The conditional and unconditional forecasts for the fat pig slaughter series are

obtained using the same three approaches used to produce forecasts of monthly

cullings. The univariate Box-Jenkins model is that built in section 6.3 of chapter six

and the corresponding bivariate model is that discussedin section 7.4 of chapter 7.

Again, all the forecasts using the bivariate model require forecasts of the profit ratio

using the univariate model developed for that seriesin chapter six. The biological fat

pig model is that developed in section 4.6c of chapter four, the model itself being

presented in equation 4.6c.4d of appendix A4d. The reader may remember that the

biological model contains within it a positive time trend which models the fact that the

breeding herd has become more productive in terms of fat pigs reared per litter per

annum over the estimation period. The forecasts of the independent breeding herd

variable required to unconditionally forecastthe fat pigs with the biological model are

once again the unconditional forecasts from the trirnestic biological breeding herd

model. As was the casewhen forecasting monthly culling, forecasting fat pigs with

the biological and the bivariate Box-Jenkins models required micro computer

programs to be developed. Having achieved this, the forecasts for one month, 12

months and 24 months aheadwere made, the results of which are discussed in tum

below. The fat pig slaughter numbersrepresentfour week accounting periods and are

rounded to the nearest thousand, and as the forecast diagrams will show, the

slaughter figures for the out-of-sample period are clearly subject to seasonal

fluctuations, the number of slaughterings clearly rising in September, October and

November. The month to month movements in the slaughter series can be

summarised by saying there are 11 decreases, 13 increases and 14 changes of

direction.
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5.5aThe One-Month Ahead Conditional forecastsfor Fat Pig Slaughter.

The term conditional is again usedto denote the fact that the forecasts areproduced

for one-month ahead of the latest observed value, although the inclusion of a zero

lagged profit variable in the bivariate Box-Jenkins model means that the bivariate

forecast does depend on a one-step forecast of the profit ratio by the previously

mentioned univariate model for this series.The one-step forecasts are reproduced in

graphical form in figure 8.8 below.
Figure 8.8

The One-Month Ahead Conditional ForecastsFor Fat Pigs From the Univariate.
BiololPcal andBivariate Box-Jenkins Models

1300
FP--0--
BJstep1

CI:l a BIOstep1
~ • BVstep1
<
CI:l
;:J
0
:::: 1200roo

1100~---------~---~------------------~----------------r------------------r-
DEC 1986 DEC

TIME

1987 DEC

The figure indicates that all three setsof forecasts appear to pick up the general and

seasonal trends in the fat pig series although there is evidence that the biological

forecasts are, on the whole, over-forecasting the actual level of slaughterings. The

univariate forecasts have a MSFE of 573.5 the root of which accounts for 2.0% of

the average slaughter figure for 1986 and 1987 combined, and the model correctly

predicts 9 of the 14 turning points. Comparing these results with those of the

bivariate Box-Jenkins model, the bivariate forecasts are very similar to univariate

forecastsasone would expect one-stepahead:however, the evidence, aswas so with

the culling model equivalents, favours the more sophisticated bivariate model. The

latter model'S MSFE of 522.5 is an approximate 9% improvement on that of the

univariate model, and MSFE implies a 1.9% average absolute error. The bivariate

forecasts are also slightly better in terms of their ability to forecast the seasonal
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movements of the actual series, 10 of the 14 direction changes being correctly

predicted.

As one would expectex-ante,the biological forecastsare the leastgood at forecasting

one-stepahead,the error and turning point criterion confirming the picture presented

in figure 8.8. The MSFE measures 1298.7, which is over twice as large as the

equivalent statistic from the Box-Jenkins model forecasts.The MSFE converts to a

RMSFE equivalent to 3.1% of fat pig slaughterings for that period and only 7 of the

turning points are picked up by the one-stepbiological forecasts. In conclusion, the

results of conditionally forecasting fat pig slaughter in the out-of-sample period

specified are very much asone would expect, the two statistical models coming out

on top and the more sophisticated bivariate model being somewhat superior to the

univariate equivalent. The biological forecasts show a tendency to over-forecast

which may well imply that the positive time trend variable is having too great an

effect, and indicating that the rate of breeding herd productivity experienced during

the estimation period may have slowed.

5.5bThe One-Year Ahead Unconditional forecastsfor Fat Pig Slaughter.

The one year, 12-step fat pig forecasts are obtained using the relevant models in a

similar fashion to the 12-step culling forecasts, the resulting three setsof forecasts

being presentedin figure 8.9.
Figure 8.9

The One-Year Ahead Unconditional ForecastsFor Fat Pigs From the Univariate.
Biological and Bivariate Box-Jenkins Models
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The figure abovegives an evenclearer indication of the fact that the biological model

is over-forecasting the out-of-sample period, every one of the forecasts errors being

negative, although the model still forecasts the seasonal movements very well. It
•

would appear that the univariate model is now superior to the bivariate model in

forecasting the level of cullings, a phenomenonborn out by the statistics. The MSFE

of the univariate model has increased by a relatively low 12.5% to 645.4 which

implies an averageabsoluteerror of 2.2% and the forecastscorrectly predict 11of the

14 turning points, 21 of the 24 directional movements being forecast correctly.

Whereas the abilities of the univariate model appear to have improved relative to its

performance one-step ahead, the opposite is true of the bivariate Box-Jenkins

forecasts.The MSFE of the bivariate forecastsmore than triples to a value of 1820.4,

and converts to a RMSFE equivalent to 3.6% of fat pig slaughter. The ability of the

bivariate model to forecastmonth to month directional changesdecreasesfrom 10 in

the one-step case to 8 in the 12-step case. The deterioration in the ability of the

bivariate model to forecastthe medium term must be largely the result of the forecasts

of profit by the univariate profit ratio model. As figure 8.8 illustrates, the biological

model forecastsare in fact the worst of the three, for forecasting one year ahead.The

MSFE of 4548.7 is over 7 times larger than the univariate model's equivalent when

forecasting 12-stepahead,and suggestsan averageabsoluteerror of 5.7%. The latter

statistic is more than double the univariate forecast equivalent and masksthe fact that

all the biological forecast errors are negative. The biological model forecasts still

forecast the directional movements of the series well, getting 10 of the 14 turning

points correct.

In conclusion, the univariate model is clearly the bestat forecasting 12-stepahead,the

deterioration of the bivariate forecastsbeing largely a result of the effect of the implicit

univariate forecastsof profit. The forecasting results of the biological model confirm

the idea gained from the conditional forecasts that the positive time trend is clearly

causing the biological model to over-forecast the out-of-sample period, the effect

being exaggeratedby the tendency of the trimestic biological model to over-forecast

the breeding herd also.The directional forecastingof the univariate and the biological

models are very good.

5.5cThe Two- Year Ahead Unconditional forecastsfor Fat Pig Slaughter.

And so to the final setof forecaststo be analysed; the two year ahead,that is, the 24-

step unconditional forecasts of fat pig slaughter, the results of which might be

expectedto re-iterate thoseobtainedwhen unconditionally forecasting 12-stepsahead.

The forecasts, which are presented in figure 8.10 illustrate that the results for the
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biological model are as expected, in that they appear to further over-forecast the

recorded figures, though it should be noted that four of the earlier forecasts in 1986

are under rather than over-forecasts. The picture concerning the univariate and the

bivariate model is lessclear, however; the bivariate model appearingto forecast better

than the univariate model in 1986and the reverseoccurring in 1987. Computing and

comparing the relevant statisticshelps to clear thepicture somewhat

Figure 8.10
The Two-Years Ahead Unconditional ForecastsFor Fat Pigs From the Univariate.

Biological and Bivariate Box-Jenkins Models.
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The MSFE of 4760.9 for the biological forecasts is worse than was the case when

forecasting 12-stepsahead,although the deterioration is not that great relative to the

deterioration from one-step to 12-step.The biological model correctly forecasts 9 of

the 14 seasonalchangesof direction. Turning to the univariate model forecasts, the

MSFE of 1975.3 is a considerable deterioration for the equivalent statistic of 645.4

when forecasting 12-stepsahead,although it is still less than half the 24-step MSFE

statistic for the biological forecasts.The univariate forecasts correctly predict 11 of

the 14 turning point. The most surprising results are those for the bivariate model,

which while only getting half of the turning points correct it has a MSFE statistic of

1600.7, the lowest value for the three sets of 24-step forecasts. This then is a

complete contrast to the longer term forecast results obtained for the bivariate Box-

Jenkins longer term forecasts for monthly cullings and the 12-step forecasts for fat'

"
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pigs, all of which implied a deterioration in performance relative to the univariate

model. Furthermore, the 24-step MSFE, which converts to an averageabsolute error

of 3.4% is an improvement on the bivariate model's forecasting performance 12-steps

ahead. Although these results are in contrast to the longer term .performance of

previous bivariate forecasts, the longer lagged profit variable does include the

monthly profit ratio lagged 11to 18monthsso that the forecasting performanceof the

bivariate model might be expectedto improve relative to the univariate and biological

forecasts, nevertheless, this does not explain the improved performance of the

bivariate model 24-steps ahead relative to its performance 12-steps ahead.

Summarising the result of the 24-step forecasts, in terms of forecasting the correct

level of fat pig slaughter, the bivariate model is clearly the best, although figure 8.10

indicates that the univariate forecasts are the better of the two in 1987. In terms of

forecasting turning points, the bivariate Box-Jenkins model is not as good as the

other two, the univariate model performing very well, and despite the continued over-

forecasting, the biological model forecastsseasonalmovementsquite well also.

Looking at the fat pig models' forecasting performance as a whole, the out-of-sample

period chosen has thrown up some interesting results. The forecast error statistics,

which are summarised in table 8.3 below, are good in terms of percentage error

comparedwith theequivalent resultsof the monthly culling models, though the larger

percentage error in the culling casemay largely be attributed to rounding errors as

mentioned in section 8.4c above.

Table R.35

The Error Statisticsfrom the Monthly Fat Pi~ Forecasts

STEP
I-STEP
I-YEAR
2-YEAR

MSFE's AND RMSFE PERCENTAGES
UNIVARIATE BIVARIATE BIOLOGICAL
573.5 (2.0%) 522.5 (1.9%) 1298.7 (3.1%)
645.4 (2.2%) 1820.4 (3.6%) 4548.7 (5.7%)
1975.3 (3.8%) 1600.7 (3.4%) 4760.9 (5.9%)

In terms of the one-step forecasts, the results were very much as one would expect

ex-ante. One of the main interests from the two-year analysis lies in the results of the

unconditional forecasting performanceof the biological and the bivariate modelsand

what these might suggest.The biological model, clearly over-forecasts persistently

and yet it performs relatively well when the ability to forecast directional change is

observed. On the other hand, the bivariate model when forecasting 24-steps ahead

performs better with respect to the level of fat pigs than the univariate and biological

models and yet it is the worst at forecasting seasonalmovements. Given the above

arguments, and given the evidence from the performances of the trimestic

5 All figures in thousandsof pigs
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econometric and the bivariate monthly culling models, together with the fact that the

24-step MSFE is lower than the 12-stepMSFE for the bivariate fat pig forecasts,all

of which suggest that the longer term forecasting ability of the profit ratio model

appears to be suspect, it might well be inferred that the relative forecasting

performance of the three types of fat pig models 24-steps ahead might not be the

norm. Having said this, time alone will tell whether or not the number of fat pigs

produced by a given size of breeding herd will be subject to the positive time trend

which is apparentover the estimation period or whether the apparenthalt in increased

sow productivity is a temporary phenomenon.If the former is true then the biological

forecasting model, were it to be usedasa working model, may well have to have the

time trend re-estimatedor evenremoved from it.

8.6 Conclusion

The analysis presentedin this chapter hasbeenconcernedwith assessingthe relative

forecasting performances of the models built in this thesis, from the point of view of

their ability to forecast the correct levels of the variables concerned,although note of

their ability to forecast seasonalmovementshasbeentaken as this is often of interest

to forecasters.

The forecasting analysis of the models for the breeding herd censusdata was rather

interesting in its outcome. The analysis of the Box-Jenkins univariate models for the

breeding sow herd supported the useof the component models asopposed to the the

model developed for the breeding sow herd itself, the relevant forecasts from the

component models being usedas a replacementfor the suspectsample data of April

1987. The results of the one trimester step forecastswere asexpected in that is was

the Box-Jenkins model forecastswhich wereclearly the best.One year and two-years

ahead, it was rather surprising that it was again the univariate forecasts which were

better at forecasting the correct level of the breeding herd, the biological model

showing a tendency to over-forecast and the two years ahead forecasts of the

econometric model clearly being affected by the unconditional univariate profit

forecasts.An attempt to overcome this handicapby replacing the profit forecastby the

actual profit data surprisingly lead to the econometric forecastsbeing worse in terms

of MSFE for the one trimester and three trimestersaheadforecasts.The advantageof

using the actual profits showed through clearly in the comparison of the two years

aheadforecasts in terms of level and seasonalmovements: though not asgood as the

univariate model, the econometric model using actual profits improved on the

performance of the biological model for the two setsof unconditional forecasts.
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For the forecasts of the sow and boar culling series over the given out-of-sample

period it appearsto be the biological model which is the best forecasting model. The

error statistics, which are larger in percentage terms than those of the trimestic

breeding herd forecasts, due largely to rounding errors, favour the biological model

for all three sets of forecasts undertaken. The bivariate model out-performs the

univariate Box-Jenkins equivalent when forecasting one-month ahead,but the effect

of having to unconditionally forecast profit using the specified univariate model

clearly hampers the forecasting performance of the bivariate model over the two

longer periods. All three models forecast seasonal movements in the culling data

reasonablywell.

In terms of the monthly fat pig model forecasts,things were very much asexpected

for the one month ahead forecasts: however, the longer term forecasts presenteda

few problems. The biological model shows a clear tendency to over-forecast,

probably due to the effect of the positive time trend included in the biological model,

although the trimestic breeding herd forecastswhich feed into the biological model

also tend to over-forecast. Having said this, the same breeding herd forecasts are

used in the biological model for culling, the best model for this series. Suggestions

for future work which might improve the biological fat pig model arediscussedin the

final chapter of the thesis. The performance of the bivariate Box-Jenkins model

forecasts are curious in that they have a lower MSFE for the two years ahead

forecasts than do the forecasts one year ahead.This, together with the fact that it is

the worst model in terms of predicting seasonalmovements, which are generally very

good for the other two types of model, suggeststhat this result may be untypical.

Further analysis as more data become available is required to provide an answer to

this question.

The comments above all refer to the forecasting results for the out-of-sample period

from 1986 to 1987 inclusive, and although the number of observations available is

reasonable as far as the monthly models are concerned, a larger number of years

would have been preferred for the trimestic breeding herd analysis. The analysis is

also subject to the peculiarities of the out-of-sample period chosen,and again it is the

trimestic analysis which suffered due to the apparently suspectsample data for April

1987. All the conclusions draw are done so in the light of these latter comments. In

the final chapter, suggestions for further work will be accompanied by a discussion

of how forecasts from different models might be combined in the hope of

incorporating useful information containedby eachmethod.
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CHAPfER NINE

SUMMARY AND SUGGESTED FURTHER WORK

The aim of this research has been to build and compare the relative short term and

longer term forecasting abilities of statistical time series models - univariate and

bivariate - with more traditional modelling approachesin the context of the UK pig

meat sector. The analysis hasconcentratedto a large extent on building forecasting

models for the UK breeding herd, which is universally acceptedas the key variable

in the sector, in that it determines potential future supplies of pigmeat and also

indicates the likely sizeof the future breedingherd.

In chapters three, four and five, semestic models for the breeding herd were built

using univariate Box-Jenkins time series, biologically based and econometric

methodologies respectively, the latter two both treating the breeding herd as an

inflow-outflow system. In terms of knowledge of the sector and the number of

variables required to build the models, the three approachesbecame progressively

more sophisticated. The univariate models which were built purely on statistical

grounds usedthe leastamount of information, followed by the biological model, built

on assumptionsconcerning the nature of the biological lags in the breeding herd, and

finally the econometric model which introduced the economic phenomenonof profit

and implicitly and explicitly incorporated biological information. Seasonality was a

common feature of all of the approaches,modelled in the time seriesapproach both

by seasonaldifferencing and the appropriate seasonalautoregressive and moving-

average components, and modelled in the biological and econometric approaches

using seasonaldummies.

The period on which most of the model building analysiswas conducted was the post

1973era,a period in which thepig sectorandthe key variablesmodelled were clearly

affected by internal and external influences.Externally, the UK joined the EEC which

caused the shift in timing of the March and September farm censusesto April and

August respectively, directly affecting the frequency of observations with which to

work. Time seriesplots of the breeding herd and its components indicated structural

changesin the form of a stabilisation of the mean and variance of the various series

post EEC entry, later confirmed by Chow test analysis on the time series models.

Another external influence on the sector,following shortly after the UK's EEC entry,

was the sharp increase in feed prices partly exacerbated by an increase in world

commodity prices in 1973,which appearsto have affected someof the key variables
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in the industry well into 1974 and beyond.The latter influence meant that the start of

the estimation period was pushed back to 1975 and even then it was thought

advisable to apply intervention dummies in the biological and econometric models to

someof the earliest observations in the estimation period. Internally, the estimation

period is a period of great change in the industry in terms of its increasingly

concentrated structure and changes in key technical coefficients. The major

consequenceof the latter hasbeento increasethe productivity of the breeding sows,

an effect which required the introduction of time trend variables into the relevant

biological models. Other disruptive influences in the estimation period were the

Aujezky eradication campaign of 1983 and the introduction of a temporary

government subsidy on pig meat in the first half of 1977, both of which were

modelled in the biological andeconometricmodelsby intervention dummies.

The frequency and quality of the data used in the model building analyses had a

considerable influence on the types of analyses conducted and much time was

devoted to discussing thesedata problems and how they might be resolved. Perhaps

the most fundamental data influence was the 1974samplecensustiming change.The

change meant that the biological and econometric models had to be built using the

four-monthly - trlmestic - data from the April, August and December sample

censuses. Because of software availability, the time series analysis had to be

conductedon a pseudo-quarterlybasispost 1973including the recordeddata from the

June census,thereby breaking the rules of time seriesanalysis by not having equally

spacedintervals between observations. Analysis was done which implied that Box-

Jenkins models identified and estimatedusing data going back to 1957were better at

forecasting an out-of-sample period than equivalent models built solely on the post

1973 data. This result was very interesting in that it implied that the statistical

information usedto build the modelsgained from the longer period of data was more

useful for forecasting the out-of-sample period chosen,despite the apparentstructural

change on the series post 1973. It would appear likely that the influences of the

eradication campaign and the 1977subsidyhad a detrimental effect on the forecasting

performance of the forecasting models estimated on the shorter period. The relative

forecasting performancesof the longer and shorterperiod univariate models for future

periods, when more data become available on which to estimate the latter period

models, will make interesting future research.Another interesting result of out-of-

sample forecasting analysis using the univariate Box-Jenkins models, was the

apparent superiority of the breeding sow component models over that of the Box-

Jenkins model built for the breeding sow total itself. This is possibly a result of the

fact that the diametrically opposedtechnicaland seasonalfeaturesof the pregnantsow



Page9-3

and barren sow herds become masked when aggregatedand begs the question as to

whether or not future modelling of the pig sector, by whatever method, should not

switch attention away from the breeding herd total towards its componentparts.

The biological and econometric models for the breeding herd both required

autocorrelation corrections of various kinds for the key inflow and outflow variables,

pregnant gilts and culling and imply that decisions to increase or decrease these

variables take longer than one trimestic period to implement. A possible reason for

this, is the presenceof adjustment costs asdiscussedbriefly in chapter five. As well

as producing a recursive forecasting model, the other biological relationships

examined in chapterfour illustrated the natureof the biological systemin and between

the breeding and feeding herds. Significant time trend variable parametersillustrated

changing technical features such as the shortening of the weaning period and the

resultant increase in sow productivity. The econometric models produced structures

with lags and estimated parameters very much as expected. In view of the

methodological imperfections of Savin's work in 1977 and the apparent

misspecification of the MLC econometric models, I am satisfied that my models,

which explicitly include a biological element, provide an improvement on existing

forecasting models. Although a logit approach to modelling limited dependent

variables was researched,the method was found to provide little or no improvement

on the models eventually used.

Before out-of-sample forecast comparisonscould be made, it was deemed advisable

to replace the April 1987 sample censusdata, which appearedto give consistently

high values for nearly all thebreeding herddata,by a one-stepforecastvalue from the

univariate model. Given the three one-stepforecastsfor 1987from the different types

of model, the choice of the univariate forecast to replace the figure for April 87, did

not appear to bias unduly the analysis in favour of the Box-Jenkins models. For the

one step conditional forecasts and the one year and two years ahead unconditional

forecasts, the univariate models were the best as measured by the Mean Square

Forecast Error statistic. This was the result expected for the short term forecasts but

was very much unexpectedin the longer term. Whether this is a result of the fact that

the univariate models have beenestimatedand forecast produced using information

from the June full census is a matter of conjecture. The biological model showed a

tendency to over-forecast one year and two yearsaheadand the long term forecasting

ability of the econometric model was clearly hamperedby its reliance on univariate

unconditional forecasts of the profit ratio. Having said this, the replacement of the

profit forecasts by actual profits, although a clear help when forecasting two years

ahead, was an apparent handicap when forecasting one year ahead. When using
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actual rather than profit forecasts,the econometric model outperformed the biological

model when forecasting one and two yearsahead.

The other seriesfor which forecasting models were built comprised the two monthly

slaughter series, sow and boar cullings and fat pig slaughter. Models were built for

these two categories using the univariate Box-Jenkins and biological methodologies

and, as an alternative to, an econometric model, bivariate Box-Jenkins models were

also constructed. Univariate time seriesmodels were also built in chapter six for the

AAPP and the compound feed indices, and the profit ratio created by the ratio of the

two said price indices. The one-step forecasting analysis implied the superiority of

using the ratio model itself for forecasting profits rather than forecasting the

individual price indices and making the appropriate transformation of the resulting

forecasts. This result contrasts somewhatwith the aforementioned aggregateversus

dissaggregateforecasting analysis of the univariate models for the pseudo-quarterly

breeding sow herd series.This univariate profit ratio model was the only model used

in the thesis to forecast profits and was used to provide forecasts for the semestic

econometric model and the bivariate monthly models. The five univariate monthly

models built for the two slaughtercategoriesand the price and profit variables were

considerably easier to identify than the univariate semestic models had been,due to

the nature of the seasonality involved. All five models were first and seasonally

differenced in order to obtain stationaryseries,and none of the models were cyclical,

in contrast to the pseudo-quarterlybreedingherd models.

The biological models built in chapter four along with the semesticbiological models

are basically the samein structureasthe equivalent semesticmodels, but applied to a

monthly data set. Both models were estimated on the assumption that the breeding

herd at any particular census also representedthe size of the breeding herd in the

previous three months. Future work on a monthly biological model could investigate

the validity of this assumption by testing the forecasting ability of models basedon

different assumptions,for example, interpolating the size of the breeding herd so that

the breeding herd is deemedto changesmoothly over time between the censusdates.

Rather sophisticated, though still simplified bivariate Box-Jenkins methodology was

employed, using the previously estimatedunivariate models for culling, fat pigs and

the profit ratio, to build forecasting models for the two slaughter series,using profit

as the explanatory variable. These models made an interesting alternative approach

modelling the monthly culling serieson the grounds that they help to identify, using

empirical statistical techniques, the nature of the lags involved between culling,

slaughtering and profit. Having gained such knowledge from the bivariate analysis,
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future work on econometric modelling of thesemonthly seriescould take on board

the lag structures identified in the bivariate analysis. Indeed it would have been

desirable to apply the bivariate time series analysis to the trimestic breeding herd

models, but the lack of sufficient datarenderedidentification infeasibie.

Each of the three different types of model was used to forecast one month, one year,

and two years ahead,again using the data for 1986-7 as the out-of-sample period, to

investigate their respective short and longer term forecasting abilities. For all setsof

forecasts of culling it was the biological model which was the best in terms of

forecasterror statisticsand the ability to forecastseasonality.Although the superiority

of the biological model over the univariate model wasexpectedin the longer term, the

one month conditional superiority was rather unexpected, though it should be said

that the lags in the biological model were short, possibly helping to explain the

relatively good short term forecasting results. The bivariate forecasts were similar,

though slightly superior to thoseof the univariate model, suggestingthat the addition

of the profit variable was a useful one in term of explanatory and forecasting ability.

For the longer term forecasts, however, the performance of the bivariate model is

clearly affected for the worse by the univariate profit forecasts, and especially so

when forecasting two years ahead.Although the bivariate model forecasts the month

to month seasonalchangesreasonablywell, the usefulnessof the bivariate model asa

longer term forecastingmodel is clearly dependenton a betterprofit forecasting model

being found.

In terms of the fat pig forecasting analysis, the results were very much as expected.

In the short term, the bivariate Box-Jenkins forecastswere the best, closely followed

by similar univariate forecasts: the biological model, with its longer lags, trailed in

third place. The apparent reason for the poor MSFE statistic of the biological

forecasts was the fact that the model appeared to be over-forecasting. This over-

forecasting is evenmore evident in the longer term unconditional biological forecasts,

and can be explained in part by the fact that the forecastsfrom the trimestic breeding

herd biological model, which feed into the unconditional monthly biological

forecasting function are, on the whole, over-forecasts themselves. However, the

latter cannot be cited as the causeof the one-stepaheadconditional over-forecasting

of the monthly biological model which must, therefore, be explained by the presence

of the positive time trend in the biological model which takes account of the increase

in sow productivity over the estimation period. In an attempt to rectify this problem,

the one-step conditional forecasts from the biological model were re-made stopping

the time trend at the end of the estimation period, December 1985. Although the

MSFE of the adjusted biological forecasts was reduced considerably to 865.8
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comparedwith theequivalent unadjustedforecast figure of 1298.7,it was evident that

the tendency to over-forecast still persisted.The conclusion from this simple analysis

was that the problem causedby the size of the coefficient on the positive time trend

originated further back into the estimation period, even though this was not apparent

at the end of the plot of residuals producedhaving estimated the model. A clue to the

likely period of change in the productivity time trend in the biological model can be

found in chapterone where it was evident that the reduction in the improvement in the

weaning period has slowed down the rate of increase in sow productivity. The

consequenceof the forecasting analysis for the fat pig biological model is that it

would appear to be wise for future work on such a model to allow for a break in the

increasein sow productivity around the startof the 1980'sby allowing the time trend

parameter to be lowered, possibly by the inclusion of a dummy variable to represent

the weaning period. In the meantime the biological model aspresented in this thesis

could be used, adjusting the biological forecasts downward by an appropriate

percentagecalculated by the meanpercentageerror of the appropriate forecastsin the

out-of-sample period. Another curious result from the fat pig forecasting analysiswas

the superiority of the bivariate Box-Jenkins model in terms of the MSFE statistic

when forecasting two years ahead.The two year ahead forecasts were better than

thoseof the univariate model, which could beexplained by the relatively long lagson

the profit variables, although the latter argument falls somewhat when one takes into

consideration the fact that the two-year aheadforecasts for the profit ratio adversely

affected the two year aheadforecastingperformanceof the trimestic econometric and

the bivariate monthly culling model. Also, the MSFE for the two year aheadbivariate

fat pig forecastsis actually lower than that of the equivalent one year aheadforecasts.

These results imply that the relative superiority of the bivariate fat pig model when

forecasting two years ahead may be atypical, though this hypothesis can only be

tested as more data become available in the future. Indeed all the results of the

forecasting analysis of chapter eight must be seenin the context of the out-of-sample

period chosen, and given that the censusinformation from the April 1987period has

been treated with considerable suspicion, some of the conclusions drawn from the

analysis are made tentatively. Further analysisasmore data become available will be

informative and should help to make theconclusions more robust.

As well as the comments already made concerning the direction of useful future

research,the work carried out in the courseof researchingthis thesispoints to further

areasof development. Becauseof thedataproblems encounteredthe trimestic models

have not beencompared on equal terms, in the sensethat the univariate models were

built and forecast using pseudo-quarterly rather than trimestic data. Despite this, the
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univariate model has been seento perform relatively well, although it has had the

advantageof including information from the full June census,which should be more

reliable than the samplecensusdata in that the data are not subject to sampling errors.

A true comparisonof the univariate and biological and econometric models requires a

semestic univariate model to be built: however, given that the Box-Jenkins

methodology requires a long time series before any meaningful analysis can be

undertaken,a few more yearsof good quality data are still required.

Both the biological and the econometric semestic breeding herd models were

introduced using steady state equilibrium as a theoretical framework in which to

explain the models. Given that the UK breeding herd is unlikely to err from such an

equilibrium relationship in the long run, there is good reason for estimating the

biological and econometric model parameterswithin such an equilibrium framework.

Yet again, however, it was the quantity and quality of semesticdata available which

deterred suchan exercisebut provide yet more fodder for future analysis.

The researchhasbeenconcernedwith the relative forecasting abilities of the various

models built: were a forecaster interested in obtaining a 'best' forecast for the

variable with which he is concerned, work by Bates and Granger (1969) on the

combining of forecasts, suggeststhat the forecaster should not necessarily concern

himself with finding and using a single 'best' model, thereby ignoring information

provided by other models produced. Instead, by combining the forecasts from some

or all the models using appropriateweights, which mayor may not changeover time,

it is possible to produce forecasts with an error variance lower than that of the best

individual set of forecasts. Although it was one of the original aims of the thesis to

analysesuchcombining methodsin depth, the relative shortnessof the out-of-sample

forecasting period, chosenlargely asa result of the constraints placed on the analysis

by the data available for estimation, and the suspectquality of the data towards the

end of the sampleperiod, namely the April 1987censusdata and the presenceof the

effects of the 1983 Aujezky eradication campaign, rendered the usefulness of such

analysis questionable. Even so, the methodology and an application to the one-step

forecasts for fat pigs is presentedbriefly in appendix 9 in order to give the reader an

appreciation of what could be done in the future as more, hopefully problem free,

databecomeavailable.

Following on from the combination idea, and in an attempt to find 'the best' forecasts

for a given variable, it would be possible to build a recursive model so that the

forecasts deemed to be the best for a given variable, whether produced by a single

model or a combined weighting system,could be fed into a given model in which the
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given variable is an independent variable, in order to produce forecasts of a second

variable. For example, consider forecasting the breeding herd using a recursive model

such as the biological or the econometric model having derived a relevant weighting

system. The one-step forecast for the breeding herd requires a one-step forecast of

culling. The relevant forecasts of culling can be produced by the biological and

econometric semesticmodels and indeed by the various monthly models for culling,

the latter being aggregatedup to the relevant scaleand the weightings then applied in

order to derive a best one semesterstepcull forecast. This forecast could then be fed

into the semestic biological and the econometric models, and assuming the one

semester step forecast for gilts is given, the models could produce their respective

forecasts of the breeding herd for the next semester, and so on. The latter process

would, of course, require complex software to be developed.

In conclusion then, this empirical exercise has succeeded to a certain extent in

building and comparing the shon and medium-long term forecasting abilities of

models built using methodologies requiring various levels of prior information and

sophistication. A major flaw for the models requiring forecasts of profit was the lack

of a good model for long term profit forecasting, casting serious doubt on the

wisdom of using models including profit asan explanatory variable to forecast in the

longer term unless, of course, a superior long term profit forecast model can be

developed. The conclusions of the analyses were varied in terms of actual and

expected results, and someanalyseswere inconclusive. Problems were causedby the

fact that the models were estimated in a period when the sector was volatile and

undergoing much technical and structural change. Together with the problem of

suspectsampledata in the out-of-sample forecasting period, the conclusions from the

analysis can only be tentative and repeatedanalysis in a few years time would make

interesting reading.
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APPENDIX2

EXAMPLES OF MODEL BUILDING USING BOX-JENKINS METHODOLOGY

This appendix aims to illustrate how three non-seasonal time series models were

identified and estimated using Box-Jenkins methodology. A colleague randomly

generatedthe data for all three exampleson a computer from time seriesmodels which

were, of course,known to him. I then attemptedto identify the correct models using the

proceduresoutlined in Chapter two. All models areeventually identified correctly.

EXAMPLE O~TE EXAMPLE TWO EXAMPLE THREE

K
A A

rk akk rk akk rk akk
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.4969 0.4969 -0.2211 -0.2211 0.6731 0.6731
2 0.0937 -0.2034 0.1391 0.0948 0.3680 -0.1554
3 -0.0425 0.0034 0.0031 0.0551 0.2732 0.1717
4 -0.1669 -0.1716 0.0250 0.0246 0.1984 -0.0591
5 -0.2296 -0.0921 0.1355 0.1463 0.0816 -0.0724
6 -0.1857 -0.0432 -0.0547 -0.0043 -0.0635 -0.1503
7 -0.0053 0.1227 -0.2072 -0.2763 -0.1774 -0.1056
8 0.0749 -0.0224 0.1112 0.0141 -0.2348 -0.0765
9 -0.0214 -0.1354 -0.0983 -0.0188 -0.2362 -0.0090
10 -0.1258 -0.1308 0.0411 -0.0053 -0.1984· 0.0275
11 -0.1487 -0.0593 -0.0706 -0.0176 -0.1542 0.0204
12 -0.2616 -0.2276 -0.0615 0.0203 -0.1767 -0.1181
13 -0.2848 -0.0908 -0.0415 -0.1055 -0.1285 0.0805
14 -0.2188 -0.1602 0.0216 -0.0268 -0.0251 0.0232
15 -0.1381 -0.1467 0.0529 0.1210 -0.0426 -0.1544
16 -0.0263 -0.0860 0.0366 0.0754 -0.1190 -0.1102
17 0.1135 0.0249 0.0800 0.1270 -0.1624 -0.1033
18 0.1561 -0.0916 0.0246 0.0467 -0.1353 0.0005
19 0.1419 -0.0324 0.1300 0.0862 -0.0723 0.0462
20 0.1197 -0.0272 0.0471 0.0215 -0.0424 0.0173

Having generated the data the identification package was employed to generate the

sampleauto and partial autocorrelation statistics, up to and including the twentieth lag,

as shown above. With a sample size of 80observations, two standarddeviations from

zero, as measured by the Quenouille statistic is 0.2236. Observing the sample

autocorrelations for the first ten lags reveals that all three seriesappearto be stationary

so that they do not need to be differenced. An initial identification can now be made of

the three series,starting with example one.
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EXAMPLE 01\1:

The sampleautocorrelarionsfor exampleonereveal that all the autocorrelationsare small

with the exception of that at lag one which hasa value of 0.4969,after which there is an

immediate and sustainedreduction in the value of the sampleautocorrelations of higher

order. Given this information and given that the partial autocorrelations tail-off more

slowly, it would appearthat an MA(1) is the best choice for an initial identification. An

initial estimate of bi is obtained by solving rI= bi/ (1+bI2), which is then input to a

parameterestimation program producing the following results.

PARA\1ETER ESTIMATE
STANDARD ERROR
MEAN SQUARE ERROR
MEAN OF RESIDUALS
VARIANCE OF RESIDUALS

bi
= 0.6067
= 0.0937
= 0.8253
= -0.1928
= 0.7877

AlITOCORRELATIONS OF RESIDUALS

r rt (e)

o 1.0000
1 0.0287
2 0.0968
3 -0.0549
4 -0.1176
5 -0.1055
6 -0.1464
7 0.0340
8 0.0689
9 0.0180
10 -0.1444

The standard error of the parameter estimate indicates that the parameter bi is highly

significant with a t-staristic of 6.475.The mean value of residuals is not significantly

different from zero given the low residual variance of 0.7877.Finally, analysis of the

autocorrelations of the residuals indicates that the model identification is acceptableas

there is no evidence of serial correlation, none of the residual autocorrelations being

significantly different from zero. Hence, theestimatedmodel is;

Xt = (1 + 0.6067B) et.

EXAMPLE TWO

At first sight this example appears to be white-noise, because none of the sample

statistics lies further than two standarddeviations away from zero. However, becauseTI
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and all are very close to being significant the model was overfitted by an AR(1) and by

an MA(l} to seewhat results would occur. Although the results are not shown here, the

conclusion from the diagnostic checking stage was to reject both overfitted models

because neither of the additional parameterswas significantly different from zero. In

order to give an actual example of the problem of overfitting on both sides of the

equality an ARMA(1,l} was estimated and diagnostically checked, producing the

following results.

al
PARAMETER ESTIMATES = -0.8379
STANDARD ERRORS = 0.0894
MEAN SQUARE ERROR = 0.7935
MEAN OF RESIDUALS = -0.0290
VARIANCE OF RESIDUALS = 0.7926

bI
0.8091
0.1219

AlITOCORRELATIONS OF RESIDUALS

t r t (e)

0 1.0000
1 -0.0928
2 0.0538
3 0.1117
4 - 0.0718
5 0.2046
6 -0.1099
7 -0.2058
8 0.0900
9 -0.0965

10 0.0259

The estimation program showsresultswhich might well suggestthat the model is indeed

an ARMA(1,l) model with an AR parameter of -0.8379 and an MA parameter of

0.8091. Both theseparametersare significantly different from zero, the mean value of

the errors is low and the autocorrelations of the residuals appear to be white noise. This

example illustrates the point that two-sided overfitting may well lead to the inducement

of unnecessaryparameters, which is not good for reasonsof parsimony. Having said

this, writing the estimated ARMA(I,I) with the parameters expressed to one decimal

placegives the following equation:-

(1 + O.8B) Xt = (1 + 0.8B) et.

. Dividing through by (1 + 0.8B) results in the true white noise generating series

indicating that the two-sided overfitting of the model is not always asharmful asit might

initially appear.

..
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EXAMPLE THREE.

At first sight an AR(I) appearsto be the bestidentification for example three,due mainly

to the fact that the sampleautocorrelationsfall at a steadyrate rather than experiencing a

suddendrop. The partials on the other hand, all lie below two standarddeviations from

zeroexcept for that at lag one (all ), although it is also true that the partials at lags two

and three are not too low. Fitting an AR( 1) with a starting parameterof 0.6731 gives the

following results.

PARAMEfER ESTIMATE =
STANDARD ERRORS =
MEAN SQUARE ERROR =
MEAN OF RESIDUALS =
V ARIANCE OF RESIDUALS =

al
0.6878
0.0739
0.9135

-0.0429
0.9117

AlITQCORRELA TIONS OF RESIDUALS

t rt (e)

0 l.0000
1 0.0999
2 -0.2429
3 0.0235
4 0.0946
5 0.0091
6 -0.0267
7 -0.2424
8 -0.1380
9 0.0299

10 -0.0301

The results of diagnostic checking appearto be favourable in that the AR(I) parameteris

significantly different from zero and the error variance and residual mean are low. The

only indication of any problem is that the residual autocorrelations at lags two and seven

are significantly different from zero. The high autocorrelation at lag two may well

suggest that an MA parameter should be added to the model. The results of fitting an

ARMA(I,I) aregiven below.

al bI
PARAMETER ESTIMATES = 0.5583 0.3341
STANDARD ERRORS = 0.1096 0.1351
MEAN SQUARE ERROR = 0.8903
MEAN OF RESIDUALS = -0.0569
VARIANCE OF RESIDUALS = 0.8870
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AtITOCORRELATIONS OF RESIDUALS

t r't(e)

o 1.0000
1 -0.0496
2 -0.1279
3 0.0821
4 0.0867
S -0.0345
6 0.0350
7 -0.2285
8 -0.1176
9 0.0229
10 -0.0523

Analysis of the results showsboth the MA and the AR parametersto be significant and

the error variance and the variance of the residuals to be lower than what they were

under the AR( 1) identification. The meanof the residualshas increasedslightly although

the increaseand the actual value are so small that there is no need for concern. In order

to check whether or not the ARMA(1,l) specification can be improved at all, the model

was overfitted with both an extra MA and then an extra AR parameter. Although the

results are not shown, both the overfitted models were rejected becausethe additional

parametersdid not prove to be significantly different from zero, and the mean square

errors and variance of residuals increasedin value. Therefore, the correct model appears

to be an ARMA(l.l) with an MA parameterof 0.3341and anAR parameter of 0.5583,

that is;

(1- 0.5583B)Xt = (1 + 0.3341B)et
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APPEl't1>IX 3a.

The Breeding Herd Data Usedin theBuilding of the Box-Jenkins SARIMA

Models.

U,K. Pi~ Breedin~SQw H~rd CensusData (l2S1;1-1287;Al*
TIME PS PG BS PP H B UG
1957:1 362 142 208 504 712
1957:2 383 153 208 536 744
1957:3 361 151 246 512 758
1957:4 424 152 237 576 813
1958:1 408 159 256 567 823
1958:2 414 132 230 546 776
1958:3 420 104 264 524 788
1958:4 420 98 230 518 748
1959:1 382 105 227 487 714
1959:2 388 112 205 500 705
1959:3 360 100 234 460 694
1959:4 369 113 206 482 688
1960:1 344 126 223 470 693 40
1960:2 375 142 208 517 725 40
1960:3 363 133 244 496 740 42
1960:4 385 126 228 511 739 41
1961:1 376 133 242 509 751 44
1961:2 401 148 224 549 773 43
1961:3 396 140 271 536 807 45
1961:4 430 137 251 567 818 45
1962:1 423 145 272 568 840 45
1962:2 456 147 255 603 858 46
1962:3 454 134 297 588 885 48
1962:4 478 125 274 603 877 47
1963:1 445 125 297 570 867 48
1963:2 481 142 253 623 876 47
1963:3 453 130 301 583 884 48
1963:4 480 122 265 602 867 47
1964:1 441 150 281 591 872 49
1964:2 466 174 263 640 903 47
1964:3 468 168 306 636 942 50
1964:4 512 152 280 664 944 49
1965:1 493 156 310 649 959 51
1965:2 517 147 281 664 945 49
1965:3 510 119 328 629 957 50
1965:4 513 100 287 613 900 49
1966:1 460 100 288 560 848 44
1966:2 463 110 249 573 822 41
1966:3 436 109 266 545 811 44

. 1966:4 450 111 247 561 808 44
·1967:1 429 125 256 554 810 44
1967:2 445 136 243 581 824 44

Cont.
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TIME PS PG BS pp H B UG
1967:3 437 135 268 572 840 45
1967:4 466 122 263 588 851 44
1968:1 454 130 277 584 861 45
1968:2 482 151 254 633 887 44
1968:3 477 142 295 619 914 45
1968:4 517 129 271 646 917 44
1969:1 489 133 293 622 915 44
1969:2 507 141 267 648 915 45
1969:3 501 132 302 633 935 47
1969:4 518 130 274 648 922 46
1970:1 490 138 282 628 910 47
1970:2 524 159 270 683 953 46
1970:3 521 155 313 676 989 47
1970:4 548 142 296 690 986 44
1971:1 554 128 314 682 996 45
1971:2 570 121 292 691 983 45
1971:3 556 111 305 667 972 48
1971:4 566 106 285 672 957 46
1972:1 548 118 298 666 964 48
1972:2 557 128 276 685 961 48
1972:3 545 138 304 683 987 51
1972:4 571 138 277 709 986 46
1973:1 552 148 300 700 1000 43
1973:2 577 156 282 733 1015 44
1973:3 565 157 310 722 1032 42
1973:4 579 136 287 715 1002 40
1974:1 503 109 287 612 899 37 96
1974:2 521 107 262 628 890 40 80
1974:3 504 92 269 596 865 42 81
1974:4 498 84 234 582 816 41 73
1975:1 453 97 259 550 809 41 75
1975:2 485 104 225 589 814 43 87
1975:3 475 113 228 588 816 43 95
1975:4 496 122 226 618 844 43 102
1976:1 458 133 250 591 841 42 112
1976:2 512 137 235 649 884 41 101
1976:3 511 138 236 649 885 40 106
1976:4 537 111 238 648 886 41 90
1977:1 483 105 239 588 827 42 89
1977:2 503 103 222 606 828 41 76
1977:3 479 89 222 568 790 44 81
1977:4 502 102 218 604 822 42 91
1978:1 486 110 235 596 831 44 105
1978:2 510 118 214 628 842 43 90
1978:3 497 120 225 617 842 42 100
1978:4 534 109 222 643 865 42 90
1979:1 (498) (111) (241) (609) (850) (43) (88)
1979:2 528 109 215 637 852 42 82
1979:3 517 102 218 619 837 43 77
1979:4 520 92 208 612 820 42 91
1980:1 497 99 213 596 809 43 88

Cont.
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mIE PS PG BS pp H B UG
1980:2 517 109 204 626 830 43 84
1980:3 510 110 204 620 824 43 94
1980:4 514 101 203 615 818 43 89
1981: 1 517 102 202 619 821 44 91
1981:2 522 112 203 634 837 45 87
1981:3 520 107 205 627 832 45 87
1981:4 532 108 197 640 837 46 90
1982:1 533 109 204 642 846 47 97
1982:2 543 122 200 665 865 45 89
1982:3 536 118 203 654 857 45 96
1982:4 5S8 114 204 672 876 43 92
1983:1 547 119 210 666 876 42 89
1983:2 542 110 204 652 856 42 82
1983:3 532 103 197 635 832 43 82
1983:4 510 96 184 606 790 43 75
1984:1 487 99 184 586 770 44 80
1984:2 518 105 178 623 801 44 77
1984:3 504 lOS 186 609 795 44 89
1984:4 526 107 181 633 814 45 84
1985: 1 523 111 192 634 826 46 87
1985:2 530 112 187 642 829 44 80
1985:3 521 105 195 626 821 45 86
1985:4 537 102 187 639 826 45 85
1986:1 531 108 199 639 838 46 92
1986:2 534 108 182 642 824 44 79
1986:3 540 105 188 645 833 45 87
1986:4 533 106 183 639 822 45 86
1987: 1 544 110 197 654 851 47 87
1987:2 528 lOS 180 633 813 44 80
1987:3 522 102 186 624 810 45 85
1987:4 536 104 182 640 822 45 79

• All Figures in thousands of pigs.
Numbers in parentheses indicate forecast value.

SQurce: M.A.F.F.. obtained from M.L.C. Economics Departtnent.
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APPENDIX3b

Methodoloc orData Collection

This appendix outlines the methodology of data collection employed by each

member country of the U.K. as defined by Ministerial boundaries. Prior to 1974

the data were collected on a quarterly basis, the censusesbeing carried out at the

beginning of eachof the months of March, June, Septemberand December. Since

1974 however, the one third samplecensusespreviously performed in March and

Septemberhavebeencarried out at the beginning of April and August respectively,

in order to fall in line with the rest of the E.E.C. M.A.F.F. continued to perform

the March and Septembercensusesin addition to the April and August ones, up to

and including 1977. Becauseof industrial action carried out by the Civil Service,

no censuswas performed in April 1979.The details of the methodologies of data

collection for each of the three ministerial bodies are presentedon the following

page.

Sources:-

Agricultural Statistics U.K .. (various years)

Agricultural StatisticsEnglandand Wales. (various years)

Statistical Review of Nonhern Ireland Agriculture. (various years)

Economic Report on Scottish Agriculture. (various years)

Notes,

S.M.D.= StandardMan Day. (Eight hours work performed buy one unit of labour)

E.S.U. = European Size Unit.

(The equivalent of 1000E.U.A. of standardgrossmargins at average 1972-74 values)



TIME

Pre-
1969

1969

1970

1973

1980

1981

1983

The JUDe ceDSUS records all
livestock on holdings larger than
one acre in size unless the holding
is deemed to be statistically
insignificant as (ar as economic
activity is concerned. Estimates of
livestock numbers on these minor
holdings are madeand addedto the
census records. Estimated numbers
for March, September and
December are raised (rom one third
sample surveys and are subject to

sampling errors.

The definition of small holdings
changed to those holdings with:-
&. < 10 acresof crops/grass.
b. a labour requirement of <26
S.M.D.'s and
c. No ful! time worker.
The changes increased the number
of minor holdings by 34,000.
13,<XXI holdings no longer operated
as (arms.

Minor bolding SMD labour
requirements increased to <40
S~ID'sper annum.

New higher threshold (or definition
of minor holdings.
&. ToW areao( < 6H
b. No full time worker.

c. <lOO s~m's
d. < I 00 sqm. glasshousearea
e. Occupier (arm no other holding.

NOR1HERN IRELAND

Livestock returns collected from
all holdings whatever size and
complete censuses are
performed in both June and
December.

Minor holdings now defined as
in England and Wales. Resulted
in a net loss of S,sOO holdings
from census.

As for England and Wales. Loss
of a further 6,000 holdings to
minor sector.
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SCOTLAND

As for England and
Wales, except that
complete censusesare
performed in both June
and December, and no
estimate of livestock
numbers on minor
holdings are added to
the the census returns.

The definition of a
minor holding was
given as a holding
requiring less than 26
SMD's per annum.
The result was a loss
of 16,000 holdings
from the main
censuses.

Minor bolding
definition is changed
to include all holdings
with a labour
requirement of <40
SMD's. Negligible
effect on figures,

December census dropped in
favour of sample survey. Minor
holdings now include:-
a.Total areaof < 6H.
b. No full time worker.
c. Farm business size of < 1
ESU Samplesurveys replace

Decembercensus
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Appendix3c

Chow TestsOn TIle SARI:\l.\-Models For The Breeding SowHerd SeriesEstimated
On 1957:1-1985:4

Having estimated the five breeding sow herd SARIMA models for the 1957:1-1985:4
period. the decision was taken to investigatethe significance of the influence, if any, of

the U.K:s membership of the EEC which resulted, amongst other things, in a change

in the timings of the Spring and Autumn samplecensuses.A look at the 1957-85 plots

for the breeding sow herd series'reveals that all the seriesshow changes in behaviour

post 1973/-t. Sows in-pig numbers fall dramatically during 1973/4 due to falls in
profitability and adjacent reductions in in-pig gilt numbers. The series beyond 1974
appears to be much more stable than it had been before 1974. The number of in-pig

gilts is also a serieswhich oscillates lessabout a lower mean level post 1974, whereas
the barren sow seriesexperiencesa dramatic and sustainedfall. The effect of all these
changes upon the aggregated series, "total breeding sow herd', is that from 1974

onwards, the series look much more stable and stationary than they had been

previously.
The models. as estimatedon the sample 1957:1-1985:4 were re-estimated on the data

from 1957:1-1973:-t and from 1974:1-1985:4, 1974 being the first year of the new
censustimings. The appropriate statistics were calculated using the RSS values from

eachof the threeestimationsandtheChow statisticswere then measuredagainst critical

values from the appropriate F-distribution. The results of the tests are presented in the
table below, showing the Chow test to be highly significant for all four models.

Resultsof Chow Tests Performedon the Breeding Sow Herd
St\RIMA-MQdeJs <1957:1-1985:4)

Series ChoW' ~.995
Valut' k,W' *

PS 5.20 3.08

PG 6.31 3.54

55 4.59 3.54

PP 6.63 3.23

H 4.59 3.23

* k = No. of est imeted parameters.
W = Degrees of freedom for the eggregete model derived

from the eddition of the two component models.
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APPENDIX 3d

An analysisoflhe In-Sampleand Out-Of-Sample MSFE StatisticsFrom The Univariate

Box-Jenkins~lodels For TIle Breeding Herd and its Components

In-Sample (1983:1-85:4)

Forecasts

1Step Ahead

Sample 57:1-85A 75:1-85:4

Out-of-Sample (1986:1-87:4) Forecasts

8 StepAhead 1 Step Ahead

57:1-85:4 75:1-85:4 57:1-85:475:1-85:4

------------------------------------------------------------------------------------------------

PS 248.75 187.34 150.38 312.66 185.90 203.51

PG 25.22 28.02 17.49 21.15 14.96 20.67

PP 287.42 231.91 188.74 236.27 358.69 245.45

BS 26.55 23.22 21.77 51.26 35.83 37.47
II 323.73 252.26 338.66 281.93 741.19 592.55

The MSFE's are generally smaller in the in-sample period for the 1975-85 model,

although this was not so in the caseof the pregnant gilt model. Furthermore, for the

four 1975-85models in \\ hich the in-sample MSFE was the smaller, the removal of the

worst forecast from both the shorter and longer period models produced MSFE

statistics for the 57-85 model forecastswhich were equally asgood, if not better, than

those of the shorter period model. These latter results indicate that the longer period

model is therefore equally asgood, if not better,at forecasting the in-sample period if it

were not for one relatively bad forecast.Analysing the forecasterrors more closely it is

apparent that this bad forecastoccurs in the third quarter of 1983, the quarter in which

the consequencesof the Aujezky diseaseeradication campaign are felt most heavily in

the breeding herd. All five models estimated on the longer sample over-forecast the

said quarter - though this is only just the casein the pregnant gilt model - and by an

amount which adversely affects the MSFE significantly more than is the case for the

shorter samplemodels. It would appear,therefore,that despite the fact that the Aujezky

period has a greater influence on the identification and the parameter estimates of the

shorter sample model, apart from the aforementioned quarter, the longer sample

models are equally asgood or better than the shorter sample models at forecasting the

period 1983:1-1985:4. Almost certainly, the reason for the lesser effect of the

eradication campaign on the pregnant gilt herd, is that they can be replaced by, for

example, transfers from the feeding herd with very little time lag. This is not true of

pregnant sows and barren sowsand consequently these two herds were reduced by the

eradication campaignand could not recover anywherenearly asfast aswas the casefor
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the gilt herd. This latter phenomenonplays some part in explaining the superiority of

the longer period model over the shorter period model in forecasting the pregnant gilt

herd over the in-sample period.

Turning to the forecast results of the out-of-sample period, the 8 step ahead

unconditional forecast results show heavily in favour of the longer period model. All

the MSFE's. except for that of the total breeding herd model, are lower for the 1957-85

model. Furthermore, the higher MSFE of the breeding herd model is the result of one

bad under forecast of the figure for the first quarter of 1987, a figure which both the

shorter and the longer sample models under forecast. Removing the forecast for this

period for both models producesan ~1SFEstatistic for the longer period model which

is lower than that of the 1975-85 model. The majority of in-sample MSFE statistics,

therefore. favour the longer period models and even in the casewhere the opposite is

true. the reasonwould appearto be the result of one large under-forecast.

The story for the one stepaheadconditional out-of-sample forecastsis similar to that of

the eight stepunconditional forecastsexcept that it is only the three component models

estimated on the longer period which out-forecast the shorter period models. The

MSFE statistics for the two aggregate series models are lower for the 75-85 model.

However. once again the reasonfor the better statistic of the shorterperiod model is the

appearanceof one - or in thecaseof the total breeding herd model two - bad forecast at

the stan of 1987. Removing theseforecastsproduces a superior MSFE for the longer

period model.
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6PPENDIX 4a

The DataUsedto Estimatethe Trimestic Biolo~cal Models·

TIME·· PS PG PP BS H UG B HB I M FP
1974:1 503 109 612 287 899 96 43 942 178.43 5034.8
1974:2 5~ 92 596 269 865 81 42 907 123.26 156.96 4982.4
1974:3 498 84 582 234 816 73 40 856 88.70 140.71 4868.6

1975:1 453 97 550 259 809 75 37 846 119.29 129.49 4463.9

1975:2 475 113 588 228 816 95 42 858 114.59 103.04 4003.0

1975:3 496 1"" 618 226 844 102 41 885 130.51 102.98 4075.4--
1976:1 458 133 591 250 841 112 41 882 105.02 108.08 4109.0

1976:2 511 130 ~1 236 877 106 43 920 136.74 100.15 4064.7
1976:3 537 111 tH8 238 886 90 43 929 136.63 127.45 4633.1

1977:1 483 105 588 239 827 89 42 869 84.74 142.52 4674.2
1977:2 479 89 568 .,")") 790 81 40 830 90.50 128.07 4463.3..._-
1977:3 502 102 6{M 218 822 91 41 863 159.06 125.41 4653.5
1978:1 486 110 596 235 831 105 42 873 126.43 116.24 4460.8
1978:2 497 120 617 225 842 100 44 886 123.26 110.74 4346.8
1978:3 534 109 tH3

.,").., 865 90 42 907 138.67 117.26 4665.7..._-
1979:1 (498)(111)(609)(241)(850)(88) (44) (894) 99.92 113.18 4626.0
1979:2 517 102 619 218 837 77 42 879 106.89 121.33 4760.9
1979:3 520 92 612 208 820 91 42 862 111.14 128.47 4961.4
1980:1 497 99 596 213 809 88 43 852 108.08 118.28 4765.7
1980:2 510 110 620 2~ 824 94 43 867 117.48 103.04 4611.6
1980:3 514 101 615 203 818 89 42 860 99.92 107.06 4890.1

1981:1 517 102 619 202 821 91 43 864 118.27 114.20 4808.5

1981:2 520 107 627 205 832 87 43 875 111.70 101.11 4613.5
1981:3 532 108 MO 197 837 90 43 880 117.26 112.16 4875.8
1982:1 533 109 M2 2~ 846 97 44 890 121.33 111.70 4805.2
1982:2 536 118 654 203 857 96 45 902 120.37 108.81 4683.8
1982:3 558 114 672 204 876 92 46 922 146.82 126.43 5159.2
1983:1 5"'7 119 666 210 876 89 47 923 133.57 132.55 5113.3
1983:2 532 103 635 197 832 82 44 876 115.56 160.81 5114.3
1983:3 510 96 606 184 790 75 43 833 99.92 143.77 5314.2
1984:1 487 99 586 184 770 80 42 812 101.96 123.37 4977.7
1984:2 5~ 105 609 186 795 89 43 838 124.22 99.19 4694.4
1984:3 526 107 633 181 814 84 43 857 123.37 104.00 4989.0
1985:1 523 111 634 192 826 87 44 870 118.27 105.02 4903.3
1985:2 521 105 626 195 821 86 44 865 104.00 108.81 4874.5
1985:3 537 102 639 187 826 85 45 871 116.24 110.12 5165.3
1986:1 531 108 639 199 838 92 46 884 122.35 109.10 4977.7

1986:2 540 105 645 188 833 87 45 878 108.81 114.60 4974.7

1986:3 533 106 639 183 822 86 45 867 107.06 118.30 5293.8
1987:1 544 110 654 197 851 87 47 898 140.71 109.10 5086.8
1987:2 522 102 624 186 810 85 45 855 70.30 111.70 4929.4
1987:3 536 104 640 182 822 79 45 867 121.33 109.10 5232.6

• All Figures in thousandsof pigs.Numbersin parenthesesindicate a forecast

value.
•• 1.2.3 refer to April, August. Decemberor periods 1,2 and 3

Source: M.A.F.F .• obtained from M.L.e. Economics Department.
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APPE~rx 4b:- The Data Usedto Estimate the Monthly Biological Models*

TI~{E M FP TIME M FP
1975:1 29 1021 1978:12 24 1048
1975:2 33 1034 1979:1 26 1044
1975:3 30 1037 1979:2 27 1077
1975:4 26 975 1979:3 28 1107

1975:5 24 925 1979:4 26 1062

1975:6 23 899 1979:5 28 1077

1975:7
.,,, 892 1979:6 30 1131--

1975:8 21 858 1979:7 28 1126
1975:9 26 972 1979:8 27 1096
1975:10 23 961 1979:9 28 1158
1975:11 25 974 1979:10 30 1146
1975:12 27 952 1979:11 33 1180
1976:1 23 917 1979:12 25 1091
1976:2 25 947 1980:1 28 1082
1976:3 25 972 1980:2 29 1115
1976:4 23 948 1980:3 27 1115
1976:5 25 967 1980:4 24 1061
1976:6 23 924 1980:5 24 1043
1976:7 22 916 1980:6 24 1088
1976:8 25 998 1980:7 23 1066
1976:9 28 1043 1980:8 22 1054
1976:10 30 1097 1980:9 25 1143
1976:11 34 1132 1980:10 25 1136
1976:12 30 1057 1980:11 27 1179
1977:1 33 1040 1980:12 25 1130
1977:2 35 1118 1981:1 26 1068
1977:3 34 1115 1981:2 27 1114
1977:4 29 1052 1981:3 27 1137
1977:5 31 1073 1981:4 22 1067
1977:6 30 1000 1981:5 25 1075
1977:7 29 998 1981:6 25 1093
1977:8 27 1022 1981:7 22 1031
1977:9 30 1110 1981:8 24 1059
1977:10 29 1070 1981:9 25 1095
1977:11 30 1094 1981:10 26 1147
1977:12 26 1071 1981:11 28 1194

1978:1 27 1019 1981:12 22 1103

1978:2 28 1032 1982:1 28 1091

1978:3 26 999 1982:2 27 1121

1978:4 26 1022
1982:3 27 1126

1978:5 24 984
1982:4 24 1050

1978:6 27 997
1982:5 25 1100

1978:7 25 1005
1982:6 26 1098
1982:7 26 1083

1978:8 25 1007 1982:8 26 1104
1978:9 28 1088 1982:9 30 1196
1978:10 27 1090 1982:10 30 1196
1978:11 28 1119

Cont
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TI~1E M FP TIME M FP
198:!:11 31 1:!65 1986:9 27 1224
198:!:12 2S 1167 1986:10 28 1226
1983:1 29 1139 1986:11 28 1280
1983:2 33 1218 1986:12 23 1214
1983:3 36 1206 1987:1 25 1131
1983:-' 38 1:!14 1987:2 30 1181
1983:5 39 l:!10 1987:3 29 1180
1983:6 39 1195 1987:4 26 1130
1983:7 33 1110 1987:5 26 1121
1983:8 31 1142 1987:6 27 1162
1983:9 35 1249 1987:7 24 1138
1983:10 34 1:!:!6 1987:8 22 1170
1983:11 33 l:!89 1987:9 26 1182
1983:12 :!7 1179 1987:10 25 1213
1984:1 :!9 1136 1987:11 28 1264
1984:2 30 1166 1987:12 21 1152
1984:3 :!8 1117
198-':4 23 1068
198-':5 24 1095 All figures in thousandsof pigs.
1984:6 23 1094 All months represent 4 week periods.
1984:7 ..,'" 1081
198-':8 24 1065 Source:- M.L.C. Economics Dept.
198-':9 24 1152
1984:10 24 1168
1984:11 24 1216
1984:12 20 1149
1985:1 24 1093
1985:2 26 1136
1985:3 27 1158
1985:4 2S 1119
1985:5 2S 1115
1985:6 26 1135
1985:7 24 1130
1985:8 23 1130
1985:9 26 1197
1985:10 26 1197
1985:11 27 1248
1985:12 ..,'" 1186--
1986:1 26 1110
1986:2 27 1155
1986:3 2S 1153
1986:4 26 1155
1986:5 2S 1126
1986:6 27 1165
1986:7 27 1145
1986:8 26 1155
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Appendix4c

The Results0( Regro.~ng The ChosenTrimestic Biological Models Including
The ReIe\"3Ilt Subsidy and Outlier Dummies

TIle regressionspresentedin this appendix are the resultsof the trirnestic regression

models presented in the main text of chapter 4 including all relevant subsidy and

outlier dummies. The equation numbers are the same as those of the equivalent

expressionspresentedin the main text followed by the additional letter c.

PSt • (O.5nO Ht + 0.0056 AugHt + 0.0164 DecHt)(1+ 0.0037 T) - 30.11 D76:1

(151.3) (1.74) (4.7) (12.2) (-3.9)
(4.5c.4c)

Obs.= 33 RSS= iuo.s R2 =0.92 DW= 1.46

PGt• 0.1331 lIt + 0.0016Al'GlIt ·0.0061 OECHt -12.69075:1 - 8.16A83:2-
(37.6) (O.M) (-2.71) (-2.14) (·1.63)

4.03 077: 1 • 16.62 077:2 • 1.77 077:3 + Ut
(-0.70) (-2.60) (-0.31)

Ut • 0.6472 Ut.l
(4.5)

(4.5c.6c)

Obs.= 33 RSS= 797.0 R2 = 0.98

Mt-1.t· 0.1308BBt_1 ·0.0071 AugHBt_1 + 0.0011OecHBt_l +
(4S.9) (-2.55) (0.38)

41.41 A83:2 + 26.18 A83:3 + 14.11 A84:1 + 18.03 077:1 + 18.74 077:2 + 14.02 D77:3 + Ut

(6.38) (3.78) (2.19) (2.77) (2.70) (2.19)

Ut • 0.4458 Ut-l
(2.46)

Obs.= 32 RSS= 876.8 R2 = 0.992

(4.5d.lc)
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Mt-1.t. 0.~11 PSt.l + 36.-45Ag3:~ + ~6.01A83:3 + 13.68A84:1 +
(-'8.4) (5.(\1) (3.30) (1.88)

17.13077:1 + 17.6-'077:1 + 16.~",077:3 + Ut
(2.35) (1_15) (2.24)

l't • 0.4376Ut-I
(2.49)

Obs.- 32 RSS= 1~5.6 R_2 = 0.989

(4.5e.lc)

Mt-l•t • 1.~7", ~\-1.t-l - 0.5755Mt-3,t-2 + REGt(0.5386,0.5709,-0.0544,-0.0188)-
(8.1) (-4.9) (3.2) (3.8) (-2.9) (-1.03)

1.2974REGt_l(0.53S6,0.5709.-0.0544,-0.0188)-

0.5755REGt_2(O.53S6.0.5709.-0.0544.-0.0188)+

41.781AS3:2 - 31.58A83:) + ~.01 079:2 + 0.35079:3 - 12.26080:1 - 11.29D80:2(4.5f.l
c)
(6.2) (-3.0) (3.0) (0.04) (-1.29) (-1.39)

Where REGt(al.32,bl'~). (at POt-7 + .12POt-8)(1 + bl AUGt + b2 DECt).

and REGt_l(.1t.31.bl'~):: (.11PGt-S+ 32 PGt-9)(l + bt AUGt_1+ b2 DES_I)'

and REGt_2(at.3~.bt.b2)= (at PGt-9 + 2 PGt-l0)(1 + bl AUGt_2+ b2 DECt_2),

Obs.= 23 RSS= 361.0
-2
R = 0.84 H = -3.16

PG .0.12-'3 BB 3- 12.70AS3:2-19.54A83:) - 14.59A84:1 + 27.63076:1 + 22.89076:2-
t t-

(42.3) (-1.80) (-2.53) (-2.06) (3.47) (3.22)

5.25 077:1 ·25.97 077:2 - 14.-'7077:3 + Ut
(-0.74) (-3.36) (-2.04)

Ut· 0.4708Ut-I
(2.53)

Obs. = 30 RSS= 1028.4 112 = 0.99

(4.5g.1c)

PGt• 0.1752 PPt-3- 13.86AS3:2- 21.78AS3:3- 15.53AS4:1 + 36.20076:1 + 25.88 076:2-

(43.4) (-1.81) (-2.64) (-2.02) (4.35) (3.38)

0.0220077:1 ·24.84 077:2 - 14.48077:3 + Ut
HH)03) (-3.02) (-1.89)

Ut • 0.4034Ut-1
(2.04)

(4.5h.lc)

Obs. = 30 RSS= 1191.4 R2 = 0.99



PageA4c-3

PGt• 1.1~tJOCGt-l • O.O~17AugCGt_l - 0.0696DecUGt_l)(l+ 0.00451') + 29.80075:2 +
(3~ .8) (.0.89) (-2.82) (3_50) (5.6)

20.7307S:3 + 16.38076:1 + 0.90 077:1 - 12.40077:2 + 13.33077:3
(3.74) (1.91) (0.17) (-2.35) (2.55)

(4.Si.lc)

Obs.= 32 RSS= S~9A R2 = 0.75 OW = 2.60

CGt• 0.2614CG
t
_1+ REGt(0.1069.-0.0014)·0.2614 REGt_1(0.1069,-0.0014)-

(2.12) (~6.4) (-0.77)

12.12A83:2 - 16.7S AS3:3 - 4.94 AS4:1+ 17.48076:1 -
(·2.76) (-3.62) (-LOO) (3.74)

7.68 077:1 - IS.21 On:2+ 3.58077:3 + 17.53078:1 - 16.95079:2
(-1.59) (-3.05) (0.67) (3.9) (-3.7)

(4.Sj.lc)

\\'here REG,(a.Y' • a HB,_:(1 + y T).

and REGt_t (a, Y' • a HBt_3(l + y (T-I»

_"
Obs.= 30 RSS= 316.91 R" = 0.73 H = -0.94

VG
t
• 0.1916VG

t
•t + REGl(O.I609. -0.0043)- 0.1916REGt_1(0.1609.-0.0043)-

(1.73) (31.8) (-3.32)

13.14AS3:2· t7.08 AS3:3 - 6.14 AS4:1 + 16.22076:1 -
(-3.29) (-4.0-') (-1.37) (3.78)

lO.S2077:1 - 17.56077:2 + 3.82077:3 + 17.52078:1 - 19.15079:2
(.2.44) (-3.8) (0.78) (4.34) (-4.7)

(4.Sk.lc)

Where REG,(a, y) • a PPt-2(1 + y T).

and REGt_l (a, ~ - a PPt-3(1 + y rr-u:

Obs.= 30 RSS= 160.51 R2 = 0.78 H = -0_53

FPt-l.l" (3.4644HBt_: + 1.5622 HBl_3) (1·0.0308 AUG + 0.0271DEC) (l + 0.0058T) •

(4.84) (2.13) (-4.18) (3.62) (12.9)

210.15076: 1 • 236.01076:2 + 53.59A83:2 • 116.64A83:3 - 152.30A84:1 •
(-2.88) (-3.42) (0.74) (-1.65) (-1.77)

180.87077:2 - 89.61077:3 + 54.83078:1
(·2.49) (-1.04) (0.67)

(4.S1.1c)

Obs.:: 30 RSS:: 70376.8 R_2 = 0.95 DW = 1.52
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FPt-U• (4.~(Xl9PPt-2+ 2.%Q5PPt.3)(1 - 0.0381AUG + 0.0260DEC) (1 + 0.00271')-

(H16) (3.21) (-4.70) (2.56) (5.91)

179.79076:1 - 310.99 076:2 + .£6.99AS3:2- 133.79A83:3 - 177.61A84:1 -
(·2.21) (.3.i5) (0.60) (-1.71) (-1.91)

23Z.09on:z· 108.86On:3 + 80.26078:1
(-2.8S) (-1.18) (0.93)

(4.5m.lc)

Obs. =- 30 RSS =: 86061.9 R2 = 0.94 OW = 1.07
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Appmdtt4d

1lw ResuJt~0( R~ 1lw ~Ionthly Biological Models Including The Relevant
Subsidyand OudierDummies

The regressions presentedin this appendix are the results of the monthly regression
models presented in the main text of chapter 4 including all relevant subsidy and
outlier dummies. The equation numbers are the same as those of the equivalent
expressionspresented in the main text with the addition of the letter d.

EQuation 4.63.1 d

M • a HB • + b1 (ebBB • + b3 marHB • + b4 aprHB A + b5 mayHB 4 + b6 junHB +
I- 1.1 1• I-~ I·~ 1-. 1- t-4

b7 julHB + bS augHB + b9 scpHB + biO octHB -4 + bll novHB A + b12 decHB +
1·4 1"& 1-4 1 t... 1-4

01 AS);) + 01 A83:4 + 03 A8);S + [).l A83:6 + El 077:2 + E2 077:3 + E3 077:4 +

E4 077:S + [j 077:6 + Ft 07S:11 + Ut

(4.6a.ld)

Obs.= 118 RSS= 225.1

Table 4.00,Id,
The Results Qf pUm4!jol me ~1Qmhly C"!liol QCSows and BOltS as a Proportion of the Total

BrttdlDg HCd "!udin, Subsjdyand Outlier Dummies

\,-"RI.~8LE COEEflCIENT ESOMATE t-RATIO

Ut-I RI 0.8496 17.3

HBt4 a 0.0306 28.4

fehHB b2 0.0015 2.68
maiiB b3 0.0010 1.28
aprt·m b4 -0.0021 -2.40
mayBB b5 -0.0010 -1.06
junHB b6 -0.0005 -0.49
julHB b7 -0.0020 -2.17
qHB b8 -0.0021 -2.36
scpHB b9 0.0009 1.07
oc"t.H.B biO 0.0009 1.06
~HB btl 0.0025 3.60
~m bt2 -0.0031 -5.67
AS3:3 01 3.08 2.08
AS):" 02 7.42 4.13
A8):S 03 6.73 3.76
A836 D4 5.49 3.73
077:2 El 0.94 0.63
077:3 El 0.65 0.35
077:4 El -1.35 -0.68
077:5 E4 1.40 0.75
077:6 ES -0.14 -0.10
07S:12 Fl 7.13 6.12
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~lJ;uion " fib 1d

M •• PS • + b1 (coPS • + b3 marPS • + b4 aprPSt-4 + b5 mayPSt-4 + b6 junPSt-4 +
l'U ,... 1- t....

01 AS3:) + 01 AS34 + 03 A83:~+ D4 A83:6 + El 077:2 + E2 077:3 + E3 077:4 +

E4 077:5 + E5 on:6 + Fl 075:1: + Ut

(4.6b.ld)

Obs.= l~ RSS= ~33.0

Table 4.6b,Id.
The Rc~u!..s QCESilmjl!!"'It th: \1onL~!YCuUina of Sows and Boarsasa Pr<Wortjon of the

rrrltNDt Sow Herd Indudina Subsjdy and Outlier Dummies.

\'·:\&ljM~LE COEffiCIENT ESTIMAJE t-RATIO
UI·I RI 0,8515 17.4

PS,." a 0.0513 27.6

(coPS b2 0.0026 2.69

m;.uP$ b3 0.0018 1.34

aprPS b4 ~.0034 -2.28

ma~PS b5 0.0001 0.07

junPS b6 0.0008 0.48

julPS b7 ~.0018 -1.13

augPS b8 ~.0020 -1.27

scpP$ b9 0.0027 1.81

octPS blO 0.0026 1.90

no"'PS bll 0.0055 4.53

deePS b12 ~.0043 -4.54

AS3:3 01 3.06 2.03

A83:4 02 7.47 4.08

A83:~ 03 6.47 3.54

A83:6 D4 5.40 3.60

077:2 El 0.99 0.65

077:3 E2 0.67 0.35

077:4 E3 -1.43 -0.71

077:5 E4 1.45 0.77
077:6 E5 -0.007 -0.005

075:12 Fl 6.87 5.83
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EQuation4.6c.4d

FPt-l•t = RI FPt-2•t-1 + REGt - RI REGt_1 + DI DUMA +

El 077:1 + E2 077:3 + E3 D77:4 +E4 D77:5 + E5 D77:6 + ct (4.6c.4d)

WhereREGt = (al HBt_8 - a2 DurnXHBt_8 + a2 DurnXHBt_12) (1 + c T) (1 + b2 Feb +

b3 Mar + b4 Apr + b5 May + b6 Jun + b7 Jul + b8 Aug + b9 Sep + biO Oct + bl l Nov + bI2 Dec)

and REGt-1 = (al HB
t
_9 - a2 DurnXHBt_9 + a2 OumXHBt_13) (1 + c (T-I» (1 + b2 Feb(-I) +

b3 Mar(-l) + b4 Apr(-I) + b5 May(-I) + b6 Jun(-I) + b7 Jul(-l) + b8 Aug(-I) + b9 Sep(-I) +

bID Oct(-l) + bll Nov(-l) + bl2 Dec(-l»

Obs.= 119 RSS= 55681.4
A2
R = 0.89 H = -1.42

Table 4.6c.ld.
The Results of Estimating the Monthly Siaughterings of Fatpigs as a PrQp9nion of the TQtai

Breeding Herd Including The Relevant Subsidy Dummies.

VARIABLE COEFFICIENT ESTIMATE I-RATIO

FPt-2.t-1 RI 0.5165 6.19
HBt_8 al 1.0556 57.5
HBt_12 a2 0.6568 4.40

T(ime) c 0.0018 9.75
Feb b2 0.0325 3.79
Mar b3 0.0311 2.96
Apr b4 -0.0031 -0.27
May b5 -0.0019 -0.16
Jun b6 0.0013 0.11
Jul b7 -0.0236 -2.06
Aug b8 -0.0151 -1.33
Sep b9 0.0546 4.69
Oct bID 0.0605 5.38
Nov bll 0.0999 9.38
Dex: bl2 0.0300 3.54
ADUM DI -16.24 -2.10
077:2 El 20.37 0.79
077:3 E2 9.42 0.37
077:4 E3 -17.39 -0.69
077:5 E4 11.44 0.45
D77:6 E5 -80.47 -3.18
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Equation 4.6d.Id

FPt-1,t = RI FPt-2,t-1+ REGt - RI REGt_1+ 01 OUMA +
El 077:1 + E2 077:3 + E3 077:4 + E4 077:5 + ES077:6 + €1. (4.6d.1d)

WhereREGt= (al PPt-8- a2 OurnXPPt_8+ a2DurnXPPt-IV (1 + c T) (1 + b2 Feb+

b3 Mar + b4 Apr + b5 May + b6 Jun+ b7 Jul + b8 Aug + b9 Sep+ bIO Oct + bll Nov + bl2 Dec)

and REGt_! = (al PPt-9- a2OurnXPPt_9+ a2OurnXPPt_13)(1 + c (Tvl) (1 + b2 Feb(-I) +

b3 Mar(-l) + b4 Apr(-l) + b5 May(-I) + b6Jun(-l) + b7 Julf-I) + b8 Augf-l) + b9 Sep(-l) +
bl0 Oct(-I) + bll Nov(-I) + b12Oec(-I»

Obs. = 119 RSS = 62127.9
A2
R = 0.88 H = -1.30

Table 4.6d.1d.
The Results of Estimatjng the Monthly Slaughterings of Fawigs as a PrOportjODof the Pregnant

Pig Herd Including The Relevant Subsidy Dummies

VARIABLE COEFFICIENT ESTIMATE t-RATIO
FPt-2•t-1 RI 0.5613 6.94
PPt-8 al 1.6160 52.4

PPt-12 a2 0.9469 4.88
T(ime) c 0.0009 4.93
Feb b2 0.0244 2.70
Mar b3 0.0242 2.16
Apr b4 -0.0090 -0.75
May b5 -0.0119 -0.97
Jun b6 -0.0146 -1.16
Jul b7 -0.0382 -3.12
Aug b8 -0.0293 -2.41
Sep b9 0.0479 3.59
Oct blO 0.0654 5.35
Nov bll 0.1057 9.19
Dec b12 0.0360 3.96
ADUM 01 -15.74 -1.93
077:2 El 4.73 0.17
077:3 E2 0.33 0.01
077:4 E3 -25.51 -0.95
077:5 E4 8.55 0.32
077:6 E5 -79.62 -2.98
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APPENDIX6

The Monthly Data UsedIn The Analysis Included In Chapters 5 and 6

TIME M* FP* AAPP** CF** PR**

1975:1 29 1021 61.4 60.1 102.2
1975:2 33 1034 60.8 59.3 102.5
1975:3 30 1037 63.8 56.3 113.3
1975:4 26 975 67.9 53.4 127.2
1975:5 24 925 71.0 52.5 135.2
1975:6 23 899 71.4 52.5 136.0
1975:7 22 892 69.2 52.6 131.6
1975:8 21 858 67.9 52.7 128.8
1975:9 26 972 71.6 54.6 131.1
1975:10 23 954 77.2 58.9 131.1
1975:11 25 974 80.4 60.3 133.3
75:12 27 952 80.9 61.4 131.8
1976:1 23 927 79.9 61.8 129.3
1976:2 25 947 79.6 62.1 128.2
1976:3 25 972 79.0 62.5 126.4
1976:4 23 948 78.8 65.0 121.2
1976:5 25 967 77.8 68.6 113.4
1976:6 23 924 75.8 70.0 108.3
1976:7 22 916 71.0 71.9 98.7
1976:8 25 998 72.4 73.5 98.5
1976:9 28 1043 74.5 74.8 99.6
1976:10 30 1097 78.5 78.6 99.9
1976:11 34 1132 80.2 81.5 98.4
1976:12 30 1057 80.7 83.1 97.1
1977:1 33 1040 79.9 83.6 95.6
1977:2 35 1118 82.2 85.1 96.6
1977:3 34 1115 80.4 87.0 92.4
1977:4 29 1052 81.9 87.7 93.4
1977:5 31 1073 84.6 88.0 96.1
1977:6 30 1000 81.6 89.6 91.1
1977:7 29 998 81.6 88.9 91.8
1977:8 27 1022 81.1 86.1 94.2
1977:9 30 1110 84.0 83.7 100.4
1977:10 29 1070 87.0 81.0 107.4
1977:11 30 1094 87.2 79.2 110.1
1977:12 26 1071 87.4 77.9 112.2
1978:1 27 1019 87.0 77.9 111.7
1978:2 28 1032 88.1 77.9 113.1
1978:3 26 999 89.4 78.0 114.6
1978:4 26 1022 90.9 78.5 115.8
1978:5 24 984 92.7 80.7 114.9
1978:6 27 997 91.0 83.2 109.4
1978:7 25 1005 92.2 85.3 108.1
1978:8 25 1007 92.0 85.0 108.2
1978:9 28 1088 93.7 84.1 111.4
1978:10 27 1090 95.2 83.8 113.6

Cont.
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TIME M* FP* AAPP** CF** PR"''''
1978:11 28 1119 95.2 83.9 113.5
1978:12 24 1048 94.3 85.2 110.7
1979:1 26 1044 93.6 86.8 107.8
1979:2 27 1077 92.3 89.0 103.7
1979:3 28 1107 91.1 89.9 101.3
1979:4 26 1062 89.8 92.7 96.9
1979:5 28 1077 88.8 93.9 94.6
1979:6 30 1131 87.9 95.2 92.3
1979:7 28 1126 88.6 95.2 93.1
1979:8 27 1096 89.7 94.5 94.9
1979:9 28 1158 93.1 93.1 100.0
1979:10 30 1146 99.7 93.1 107.1
1979:11 33 1180 104.4 94.7 110.2
1979:12 25 1091 104.3 96.3 108.3
1980:1 28 1082 100.9 99.5 101.4
1980:2 29 1115 98.9 100.5 98.4
1980:3 27 1115 98.2 100.8 97.4
1980:4 24 1061 99.3 99.5 99.8
1980:5 24 1043 101.0 98.6 102.4
1980:6 24 1088 100.8 98.5 102.3
1980:7 23 1066 100.4 98.9 101.5
1980:8 22 1054 98.2 99.0 99.2
1980:9 25 1143 97.8 98.9 98.9
1980:10 25 1136 99.9 100.1 99.8
1980:11 27 1179 102.4 102.1 100.3
1980:12 25 1130 102.4 103.9 98.6
1981:1 26 1068 101.0 106.5 94.8
1981:2 27 1114 99.8 108.1 92.3
1981:3 27 1137 102.0 108.1 94.4
1981:4 22 1067 105.3 108.9 96.7
1981:5 25 1075 108.9 109.4 99.5
1981:6 25 1093 111.9 110.0 101.7
1981:7 22 1031 108.8 110.3 98.6
1981:8 24 1059 103.1 110.4 93.4
1981:9 25 1095 104.3 110.1 94.7
1981:10 26 1147 113.2 110.8 102.2
1981:11 28 1194 118.1 111.6 105.8
1981:12 22 1103 119.3 112.8 105.8
1982:1 28 1091 117.8 113.3 104
1982:2 27 1121 116.3 114.2 101.8
1982:3 27 1126 116.1 114.9 101.0
1982:4 24 1050 113.1 115.3 98.1
1982:5 25 1100 111.3 117.1 95.0
1982:6 26 1098 109.4 117.8 92.9
1982:7 26 1083 108.8 118.0 92.2
1982:8 26 1104 106.3 117.0 90.9
1982:9 30 1196 107.8 114.7 94.0
1982:10 30 1196 110.4 114.1 96.8
1982:11 31 1265 110.8 114.4 96.9
1982:12 25 1167 109.9 115.9 94.8
1983:1 29 1139 104.3 117.0 89.1

Cont.
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TIME M* FP* AAPP** CF** PR**
1983:2 33 1218 99.9 118.9 84.0
1983:3 36 1206 101.1 120.7 83.8
1983:4 38 1214 100.1 123.7 80.9
1983:5 39 1210 103.4 126.0 82.1
1983:6 39 1195 105.3 127.4 82.7
1983:7 33 1110 103.3 127.1 81.3
1983:8 31 1142 102.3 124.9 81.9
1983:9 35 1249 109.7 124.1 88.4
1983:10 34 1226 114.3 126.2 90.6
1983:11 33 1289 114.4 129.7 88.2
1983:12 27 1179 115.0 131.1 87.7
1984:1 29 1136 111.5 133.8 83.3
1984:2 30 1166 115.1 134.2 85.8
1984:3 28 1117 120.7 134.2 89.9
1984:4 23 1068 124.3 134.2 92.6
1984:5 24 1095 125.0 133.9 93.4
1984:6 23 1094 126.1 133.9 94.2
1984:7 22 1081 121.5 132.9 91.4
1984:8 24 1065 122.8 128.1 95.9
1984:9 24 1152 126.7 124.3 101.9
1984:10 24 1168 131.7 120.5 109.3
1984:11 24 1216 131.7 122.8 107.2
1984:12 20 1149 131.0 124.4 105.3
1985:1 24 1093 125.1 119.6 104.6
1985:2 26 1136 118.2 121.3 97.4
1985:3 27 1158 117.0 125.0 93.6
1985:4 25 1119 117.2 127.9 91.6
1985:5 25 1115 117.0 128.3 91.2
1985:6 26 1135 117.1 127.5 91.8
1985:7 24 1130 115.7 125.4 92.3
1985:8 23 1130 114.4 123.3 92.8
1985:9 26 1197 116.6 123.7 94.3
1985:10 26 1197 117.8 124.1 94.9
1985:11 27 1248 120.6 124.4 96.9

-1985:12 22 1186 120.1 125.3 95.8
1986:1 26 1110 113.5 125.6 90.4
1986:2 27 1155 110.3 125.4 88.0
1986:3 25 1153 113.6 127.4 89.2
1986:4 26 1155 111.9 127.5 87.8
1986:5 25 1126 113.9 126.7 89.9
1986:6 27 1165 116.2 125.9 92.3
1986:7 27 1145 111.3 125.7 88.5
1986:8 26 1155 112.5 123.4 91.2
1986:9 27 1224 115.4 121.6 94.9
1986:10 28 1226 115.0 123.3 93.3
1986:11 28 1280 114.5 124.1 92.3
1986:12 23 1214 112.9 124.5 90.7
1987:1 25 1131 109.5 125.7 87.1
1987:2 30 1181 110.0 126.3 87.1
1987:3 29 1180 113.9 127.4 89.4
1987:4 26 1130 114.7 127.2 90.2

Cont.



TIME
1987:5
1987:6
1987:7
1987:8
1987:9
1987:10
1987:11
1987:12

M*
26
27
24
22
26
25
28
21

FP*
1121
1162
1138
1170
1182
1213
1264
1152

AAPP**
113.8
117.4
113.8
110.6
110.2
112.1
110.3
108.0

CF**
127.2
126.9
126.9
124.5
123.7
123.0
124.1
124.8

PageA6a-4

PR**
89.5
92.5
89.7
88.8
89.1
91.1
88.9
86.5

**

Data in thousandsof pigs andrepresentativeof four week months.

Index with a baseyear of 1980=100and deflated by the RP! where necessary

...

Source:- MAFF through MLC economicsDepartment.
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APPENDIX9

COMBINA nON OF FORECASTS

In this appendix, an illustration of forecastcombining is presentedusing the one-step

forecasts for fat pigs as an example, based upon the work of Bates and Granger

(1969). The method is illustrated on a monthly series because of the lack of

observations and the presenceof suspectsample data in the trimestic breeding herd

data: fat pigs were chosenrather than culling becauseit was thought that it might be

of interest to some readers to see how adjustments could be made for biased

forecasts.

When forecasts for a given variable have beenderived using various models, ashas

beendonein this thesis, the first reaction of the forecastermight well be to choosethe

model which appears to be best to use as a working model, discarding the other

models. BatesandGranger setout to illustrate that under certain circumstances,using

the information from two or more forecasting models by combining their respective

forecasts, the resulting combined forecasts could well produce an error variance

smaller than that of the forecasts from the best individual model. An important

condition which should prevail before combining of forecasts can be considered is

that all the individual setsof forecastsare unbiasedbecausethe combining of biased

with unbiasedforecasts is certain to result in biased forecasts.Only the combination

of the bivariate and the biological one-step forecasts are considered becauseof the

independenceof thesetwo methods,the univariate method being excluded becauseof

its similarity to the bivariate modelling method.The biological model forecastsfor fat

pig slaughterings are clearly over-forecasting for reasonsdiscussedin chapterseight

and nine, and, therefore, a correction for the over-forecasting bias of the biological

model is required before combining can be considered.The averagepercentageerror

from the biological model forecastswas computed at 2.31%. All the forecasts from

the biological model were, therefore, reduced by 2.31% and the resulting adjusted

forecastswere computed ashaving a sum of squaresof forecasting error of 13040.2,

that is, a MSFE of 543.3, slightly larger than that from the bivariate Box-Jenkins

model forecastsof the out-of-sample period 1986-7.

Before a 'best' method for combining the two sets of forecasts is considered, a

simple illustration of combining is presented,in which equal weight is given to the

biological and the bivariate forecasts. Combining the forecasts in such a way and

calculating the MSFE of the 24 forecastsof 505.9, an error variance which is lower

than that for either of the two individual setsof forecasts,calculated as 522.5 for the
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bivariate forecasts and 543.3 for the adjusted biological forecasts. So, by taking no

accountof the fact that the bivariate forecastsare the better of the two setsin terms of

the MSFE statistics, a lower forecasting error variance has been produced, thereby

indicating the usefulness of including the information provided by the biological

model.

Having shown for illustrative purposeshow a the simplest of all combinations can

improve the error variance of even the best individual set of forecasts, use of the

individual forecasts'error variancecan be made in order to give greater weight to the

set of forecasts with the lowest MSFE statistic. Denoting the forecast error variance

of the two models by MSFEbio and MSFEbv, a combined forecast is obtained by a

linear combination of the two setsof forecastsmultiplying the biological forecastsby

the weight Wbio, and the bivariate forecasts by the weight 1 - Wbio. The error

varianceof the combined forecastscan easily be calculated and by differentiating with

respectto Wbio and setting equal to zero,an error variance minimising expressionfor

Wbio can be obtained asgiven in equationA9.1 below;

(J2 - P(J (J
W - bv 6to bv

bio - 2 2
(Jbio + (Jbv - 2p(JbioO'bv

(A9.1)

where p is the correlation coefficient between the two individual sets of forecast

errors. It can be shown using equation A9.1 that calculating Wbio in this way

produces an error variance for the combined forecasts which is no greater than the

smallest error variance of the individual sets of forecasts. Assuming p to be zero,

weights for the two setsof forecastscan be apportioned in the following way; Wbio

= MSFEbv / (MSFEbio + MSFEbv ), and likewise for Wbv, ( 1 - Wbio ), the weight

for the bivariate forecasts, also obtained by replacing the numerator in the previous

expression by MSFEbio.

Calculating the weights assumingp to be zero, using the latter expressions,0.509 is

the weight given to the slightly superior bivariate forecasts and, therefore, the

equivalent weight for the adjustedbiological forecasts is given as0.491. The weights

are very similar, reflecting the similarity of the MSFE statistics of the two sets of

individual forecasts. Combining the forecasts by applying the weights discussed

aboveproduced forecastswith a MSFE statistic of 505.7, very marginally lower than

that obtained when giving equal weights to the two setsof forecasts.

Having justified and explained a basis for combining forecasts, Bates and Granger

went on to show how different methodscould be applied which allowed the weights
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applied to the various forecastingmethodsto changeover time as information became

available and as the relative forecasting abilities of the various approacheschanged

over time. Thus, the combined forecastfor time period t could be written as;

(A9.2)

where Fi,t is the forecast for time t using forecasting method i.

Granger and Bates illustrated five examples of methods for updating the weights,

some of which assumedp to be zero and others which did not, and two of the five

methods allowed changing relative forecasting abilities of the two setsof forecaststo

have a greater influence on the calculated weights by basing the values of the weight

only on the most recent of forecastingerrors rather than incorporating the errors from

all past forecasts. For illustrative purposes I decided to apply three such methods to

the fat pig forecastsdiscussedin this appendix.! These were:-

1. and 2.

E
W = bv

bio,t E. + F
bio DV

(A9.3)

where Ej_ is the sum of the squareforecasterrors from individual forecasts i, summed

over the period T-v to T-l, time T being the latest time period to forecasts.Method 1

sums over all past forecast errors so that v = 23, whereas in method 2, v = 6, so that

only the 6 most recent forecasting errors are taken into consideration. For both

methods 1 and 2 equal weighting is given to the forecasts for time period t= 1.

The MSFE for the combined forecast using method 1 was calculated at 500.7, a

further reduction on the values obtained using the individual and crude combination

methods examined to date. The weight on the bivariate forecasts was 0.36 in period

2, and remained less than 0.5 until about period 18 when it became larger than 0.5,

ending up at 0.51 in period 24. Theseresults imply that the bivariate forecasts,while

having the lowest overall MSFE of the two setsof individual forecasts,only became

superior towards the end of theout-of-sample period. The secondmethod produced a

MSFE value of 503.2, slightly greater than method 1, implying that the information

gathered over all past forecast errors was more useful than the information gathered

from observation of the last 6 errors only.

1 The reader who is interested in seeingall the methods employed by Bates and Granger

should consult their paper, or alternatively seeGranger and Newbold (1977).
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Equation A9.4 denotesthe third andfinal method examined,

3.

ebv,t-l
Wbo t=( l-x)Wbo tl+x--"",;",--

10, 10,- e + e
bio,t-l bv,t-l

(A9.4)

where ei,t is the absolute forecast error at time t using forecasting method i, and

where x is a constant taking values between 0 and 1. This method was applied,

allowing the value of x to vary from 0.25 up to 1, the latter putting all the weight on

to the most recent of errors. As x increased in value from 0.25 to 1 the MSFE of the

resulting combined forecast fell consistently from 492.5 to 471.1, implying that

method 3 was the best method of the three updating methods examined and that the

optimal value of x for the forecasting period analysed was a value of one, so that Wt

is basedsolely on the forecasterrors from the two individual methodsat time t-I, and

takes no account of W t-t- This value of one implies that the weights used are very

volatile, anddo not convergeon a single optimal value over time.

These results are somewhat contradictory in that the comparison of the various

combining methods indicate that the best method is method three, for all valuesof x,

although the best MSFE statistic is achieved when x=l , that is, the weight for

forecasts at time t is determined solely by the forecasts errors at time t-l, the most

recent errors. This result conflicts somewhat with a comparison of the MSFEs from

methods 1 and 2, which favour the use of all past information, not only the most

recent of information.

This appendix has served its purpose of illustrating some simple and more

sophisticated methods of combining unbiased forecasts derived from different

models, and indicating how suchcombined forecasts can improve on the forecasting

abilities of individual models,by making useof other less successful,but nonetheless

useful models.
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