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Abstract

Hyper-heuristics are a class of high-level search methodologies which operate over
a search space of heuristics rather than a search space of solutions. Hyper-heuristic
research has set out to develop methods which are more general than traditional search
and optimisation techniques. In recent years, focus has shifted considerably towards
cross-domain heuristic search. The intention is to develop methods which are able to
deliver an acceptable level of performance over a variety of different problem domains,

given a set of low-level heuristics to work with.

This thesis presents a body of work investigating the use of selection hyper-heuristics
in a number of different problem domains. Specifically the use of crossover operators,
prevalent in many evolutionary algorithms, is explored within the context of single-
point search hyper-heuristics. A number of traditional selection hyper-heuristics are
applied to instances of a well-known NP-hard combinatorial optimisation problem,
the multidimensional knapsack problem. This domain is chosen as a benchmark for
the variety of existing problem instances and solution methods available. The results
suggest that selection hyper-heuristics are a viable method to solve some instances of
this problem domain. Following this, a framework is defined to describe the concep-
tual level at which crossover low-level heuristics are managed in single-point selection
hyper-heuristics. HyFlex is an existing software framework which supports the design
of heuristic search methods over multiple problem domains, i.e. cross-domain opti-
misation. A traditional heuristic selection mechanism is modified in order to improve
results in the context of cross-domain optimisation. Finally the effect of crossover use

in cross-domain optimisation is explored.
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CHAPTER 1

Introduction

1.1 Background and Motivation

Optimisation problems often explore a search space which is too large to enumerate
and exhaustively search for an optimal solution. Various heuristics and metaheuris-
tics have been applied successfully to problems of this nature. One drawback of such
approaches is the necessity to manually adapt the method used to solve different prob-
lem domains or classes of problem. Hyper-heuristics are a class of high-level search
techniques which aim to raise the level of generality at which search methods oper-
ate [190]. Hyper-heuristics are broadly split into two main categories, those which
select a low-level heuristic to apply from a set of existing heuristics and those which
create new heuristics from a set of low-level components [28]. This thesis is concerned
with the first category, those methodologies which select a low-level heuristic to apply

at a given point in a search.

The objective of cross-domain heuristic search is to develop methods which are able to
consistently find good quality solutions in multiple problem domains, using a given
set of low-level heuristics. The HyFlex framework [28, 166], introduced chiefly to sup-
port the first Cross-domain Heuristic Search Challenge (CHeSC2011) [31], is used as a
benchmark framework for many of the methods investigated in this thesis. HyFlex
provides a common software interface to test the performance of high-level search
strategies over multiple problem domains, and an increasing body of associated re-
search with which to compare. Currently HyFlex supports six problem domains and

provides a search space of low-level heuristics from four categories.

The multidimensional knapsack problem (MKP) is a well-studied combinatorial opti-
misation problem with roots in capital budgeting and project selection. The objective of

the MKP is to maximise the profit obtained when selecting a subset of knapsack items,
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given a set of constraints on the knapsack capacities. Each item has an associated profit
value and consumes a certain amount of resources in a number of dimensions, with
a capacity set for total resource consumption in each dimension. A large number of
researchers have used this problem domain as a benchmark to compare algorithm per-
formance. In recent years, the MKP has become somewhat of a favoured testing ground
for research which combines exact and (meta-)heuristic methods. Here the MKP is used

as a case study to compare a number of selection hyper-heuristics.

There has been an increase in the number of theoretical studies investigating the effect
of mixing strategies in evolutionary algorithms of late. Using ‘asymptotic hitting time’
as a performance measure, He et al. [98] showed that for simple (1+1) EAs, there is no
benefit to using a single mutation operator over a ‘mixed strategy” of multiple mutation
operators. Moreover if the mutation operators within a mixed strategy EA are mutu-
ally complementary, there exists a mixed strategy EA which strictly outperforms any
EA using a single mutation operator. Lehre and Ozcan [134] presented an initial study
analysing the expected run-time of selection hyper-heuristics. This study showed that
mixing low-level heuristics is more efficient than using an individual low-level heuris-
tic in some problem domains provided the right mixing distribution. Although this is
restricted to selection hyper-heuristics based on a (1+1) EA solving simple problems,
it is shown that mixing heuristics could lead to exponentially faster search than using
individual heuristics on certain problem domains. He et al. [99] provided a formal
definition of complementary metaheuristics, and the conditions under which mixed
strategy EAs outperform “pure strategy’ EAs using a single search method. This work
also compared population-based mixed strategy and pure strategy EAs solving the 0-1
knapsack problem. It is observed that using a mixed strategy EA could result in bet-
ter solutions than a pure strategy EA in over three quarters of the problem instances
tested. A key theme emerging from these studies is that mixing low-level heuristics is
provably beneficial to a search process in at least some circumstances. This provides a
reasonable justification for investigating methods which aim to utilise the strengths of

different operators at different points of a search such as selection hyper-heuristics.

The No Free Lunch (NFL) theorem [214] shows that over the set of all possible prob-
lems, any two search algorithms will exhibit the same performance on average. Hyper-
heuristic research aims to combine search algorithms, utilising the strengths of different
search methods at different points of the search process. In practice this can lead to a
hyper-heuristic being outperformed by a bespoke search method for a given problem,
due to the initial overhead involved in ‘learning” how to solve the problem at hand. Al-

though this will mean some loss in solution quality obtained compared to some state-
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of-the-art method, this is offset by the gain in generality hyper-heuristics offer. Which

of these aspects is more important will depend on the problem domain in question.

Crossover is a core operator in many evolutionary algorithms, inspired by its biologi-
cal namesake, included in many hyper-heuristic frameworks such as HyFlex [166] and
Hyperion [200]. The behaviour of crossover operators is a well-studied area in the field
of evolutionary computation. In Genetic Algorithms, the canonical form of crossover
combines two suitably fit solutions to yield a new solution which inherits genetic mate-
rial from both. The building block hypothesis [102, 90] states that a Genetic Algorithm
works well when short, relatively fit sub-strings (schemas or building blocks) are re-
combined to produce a higher-order solution of even greater fitness. It follows from
the NFL theorem that there are different classes of functions where both crossover and
mutation can outperform each other. Mitchell et al. [157] introduced a class of prob-
lems known as ‘Royal Road” functions in order to try and analyse the type of land-
scape crossover operators perform well in. These simple functions were designed in a
way that tried to exploit the nature of crossover, by isolating the highly-fit blocks (or
schemas) which were needed for an optimal solution, however Forrest and Mitchell
[72] showed that a random mutation hill climber could actually outperform a Genetic
Algorithm on these functions. Jansen and Wegener [113] showed that it is possible to
have a function which can be expected to be optimised in polynomial time using a Ge-
netic Algorithm with crossover, whereas using evolution strategies based on only selec-
tion and mutation need expected exponential time. This work indicated that crossover
can be beneficial in some cases and should not be completely dismissed when design-
ing optimisation methods, however it did not explicitly make use of building blocks.
Watson and Jansen [210] introduced a function that was not only solvable by a Genetic
Algorithm in polynomial time on average and exponential time for a mutation-based
algorithm, but also used building blocks. Doerr et al. [58, 59] provided the first the-
oretical proof of crossover being beneficial in a practical optimisation problem. Their
studies showed that introducing a problem-specific crossover operator into a mutation-
based evolutionary algorithm solving the all-pairs shortest path problem reduces the

expected optimisation time.

Despite the inclusion of crossover in modern selection hyper-heuristic frameworks and
the proven benefit of using such operators in certain problem domains, there has been
little research effort into strategies managing crossover in selection hyper-heuristics.
As mixing low-level heuristics and utilising crossover is provably beneficial in some
problems, it is a natural research direction to investigate the use of crossover operators

in selection hyper-heuristics.
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1.2 Aims and Scope

The purpose of this thesis is to provide a contribution to hyper-heuristic research by
investigating the use of crossover in selection hyper-heuristics and applying selection
hyper-heuristics to a new problem domain. Firstly, generic hyper-heuristics are applied
to the multidimensional knapsack problem in order to assess the suitability of hyper-
heuristics as a solution method in this problem domain. Secondly, these methods are
then hybridised with specific exact methods and used as a test-bed for crossover man-
agement at different conceptual levels. Thirdly a modified version of a well-known
hyper-heuristic heuristic selection method is presented, with the intention of improv-
ing cross-domain performance. This mechanism is then used within a base hyper-
heuristic to compare high-level crossover control mechanisms. Finally, a number of
high-level crossover control mechanisms are compared within the hyper-heuristics de-

veloped in earlier chapters and a state-of-the-art selection hyper-heuristic.

1.3 Contributions

1.3.1 Academic publications produced

A number of academic publications have been produced as a result of completing the
research presented in this thesis. These publications are listed in order of the relevant

chapter in which this research is contained:

Chapter 5:

e John H. Drake, Ender Ozcan and Edmund K. Burke. A Case Study of Controlling
Crossover in a Selection Hyper-heuristic Framework with MKP. Submitted to an

international journal 2013.
Chapter 6:

e John H. Drake, Ender Ozcan and Edmund K. Burke. An Improved Choice Func-
tion Heuristic Selection for Cross Domain Heuristic Search. In Carlos A. Coello
Coello, Vincenzo Cutello, Kalyanmoy Deb, Stephanie Forrest, Giuseppe Nicosia,
and Mario Pavone, editors, Proceedings of Parallel Problem Solving From Nature
(PPSN 2012), Part II, Volume 7492 of LNCS, pages 307-316, Taormina, Italy, 2012.
Springer.

In addition to the publications produced as a direct result of the work in this thesis a
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number of related papers have been published during this course of research. These

are listed in chronological order of publication:

¢ John H. Drake, Matthew Hyde, Khaled Ibrahim and Ender Ozcan. A Genetic Pro-
gramming Hyper-Heuristic for the Multidimensional Knapsack Problem. Pro-
ceedings of the 11th IEEE International Conference on Cybernetic Intelligent Systems
(CIS 2012), pages 76-80, Limerick, Ireland, 2012. IEEE Press.

e Jerry Swan, John H. Drake, Ender Ozcan, James Goulding and John Woodward.
Computer and Information Sciences II1: 27th International Symposium on Computer and
Information Sciences, chapter A Comparison of Acceptance Criteria for the Daily

Car-Pooling Problem, pages 447-483. Springer, 2013.

e John H. Drake, N. Kililis and Ender Ozcan. Generation of VNS Components
with Grammatical Evolution for Vehicle Routing. In Krzysztof Krawiec, Alberto
Moraglio, Ting Hu, A. Sima Etaner-Uyar and Bin Hu, editors, Genetic Program-
ming - 16th European Conference (EuroGP 2013), Volume 7831 of LNCS, pages 25-36,
Vienna, Austria, 2013. Springer.

e Warren G. Jackson, Ender Ozcan and John H. Drake. Late Acceptance-based Se-
lection Hyper-heuristics for Cross-domain Heuristic Search. Proceedings of the 13th
Annual Workshop on Computational Intelligence (UKCI 2013), pages 228-235, Surrey,
UK, 2013. IEEE Press.

1.4 Thesis Structure

The structure of the rest of the thesis, in the form of a brief overview of each of the

individual chapters, will be outlined in the following sections.

1.4.1 Chapter 2: Literature Review

Chapter 2 presents a detailed literature survey of hyper-heuristics with a focus on
recent developments in selection hyper-heuristics. A clear classification of hyper-
heuristic methods is given, providing a grounding for the methods used in the remain-
der of the thesis. An introduction to the HyFlex framework and crossover control in

selection hyper-heuristics is provided.
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1.4.2 Chapter 3: The Multidimensional Knapsack Problem

The multidimensional knapsack problem is a well-studied combinatorial optimisation
problem formally introduced in Chapter 3. A number of exact and metaheuristic meth-
ods used previously to solve this problem and popular benchmark sets are discussed.
This problem domain is used as a benchmark case study in many of the empirical in-

vestigations in this thesis.

1.4.3 Chapter 4: A Study of Selection Hyper-heuristics Applied to the Mul-

tidimensional Knapsack Problem

Chapter 4 applies a number of standard selection hyper-heuristics operating over a
generic set of low-level heuristics to the MKP. This chapter serves as a preliminary
study of the suitability of hyper-heuristics as a method to solve this problem, analysing
the performance of particular heuristic selection method - move acceptance criterion pair-

ings in selection hyper-heuristics.

1.4.4 Chapter 5: A Case Study of Controlling Crossover in a Selection
Hyper-heuristic Framework with MKP

Chapter 5 details an investigation of crossover use in selection hyper-heuristics solving
the MKP. The responsibility of managing the second input solutions for crossover is
tested at two levels. Firstly, it is tested at the hyper-heuristic level with the high-level
search strategy providing a second solution each time a crossover low-level heuristic is
selected. Secondly it is tested at the domain level, where the solutions are managed at

the same level as the low-level heuristics.

1.4.5 Chapter 6: An Improved Choice Function Heuristic Selection for Cross-

Domain Heuristic Search

A modified version of a traditional single-point selection hyper-heuristic heuristic se-
lection method is presented in Chapter 5. The modified version of the Choice Function
is designed to overcome some of the shortfalls of the standard Choice Function when

used for cross-domain optimisation.
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1.4.6 Chapter 7: Crossover Control in Cross-domain Optimisation

Chapter 7 investigates the introduction of the crossover management techniques of
Chapter 5 into the selection hyper-heuristic proposed in Chapter 6. The crossover
management scheme of a state-of-the-art selection hyper-heuristic is also investigated,
firstly by introducing it into an existing selection hyper-heuristic and secondly by re-

placing it within the hyper-heuristic from which it is taken.

1.4.7 Chapter 8: Conclusion

The final section provides a summary of the work undertaken in the thesis and the
contributions contained therein. An outline of potential future research directions and

discussion for extensions to the existing work is given.
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Hyper-heuristics

2.1 Introduction

This chapter will overview the related hyper-heuristics literature for the work con-
tained within this thesis, providing some context to the contributions made. The lit-
erature review is split into four main areas. These areas are: metaheuristics, hyper-
heuristics, recent developments in selection hyper-heuristics and the HyFlex frame-

work.

Section 2.2 gives a definition of metaheuristics and a brief description of some well-
studied metaheuristic techniques. An introduction to, and classification of, hyper-
heuristic approaches is then presented in Section 2.3. The term hyper-heuristic is used
to define a method which operates on a search space of low-level heuristics or heuris-
tic components rather than a search space of solutions. A formal definition and brief
history of hyper-heuristics is given. The two main categories of hyper-heuristics, se-
lection hyper-heuristics and generation hyper-heuristics, are introduced. The hyper-
heuristics used in this thesis are contained within the former category. Following this
a detailed description of recent developments in selection hyper-heuristics is given in
Section 2.4. Categorisation of the recent selection hyper-heuristics discussed are pro-
vided by heuristic selection method, move acceptance criterion and problem domain

used in Appendix A.

Hyper-heuristic research aims to ‘raise the level of generality” at which search methods
operate. One flavour of generality is the application of search methods across multi-
ple problem domains. Recently, considerable research effort has gone into developing
selection hyper-heuristics for cross-domain optimisation. An increased amount of at-
tention is now given to methods which ayre able to perform well over a variety of

problems. The HyFlex [27, 166] framework was developed to support the first Cross-
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domain Heuristic Search Challenge (CHeSC2011) [31] and standardise research into
heuristic search methods operating over multiple problem domains. Section 2.5 in-
troduces this framework and describes methods from the literature developed using
HyFlex. The problem domains contained within HyFlex are briefly introduced with

references for further reading provided where necessary.

The main focus of this thesis is to investigate the management of low-level heuristics
such as crossover, which require more than one solution as input, within single-point
search hyper-heuristic frameworks. Hyper-heuristic research provides a distinct sep-
aration between the heuristic search space and the solution search space, isolating the
high-level heuristic search method from the problem domain it is being applied to. A
conceptual framework is proposed, defining the process of managing the solutions for
input to low-level heuristics requiring multiple solutions at either the hyper-heuristic
level or the problem domain level. Experimental results suggest that, in at least some
problem domains, it is preferable to manage input solutions at the problem domain
level. Due to the nature of the separation between heuristic search space and solu-
tion search space, it is not always possible to manage input 