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Abstract

Structural studies using the synchrotron based Normal Incidence X-Ray
Standing Wave (NIXSW) technique of the copper(111)-(V3xV3)R30-Iodine
and copper(11 1)-(\/3xV3)R30°-%(CdIz) surfaces are presented. For the copper-
iodine system, the iodine was shown to adsorb in a mixture of fcc and hep
hollow sites at a distance of 2.16 + 0.05A from the copper surface, in a
(\’3x«/3)R30° mesh. The hollow site ratio observed was 50 + 3 % in fcc sites
and 50 £ 3 % in hep sites. For the copper-cadmium iodide system, the iodine
was again shown to adsorb in a mixture of the three fold hollows, at a slightly
smaller distance of 2.10 + 0.05A from the copper surface, again in a
(V3xV3)R30° mesh. The ratio of occupation of the hollow sites was
determined to be 37 £ 3 % in fcc sites and 63 £ 3 % in hep sites. The
copper(111)-(¥3xV3)R30%lodine surface produced by annealing the
copper(111)-%(Cdl,) surface, was shown to have a different ratio again, at 80
+ 3 % in fcc sites and 20 + 3 % in hep sites. Possible explanations for the
changing ratios are discussed including sample temperature during surface
preparation, step density of the crystal, co-adsorption of adsorbate or
contamination and surface coverage. The cadmium in the copper-2(Cdl,)
surface was shown to be adsorbed randomly in a mixture of the three fold
hollow sites, at 2.25 + 0.05A from the copper surface. The ratio was found to
be 48 + 3 % in fcc sites and 52 = 3 % in hcp sites.

Both studies were found to be affected by the presence of non-dipole effects in
the angular distribution of the core level photoelectrons used to collect some
of the data. This caused incorrect values for the standing wave structural
parameters to be determined. A novel experiment was performed using two
analyser geometries which enabled the importance of including the non-dipole
terms in the standing wave equations to be confirmed. An updated version of
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the standing wave equations is presented which allows quantification of and

correction for the non-dipole terms.

The surface reactions of iodine and cadmium iodide on an aluminium(111)
surface at room temperature are shown to result in etching of the surface and
the production of aluminium iodide (All;). For both systems, iodine forms a
close-packed chemisorbed layer that has a (V7xV7)R19.1° symmetry, with an
iodine coverage of 3/7 of a monolayer. For the cadmium iodide surface, the
cadmium is proposed as being located randomly above the chemisorbed iodine
layer. With the sample liquid nitrogen cooled to low temperatures, iodine
produced physisorbed multilayers, and cadmium iodide adsorbs intact, but
with no ordered growth,

A novel technique, Line Of Sight Sticking Probability (LOSSP), which allows
the measurement of sticking and reaction probabilities is presented and applied
to the I/Al system. The initial sticking probability for iodine at 300 K was
determined as 0.8 + 0.1. Under steady state etching conditions at 300 K the
overall reaction probability for I to form All; was, Rgs = 0.36 + 0.07. The
surface consisted of a majority of chemisorbed iodine, with a minority of co-
adsorbed All;, with a total iodine coverage of ~ 0.6 ML. The sticking
probability of I, to solid iodine at 103 K was measured as Spnys = 0.98 + 0.02,
while the sticking probability on the halogenated surface at 300 K was
measured as Syys > 0.8 £ 0.1 Variable temperature measurements gave an

activation energy for the desorption of All; of approximately 57 kJmol™
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Chapter 1: Introduction

This thesis is concerned with studies of the structure and reaction of molecules
adsorbed on the surface of single metal crystals. Before discussing the importance
and relevance of surface studies, it is useful to define what is a surface is. This
depends on the nature of the system being studied and the methods used to study
it. For example, surface films can be up to 100 nm in thickness and the surface is -
often considered to be the whole of the film. For studies of metal crystals, it is
customary to consider the surface as being the top few atomic layers whose
arrangement is often different from the bulk. Alternatively, the atoms which are
exposed to a non-métallic environment can be considered as constituting the

surface.

The study of metal surfaces is of interest for a number of applications, these
include heterogeneous catalysis, corrosion, semi-conductor devices, data storage
materials, and thin film coatings. Investigations in this area to date, including
those presented in this thesis, have generally been performed on model systems,
using single crystal metal surfaces in a vacuum (operating at pressures of typically
1 x 107" mbar), since these can be relatively easily characterised. Although far
removed from the complex conditions encountered in real industrial processes, it
is hoped that the results from theée findings can be utilised to provide a greater
understanding of the processes occurring at surfaces. The ultimate aim is to
enable new and improved catalysts, or corrosion resistant materials efc. to be

designed.

The work presented concerns the interaction of iodine and cadmium iodide with
copper and aluminium surfaces. lodine and cadmium iodide, like all halogens and

halogen containing molecules, play an important role in a large number of



industrial processes, including electrochemistry, etching, dry processing, surface
preparation, and catalytic poisoners and promoters. It is feasible that any of these
processes could involve either copper or aluminium surfaces, so an understanding
of the structures formed and chemistry occurring during the interaction between

them could be of value.

Chapters 2 and 3 of this thesis, describe the theory behind the experimental
techniques, and detail how the experiments were performed. Chapters 4 and 5
concentrate on the structure of iodine and cadmium iodide overlayers on a
copper(111) surface. Both these studies use the Normal Incidence X-ray Standing
Wave (NIXSW) technique. In addition to the structural aspects of these two
chapters, a more important phenomenon is discussed, which is the introduction of
non-dipole terms into the photoemission process. As will be discussed in chapter
4, this has a significant effect on the NIXSW profiles obtained from some
photoelectron peaks. It is also the first time that non-dipole behaviour has been

observed experimentally for any element outside of the noble gases.

Chapters 6 and 7 also study iodine and cadmium iodide, but on the more highly
reactive aluminium(111) surface. These studies concentrate on the surface
reactions occurring on the aluminium, as a result of interactions with the
adsorbates. Chapter 6 also presents a new technique, termed Line of Sight
Sticking Probability (LOSSP), which allows the measurement of sticking

probabilities, an important surface property, with relatively simple equipment.



Chapter 2 : Theory

The aim of this chapter is to provide the theory necessary to understand the
results and techniques used in this thesis. Some topics are covered in greater
detail than others. The interested reader is directed towards the standard surface

science textbooks for broader discussion [2.1,2.2,2.3].

2.1 Adsorption site

An adsorbed molecule or atom does not just locate anywhere on the surface. It
usually has a preferred position, termed the adsorption site. This will be the
place on the surface where it is most strongly bound to the surface. If a two-
dimensional map of the surface is formed in terms of the adsorbate binding
energy, then if the map is planar, i.e. the binding energy is the same all over the
surface, then the adsorbate is said to form a two-dimensional gas and has
complete translational freedom. However, if the binding energy map is
corrugated, then the minima will correspond to the adsorption sites. Saddle
points and maxima provide barriers to surface diffusion. Perhaps
unsurprisingly, adsorption sites often correspond with the high symmetry sites
found on a metal crystal surface. The commonly observed locations are atop
sites (suggesting a bond to a single surface atom) and hollow sites (multiple
bonding to surface atoms for chemisorbed species). For an fcc crystal with a
(111) surface, there are two types of hollow site, which depend on which layer
of the substrate the hollow is above. Fcc sites are above a 3rd layer substrate

atom and hcp sites are above a 2nd layer substrate atom.



These are all illustrated in Figure 2.1. Other commonly observed adsorption
sites are the bridge sites, where the adsorbate forms simultaneous bonds to only
two surface atoms, resulting in a lower symmetry. All the adsorption sites are

discussed further, with reference to NIXSW, in section 2.6.4.

Many surface science techniques can be used to determine the adsorption site
(e.g. SEXAFS, NEXAFS, NIXSW, PED, RAIRS efc. [2.1,2.2,2.3]). Section 2.6
describes the Normal Incidence X-ray Standing Wave (NIXSW) technique that

has been used in this thesis.

2.2 Sticking and reaction probability

The sticking probability of a species is defined here as the probability that an
identifiable incident particle will stick on impact with the sample surface and
remain adsorbed. However, if the surface has a finite surface coverage and the
temperature is sufficiently high then there is the possibility of thermal
desorption. For this to be correctly accounted for in the sticking probability
measurement, it is necessary to define the sticking probability in terms of
measurable quantities. Assuming that thermal desorption is not occurring on
the time-scale of the experiment, then the sticking probability (S), of a species
incident on a surface, is defined as the ratio of the rate of adsorption, r,
(particles m™ s™), to the rate of impingement, F,, (particles m” s™), as shown

equation 2.1.

S =4 @.1)

In chapter 6, a new experiment for determining sticking probabilities will be
presented, which relies on measuring the reflected flux from the sample.

Therefore, it is necessary to rewrite equation 2.1, in terms of the reflected flux,

FOUT‘
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Figure 2.1 : Top view of an fcc (111) surface
showing high-symmetry adsorption sites




The rate of adsorption (r,) is related to the reflected flux (Fqyry), by equation 2.2.

r,=(Fy — Four) 2.2)

This allows equation 2.1, to be rewritten, giving equation 2.3.

(Fn = Forr)
Fiy

S = (2.3)

As stated earlier, if thermal desorption. is occurring, a correction to the

definitions needs to be made, this is achieved using equation 2.4.
Foyr = (1= S)Fyy + Fpyg (2.4)

In equation 2.4, the term (1-S)Fy, represents the reflected flux of incident
particles which have not been adsorbed and F g, is the thermal desorption flux,
from particles previously adsorbed on the surface. If the thermally desorbing
particles are identical to the incident particles, then Fpg, is an unknown.
Therefore, if S is to be determined, a calculated value of Fpgg is required,
However, if a surface reaction is occurring in which the incident particles, A,
desorb from the surface as a different product B, as shown in equation 2.5,
then, Fzs can be measured separﬁtely for the B particles, independently of the

reflected flux of the A particles.

Surface + A— Surface + B (2.5)

In this situation, the sticking probability actually becomes a reaction

probability R, where R is defined by equation 2.6.



S=R= (FA,IN - FA,OUT) (2.6)
FA,IN

A value of R = 0 implies that no reaction is occurring, whilst R = 1, means that

every incident particle reacts.

2.3 Auger Electron Spectroscopy

Auger electron spectroscopy (AES) is one of the most commonly used
techniques in surface science. It provides a non-destructive method to enable
the determination of chemical species present on a surface. If used correctly it
can allow quantification of surface contaminations as low as 1 % of a

monolayer, or even less.

An Auger electron, named after its discoverer Pierre Auger [2.4], is produced
as the result of the de-excitation of an ionised atom in a non-radiative process.
When an atom is ionised (either by X-rays, or an electron beam of 10°-10° eV),
the atom is left in a high-energy state due to the formation of a core-state hole.
The atom relaxes by filling the newly created core-state hole with an electron
from a less tightly bound orbital. The energy resulting from this can manifest
itself in two ways, either as the radiative emission of an X-ray photon, or as the
non-radiative emission of an Auger electron. The energy diagram for the Auger

process is shown in Figure 2.2.

Auger electron spectroscopy is an important tool, because the energy of the
emitted Auger electron is independent of the energy of the ionising radiation or
electrons. Therefore, any ionising source will produce Auger electrons with the
same energy. In addition, the energy is only dependent upon the energy levels
within the emitting atom, therefore every element produces Auger electrons
with distinct energies. Notation for Auger electrons uses the X-ray level

notation for energy levels, so that the Auger transition shown in Figure 2.5,



X-rays or electron beam

Auger
electron

)
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\ Core hole created by

X-ray or electron
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Figure 2.2 : Energy diagram for AES

Schematic diagram for Auger electron emission. Diagram shows
ionisation of atom represented by circle in the K level by either
electrons or X-rays. This is followed by relaxation of an electron
from the L, level and emission of an Auger electron from L, 3. V is
the valence band and ¢ is the work function of the sample.




would be termed a KIL,L,; Auger. Identification of Auger transitions is

achieved by reference to fingerprint spectra [2.5].

Chapter 4 will discuss the implications for the dipole approximation for
photoemission when conducting NIXSW experiments at relatively high photon
energies. An important prerequisite for the discussion in that chapter is the fact
that Auger emission is independent of the direction of travel of the ionising
beam, X-ray photons in the case of NIXSW. This is due to the Auger process
being delayed from the original ionising event, thereby removing any coupling

between the photon propagation direction and the Auger electron emission.

The distance an electron can travel through a material depends at least partly
upon its energy [2.6]. Therefore, if a clean surface has an overlayer of a
different material, then it is possible that a situation can be reached where the
overlayer is thicker than the escape depth of the Auger electrons emitted from
the substrate. The signal from the substrate will be further reduced by the fact
that the strength of the ionising beam reaching the substrate will also be lower
(particularly if using electron induced AES). If a plot is made of adsorbate and
substrate Auger signal intensity versus exposure time, the plot can be
interpreted to give information about the manner in which the overlayer is
grown. These plots are referred to as AES-t plots, more information about the

nature of these plots can be found in a published review [2.7].



2.4 X-ray Photoelectron Spectroscopy

The basic principle of X-ray photoelectron spectroscopy (XPS) is
straightforward, it is simply the excitation of electrons within an atom/molecule
with X-rays of sufficient energy to ionise a core level electronic shell, so that
an electron is ejected into the vacuum. The distribution of photoelectrons with
energy, is commonly referred to as an energy distribution curve or EDC. The
relevant equation for the process developed by Einstein, is shown in equation

27.
KE=E,~E,+¢ Q.7

where KE is the kinetic energy of the photoelectron produced, E; is the photon
energy, Eg is the core level binding energy, and ¢ the work function. The

energy diagram for XPS is illustrated in Figure 2.3.

Because of the differences in the binding energy. of electrons within different
atoms, the detected photoelectrons are unique to a particular element. E; can
easily be calculated from experimental spectra and compared with tables of
core level binding energies to determine both the emitting atom and the
electronic shell involved. Surface sensitivity is achieved in XPS by careful
choice of the photon energy such that the photoelectrons of interest are

produced with kinetic energies in the range 100 — 1000 eV.

Equation 2.7 does not provide an exact description of a photoelectrons energy.
Further factors include relaxation effects within the emitting atom and on
surrounding atoms following ionisation and work function differences between

the spectrometer and the sample.



X-rays

/' Photoelectron

Figure 2.3 : Energy diagram for XPS

Schematic diagram for photoelectron emission. Diagram shows
ionisation of atom represented by circle in the Ejp; level,
followed by emission of photoelectron. V is the valance band
and ¢ is the work function of the sample.




Photoelectrons are produced with a characteristic angular distribution. Further
details of this can be found in chapter 4 where the effect of photon energy on
angular distributions and hence on NIXSW experiments is discussed, and in

standard textbooks [2.1,2.2,2.3,2.6].

2.5 Low Energy Electron Diffraction

AES & XPS provide information about what species are present on the surface,
but no information about the position of an adsorbate. Low energy electron
diffraction (LEED) gives information about the symmetry of the adsorbate
structure. The adsorption site can sometimes be determined from LEED pattern
observations by comparison with models, however a LEED I(V) analysis is
usually required to allow a full determination of the structure [2.1]. Elastically
scattered electrons in the 30-300 eV energy range are used to perform LEED
experiments, because of their surface sensitivity. The energies of electrons in
this range are such that the wavelengths are similar to atomic spacings and
hence diffraction can occur. There is a maximum size of surface periodicity
that is able to produce a diffraction pattern. This is related in part to the
coherence length of the incident electron beam, which is the distance over
which the electron beam can be considered uniform and is usually 100-500 A.

Surface periodicities larger than this will not produce a diffraction pattern.



2.6 Normal Incidence X-ray Standing Wave

2.6.1 Introduction

Normal Incidence X-ray Standing Wave (NIXSW) is a technique that combines
both diffraction and spectroscopy, to enable the determination of adsorbate
position on single crystal surfaces. The sample is placed in the path of an X-ray
beam such that a standing wave is created within the crystal (due to Bragg
reflection). The photon energy is scanned through the Bragg peak, during
which the adsorbate experiences a changing intensity of X-rays, due to the
standing wave moving by one half of the bulk layer spacing. Monitoring the
photoabsorption for the adsorbate allows the determination of it’s position

relative to the planes of the single crystal causing the Bragg reflection.

2.6.2 General Description of NIXSW

The Bragg equation is,

nd =2dsiné (2.8)

where, A is the wavelength of the radiation, d is the separation of the atomic
planes within the crystal, 0 is the angle of the radiation to the atomic planes and
n is an integral number (1,2,3 ...). If equation 2.8 is satisfied for a single
crystal, then an intense diffracted beam of X-rays is produced. In this situation,
a coherent wave is going into the crystal and a coherent wave is also being
reflected. These two waves interact and form a standing wave within the
crystal, often referred to as the standing wavefield [2.8,2.9]. As the waves are
coherent, their amplitudes can be added together, before squaring to get the
intensity. Assuming that the crystal is perfect and that no x-ray absorption
occurs, then the relationship between the incident and reflected beams is such

that at some point the amplitudes are at a maximum together and produce 4

10



times the intensity ( (1 + 1)* = 4), whilst at other .points the amplitudes cancel
out giving zero intensity. The periodicity of the standing wavefield is such that
the maxima and minima lie in planes parallel to the Bragg scattering planes. It
should also be noted that as the incident and reflected beams also overlap
outside the crystal, the standing wavefield therefore extends far beyond the
crystals surface. This means that there are apparently planes above the actual
surface as far as the standing wavefield is concerned. Figure 2.4 illustrates how
the standing wavefield intensity varies through the crystal and beyond the

surface.

In order to fully understand how the standing wavefield is created and how it
behaves, it is necessary to use the dynamical theory of X-ray diffraction [2.10].
This shows that under conditions which fully satisfy the Bragg condition (for a
non-absorbing crystal), there is a limit to the penetration depth of the X-rays
into the crystal. Hence, there is a finite width to the range of energies & angles
which will generate a reflected beam. This is shown by the Darwin-Prins
rocking curve, in Figure 2.5a. The term 1 measures the distance in energy from
the midpoint of the curve; it will be used in the mathematical description of
NIXSW given in section 2.6.3. Within the range of total reflectivity given by
Figure 2.5a, the phase of the reflected beam changes in a regular manner and as
the phase of the incoming wave remains constant, then the waves will have to
travel a different distance before the standing wave is created. This results in
changed positions of the nodes and anti-nodes of the standing wavefield. Figure
2.5b shows how the phase of the wavefield changes as a function of 1. Again,
it is the dynamical theory of X-ray diffraction that calculates this phase change
behaviour. The maximum change of phase is a quarter wavelength of the
incident X-rays and therefore, the nodes/anti-nodes will move a maximum of
one half of the layer spacing of the Bragg scattering planes. Figure 2.6
illustrates how the position of the nodes and antinodes of the standing
wavefield relative to the substrate planes depends upon the photon energy

relative to the Bragg energy.
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Figure 2.6 : Diagram showing how X-ray standing wavefield (XSW)
moves relative to Bragg energy




Because of the phase change behaviour discussed above and because of the
existence of nodes and antinodes of X-ray intensity within the crystal when a
standing wave is created, atoms located at different positions relative to the
substrate planes will receive a different pattern of X-ray intensity as the Bragg
peak is scanned. Also, because the standing wavefield extends beyond the
surface then any adsorbate atoms will also feel a changing X-ray intensity
depending upon their location. Obviously if an atom is subjected to X-rays then
it can undergo photoabsorption, and the extent of photoabsorption is going to
depend on the exact intensity experienced and therefore also on the location of
the atom. Figure 2.7 shows how the absorption would vary for atoms located
on the substrate (or the extended planes beyond the surface) and for atoms
located mid-way between these planes. Figure 2.7 clearly shows that by
monitoring the photoabsorption of an atom as the photon energy is scanned, a
profile is produced that is characteristic of the atom’s location relative to the
substrate scatterer planes. The following sections provide a mathematical
description of the technique and show how an adsorbate atoms position can be

determined.

2.6.3 Mathematical description of NIXSW

The intensity of the X-ray standing wavefield is simply the square of the
modulus of the sum of the incident and reflected waves amplitudes. Assuming

that the incident X-rays have an amplitude of 1 and are o polarised, then
I=|1+(E,/ E,)exp(2miH.r)| 2.9)

E, and E, are the amplitudes of the reflected and incident X-rays, H is the
recipfocal lattice vector associated with the Bragg reflection used and r is the

real space vector at which the intensity of the wavefield is measured.
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In equation 2.9, the H.r term can be rewritten in terms of the distance, z, of the
absorber above the atomic scattering planes generating the Bragg reflection,

which are separated by a distance dy, thus
I=|1+(E, / E,)exp(2niz/ d,)| (2.10)

The amplitude of the reflected X-rays can be expressed by the geometrical
structure factors, Fy and F, for the H and H reflections respectively,

therefore
E,/E,=~(F,/ F,_,)”’[n +(n’ - 1)’”] 2.11)

M is a parameter that describes the displacement from the midpoint of the
Darwin-Prins reflectivity curve. It can be given as an angular displacement or
as an energy displacement. Since in NIXSW the reflectivity curve is usually
scanned in energy, it is more convenient to give ¥ in terns of energy, as defined

by Woodruff [2.11] hence

[-2(4E / E)sin’6,, + IF,|
|PAT(F, F)”

2.12)

AE is the energy offset from the Bragg energy to the centre of the Darwin
curve, E is the Bragg energy, 0j is the Bragg angle, P is the polarisation vector
for the incident X-rays (1 for NIXSW, due to o polarisation), F, is the structure
factor for the (000) reflection and I (from X-ray scattering theory) is given by

(¢7 / 4me,mc’ W
nV

I 2.13)
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e and m are the charge and mass of an electron, g, is the permitivity of free
space, ¢ the speed of light, A the wavelength of the X-rays and V the volume of

the unit cell.

Equations 2.12 and 2.13 show the importance of using the dynamical theory of
X-ray diffraction to understand X-ray standing waves. Kinematical theory
predicts an infinitesimal width for the reflectivity curve, at the exact Bragg
condition. Rearranging equation 2.12, gives equation 2.14, which calculates the

reflectivity energy range.

(101 (s, )

25in’ 0,

AE =1+ 2.14)

Using equation 2.14 for a (111) reflection from a copper(111) crystal
corresponds to an energy range of 0.87 eV. Note however, that this total
reflectivity range is not centred on the kinematical Bragg peak, but is slightly

displaced.

With reference to equation 2.11, E,/E, is related to the reflectivity (R) as shown

below :
E, / E, =~ Rexp(i®) (2.15)

i® is a phase factor which represents the changing phase of the reflected wave

as the Bragg condition is scanned.
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Using this equation, equation 2.10, can be rewritten as
2
I= }1 +VRexp(®-2niz/ dy) (2.16)
which leads to, as shown by Woodruff [2.11]

I=1+R+2JReos(®-2nz/d,) (2.17)

2.6.4 Adsorption site

Equation 2.17 allows an adsorbate’s height above the scatterer planes to be
determined from the experimental profile. However, because of the extended
scatterer planes generated by the standing wavefield extending outside the
crystal, it should be remembered that the actual distance could be z + ndy
(where n is an integer and dy is the substrate layer separation). Figure 2.8
shows three possible adsorbate atom locations for the same layer spacing (z)
which would have been determined experimentally. The black atom represents
the “true” location of the adsorbate, the other two possible adsorbate locations
shown (small shaded circles) all share the same layer spacing relative to either
the substrate or extended planes but are not the “true” location for this example.
In order to decide what is the correct distance, it is often necessary to use some
chemical judgemenf by calculating what bond lengths would be for a given

adsorbate height and deciding if the bond length seems physically realistic.

The next consideration is that if only one set of scatterer planes has been used,
then only a distance perpendicular to those planes will be found. In order to
overcome this it is necessary to perform NIXSW with two or more sets of
planes. The NIXSW studies presented in this thesis (see chapters 4 and 5) all

used a (111) crystal, therefore, it was most convenient to use the (111) planes

parallel to the surface and the(111)planes at 70.5° to the surface, thus
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Figure 2.8 : Diagram to illustrate extended substrate planes and the possible
adsorbate locations given the same experimental layer spacing (z)




providing two distances, which allows a full structural determination. Two

planes are sufficient because there are three symmetrically equivalent(111)
planes and the main high symmetry adsorption sites have three fold symmetry.

Therefore, the distances to each adsorption site are the same regardless of

which (111) plane is set-up to be in normal incidence.

The highest symmetry adsorption sites for a (111) surface are the fcc & hep
hollows and the atop site (see section 2.1). Figure 2.9 shows a sectional view of

a (111) surface and shows the various adsorption sites and their relative
distances to the (111) and(T11)planes. The figure shows that for the same
(111) layer spacing the (111) spacing is very different for each adsorption site.
In order to determine what the layer spacing should be for each of the high

symmetry adsorption sites it is necessary to use some geometry. This produces

the relationships in equations 2.18-2.20.

atop Dy, =(D;“) ) (2.18)
D, +d

hep D;,, = ((’“3—”’)) (2.19)
D, +2d

fee Dy, = (L——;———)) (2.20)

D,,, is the (111) layer spacing for the adsorbate and d,,, is the substrate layer

spacing.
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Figure 2.9 : Diagram showing high-symmetry adsorption sites and
their distances to the (111) planes.

Diagram shows the substrate atoms as large circles with each layer in the
substrate shown by a different colour. The adsorbate atoms are shown as
smaller circles and are colour coded according to the substrate layer that
they are directly above. The distance of each adsorption site is shown

relative to the(111) planes by the coloured arrows.




The other main adsorption site to be considered are the bridge sites. These sites
only have two-fold symmetry therefore leading to three symmetrically in-
equivalent bridge sites. Two of the bridge sites have a distance relative to the
(111)planes given by equation 2.21 and the remaining bridge site has a layer

spacing given by equation 2.22.

D, d

Dy, =( ;” +——-’2”) 2.21)
D

Dr, =( ;11) (2.22)

The separation of these two distances is equivalent to one half of the substrate

layer spacing, therefore as will be discussed in the next section the observed

(111)layer spacing for bridge site occupation will be given by equation 2.21.

2.6.5 Coherent position and coherent fraction

So far only the situation where there is one well-defined adsorption height and
hence, only one height compared to the scatterer planes for an adsorbate has
been discussed. This unfortunately is not always the case, due to vibrational or
static disorder (see Figure 2.10), which will cause a distribution of possible z
values. If a distribution of z values is incorporated with a probability for a
given z value of f(z).dz within a range dz about the value of z, then equation

2.17 becomes
dy
I=1+R+2VR [ f(z)cos(®-(2nz/ d,,)) dz (2.23)
0

This can be written as [2.11],

I=1+R+2f, JReos(®-(2nD/d,)) (2.24)

17



Static disorder

Vibrational disorder

Figure 2.10 : Representation of static and vibrational disorder

The substrate is represented by the shaded rectangle, with adsorbate
atoms as circles bonded to the surface. The vibrational motion of the
atoms is suggested by the arrows.




The two new parameters introduced into equation 2.24 are the coherent
position, D and the coherent fraction f,,. Coherent position, is the equivalent of
z in equation 2.17, it is the “effective” position of the adsorbate. The coherent
fraction is a measure of the degree of order of the adsorbate (i.e. a value of 1
implies perfect order and, a value of 0 shows a completely random distribution,
however there are complications to be discussed later in this section). These
two parameters totally define the structural dependence of the measured

NIXSW profiles.

It is now worthwhile considering what NIXSW profiles should look like,
examples are given in Figure 2.11. Figure 2.11a shows how the coherent
position alters the profile (for a fixed coherent fraction of 1.0) and Figure
2.11b, shows the effect of coherent fraction (for a fixed coherent position of
0.0). These proﬁleé clearly show the power of NIXSW to determine adsorbate
locations, because of the strong dependence on adsorbate location. The other
major factor in NIXSW profile shape is the instrumental broadening, which can
have a significant effect on the experimental profiles. In order to model this,
calculated profiles are convoluted with a Gaussian broadening to match
experimental data. Figure 2.11c shows the effect of applying varying Gaussian
broadenings to a NIXSW profile for which the coherent position is 0.0 and the
coherent fraction is 1.0. Figure 2.11c shows that despite the profile becoming
much fatter and shorter, the basic shape is unaffected, thereby still allowing
determination of the NIXSW structural parameters. In general, experimental

instrumental broadening is approximately 0.5 eV.

Returning to equation 2.24, the simplest way of relating the coherent position
and coherent fraction to the actual position distribution is achieved using

equation 2.25 [2.12].

dll
foexp(2miD/ dy) = | f(2)exp(2niz/ d,,) dz (2.25)

0
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This allows a simple graphical representation of the NIXSW parameters. The
method involves using an Argand diagram [2.12] within which each adsorbate
layer spacing in the spatial distribution is represented by a vector. These
vectors have their direction defined by the phase angle 2nz/d, (relative to
positive x-axis), whilst the length is given by f(z). The vector sum of these
components, the resultant, is a vector with phase angle 2nD/dy, of length £, see

Figure 2.12.

So far, although the effect of a distribution of adsorbate positions has been
discussed, this does not explicitly consider what would happen if multiple
adsorption sites were occupied by an adsorbate. In the simplest case, an -
adsorbate might generate two coherent positions (D,, D,), each with their own
coherent fractions (f}, f,), as a result of adsorption in two different sites. This
situation is illustrated in Figure 2.13. The figure shows that the resultant
coherent position which would be observed experimentally (resultant D) is
simply the mean of the two individual layer spacings. It also shows that the
resultant coherent fraction (resultant f) is much smaller than either of the two
components (f;, f,). A special case of multiple site adsorption is illustrated in
Figure 2.14. Here layer spacings for two components differ by Y of the
scatterer plane layer separation. Notice that the two components cancel out
other out to give an apparent coherent fraction of zero, despite the fact that the
imagined surface consists of two well-defined adsorption sites. Therefore,
careful consideration is required of coherent fraction values. As it is common
to simply think of them as a measure of the degree of order, however, with
multiple adsorption sites this is obviously not the case. This also explains why
bridge site occupation produces the distance given by equation 2.21. Although
the two possible distances are separated by one half of a layer spacing, the fact
that there are two bridge sites with distance given by equation 2.21 compared
to one with distance given by equation 2.22 means that the resultant vector still
gives a distance given by equation 2.21. This also has an affect on the coherent

fraction, because the resultant vector can only have a maximum length of 1/3,
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therefore the maximum coherent fraction observable for bridge site occupation

is 1/3.

2.6.6 Advantages of NIXSW

So far most of the discussion of NIXSW would be equally applicable to general
XSW studies where the X-ray beam is generally brought in at grazing
incidence to the crystal planes and the reflectivity curve is scanned as a
function of angle [2.9]. There are several advantages in performing an XSW
experiment at normal incidence, rather than at grazing angles. The first
important factor is the width of the reflectivity curve. For XSW studies in their
general form, the reflectivity curve is extremely narrow, only seconds of an arc.
This requires not only a highly collimated and monoenergetic X-ray beam, but
also a near perfect crystal surface. This is because if the mosaicity of the
sample is large compared to the reflectivity curve width then the standing wave
will be lost. Therefore, XSW experiments at grazing incidence are usually
restricted to semi-conductor surfaces, which have the required degree of
perfection. However, by bringing the X-rays in at normal incidence to the
sample, because the Bragg condition has a turning point at 90°, it is insensitive
to the exact incidence angle and is thus tolerant of finite mosaicity. This then
allows the use of less perfect samples, i.e. metal single crystals. Additionally, it
means that an NIXSW experiment can be easily carried out on synchrotron
experimental stations designed for other surface science techniques such as
SEXAFS, because the beam convergence required for SEXAFS, which in turn
implies angular spread, will not affect the experiments as it would for grazing
incidence. Scanning the Bragg condition in energy instead of angle also
simplifies the experimental apparatus, as it allows a standard UHV manipulator

to be used, instead of a high precision goniometer.

For more information on NIXSW and a review of a number of applications, the

reader is directed towards the review by Woodruff [2.13].
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Chapter 3 : Experimental methods

This chapter presents details of the equipment and methods used to carry out
the experiments described in chapters 4 to 7. Some additional experimental

details can also be found within each results chapter.

3.1 Sample preparation and cleaning

Copper and aluminium metal single crystals with (111) faces were used to
perform the experiments described in this thesis. This section describes their

preparation and cleaning prior to experiments.

3.1.1 Aluminium(111)

The aluminium(111) crystal used in these stuc!ies was prepared from a single
crystal rod of aluminium. The methods of alignment by X-ray Laue diffraction
and spark erosion were used to prepare a slice of the rod, with a (111) face
front and back. The slice was then further processed by spark planing and
polished by hand to a mirror finish using a series of decreasing sized diamond
pastes (Hyprez) down to one micron grit size. The crystal was 15 mm in

diameter and 2 mm thick.

The initial cleaning procedure in vacuum was carried out using argon ion
bombardment, The chamber was filled to a pressure of ~ 6 x 10° Torr with
argon (99.999 % pure, checked regularly by mass spectrometry), the ion-
sputter gun was then operated (20 mA emission). The resultant argon ions
were accelerated to 2 keV and directed normal to the surface, producing a

drain current of between 3 and 8 pA for a period of one hour,
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After bombardment the sample was heated to 493 K for annealing (the
calculated anneal temperature, from one half of the melting point in Kelvin),

After this initial cleaning cycle, AES showed that there was still large amounts
of carbon and oxygen present on the surface and more importantly that the
aluminium Auger was undetectable. Further cleaning cycles consisting of one
hour argon ion bombardments, followed by annealing at 493 K, eventually
reduced the carbon and oxygen contamination (but did not completely remove
it) to allow the observation of the aluminium Auger peak. However, as shown
in Figure 3.1a, the aluminium Auger peak was at a shifted energy of ~ 55 eV
compared to the literature value for clean aluminium of 67 eV [3.1]. Further
cleaning cycles caused the appearance of a second aluminium peak, this time
at the expected energy of 67 eV, as shown in Figure 3.1b, with the initial peak
moving to a slightly lower energy of ~ 54 eV. Many repeated cleaning cycles
gradually reduced the height of the 54 eV peak, whilst the 67 eV peak
continued to grow. Eventually, further cleaning produced no more changes in
the spectrum, this is shown in Figure 3.1c. Once this aluminium Auger
spectrum was produced, the oxygen and carbon contamination on the surface
was also observed to have fallen. The oxygen peak was undetectable and a
small carbon peak remained, approximately 0.1 % of the aluminium peak to

peak height.

The 55 eV peak is the result of the interaction of oxygen with aluminium
producing an Auger peak more characteristic of bulk aluminium oxide [3.2].
However, Figure 3.1c shows that even for the “clean” aluminium Auger
spectrum there was still a lower energy peak. This is believed to be a plasmon
loss peak, as the energy difference between the aluminium Auger and the low

energy peak exactly matches one of the plasmon energies of aluminium [3.2].

Once the sample was adjudged clean by AES, the sample was not producing a
LEED pattern. It was assumed that the anneal temperature of 493 K was

therefore too low. The anneal temperature was gradually increased, until a
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Figure 3.1 : Graphs showing Auger spectra for the
aluminium(111) sample at various stages of cleaning




(I1x1) LEED pattern was obtained. It was found that the optimum anneal
temperature was 773 K. This is very close to the melting point of aluminium at
923 K and is relatively much higher than many other metals. Literature
searches showed that high temperatures are always required to anneal
aluminium, however no reason or discussion of this appears to have been
published. The LEED pattern produced at 93 eV is shown in Figure 3.2.
Before each experiment, a 25 minute bombard, followed by annealing at 773

K was used to prepare the surface for experiments.

3.1.2 Copper(111

The copper(111) sample, which had been previously used in other studies
[3.3], was prepared by the same methods as the aluminium(111) crystal
described in section 3.1.1. It also was cleaned using argon ion bombardment.
An initial one hour bombard with 2 kV argon ions produced a drain current of
approximately 20 pA, and gave a surface which AES showed to be clear of
contamination. Before experiments, a 20 minute bombard, followed by
annealing at 923 K, produced a clean well-ordered surface for experiments, as

judged by LEED and AES.

3.2 Daresbury

The experiments described in chapters 4 and 5 were performed on beamline
6.3 at the Synchrotron Radiation Source (SRS) at Daresbury Laboratory,
Cheshire, United Kingdom. This section contains details of the beamline and

the experimental chamber.

Beamline 6.3 collects synchrotron radiation from dipole bending magnet six of
the SRS, which operates at 2 GeV and 250 mA. The total length of the
beamline is 16.5 m from source to sample. Figure 3.3 shows a schematic

diagram of the beamline. Radiation passing along the beamline first enters the
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Figure 3.2 : Example aluminium(111) LEED pattern at 93 eV




filter rack, where ten 2000 A thick carbon filters remove the ultra-violet
component of the beam. A set of horizontal and vertical beam defining slits is
situated before the toroidal pre-mirror. The mirror is made of fused quartz
coated with gold, it accepts radiation from 5 mrad in the horizontal plane and
0.6 mrad in the vertical plane. Radiation is accepted at a grazing incidence of
0.5%, giving a high-energy cut-off of 11.1 keV. Focusing occurs in both
horizontal and vertical planes, with a demagnification of the beam at the

sample by two to one [3.4].

A double crystal monochromator is fitted on the beamline, which has been
described in more detail previously [3.4,3.5]. It contains three pairs of crystals,
InSb(111), Ge(220) and Ge(111), which could be exchanged in UHV using a
linear motor drive. The maximum range of photon energies available was 1745
to 11000 eV. The experiments to be described used the Ge(111) crystal pair,
providing a tuneable photon energy range of 2000 to 8430 eV. Both crystals
could be rotated about their front faces, with the bottom crystal also having a
translation motion, to provide a constant beam exit height from the
monochromator into the experimental chamber. Water cooling of the top
crystal was used, since the thermal load produced by the synchrotron beam
would otherwise have compromised the performance of the monochromator
[3.5]. All movements of the monochromator were controlled by the beamline

PC.

The final section of the beamline before the UHV chamber is the beam
monitoring section. Two possible beam monitors could be used, either a thin
aluminium foil (I,) or an 86% transmittance copper mesh (I;’). These
experiments used the copper mesh. X-rays hitting the mesh caused electrons to
be - emitted, which were recorded directly as a drain current using a
picoammeter. The output from the I, monitor was used as part of a feed back
loop to control the monochromator. The readings from the beam current

monitor were also used as part of the data normalising procedure for NIXSW.
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Figure 3.3 : Schematic diagram of beamline 6.3
Diagram is not to scale and does not include all of the beamline or
storage ring elements.




The beam defining apertures were set to ensure that the beam size was
sufficiently small, so that only the sample was hit by the beam and not the

surrounding sample holder.

3.2.1 UHV chamber

The stainless steel UHV chamber on beamline 6.3 contained the following
apparatus. A long travel sample manipulator, a VG front view low energy
electron diffraction (LEED) system, a VGA 32 argon ion gun, a Perkin Elmer
double pass cylindrical mirror analyser (CMA) and a VSW HA100 concentric
hemisphere analyser (CHA). The CMA was used only for electron beam
induced Auger electron spectroscopy, whilst the CHA was used for recording
X-ray induced energy distribution curves (EDCs), constant final state curves
(CFSs) and NIXSW data. Additionally, an iodine & cadmium iodide source
was fitted to the chamber (see section 3.4), with a movable room temperature
baffle placed in front of it, to allow the cadmium iodide flux to be turned on

and off from the sample. Figure 3.4 shows the layout of the chamber.

Pumping (not illustrated in Figure 3.4) was provided by a single turbo
molecular pump (rotary backed) and a titanium sublimation pump (TSP). After

bakeout at ~ 430 K for 24 hours, a vacuum of ~1 x 10™"° mbar was achieved.

A copper(111) crystal (see section 3.1.2) was mounted on the sample holder.
The temperature of the sample was measured using a Chromel-Alumel
thermocouple (Type K) attached to the sample holder. The manipulator
allowed sample movement in x, y and z axes, rotation about the z axis and
azimuthal rotation about the crystal face. Sample cooling was carried out using
liquid nitrogen to a tank and copper braid, allowing temperatures down to 103
K to be reached. Sample heating was carried out using electron bombardment.
The filaments mounted behind the sample plate were operated at 3 A and a

high voltage bias of 300 V was applied to the sample.
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3.3 Nottingham

This section describes the vacuum chamber in Nottingham, used to perform

the experiments described in chapters 6 and 7.

The ultra high vacuum chamber was of stainless steel construction and was
partially lined with a mu-metal screen to reduce the effects of external
magnetic fields. Pumping of the chamber was provided by a rotary backed
water cooled oil diffusion pump (600 Is™). The rotary pump was also used for
roughing the chamber, or gas handling line. A second smaller (rotary backed),
water cooled diffusion pump (150 1s™) was used to pump the gas handling line.
Further pumping of the main chamber was achieved using a three-filament
titanium sublimation pump housed in the base of the chamber (75 Is* cm? of
evaporated film). Pressure was monitored using an ion-gauge in the top of the
chamber, a pirani gauge in the gas handling line and a bakeable ion-gauge for
monitoring chamber pressure during bakeout. Base pressure was ~ 2 X 107

Torr following bakeout at ~410 K for >12 hours and degassing procedures.

Figure 3.5 shows a schematic diagram of the apparatus within the chamber.
This included a manipulator/sample holder (see section 3.3.1), a 4-grid
retarding field analyser (RFA, see section 3.3.2, VG model 640) and an ion-
sputter gun (Varian). One of two quadrupole mass spectrometers was fitted to
the chamber, a 1-130 amu instrument (VG Masstorr F) used only for residual
gas analysis, or a 1-510 amu (HIDEN) used for line of sight temperature
programmed desorption (LOSTPD) work (see section 3.5.2). A solid-state
iodine source (see section 3.4) was also attached to the chamber, with a room
temperature baffle placed in front of it. A baffle could also positioned in front
of the RFA.
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3.3.1 Sample holder

The sample, an aluminium(111) crystal (see section 3.1.1) was mounted on a
copper backplate and attached by ferri-alloy clips. Temperature measurement
was carried out by two type K Chromel-Alumel thermocouples attached to the
backplate under the ferri alloy clips. Heating was provided by electron
bombardment from a filament mounted behind the backplate (operated at 500
V, 100 mA emission). Cooling of the sample was performed by pouring liquid
nitrogen into the manipulator cold finger. Figure 3.6 shows a diagram of the
sample holder. The ferri-alloy shield was present to prevent electrons emitted
from the filaments from reaching the sample surface and causing any -
unwanted electron induced effects. The manipulator itself consisted of a
differentially pumped rotary feedthrough, which allowed 360° polar rotation in
the z-axis and movement in the x, y and z directions. Electrical isolation of
the sample from earth was achieved using a ceramic “break” in the liquid

nitrogen cold finger.

3.3.2 Retarding Field Analyser

The retarding field analyser (RFA) was used for both LEED and AES
experiments. It was of a conventional 4-grid design, with the four concave
hemispherical grids fixed in front of a fluorescent screen, with a coaxial
electron gun. The LEED patterns produced were observed through the large
viewing window opposite the RFA. Photographs of the LEED patterns were
obtained using a standard 35-mm camera (black and white film and exposures

of between 5 and 30 s were used).
For AES (angle-integrated), the sample voltage was oscillated at 4074 Hz at 3

Vyus by an external frequency generator. Lock-in amplification techniques

were used to record the signals [3.6]
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3.4 Adsorption sources

The main adsorption source used was a solid-state electrolysis device,
designed as a UHV source of molecular iodine [3.7]. It contained a cast pellet
of silver iodide (Agl), which measured 10 mm in diameter and 8 mm in depth.
It was doped with 5 % by weight of cadmium iodide (Cdl,) to improve the
conductivity of the cell. The pellet was cast so that platinum gauze was
imbedded in one end of the pellet with a silver coil at the other. The pellet was
held in a glass tube that had been coated with tin oxide on the outside which
allowed resistive heating of the tube and hence the pellet. Copper clips
attached to the top and bottom of the tube provided the heating power. A
thermocouple was attached underneath one of the clips to measure the
temperature of the tube. Current could also be passed through the pellet using
the silver coil and platinum gauze. All power was fed to the device from
outside vacuum using a standard ceramic feedthrough system. Unfortunately,
due to technical difficulties, the pellet would not conduct, as it was open
circuit, and therefore it could not be used as an iodine source. However, by
operating the tube heating so that the tempere;ture reached between 450 and
550 K, and not passing any current through the cell, the cadmium iodide
dopant could be evaporated, thereby making it the cell act as a cadmium iodide
source, which was used in chapters 4, 5 and 7 Careful checks have shown that

no molecular iodine is produced if the cell is operated in this manner.

For the iodine adsorption study on aluminium described in chapter 6, an
alternative method of getting iodine onto the surface had to be used.
Fortunately, iodine has a high vapour pressure [3.8] and sublimes from the
solid state. A few crystals of solid iodine were placed in a stainless steel tube
attached to the gas handling line. Iodine vapour was introduced into the

chamber via expansion through a leak valve.

28



3.5 Data acquisition

The aim of this section is to present an explanation of how some of the data
presented in chapters 4 to 9 was collected and the methods by which it was

processed. Some results chapters contain further details.
3.5.1 NIXSW

As described in section 2.6, it is necessary to record NIXSW data with respect
to two sets of planes. With a (111) crystal the obvious choices are the (111)

planes parallel to the surface and the (111) planes at 70.5° to the surface in the

correct azimuth.

In order to set-up for NIXSW experiments, the sample was first positioned so
that it was approximately normal to the X-ray beam (i.e. approximately in the
correct place for (111) NIXSW). The photon energy was then set to be about
10 eV higher than that required for the Bragg condition. This meant that the
reflected beam from the sample was directed back towards the beamline, but
deflected ideally to the right of the beam entrance port, producing a spot on the
phosphorescent screen mounted around the beam port. The exact position of
the spot depends upon the azimuthal angle of the sample. The shape of the
reflected spot should match that of the incident beam (see Figure 3.7)
assuming the sample is well ordered. The photon energy was deliberately set
above the Bragg energy to make sure that the spot appeared on this side, as the
other side of the screen was blocked by the CHA. This set-up is illustrated in
Figure 3.7. The sample position was altered carefully so that the reflected spot
was maximised as close to the beam port as possible. To aid the sample
positioning, the drain current from the screen was recorded and displayed on a
meter, since maximising this signal generally produced the best reflected spot.
The photon energy was gradually lowered and the sample position altered,

until the reflected beam went straight back through the beam entrance port. In
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order to check that this was the case, a flag, made of nickel mesh coated in
phosphor could be positioned in front of the beam to show the position of both

the incoming and reflected X-rays (see Figure 3.7).

It is important that experiments are actually performed slightly off-normal
incidence so that the reflected beam cannot interact with the Io’ monitor,
which would affect normalisation procedures, because the beam monitor
would measure both the incident and reflected X-rays beams, see Figure 3.8.
To ensure that the sample was actually slightly off-normal, the sample was
rotated so that the two beams were only just non-coincident as shown on the
movable flag. The sample position was then optimised parallel to the beam, to
maximise the signal received by the CHA at a particular energy, usually 909
eV, the copper LVV Auger.

Once the position of the sample for the (111) reflection is known, it is

relatively easy to rotate the sample 70.5° so that the (111)reflection can be
found. The azimuthal drive was then used, and the drain current from the
screen monitored until the reflected spot was found. The same procedure for
optimising the position was used as with the (111) planes. Once the sample
positions for the two reflections were known, it was generally much easier to

optimise the position for further NIXSW experiments.

EDCs were taken to determine the correct kinetic energies for the ON/OFF
positions. The ON position is the maximum of the required signal and the OFF
a point on the background as close as possible to the peak, on the high kinetic
energy side. Usually the OFF peak was approximately 5-10 eV higher in
kinetic energy than the ON peak.

The HA100 analyser was operated in two different modes to collect NIXSW
data, constant initial state (CIS) and constant final state (CFS) modes. The

CFS mode was used to record Auger signals, at a constant kinetic energy,
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independent of the photon energy. CIS mode was used to record photoelectron
NIXSW profiles, which have a constant binding energy. The binding energy of
the peak was calculated from an EDC and the necessary kinetic energy tracked
by the computer as the photon energy was scanned through the standing wave

region.

NIXSW scans were carried out at a photon energy of +10 eV from the Bragg

condition at 0.2 eV increments, for both the (111) and (1 11)reflections. The
computer recorded values for the photoemission signal, sample drain current
and the beam current from the I,” monitor. The experiment was run so that the
photon energy was set to its lowest value. The HA100 was then used to record
each of the ON/OFF peaks for the required period in increasing kinetic energy.
The photon energy was subsequently incremented and the process repeated

until the scan was completed.

The raw data from the analyser was processed by the following method. The
OFF signal was subtracted from the ON signal to remove any background
effects. The resultant profile was then divided by the I.” signal to remove the
effect of the decay of the synchrotron beam with time, to produce a graph of
relative absorption versus photon energy. Finally, the data was normalised so
that at photon energy values away from the Bragg condition the relative

absorption scale (Y-axis) tended to 1.0.

The data was fitted to the NIXSW equations (see sections 2.6.3 and 2.6.5) to
find the values of coherent position and coherent fraction associated with each
peak. Each set of data recorded simultaneously (or without sample movement)
should have exactly the same Bragg energy. In order to provide energy scale
calibration, the substrate (i.e. copper) signal was fitted first. This should have a
coherent position of 0.0 or 1.0 (assuming no relaxation or recgnstruction),
thus, giving values of Eg,,,, o (the instrumental energy broadening) and the

coherent fraction for the copper. The values of Egng and o, were then used to
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fit the adsorbate experimental data. All data fitting procedures were carried out
using an Apple Macintosh running IGOR 3 and in-house procedures written

by Dr. Robert G. Jones.

3.5.2 Line of sight temperature programmed desorption

Line of sight temperature programmed desorption (LOSTPD) experiments
were carried out using a quadrupole mass spectrometer (HIDEN HAL RC 511
PIC, capable of measuring 1 < m/z < 510, operated in pulse counting mode,
with a detection limit of ~ 107 Torr), situated at 90° to the RFA. The HIDEN
mass spectrometer was added to the chamber later than the diagram shown in
Figure 3.5, it replaced the cadmium iodide source shown in the Figure. The
mass spectrometer was surrounded with a copper nozzle, which was attached
to a large tank (see Figure 3.9). Filling the tank with liquid nitrogen caused the
nozzle to become a cryogenic pump, so that only species entering the mass
spectrometer from a circular patch of the sample surface (defined by the
geometry, and the sizes of the apertures) could reach the ionisation region of
the mass spectrometer and be detected (see i?igure 3.9). Apertures 1 and 2
were 3 and 6 mm in diameter respectively with distances from the sample
surface of 57 and 167 mm. A species emanating from anywhere outside the
circular patch would either fail to enter the mass spectrometer or it would hit
the nitrogen cooled copper tank and effectively be pumped, assuming a
sticking probability of 1.0. Some species, such as hydrogen, methane, carbon
monoxide and noble gases are not effectively pumped by this method,
however they were not of experimental interest so this is not important. If the
alignment was correct, this set-up provided excellent spatial resolution,
because only species desorbing from an area ~ 1/10 of the sample could be
detected. Any species desorbing from the backplate or other areas of the
sample holder would not be able to reach the detector. To determine that the
sample manipulator was lined up correctly with the nozzle and the mass

spectrometer, the following procedure was used. The mass spectrometer was
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set to degas mode, thus producing brightly glowing filaments. The ion-gauge
was turned off. Then using an image intensifier through an appropriate
window, the sample was viewed. When it was in the correct position, a clearly
defined circle of light could be seen at the centre of the crystal. This was
caused by light emanating from the mass spectrometer filaments shining

through the two apertures.

In order to run LOSTPD experiments it was necessary to alter the way the
HIDEN mass spectrometer was operated. The HIDEN software was unable to
record sample temperatures, as needed for a TPD experiment. An in house PC
program (written by Dr. Robert G Jones, also used for AES) was therefore
used to provide external control for the mass spectrometer, collect the signal
and record the sample temperature. The external mass control was controlled
by the PC through a microlink interface [3.6], giving 0 - 10 V to drive the
mass scale from 0 - 510 amu. The pulses from the mass spectrometer were fed
into an up-down counter on the microlink and passed to the computer. As the
temperature ramp was provided using electron beam heating with a high
voltage sample bias, it was necessary to isolate this voltage from the
thermocouple output before it was fed into the microlink for digitising into the

computer. This was achieved using an in-house built isolation box.

As stated in section 3.3.1, sample temperature measurement was provided by a
Chromel-Alumel (type K) thermocouple, producing an output in mV. Before
LOSTPD data could be recorded, it was first necessary to check that the
voltage the PC recorded (via the microlink) was actually the same as the
thermocouple output. Data was recorded of the value on the PC as the software
was running, versus the actual value from the thermocouple on a voltmeter, as
the .sample was cooled or heated. The data was used to alter the analogue to
digital conversion equation within the PC software to make the sure that the

values for the thermocouple output were correct.
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The LOSTPD apparatus was also used to perform a new experiment for
determining sticking probabilities which has been termed Line Of Sight
Sticking Probability (LOSSP), this will be explained in detail in chapter 6.

3.5.3 Auger electron spectroscopy

For the results in chapter 6 and 7, the sensitivity of the lock-in-amplifier had to
be altered according to the Auger transition being followed. This was set at 10
pV for the cadmium and iodine Augers, but this had to be reduced to 500 pV
for the aluminium peak, because of the size of the peak and the sloping
background. This implies that the values for the aluminium peak-to-peak
heights quoted and plotted on the figures are actually a factor of 50 lower than
reality. The aluminium peak-to-peak heights were calculated from the height
at 60 eV minus the height at 67 eV and then corrected for the sloping baseline,
which was taken from a saturated surface from which no aluminium Auger
peak was detectable (see Figure 3.10). The cadmium and iodine peak-to-peak
heights were simply calculated from the maximum and minimum heights,

because the background was flat for these peaks.
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Chapter 4 : Non-dipole photoemission and
Normal Incidence X-ray Standing Wave experiments :

Copper(111)-(V3xV3)R30°-Iodine

4.0 Introduction

This chapter examines the (\/3x\/3)R30° overlayer formed by iodine on a
copper(111) surface using normal incidence X-ray standing wave (see sections
2.6, 3.2 and 3.5.1). The results obtained are used for two different purposes,
hence the chapter is split into two parts. The first part studies the effect of
analyser collection geometry on NIXSW profiles. Particular attention has been
given to NIXSW profiles obtained from photoelectron peaks, so that the effect
of non-dipole terms in the photoemission process can be examined. The second
part uses the NIXSW results to perform a structural analysis for this system, so
that the iodine adsorption site can be determined. A structural analysis has
already been carried out for this system using NIXSW by Ithnin [4.1], however
the results generated from this data do not produce the same structure, the

differences will be discussed.

Part 1 : Non-dipole photoemission and NIXSW

4.1 Introduction

This part of the chapter presents a NIXSW stﬁdy of the (V3xV3)R30° structure
formed by iodine on the copper(111) surface, focussing on a problem
experienced with fitting the NIXSW data obtained from photoelectron peaks.
The fitting of NIXSW data is generally regarded as straightforward, with the
structural parameters generated, the coherent position and coherent fraction
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(see section 2.6.5), being treated as absolute. However, there have been a
number of systems reported where the data does not appear to fit correctly [4.1-
4.5]. The most serious problems have occurred when trying to fit NIXSW
profiles obtained from photoelectrons. In some systems a coherent fraction for
the adsorbate has been determined that is higher than the substrate [4.1,4.4].
Additionally, in some systems coherent fractions have been determined which
are greater than 1.0 [4.1,4.3], which has no physical meaning, with a coherent
fraction of 1.2 implying that 120 % of the adsorbate atoms are located in the

same place!

The next two sections detail the results of two NIXSW studies where these
problems have occurred for iodine [4.1] and tellurium [4.5] photoelectron
peaks. These are not the only photoelectrons that have been shown to cause
difficulties. Phosphorous, fluorine, oxygen and carbon photoemission peaks
have all been shown to result in unusual values for the coherent fraction

[4.2,4.3].

4.1.1 Copper(111)-(¥3xV3)R30"Iodine

Ithnin et al [4.1] studied the copper(l11)-(\/3x\/3)R30°-Iodine structure using

NIXSW, recording the (111) and(111)reflections. The adsorbate data was
collected using the iodine MNN Auger, 3ps3» and 3ds, photoelectrons.
However, fitting of the iodine data produced very different values for the
NIXSW structural parameters depending upon which iodine peak was used.
Ithnins (111) data is shown in Table 4.1. It shows that the coherent position
obtained for the iodine from each of the peaks was essentially the same.
However, the coherent fractions differ, with the iodine 3ds;, coherent fraction
being greater than 1.0. Ithnins (111)results are also shown in Table 4.1. The
iodihe 3ds, peak again has a coherent fraction that does not agree with that
obtained from the iodine MNN Auger. Table 4.1, shows that the value is
approximately half that of the Auger peak. Also there is a greater spread in the

values obtained for the coherent position.
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(111) (111)
Peak Coherent | Coherent | Coherent | Coherent
position | fraction | position | fraction
(£0.05) | (£0.05) | (£0.05) | (£0.05)
Iodine Auger 1.048 0.762 0.795 0.457
lodine 3p3p 1.070 0.611 0.836 0.400
Iodine 3dsp, 1.071 1.064 0.778 0.214

Table 4.1: Summary of NIXSW results by Ithnin [4.1],
from Copper(1 11)-(\/3X\/3)R30°—Iodine, for the (111), and (111) reflections

4.1.2 Gallium Arsenide(001)-(2x1)-Tellurium

Sugiyama and Maeyama [4.5] studied the adsorption of tellurium on a gallium
arsenide (001) surface using chemical state resolved NIXSW [4.2]. A
GaAs(001) wafer was placed in a molecular beam epitaxy chamber, where it
was annealed under an arsenic flux to remove impurities. Gallium arsenide was
grown homo-epitaxially on the arsenic stabiliséd surface. Several monolayers
of tellurium were then deposited, which after annealing produced a (2x1)

reconstructed GaAs(001)-Tellurium surface. NIXSW data was recorded for

the(111)and (111) normal incidence Bragg reflection conditions at ~ 1.9 keV.
The tellurium standing wave was monitored using the 3ds; photoeléctron peak.
As this was a chemical state resolved study, instead of simply recording the
ON/OFF positions as described in section 3.5.1, an EDC was taken across the
tellurium 3ds;, photoemission peak for each photon energy in the NIXSW scan
[4.2]. Each EDC was then fitted to generate two separate peaks, which were
considered to be the result of tellurium atoms adsorbed in different sites. Each
separate EDC was fitted to generate the NIXSW parameters for each of the
cherhically shifted Te atoms (peaks A and B). Table 4.2 shows a summary of

these results.’
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(111) (-111)
NIXSW Signal Coherent | Coherent | Coherent | Coherent
position | fraction | position | fraction
Total Te 3dsy, Signal 0950+ | 0813+ | 0221+ | 0.80%
0.002 0.009 0.002 0.02
Te Peak A 0923+ | 0872+ | 0.175+ | 092+
0.002 0.008 0.006 0.04
Te Peak B 0.002+ | 0.780+ | 0.309% | 0.78 %
0.007 0.002 0.009 0.06

Table 4.2 Summary of Gallium Arsenide(001)-(2x1)-Tellurium results of
Sugiymama et al [4.5]

It is immediately clear from Table 4.2, that the total(111)tellurium 3ds;
photoelectron profile gives a coherent fraction that is fairly high and would be
consistent with single site occupation (see section 2.6.5). However, it was
stated that there were two types of tellurium atoms, because the Te 3dsp
photoelectron peak could be separated into two chemically shifted peaks.
These tellurium atoms are probably bound in different locations, with different
interactions with the gallium arsenide substrate, hence producing the
chemically shifted tellurium photoelectron peaks. It was shown in section
2.6.5, that multiple site adsorption should lead to a reduction in coherent
fraction in at least one plane, depending upon the sites involved. The coherent
positions quoted in Table 4.2, show that the atoms are not located in similar
places, therefore the(111)coherent fractions should be much lower. The
reason that the values are too high, is probably the same reason as for the
iodine 3dsp, peak in section 4.1.1. Tellurium is in the same row of the periodic
table and adjacent to iodine, therefore suggesting that NIXSW profile shapes

are sensitive to some atomic property.
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4.2 Dipole approximation and NIXSW

NIXSW profiles are often recorded by following the emission of
photoelectrons from the surface to be studied, usually because the relevant
Auger electrons are either unavailable (because of overlap with other peaks), or
are too weak. The experimental set-up used (see section 3.2) was such that the
analyser was angle resolving. This meant that any physical effects which
altered the angular distribution of the emitted electrons from the sample would
affect the NIXSW profile. Angle resolved photoemission has been used for
many years to provide tests of basic physical processes, in both gas phase and
solid-state interactions with radiation [4.6]. In order to understand and simulate
the data collected by these experiments, a theory was developed called the
dipole approximation for photoemission [4.7]. This allowed easy
characterisation and quantification of behaviour, as a function of electron
ejection angle. The electromagnetic field of the incident radiation, is typically
expressed as exp(ik.r) (k is the photon wavevector and r the electron position
vector). In the dipole approximation, this is expanded as, 1 + ik.r + .. etc and
then truncated so that exp(ik.r) = 1. In physical terms this means that higher
order terms, such as those due to electric-quadrupole and magnetic-dipole

interactions are neglected.

The dipole approximation was first applied to angle resolved experiments when
relatively low photon energies were used, typically ultra-violet radiation from a
helium lamp. In this situation the dipole approximation is based on two
physical assumptions. The first iis that the photoelectron velocities following
ultra-violet excitation are small compared to the speed of light, therefore
removing any relativistic effects. The second is that the wavelength of the
ionising radiation is much larger than the size of the orbitals from which the
electrons are ejected, thus removing any higher order effects from the
photoemission. In recent years the photon energies available for experiments
have greatly increased with the wider availability of second and third
generation synchrotron sources, providing anything from 1 eV to 100 keV

photon beams [4.8]. However, as the photon energy is increased past the ultra-
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violet level, there is a point where these assumptions fail. This means that the
dipole approximation is no longer valid, because the higher order terms start to
affect photoemission behaviour. (Note that relativistic effects are not important

for the experiments described in this thesis at photon energies of 3 keV.)

In order to test whether non-dipole effects are the cause of the problems
associated with photoelectron detection of NIXSW profiles, a novel experiment
was performed. Data was collected for the (111) and (111) reflections from

the copper(111)-(¥3x¥3)R30%Iodine surface, in two analyser geometries. The
first had the analyser in its usual position of 40° to the X-ray beam, the second
had it at 90° to the X-ray beam. Comparison of the two data sets allowed any

possible non-dipole effects to be studied.

4.3 Experimental methods

These experiments were performed on beamline 6.3 of the SRS at Daresbury

laboratory, the experimental set-up is explained in section 3.2.

In order to form the required (V3x¥3)R30° iodine surface structure, a cadmium
iodide multilayer was formed and then annealed to crack it into the iodine
monolayer surface structure, as shown in a previous study [4.1,4.9]. After
sample annealing, when the sample temperature had fallen below ~ 333 K, the
baffle was opened to the cadmium iodide source, which had been previously
heated to 523 K. Cadmium iodide was deposited onto the clean copper(111)
surface for ~ 45 minutes, thus broducing the required multilayer. Annealing
this surface to 200 °C for ~ 2 minutes caused the cadmium iodide multilayer to
decompose and both cadmium metal and excess cadmium iodide to desorb,
leaving a monolayer of iodine in a (¥3xV3)-R30° structure, as confirmed by
LEED. Electron induced AES gave an 1:Cu peak-to-peak height ratio of ~
0.33:1, as expected for the monolayer iodine structure [4.1,4.9].

A wide range EDC (Figure 4.1) using a photon energy of 3000 eV shows the

species present on the surface. Higher resolution EDCs over each peak (see
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Figure 4.2) were used to determine the ON/OFF peak positions required for
NIXSW scans (see Table 4.3). NIXSW scans were recorded for the (111)

and (111)reflections at a photon energy of approximately 2976 eV, for the
copper LVV Auger, iodine MNN Auger and the iodine 3ps» and 3dsq
photoelectron peaks in two analyser geometries. As described in section 4.2,
one geometry had the analyser placed in the “usual” position of 40° to the
X-ray beam and the other geometry had the analyser situated at 90° to the
beém, as illustrated in Figure 4.3. NIXSW scans were also recorded for the
copper 2s1 and 2py, photoelectron peaks. The Cu 2ps» photoelectron could
not be used despite the high intensity of the peak, due to the small iodine 3pi.

photoelectron peak which overlaps it.

Each NIXSW experiment allowed the measurement of four photoemission
peaks simultaneously. In order to study all of the peaks discussed above and
shown in Table 4.3, it was therefore necessary to carry out more than one
NIXSW experiment on the same surface. To assist in obtaining consistent
results, the sample position was not changed between these experiments. In
addition, the experiments were performed on as many surface preparations as
possible within the limits of the beamtime. Initial experiments were performed
with the sample liquid nitrogen cooled, but it was found that this did not affect
the results and later experiments were performed at room temperature. This has
the result of changing the Bragg energy, but it does not affect the other

standing wave parameters.
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Auger energy / eV Binding energy / eV
Peak ON OFF ON OFF
CuLVV Auger 909 919 - -
Cu 2si2 - - 1108 1075
Cu 2pin - - 964 930
I MNN Auger 511 520 - -
I3p3n - - 887 875
I 3dsp2 - - 632 626

Table 4.3 : Peaks used to perform NIXSW experiments

4.4 Results

As described in section 3.5.1, the substrate NIXSW profiles, (in this case those
obtained from the copper LVV Auger), were fitted first. These were
constrained so that the coherent position was 1.0. The fitting produced values
for the coherent fraction of the substrate and more importantly, provided the
photon energy scale calibration and the instrumental broadening. For all of the
substrate fits the instrumental broadening was approximately 0.550 eV. The
Bragg energy was approximately 2976 eV for the experiments where the
sample was kept cold and 2967 eV for the experiments with the sample at room
temperature. The iodine Auger and photoelectron peaks were then fitted,
keeping the Bragg energy and instrumental broadening determined from the
copper fits constant. This generated the coherent fraction and coherent position

parameters for the adsorbate.
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4.4.1 400-2e0metrv

The results with the analyser in its “usual” 40° position for the iodine peaks are
y p p

shown in Tables 4.4 and 4.5. Table 4.4 contains the (111) reflection results and

Table 4.5 the (111) results. Figures 4.4 and 4.5, show examples of the iodine

experimental data, superimposed on the theoretical fits. Sample copper LVV

Auger data is also shown for comparison.

Peak Coherent Coherent
position Fraction
I MNN Auger 0.04 +0.02 0.77 £0.05
[3p3p 0.04 £0.02 0.89 +£0.05
I 3dsp 0.05 +0.02 1.25%0.05

Table 4.4 : (111) NIXSW results for 40° analyser geometry

Peak Coherent Coherent
position Fraction
I MNN Auger 0.89 £0.02 0.43+£0.05
I3psn 0.88 £ 0.02 0.40 £ 0.05
I 3dsp 1.01 +£0.02 0.38 £ 0.05

Table 4.5 : (111) NIXSW results for 40° analyser geometry

As stated in section 4.1.1, Ithnin [4.1] showed that data for the iodine MNN
Auger and photoelectron peaks for this analyser geometry did not produce the
same values of coherent fraction. The results in Tables 4.4, and 4.5 clearly
support this conclusion. Figure 4.6 shows the (111) iodine NIXSW data and
fits. It is apparent that the profiles are not identical and hence will produce
different values for the standing wave parameters. Interestingly, the profiles
appear to have the same basic shape, but the peak-to-peak heights differ. The

iodine 3dsp, profile, is larger than the iodine 3ps;2, which in turn is larger than
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Figure 4.4 : Example (111) NIXSW data from 400geometry
The NIXSW data is shown as markers, with the fits shown as solid lines.
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Figure 4.5 : Example (-111) NIXSW data from 40 geometry
The NIXSW data is shown as markers, with the fits shown as solid lines.
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Figure 4.6 : Todine (111) NIXSW profiles for 40° geometry

Top graph shows the iodine NIXSW experimental profiles, bottom graph shows the fits.




the iodine MNN Auger profile. This agrees with the pattern in the coherent
fraction values, with the iodine 3ds, giving a coherent fraction of 1.25 + 0.05.
The iodine 3p3» produces a coherent fraction of 0.89 + 0.05. which is also in
disagreement with the coherent fraction obtained from the iodine MNN Auger
profile of 0.77 = 0.05. Additionally, despite the differences in the coherent
fraction, all of the iodine peaks have coherent positions which appear to be

approximately the same (allowing for experimental error).

The (111) iodine data, (see Table 4.5, and illustrated in Figure 4.7), shows
again, that the iodine 3ds, peak produces a profile that is different to the other
peaks. However, Table 4.5 shows that, the coherent fraction is similar to the
other peaks, and is actually slightly smaller than the iodine MNN Auger value.
The coherent fraction values are much smaller than the (111) values, due to
multiple site adsorption and will be discussed in part 2 of this chapter. Whilst
the effects on coherent fraction cause complications for NIXSW experiments,
the iodine 3ds, peak in this reflection & geometry, shows a more disturbing
problem. This is, that the coherent position obtained from the fit is clearly very
different from that of the iodine MNN Auger. Hence, if relying on the results
from fitting the NIXSW profile obtained from this peak, the wrong structural

determination would result.

44



1.6

—— I MNN Auger
A ......... I 3
! \ P3p
1.4 — |
|
= 4
(@] R
B
o
2
8 12—
2
-
&
1.0 —
08 T | T | |
2955 2960 2965 2970 2975 2980
Photon energy / eV
1.6 —
. —— I MNN Auger fit
'\ ......... 1 3p3/2 ﬁt
) - = 13d,, fit
1.4 — \
I
o i
2 i
5 ¥
| 1.2 [
© I
B !
& I
!
1.0 — [}
0.8 T T T I |
‘ 2955 2960 2965 2970 2975 2980

Photon energy / eV

‘ : 0
Figure 4.7 : Iodine (-111) NIXSW profiles from 40" geometry
Top graph shows iodine NIXSW experimental profiles, bottom graph shows the fits.




4.4.2 900-2eometrv

The results from the 90° analyser geometry are shown in Table 4.6, for the

(111) data and Table 4.7 for the (111) data. Figures 4.8, and 4.9, show
example data, superimposed with the theoretical fits. Sample copper LVV

Auger data is also shown for comparison

Peak Coherent Coherent

position fraction
I3pan 0.03 +£0.05 0.8 £0.1
I3ds, 0.03 +0.05 0.9 £0.1

Table 4.6 : (111) NIXSW results for 90° analyser geometry

Peak Coherent Coherent
position Fraction
I MNN Auger 0.85+0.02 0.41 £ 0.05
I3psn 0.83 £0.02 0.41 £ 0.05
I 3ds 0.84 + 0.02 0.39+£0.05

Table 4.7 : (111) NIXSW results for 90° analyser geometry

Unfortunately, it was not possible to record any Auger electrons for the (111)
data in this geometry (including the copper LVV Auger). This is believed to be
due to a mean free path effect. Electrons reaching the analyser in this
geometry, must by necessity have passed virtually parallel to the surface,
probably within the top few layers of the surface. Therefore, only higher
energy electrons could reach the analyser. EDCs recorded showed that the
lowest kinetic energy peak recordable was the copper 2s;/; photoelectron peak,
at around 1 keV. The signal from this was diminished compared to the results

obtained with the analyser at 40°, resulting in a very noisy NIXSW profile. The
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Figure 4.8 : Example (111) NIXSW data from 90’geometry
The NIXSW data is shown as markers, with the fits shown as solid lines.
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remaining higher energy peaks were all recordable, but in all cases signal

levels were much reduced compared to the 40° geometry.

In order to fit the (111) iodine data for this geometry, the copper 2p;., profile
was used to provide the substrate fit, to determine the energy broadening and
the Bragg energy. The results in Table 4.6, show that despite the poor signal to
noise ratio (see Figure 4.8) the iodine photoelectron peaks produced results that
are reasonably consistent with each other and that of the iodine MNN Auger
from the 40° data. Note, that the iodine 3ds; coherent fraction is no longer
greater than 1.0 and at a value of 0.9 + 0.1, is approximately the value

expected.

The (111)data is even more striking, Figure 4.10 shows fits of the iodine data
plotted together. Compared to Figure 4.7, it is immediately clear that the iodine
peaks now all produce essentially the same profile (some small differences can
be seen due to noise level in data) and hence similar values for the standing
wave parameters are obtained as shown in Table 4.7. Of particular importance
is that the iodine 3ds;, profile now generates a similar coherent position to the

iodine Auger profile from the 40° data.

4.4.3 Copper peaks

The effects caused by changing the analyser geometry, discussed for the iodine
data above, are perhaps even more noticeable for the copper data, because the
data had a higher signal to noise ratio. Tables 4.8 and 4.9, show the copper
coherent fractions determined for the two analyser geometries, including the
copper LVV Auger. The coherent position was constrained at 1.0 for all peaks
and both the instrumental broadening and Bragg energy were fixed at the
relevant copper LVV Auger value. This therefore left only the coherent

fraction as a variable in the fits.
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Peak Coherent fraction
CuLVV Auger 0.83 £0.05
Cu2sip 0.87£0.05
Cu2pip 0.95£0.05

Table 4.8 : Copper coherent fractions for 40° analyser geometry

Peak Coherent fraction
CuLVV Auger 0.82 £ 0.05
Cu 2512 0.81 £0.05
Cu2pin 0.84 £ 0.05

Table 4.9 : Copper coherent fractions for 90° analyser geometry

The copper 2pi.» peék produces similar results to the iodine 3ds;, photoelectron
signal, giving a very high coherent fraction of 0.950 for the 40° data, whereas,
the copper 2si, agrees (within the error limits) with the copper LVV Auger.
Changing the analyser geometry to 90° results in the copper 2py.; peak giving a
more realistic coherent fraction, that is in good agreement with the other two

copper peaks recorded. This behaviour can be easily seen in the NIXSW

profiles, shown in Figures 4.11 and 4.12, which show the (111) and(111)
NIXSW data for the two geometries. Only for the 40° geometry (Figure 4.11)
does the copper 2p;,, peak produce a different profile shape from that produced
by the copper LVV Auger. In the 90° geometry (Figure 4.12), the profiles are

all of a similar shape, regardless of their origin.
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Figure 4.11 : Copper NIXSW profiles from 40°geometry

Data recorded from (-111) reflection.

Top graph shows experimental NIXSW profiles, bottom graph shows the fits.
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Figure 4.12 : Copper NIXSW profiles from 900geometly

Data recorded from (-111) reflection.

Top graph shows experimnetal NIXSW profiles, bottom graph shows the fits.




4.5 Discussion

As described briefly in section 4.2, the analyser used in these experiments is
angle resolving, therefore it is the differential photoemission cross-section
which is of importance for these studies, not the integral photoelectron yield. A
theoretical paper by Zegenhagen et al [4.10] has already examined the effect of
non-dipole terms on the total yield and the resultant effect on XSW
experiments. However, the changes to the total yield, are much smaller than the
changes in differential photoemission cross-section studied here. Additionally,
the total yield is only affected significantly at much higher photon energies.
Fbr the experiments described here, where the photon energy is ~ 3 keV, the
changes in total photoelectron yield caused by the non-dipole terms, will be

insignificant compared to the alteration of the photoelectron distribution.

Standing wave experiments have already been shown to be affected by
photoelectron angular distributions, even under conditions where the dipole
approximation can be applied [4.11]. The experiments were carried out at
various arbitrary angles to the Bragg scatterer planes and showed that for
angles other than 90° (i.e. other than normal incidence), the signal generated by
photoelectron emission was not a direct monitor of the intensity of the X-ray
standing wavefield. This was due to the photoelectron yield depending upon
the direction of travel of the ionising photon. For Auger electron emission,
which follows core hole decay, there was no memory of the photon
propagation direction. Hence Auger electron emission, can always be used as a
direct monitor of the X-ray standing wavefield (assuming only photon

ionisation and no excitation by high energy secondary electrons).

The results presented in section 4.4 clearly show that something is affecting the
NIXSW profiles obtained from some photoelectron peaks for the 40° analyser
geometry, which does not alter the NIXSW profiles for the 90° geometry. It is
concluded that this is due to the photoelectron angular distributions being
changed, so that the photoelectron yield is no longer proportional to the

intensity of the X-ray standing wavefield, even for normal incidence. It is the
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introduction of non-dipole terms into the photoemission process, which alters
the photoelectron angular distributions, resulting in the changes to the NIXSW

profiles.

It is now necessary to adopt a theoretical approach so that it is possible for the
NIXSW equations to be compensated for the non-dipole effects and to
understand why the non-dipole terms do not modify the NIXSW profiles for
the 90° geometry, and yet do effect the 40° geometry data recorded in these
experiments. The important atomic physics for the photon interaction processes
involved here, is contained within the matrix element that describes the
pfobability of an electron being excited by a photon beam (M;y) . This is given
by equation 4.1.

M, =(f |exp(ik. r)A. pli) 4.1)

k is the photon wavevector; r, the electron position vector; A, the photon

polarisation vector and p the electron momentum operator. As described in

section 4.2, the term exp(/k.r)is expanded as shown in equation 4.2.

exp(ik.r)~ I +ik.r— é( kor)y+... 4.2)

In the dipole approximation it is assumed that k.r << 1, so that all terms apart
from unity in equation 4.2 are discarded. In physical terms this means that the
wavelength of the photon beam, is much larger than the size of the orbital
being excited. As photon energies increase beyond that of ultra-violet radiation,
the wavelength of the radiation decreases, and eventually becomes similar to
orbital size. This situation is obviously going to occur at lower photon energies

for atoms with relatively large orbitals, such as the iodine 3dsp, levels.
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Assuming that the dipole approximation is valid, the differential photoemission

cross-section (do/d$2) (for a linearly polarised beam) is given by equation 4.3.

do _( o )[u ﬂ(cosza—z)] @3

a0 \4rn 2

0 is the angle between the photoelectron emission direction and A (the photon
polarisation vector — see equation 4.1) and f, is an asymmetry parameter
[4.12]. The significant point about this equation is that it generates a
symmetrical photoelectron angular distribution, which is independent of the
photon propagation direction (as shown schematically in Figure 4.13). It is the
independence to the photon propagation direction which is important to
NIXSW studies. For the 40° analyser geometry, (as illustrated in Figure 4.14),
the analyser collects electrons in a “backward” sense relative to the incident
photon propagation direction, i.e. the velocity component of the photoelectron
is in the opposite sense to that of the incident photon. However, the analyser
collects electrons in a “forward” sense relative to the reflected X-rays (i.e.
photons which have suffered 180° scattering by the copper lattice). If the dipole
approximation is applicable, then the signal the analyser receives will be
independent of the direction of travel of the photons (assuming the same

photon intensity), because the angular distribution is symmetrical.

If the case is now considered where the dipole approximation is not valid, and
the non-dipole terms become important, it is necessary to include terms beyond
unity in the expansion shown in equation 4.2. This results in a changed
expression for the differential photoemission cross-section shown in equation

4.4[4.13].

. 1+ B(3cos* 6-1
Z—;)—=(%)|: 'B( 2 )+(5+}’COS29)Sin9cos¢ 4.4
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Figure 4.13 : Schematic representation of symmetrical
angular distribution

Black line represents angular distribution generated by equation 4.3.
Green lines show the direction of emitted electrons towards the CHA for each geometry.
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Figure 4.14 : Diagram illustrating “forwards” and “backwards”
sense of electron detection relative to photon propagation
direction




Notice that in equation 4.4 two more asymmetry parameters are now required
(8, the magnetic-dipole interactions and ¥, the electric-quadrupole interactions
[4.13,4.16]), ¢ is the angle between the photon propagation direction and the
projection of the electron wavevector in the plane perpendicular to A. The
crucial element of equation 4.4, is that the photoelectron angular distribution is
dependent on the photon propagation direction and is no longer symmetrical, as
depicted schematically in Figure 4.15. Because of this, the signal received by
the analyser also depends upon the photon propagation direction (again
assuming equal photon intensities). Additionally, this equation explains why
the NIXSW profiles are not affected in the 90° geometry,y since for that
gebmetry, 0 = 0°, and therefore the asymmetry induced by the non-dipole terms

does not alter the signal.

If non-dipole terms are important, then at energies removed from the Bragg
energy, where the only X-ray beam, is the incident one, these terms result in a
reduction in the signal reaching the analyser than it would in the dipole case.
However, within the standing wave region, where there are now two X-ray
beams, the incident beam and the Bragg reflected beam, the changes in the
photoelectron angular distributions cancel each other out, resulting in an
unchanged signal at the analyser. The overall effect when the data is
normalised is the production of a distorted profile. This is due to the intensity
at the wings before normalisation being lower than they would be if the dipole
approximation was still valid. Therefore, the profiles are normalised to an
incorrect baseline, resulting in the distorted profiles. This is illustrated in a
simplified form in Figure 4.16, of course the amount the profile is altered
depends exactly upon how much the non-dipole terms influence the
photoemission from the orbital concerned. Fitting the normalised profile with
the current version of the NIXSW equations does not produce the correct
results, because the changes in the NIXSW profile induced by the non-dipole

terms are not accounted for.
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Figure 4.15 : Schematic representation of asymmetric angular distribution

Diagram showing asymmetric angular distribution (blue dashed line) produced by equation 4.4,
compared to symmetrical (black solid line) from equation 4.3.
Green lines indicate electrons emitted towards CHA for each geometry.
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Also shown are the three regions of the NIXSW profile illustrating where
a travelling or standing wave is present.




It is possible to rewrite the standing wave equations to compensate for the non-
dipole terms, to allow the “correct” values for the coherent position and
coherent fraction to be determined. Assuming photoemission detection of the
standing wave, an expression for the signal detected at a specific direction can

be written as [4.13]:

2

£y exp (i(¢ ~27H.1)) x ( flexp (k. D)A,, . pli)| (4.5)

Sg% oC <f|exp(iko.r)An.p,i>+ £

The k term is the photon wavevector, the r term the electron position vector,
with the subscripts O and H referring to the incident and reflected X-rays
respectively, A is the polarisation vector for the photons, ¢, the relative phase

of the reflected wave, and En/E, is the square root of the reflectivity.

Assuming normal incidence to the scatterer planes, equation 4.5 in the dipole
approximation reduces to a photoemission signal which is directly proportional
to the standing wave intensity. However, the effects of non-dipole excitation
need to be included. This can be achieved by including a parameter (Q) which
measures the forward/backward asymmetry induced by non-dipole interactions.
Q is defined so that the ratio of the photoemission intensity for ¢ values of 0°
and 180° is given by (1+Q)/(1-Q). Q lies within the range -1 to +1, and in the
case of pure dipole interactions it is 0. Using this formalism it is possible to
separate out the key angular dependence components of the two matrix

elements in equation 4.5 to produce equation 4.6.

Z—; | M(1-0)Y2JR exp(i(¢—27H.r)) M(1+ Q)% 2 (4.6)

Where M contains all other aspects including the angular dependence relative
to the polarisation vector (A), which as it lies in the same direction for both the
incident and reflected waves in the NIXSW experiment, it is identical for both

components. Expanding this gives

52



Z_goc(l—Q)+R(l+Q)+2«/E(l—Q2)%COS(¢‘2”H°r) *.7)

For Q equals zero, equation 4.7 reduces to the normal expression for the
standing wave intensity given in section 2.6.3. If a distribution of adsorber
layer spacings (as shown in section 2.6.5) is included, then a modified form of

equation 4.7 is obtained.

Z—g oc(J-Q)+R(1+Q)+2\/Eﬁ0(1—Q2)% cos(¢—27r§—)(4.8)

H

Earlier it was shown that NIXSW profiles are normalised to values of 1.0 at
energies far away from Bragg (see section 3.5.1). Applying this normalisation

to equation 4.8 gives

Y
do . R(I+Q) 1+Q D
) 1+ —————(1 — =+ 24 Rfm(—-——-——l — QJ cos[¢ 27r———dH ) (4.9)

The 40° NIXSW data has been reanalysed using this modified expression. The
process was essentially similar Uto that discussed in sections 3.5.1 and 4.3.
Firstly, the copper LVV Auger NIXSW profile was fitted for an experiment
(using Q=0, as it is an Auger electron), then the iodine MNN Auger profile was
fitted using the values of the Bragg energy and instrumental broadening
determined from the copper fit (again using Q=0). For the fitting of the
photoelectron peaks the NIXSW parameters constrained at those of the
appropriate Auger peak, with only the new Q parameter varied to optimise the
fit. Examples of the fits obtained are shown in Figures 4.17 and 4.18, with the

resultant Q values given in Table 4.10.
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Figure 4.17 : (111) NIXSW fits from 400geometry to determine Q
The NIXSW data shown as markers, with the fits to determine Q shown as solid lines.
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Photoelectron Peak Q
Culsi, 0.00 £ 0.02
Cu2pip 0.12 £0.02

13p3n 0.03 £0.02
13dsp 0.22 +£0.02

Table 4.10 : Q values

For the 90° data, where the effects of non-dipole terms are removed, if the
same procedure as above is carried out to calculate Q values, all of the

photoelectron peaks give values that are approximately zero, as expected.

The Q value as stated earlier, is defined so that the ratio of the photoemission
intensity for ¢ values of 0° and 180° is given by (1+Q)/(1-Q). Using equation
4.4, which introduced the extra asymmetry parameters to the description of the
angular distribution, the forward/backward ratio is expressed as shown in

equation 4.10, which as shown is equivalent by definition to (1+Q)/(1-Q).

o A
]+{(5+7c0s2 6) sin6+ mj—)}
i

2
d- (4.10)

2 —
1—{(6+7cos2 6)sin+ M_B_])}

2

Equation 4.10 allows calculation of a Q value, assuming the values of B, & and
y are known. Unfortunately, the only experimental numbers available so far
exist only for relatively few atomic shells from the noble gases, Ar 1s, Kr 2s
and Kr 2p [4.14, 4.15]. However, theoretical values do exist for most of the
atomic shells of all the noble gases [4.16]. Whilst, no values at all exist for
iodine, it is possible to use the theoretical values for Xenon, next to iodine in
the periodic table, to calculate Q values for the I 3ps, and I 3ds;, photoelectron
peaks. In order to do this it is necessary to scale the asymmetry parameters
from Xenon to match the energies used in these experiments, as the parameters
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are energy dependent. This process has been discussed elsewhere [4.2]. The Q
values calculated were 0.03 for the I 3ps;, and 0.22 for the I 3dsp. These are in

excellent agreement with the values found experimentally in Table 4.10.

Using the new formulation of the standing wave equations, it should be
possible to fit NIXSW profiles obtained from any photoelectron peaks at any
energy. However, it is necessary to know the Q value, which is energy
dependent. In some cases in might be possible to calculate a value from first
principles as discussed above. However, if the relevant Auger peak is
recordable, then the Q value for that element, at that Bragg energy can be
easily determined, as with the experiments here. If neither of these option are
available, a further option is to produce an overlayer where the coherent
fraction is zero. This allows the data to be fitted directly to obtain the Q value.
This method relies on producing a truly incoherent surface and has been used
in chapter 5, which describes a NIXSW study of cadmium iodide adsorbed on
copper(111). Zegenhagen [4.10] proposed another method by which you could
record NIXSW profiles at two energies, one where the dipole approximation is
valid, and one at a higher energy where it breaks down. These experiments
show that even for the lowest energy reﬂection-from copper(111) the dipole

approximation is not valid, therefore Zegenhagen’s method would not work.
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Part 2 : Structure determination for

Copper(111)-(\V3xV3)R30"-Iodine using NIXSW

4.6.0 Introduction

This part of the chapter uses the NIXSW data described in part 1, to perform a
structure determination for the copper(11 1)-(\/3X\/3)R30°-Iodine surface.
Before examining the experimental results, it is worth considering the literature
on similar systems. Halogen adsorption commonly produces a (\/3x\/3)R30°
overlayer structure on fcc(111) metal surfaces, for coverages of 1/3 of a
monolayer. This section will concentrate on the studies of iodine (‘I3X\/3)R3OO
adsorption structures on Cu(111) and Ag(111). Ag(111) is included since the
structures observed on the two metals are very closely related. A review by
Jones [4.17] contains details of these, and many of the structures observed for

halogen adsorption on metal surfaces.

4.6.1 Copper(111)-(V3xV3)R30"-Todine

Citrin et al [4.18] used surface extended X-ray adsorption fine structure
(SEXAFS) measurements to examine the copper(l11)—(\/3X\/3)R3O°-Iodine
structure, formed by room temperature adsorption of iodine vapour. SEXAFS
data was recorded for the iodine overlayer and for bulk copper iodide (which
was used as a reference). The SEXAFS data was recorded at two sample
geometries, one with the synchrotron polarisation direction parallel to the
surface and the other nearly perpendicular. The ratio of the two polarisation
dependent SEXAFS data was compared with theoretical calculations to enable
the adsorption site to be determined. The three-fold co-ordinated hollow sites
were found to be the preferred site. However, it was not possible to distinguish

between the fcc or hep sites.
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NIXSW has also been used to study this system. Ithnin et al [4.1] (see section
4.1.1) formed the copper(l1 1)-(\/3xV3)R30°-Iodine structure by thermal
decomposition of a cadmium iodide multilayer [4.9]. NIXSW data was

recorded for the (111) and (111) reflections using the copper Auger, iodine
Auger and iodine 3p3» & 3dsp photoelectrons. The (111) data was used to

show that the iodine adsorbs in the three-fold hollows, again agreeing with
Citrin. The (111) data was used to perform a triangulation to determine which

of the hollow sites was involved. However, the (111) data gave very low
coherent fractions indicating probable multiple site adsorption (see section
2.4.5). Analysis of the data using the Argand diagram construction for NIXSW
(see section 2.4.5) showed that the iodine actually adsorbs in a mixture of the
two three-fold hollows. The hcp sites were slightly preferred over the fec sites,
with the ratio calculated at 60:40 %.

4.6.2 Silver(111)-(Y3x\3)R30%Iodine

Citrin [4.19] also studied the silver(11 1)-(\/3x\/3)R30°-Iodine structure formed
using adsorption of iodine vapour at room temperature. SEXAFS data showed
similar results to iodine adsorption on copper(111), with the adsorption site
determined to be the three-fold hollows. Again it was not possible to determine

which of the hep or fce hollows was involved.

Forstman et al [4.20] studied this system in an early demonstration of the
LEED I(V) technique. The (\/3xV3)R30°-iodine structure was again prepared
by room temperature adsorptioﬁ from iodine vapour. The model of the
overlayer chosen consisted of one iodine atom to every three silver atoms.
Comparisons between the experimental and theoretical profiles showed that the

fce hollows were the preferred adsorption site.

Maglietta et al [4.21] performed a repeat LEED I(V) analysis for the
silver(l11)-(\/3x\/3)R30°-Ioidine structure. They had difficulty preparing a

suitable structure using room temperature adsorption as employed by the
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previous studies. Although room temperature adsorption produced the required
(¥3xV3)R30° LEED pattern, it was adjudged not to be sharp enough to perform
a reliable LEED I(V) analysis. lodine vapour was consequently adsorbed onto
the surface at elevated sample temperatures of between 100 - 150 °C to surface
coverages above 1/3 monolayer. The sample was then heated for short periods
to higher temperatures until LEED/AES showed that the (V3xV3)R30%Ioidine
0.33ML structure had formed. The LEED I(V) analysis was more sophisticated
that that of Forstman. The initial model tested was that proposed by Forstman,
with the iodine atoms distributed over a (V3xV3)R30° net on an undisturbed
silver (111) surface, and the iodine adsorbed in the fcc hollow sites. The
theoretical fits however, did not produce a satisfactory match to the
‘experimental data. The best model involved occupation of both the fcc and hep
three-fold hollows, in different regions of the surface. The model produced
results indicating that between 55-70 % of the iodine is adsorbed in the fcc
hollow sites, with the balance in hcp sites. It was stated that although these
results appear to be in contradiction to other studies of this system, it was
probably the result of the different sample preparation method, which resulted

in a different (\/3x\/3)R30°-I structure than had been studied previously.

4.6.3 Copper(111)-(N3xV3)R30°-Chlrorine & Bromine

A system which shows similar behaviour to the iodine adsorption systems
described above, is the co-adsorption of chlorine and bromine on copper(111)
[4.22]. Each species is capable of forming a (\/3x\/3)R30° structure on
copper(111) at coverages of 1/3 of a monolayer [4.17]. For the pure
copper(lll)-(\/3x\/3)R30°—Chlorine structure, the chlorine is known to be
located in the fcc hollows from NIXSW and photoelectron diffraction data
[4.17]. For this study the mixed halogen surface structure was prepared by the
dissociation of 1-bromo-2-chloroethane on a copper(111) surface [4.22]. The
total halogen concentration was believed to be 0.33ML with equal amounts of
chlorine and bromine, which were assumed to be randomly distributed on a

regular (V3xV3)R30° mesh with one halogen atom per unit mesh. NIXSW data
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was recorded using the (111) and (111) reflections at 2976 eV. The fitting of
the data showed that mixed site adsorption was occurring. The data was fitted
to allow mixtures of the fcc and hep hollows. The results showed a preference
for the fec hollows for both halogens. Chlorine had a fcc:hep ratio of 75:25,
with bromine giving 80:20.

4.7 Experimental results and discussion

The structure determination was carried out using the average coherent
positions and coherent fractions for a selection of the data only, to remove any
profiles considered to unreliable. For the (111) data, only NIXSW profiles
collected from Auger peaks with the analyser in the 40° geometry were used,
due to the Q factor affecting the photoelectron peaks. No data was used from

the 90° analyser geometry due to the poor signal to noise ratio. For the
(111)data, the data from the Auger peaks from the 40° data was averaged with
all the data from the 90° geometry. This maximised the amount of data

available, whilst removing any effects caused by Q or poor signal. The

resultant averages are shown in Table 4.11.

(111) (-111)
Atom Coherent Coherent Coherent Coherent
position fraction position fraction
Copper 1.0* 0.83 £0.05 1.0* 0.82 £0.05
TIodine 0.04+£0.02 | 0.77+£0.05 | 0.85+£0.02 | 0.42£0.05

Table 4.11 : NIXSW results used for structure determination

(* = value fixed)

Table 4.11 shows the copper substrate produced an average coherent fraction
of 0.85 % 0.05 which is consistent with a well-ordered surface. The iodine
Auger results for the (111) data give a coherent fraction of 0.77 + 0.05, which
is comparable to that of the copper substrate, thereby indicating that the iodine
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atoms in the overlayer are not randomly located. However, for the (111) data,

the iodine coherent fraction reduces to 0.42 + 0.05. One possible explanation is

that the disorder in the (111) planes is higher than that of the (111) planes.
However, the most likely possibility is mixed site adsorption as discussed in

section 2.4.5.

Using the copper(111) layer spacing of 2.08 A and the iodine coherent position
for the (111) data of 0.04 £ 0.02, the (111) Cu-I layer spacing is calculated as
0.08 £ 0.05A (0.04 x 2.08). This value is too small to be the “true” layer
spacing and would produce an unrealistic nearest neighbour distance. The
reason is, as described in section 2.4.5, because NIXSW only allows the
determination of adsorbate layer spacings relative to the extended bulk planes
of the copper. Therefore, the actual layer spacing can be 0.08 A or (0.08 +
2.08) A or (0.08 + 2 x 2.08) A etc. However, only a distance of 0.08 + 2.08 or

2.16 A, gives sensible values for the Cu-I distances.

Using the iodine (111) layer spacing of 2.16 A the Cu-I distance for various
adsorption sites was calculated, assuming no reconstruction or relaxation of the

copper surface. These are shown in Table 4.12,

Site Cu-I distance / A
Atop 2.16
Bridge 2.51
3-fold hollow 2.61

Table 4.12 : Cu-I distances

The SEXAFS data by Citrin [4.18] gave a Cu-I distance of 2.66 A, Ithnins [4.1]
data, which concluded that the three-fold hollows were the adsorption site gave
a Cu-I distance of 2.63 A. This suggests adsorption is at the three-fold hollows
as expected, although the bridge sites are still probably within the range of

experimental error.

60



Using the equations described in section 2.4.5 and the experimental (111) layer
spacing, the expected layer spacings for the various adsorption sites relative to
the (111) planes were calculated. This produced the distances listed in Table

4.13. (Note that the distance for the bridge sites is the resultant distance that
would be observed by NIXSW, see section 2.4.5.)

Site Calculated (111) distance / A
Atop 0.72
Bridge 1.76
Fcc 3-fold hollow 2.11
Hcp 3-fold hollow 1.41

Table 4.13 : Calculated (111) layer spacings

The experimental (111) coherent position as listed in Table 4.11, was 0.85 +

0.02, giving an experimental (111) layer spacing of 1.77 + 0.05 A (2.08 x
0.85). At first glance Table 4.13 would therefore appear to imply that the
iodine atoms occupy the bridge sites. However, as described in detail in section
2.4.5, because of the symmetry of bridge sites, the maximum possible coherent
fraction for an adsorbate in bridge sites is only 0.33. The experimental coherent
fraction was 0.42 £ 0.05 (see Table 4.1 1), significantly higher than this, thus

ruling out the bridge sites.

The atop site is definitely ruled out, as its calculated (111) layer spacing is
obviously too far from the experimental data. None of the remaining sites
immediately appears to fit the data, however if an Argand diagram is
constructed (see section 2.4.6 and Figure 4.19) plotting the (111) vectors for
fecc and hep hollow adsorption sites together with the experimental data, it

becomes clear that as with Ithnins results [4.1], a mixture of iodine adsorption

in the fcc and hep hollows is the only possible model for the NIXSW data.
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Figure 4.19 : Argand diagram construction for
(111) experimental data and possible adsorption sites




Instead of drawing out Argand diagrams by hand to determine the percentage
occupation of each adsorption site, a new approach has been used. A simple
Fortran 77 program (see Appendix) was written to model the Argand diagram
construction. It calculates the resultant vector produced by combining all
combinations (in steps of 1 %) of fcc and hcp hollows using simple
trigonometry. A sample of the results generated by the program is shown in
Table 4.14.

% fcc % hcp Coherent | Coherent
position fraction
80 20 0.97 0.72
60 40 0.89 0.53
50 50 0.85 0.50
40 60 0.89 0.53
20 80 0.72 0.72

Table 4.14 : Adsorption site calculation results

As shown in Table 4.11 the (111) coherent position was 0.85 + 0.02, the
nearest match from the computer program results, as shown in Table 4.14, was
a mixture consisting of 50 + 3 % fcc sites and 50 + 3 % hcp sites. However, the
coherent fraction determined from the program is 0.50, this is higher than the
experimental value of 0.42 + 0.05. This is due to the fact that the vectors for
the individual sites in the program assumed perfect order. If these are first
reduced by a factor of 0.8, which is an approximation of the possible coherent
fraction for the components (from the (111) coherent fraction of 0.77 + 0.05) ,
then the calculated coherent fraction becomes 0.40, much closer to the
experimental value. Obviously the coherent position calculated and hence the
percentage occupations remain unchanged as the length of vectors are reduced
by the same amount and hence the direction of the resultant vector is

unchanged.
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These results show that iodine is forming a mixed-site overlayer, however for
an ideal (V3xV3)R30° overlayer there is only one adsorbate atom per unit cell
and therefore all adsorbate atoms would have to occupy the same site. The

various possibilities for domains etc. were discussed by Ithnin [4.1].

As shown in section 4.6.1, Ithnin [4.1] calculated a different percentage
occupation, with a mixture of 40 % fcc and 60 % hcp. In order to compare two
studies, the results from Ithnins work were processed using the new Fortran
program. The computer produced a result indicating a mixture of 40 + 3 % fcc
and 60 £ 3 % hcp, confirming Ithnins conclusions, but this produces an
obvious disagreement with the structure derived here. The first possibility is

that the different answers are simply the result of experimental error. Ithnins

(111) coherent position was 0.795 + 0.05, the data here produced 0.85 + 0.03.
If experimental errors were the cause then it is possible that the two studies
produced results from identical surfaces. However, if a graph is drawn (Figure
4.20) with Ithnins data (cp 0.795, f;, 0.457) compared to the data here (cp 0.85.
feo 0.42), it is clear that the two sets of parameters actually originate from very
different looking NIXSW profiles. This suggests that the actual structures
studied in each case were different. The study by Maglietta [4.21] on silver
used elevated surface temperatures, and the overlayer was found to consist of a
mixture of fcc and hep hollows. Maglietta suggested that the mixed overlayer
was the result of the different surface preparation method used. Therefore, it is
possible that a different structure has been produced here due to a different
surface preparation. In theory the same method as Ithnin was used to generate
the surface, but the most likely variable is the surface temperature. In
conjunction with Maglietta’s results this suggests that the preferred adsorption
site for iodine is the fcc hollow as shown by Forstman [4.20]. But, that as the
surface temperature is raised there must be some exchange with the hcp
hollows. When the sample is cooled the exchange must be stopped due to an
energetic barrier which freezes out the ratio attained at the higher temperature.
This means that not only the maximum surface temperature reached, but the
cooling rate as well could influence the surface structure produced. Another

possibility for the variation in results is the state of the sample crystal.
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Differences in step density might lead to differences in ratios due to changes in
the domain structure of the overlayer. The results presented in chapter 5, also
show differences in the fcc:hep ratio for iodine on a copper(111) surface. More

discussion on this topic can be found in that chapter.
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4.8 Summary

This chapter presented a NIXSW study of the copper(111)-(V3xV3)R30°-Iodine
structure. Part one of the chapter examined difficulties with the fitting of
NIXSW profiles obtained from photoelectron peaks where the coherent
fractions and coherent positions obtained do not necessarily agree with those
obtained via an Auger electron of the same species. A novel NIXSW
experiment was performed where the data was collected in two geometries, one
with the analyser at 40° to the X-ray beam, the other with the analyser at 90°.
The 40° data was shown to be affected by non-dipole terms in the
photoemission process resulting in changes to the NIXSW profiles generated
by photoelectron peaks. The non-dipole terms could not affect the 90° data
because the collection geometry was insensitive to the changes produced by the
non-dipole terms. An updated NIXSW expression was developed that allowed
quantification of the non-dipole terms. This parameter, termed Q was found to
be 0.00 for Cu 2syp, 0.12 for Cu 2p3p, 0.03 for I 3ps; and 0.22 for I 3dsp.
Comparisons were made with calculated values of Q, using extrapolated

asymmetry parameters from Xenon orbitals.

Part two used the NIXSW data to perform a structural analysis for this surface.
The data was used to show that the jodine was adsorbed in essentially equal
amounts in the fcc and hep hollows, the calculated mixture was 50 + 3 % fec
and 50 + 3% hcp, at a height of 2.16 A above the copper surface. This structure
was observed to be different from that determined from previous studies. No
definite conclusion could be drawn as to the reason for the change in ratio,
although temperature during surface preparation and the state of the crystal

surface were considered.

65



Chapter 5: A Normal Incidence X-ray Standing Wave
study of Copper(11 1)-(\/3X\/3)-R30°-‘/2(Cd12)

5.0 Introduction

This chapter presents a NIXSW study of the structure produced by the
adsorption of a cadmium iodide (Cdl,) monolayer on a copper(111) surface.
The only relevant study was performed by Ithnin [5.1]. LEED and AES were
used to follow the adsorption and desorption of cadmium iodide on a
copper(111) surface. An important conclusion drawn from the study was that
during the initial stages of adsorption there was a surface phase of Y%4(Cdl,),
compared to multilayer adsorption where epitaxial growth of cadmium iodide
occurred. The structure of the '4(Cdl,) phase formed during initial adsorption
was considered to consist of a single layer of iodine atoms (0.33 ML) in a
(\V3xV3)-R30° arrangement, with 0.16 ML of cadmium. The cadmium was
assumed to be randomly located or the unit mesh would have been larger than
the observed (V3xV3)-R30°. It was postulated that the iodine was located in the
three-fold hollow sites, with the cadmium atoms located randomly in three-

fold hollows below the iodine.

The aim of this study was twofold, first of all it was to determine the structure
of the ¥2(Cdl,) surface phase using NIXSW. The second aim was to find Q
values (see chapter 4) for the some of the cadmium photoelectron peaks. As it
was expected that they would be of similar magnitude to the I 3d Q value

(0.22) as discussed in the last chapter, due to their shallow binding energies.
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5.1 Experimental methods

As with chapter 4 all experiments were carried out on beamline 6.3 of the SRS
at Daresbury Laboratory. Details of the beamline and the experimental UHV

chamber can be found in sections 3.2 and 3.2.1.

Before NIXSW experiments could be performed, it was necessary to
determine the correct exposure of cadmium iodide needed to form the Y(Cdl,)
monolayer structure. The previous study [5.1] had shown that the %(Cdl,)
surface contains exactly the same iodine coverage as the (V3xV3)-R30%Iodine
structure. The iodine surface was prepared by the same method used in chapter
4, by adsorption of a cadmium iodide multilayer followed by annealing to 473
K. A different cadmium iodide source & pellet was used, which meant the
operating temperature of the source was 473 K, lower than that in chapter 4. A
higher source temperature would have been preferential to allow shorter
adsorption times, however the pellet was producing gaseous contaminants
(H,0, CO,, CO etc) and even at 473 K the pressure in the chamber rose to
2x10” mbar, any higher source temperature would have produced too many

contaminants,

Following annealing to 473 K, LEED showed the expected (V3x\3)-R30°
LEED pattern. Electron induced AES of this surface showed only copper and

iodine peaks, no carbon, oxygen or sulphur contamination was observed.

Photon stimulated EDCs (hv = 3000 ¢V) were then recorded of the iodine

Auger and copper Auger with the sample in the(l11)position, to provide
accurate ratios for calibration. This determined an I:Cu peak-to-peak height
ratio of 0.29:1. All photon stimulated EDCs were recorded with the sample in

the same geometry to ensure reproducibility.

The copper(111) crystal was then cleaned and annealed again. Cadmium

iodide was adsorbed onto the surface for ~300 seconds at a time. In between
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adsorption cycles, photon stimulated EDCs at a photon energy of 3000 eV
were recorded of the copper and iodine Auger peaks, until the I:Cu ratio was
0.28 at an adsorption time of 2100 seconds. This value for the I:Cu ratio is
slightly lower than that for the pure iodine monolayer. This value was selected
since adsorbing beyond the monolayer structure would result in more than one
cadmium and iodine height above the scatterer planes which would have
complicated the NIXSW data. LEED of this surface produced a good (V3xV3)-
R30° pattern as expected. Photon induced Auger measurements showed that
the Cd:I ratio was 0.75:1, this value indicates that the stoicheiometry is the
same as multilayer growth, i.e. Cdl,, thereby showing that the surface formed
is indeed the ¥2(Cdl,) phase.

The sample was set-up for NIXSW as described in section 3.5.1. However, an
additional piece of apparatus had been fitted to the chamber, this was a
photodiode to measure the intensity of the reflected beam. The purpose of this
was to allow the determination of the non-structural parameters, i.e. the energy
broadening and the Bragg energy, instead of using the substrate NIXSW
profile. Due to experimental difficulties this was not used, however the sample
position was set so that the reflected X-ray beam from the crystal intersected
with the photodiode to produce a maximum signal for all experiments to
ensure a consistent geometry. The diode itself was placed as close as possible
to the beam entrance position, to make the scatterer planes as normal as
possible to the X-ray beam. In order to prevent the diode obstructing the X-ray
beam and reducing the X-ray flux at the sample, its side was coated with
fluorescent paint. Therefore, if a glow from it was observed then the sample

and diode positioning was repeated until no glow was observed.

As with the experiments described in chapter 4, both the (111) and(111)
reflections from the copper(111) surface at a photon energy of ~ 2963 eV were
used to record NIXSW profiles. EDCs taken of the Y%(CdL) structure were
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used to determine the binding energies of the photoelectron peaks and the

kinetic energies of the relevant Auger peaks, see Table 5.1 and Figure 5.1.

Auger Electron Photoelectron
Peak Kinetic Energy / eV Binding energy / eV
ON OFF ON OFF
CuLVV Auger 909 922 - -
Cu 2p,, - - 958 920
I MNN Auger 501 525 - -
Cd Auger 370 395 - -
Cd 3p,, - - 659 600
Cd 3d,, - - 413 397

Table 5.1 : Table of peaks and ON/OFF positions used

Note that the I 3d,, and the Cd 3p,, photoelectron peaks overlapped, hence
neither could be used. The I 3d,, photoelectron peak could have been used
instead, but it’s Q value was unknown, therefore it also was not used. The Cu
2p,, photoelectron peak was recorded to provide a test of the Q value

determined in chapter 4.

As noted in chapters 3 and 4 only four ON/OFF peak combinations could be
recorded within an individual NIXSW experiment. Since more than four peaks
were required, the experiment was repeated using a different set of peaks on
the same surface preparation with no sample movement, to ensure consistency.
At least three NIXSW scans were recorded for each peak for different surface

preparations to provide data averaging.

As stated in section 5.0, the cadmium 3ds, and 3p,, photoelectrons were
predicted to have a non-zero Q value. It was expected that the Q values would

be obtained by using the NIXSW parameters from the cadmium Auger profile
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Figure 5.1 : High resolution EDCs
AIlEDCs recorded at a photon energy of 3000 eV, with 0.2 eV increments.
Counting times were between 2 and 5 seconds depending upon the peak.




to fit the cadmium photoelectron peaks, as described in chapter 4. However, as
will be discussed later, the cadmium Auger NIXSW data was unreliable and
hence the cadmium photoelectron Q values could not be determined in .this
way. Another method which has been used to generate Q values [5.2] is to
create a disordered multilayer of a relevant compound that contains the
required atom. The reasoning behind this is that if the multilayer is disordered
then the coherent fraction will be zero. Hence, the NIXSW profile will only be
affected by the Q value. Performing a fit with a constrained coherent fraction
of zero, allows the Q value to be determined. However, this method cannot
simply be implemented to measure the cadmium photoelectron Q values, as
the only cadmium compound available during beamtime was cadmium iodide.
It was stated in section 5.0 that this grows epitaxially on copper as a bulk
compound [5.1] and therefore the coherent fraction would not be zero. In order
to force the cadmium iodide multilayer to be disordered, the copper substrate
was argon ion bombarded for 60 minutes (longer than the usual cleaning time
of 20 minutes), but the sample was not annealed resulting in a disordered
surface. It should be noted that a standing wave was still generated by the
sample, as only the surface layers were disrupted, the bulk structure remained
unchanged. A multilayer of cadmium iodide (~ 2.6 layers) was produced by

adsorbing for 180 minutes with the source temperature at 473 K. NIXSW
scans for both the (111) and (l_ll)reﬂections were then recorded for the
cadmium photoelectron peaks, the copper 2p,, photoelectron (the copper
Auger peak was not used, as the thick overlayer had caused the signal to

become too weak) and the iodine. MNN Auger to confirm that the overlayer

was disordered.
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5.2 Results

Figure 5.2 shows the (111) NIXSW experimental profiles for the various
cadmium peaks. The figure clearly shows that the three cadmium peaks do not
produce identical proﬁles. The cadmium photoelectron peaks are affected by
non-dipole terms as with the iodine photoelectron peaks in chapter 4. All the
cadmium profiles look very similar to that of the copper substrate (see Figures
5.6 and 5.7) indicating that the cadmium layer spacing must be close to a

multiple of the copper layer spacing.

Figure 5.3 shows the(111) NIXSW experimental profiles for the cadmium
peaks. Again the cadmium photoelectrons produce profiles that differ from
that of the cadmium Auger. However, the cadmium Auger appears to have a
distinctly different shape from that of the cadmium photoelectrons. This can be
proved by first fitting the cadmium Auger profile (using the non-structural
parameters from the substrate fit) and then using the NIXSW parameters
obtained to fit the cadmium 3d,, profile. This has been done and is illustrated
in Figure 5.4. The fitting parameters are shown in Table 5.2. Note that the only
variable in the fitting for the cadmium 3d,, peak was the Q value.

Peak Energy Coherent | Coherent Q Bragg energy

broédening position fraction /eV

Cu Auger 0.63 1.00* 0.85 0.00* 2972.2
10.03 ' +0.05 0.1

Cd Auger 0.63* 0.96 0.54 0.00* 2972.2*

1 0.02 +0.05
Cd 3d;, 0.63* 0.96* 0.54* 0.25 2972.2*
+0.02

Table 5.2 : Fitting parameters for Cd Auger and Cd 3d;, from Figure 5.4

* denotes constrained parameter in fit
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Figure 5.4 clearly shows that the cadmium 3d;, profile will not fit to the
NIXSW parameters obtained from the cadmium Auger profile, even allowing
for the Q value. Therefore, the two must have different inherent profile shapes.
The reason for the difference in the behaviour of the NIXSW profiles from the
cadmium Auger and photoelectron peaks is clearly very important and will be
discussed later (see section 5.3). This means that in order to determine the Q
values for the cadmium photoelectron peaks, the alternative method described
in section 5.1 was used. Figure 5.5 shows the iodine Auger and Cu 2p,,
profiles. As usual the copper profile was fitted first, in order to provide the
photon energy calibration and provide a value for the energy broadening
(using the Q value determined from chapter 4). However, these fits were not
as simple to perform as with the experiments in chapter 4. It was not possible
to fit the copper profiles with a fixed coherent position of 1.0. Figure 5.5,
shows two fits to the copper data, one with a fixed coherent position of 1.0 and
the other allowing the coherent position to vary in the fitting procedure. Table

5.3 contains the fitting parameters for the profiles in Figure 5.5.

Peak Energy Coherent | Coherent [ Q Bragg energy / eV

broadening | position | fraction

Cu 2py, 0.42 1.00* 0.83 | 0.12% 2962.8
+0.03 +0.05 +0.1

Cu 2p,, 0.54 0.17 0.79 | 0.12* 2963.2
+0.03 +0.02 | +0.05 +0.1

T Auger 0.54* 0.92 0.08 | 0.00 2963 2

+0.02 1 0.05

Table 5.3 : NIXSW parameters for Cu 2p,, and I Auger for Q experiment

* denotes constrained parameter in fit
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It is immediately apparent that the variable coherent position (0.17 + 0.02)
produces a better fit to the copper 2p,, experimental data. This is due to the
effect of the bombarding of the surface to produce the disordered cadmium
iodide overlayer. This produces a layer of disordered copper above which the
cadmium iodide was deposited, as illustrated in Figure 5.6. This means that the
NIXSW profile for the copper 2p,, photoelectron contains a significant
component that is from the disordered layer. However, because the copper
2p,, photoelectron has a large kinetic energy of ~ 2000 eV, it also has a large
mean free path. Therefore, there is still a significant component from the

underlying undisrupted copper single crystal.

The iodine Auger profile (see Figure 5.5 and Table 5.3) showed a very low
coherent fraction of 0.08 £ 0.05, which is close enough to zero to consider the
overlayer as disordered. The cadmium photoelectron peaks were then fitted
assuming the same coherent fraction as the iodine (0.08) and using the energy
broadening and Bragg energy determined from the Cu 2p,, fit (0.54 and
2963.2 — see Table 5.3). The fits produced are shown in Figures 5.7 and 5.8,

with Q values determined from the fits given in Table 5.4.

Peak Q
Cd 3p,p, 0.15+0.02
Cd 3d,, 0.29+0.02

Table 5.4 : Cadmium Q values

Before the NIXSW data for the %(CdlL,) structure was fitted, data averaging
was performed excluding any data which appeared spurious or unreliable. The
cadmium Auger peak results were averaged separately from the photoelectron
peaks to confirm that different results are obtained compared to the cadmium
photoelectrons. Again, the copper data was used to provide the energy

broadening and the Bragg energy, see Table 5.5. For the Cu 2p,,, photoelectron
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data, the Q value determined in chapter 4 was used (0.12). The average
coherent fraction for the copper substrate was found to be 0.84 + 0.01,
indicating an ordered surface. The results in Table 5.5 also show that the
copper Auger and photoelectron NIXSW profiles generate the same NIXSW
parameters, as expected using the Q value. The results of the data fitting for
the cadmium and iodine are shown in Tables 5.6 and 5.7. The Q values from
Table 5.4 were used to fit the cadmium photoelectron NIXSW data. An
estimation of the errors was made from the range of data obtained, as there
was insufficient data to warrant a full statistical analysis. Example of the

NIXSW profiles and fits are shown in Figures 5.9 and 5.10.

Peak Energy Coherent | Coherent Q Bragg

broadening | position | fraction energy
/ eV / eV

Copper 2p,, 0.48 1.00* 0.86 0.12* 2962.8
+0.03 +0.05 +0.1

Copper LVV 0.52 1.00* 0.82 0.00* 2962.8
Auger +0.03 +0.05 +0.1

Table 5.6 : Average results for copper NIXSW parameters from both

(111) and (111) reflections

* denotes constrained parameter in fit

Peak Coherent Coherent
position fraction
Cd Auger 0.05 + 0.02 0.74 + 0.05
Cd 0.08 + 0.02 0.68 + 0.05
photoelectrons
Todine 0.01 +0.02 0.76 £ 0.05

Tables 5.6 : (111) NIXSW results
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Peak Coherent Coherent
Position Fraction
Cd Auger 0.96 + 0.02 0.51+0.05
Cd T 085£002 | 025%0.05
photoelectrons
Iodine 0.77 £ 0.02 0.32+0.05

Tables 5.7 : (111) NIXSW results

5.3 Discussion

The first point to discuss about the data is the reason for the cadmium Auger
producing a different NIXSW profile compared to the cadmium
photoelectrons. Tables 5.6 and 5.7 above show that the NIXSW parameters
obtained from fitting the cadmium Auger are closer to the copper parameters
than the cadmium photoelectron parameters. The reason for this lies in the low
energy of the cadmium Auger and its method of production. It was stated in
section 2.6, that Auger electron yield can only bc.e used as a direct measure of
the standing wavefield, if all of the Auger electrons are generated by X-ray
excitation. Of course, Auger electrons can also be excited by electrons with
sufficient energy. This means that the cadmium Auger can also be produced
by interactions with high energy electrons emitted from the copper. The most
obvious of which are the copper photoelectrons. Therefore, the cadmium
Auger peak cannot be considered to be solely X-ray induced. This results in
the cadmium Auger NIXSW profile containing two' separate signals. The first
is produced by X-ray induced Auger emission which would produce the same
NIXSW parameters as the cadmium photoelectrons. The second is the electron
induced Auger emission, which as it is caused by the electron yield from the
copper, will produce NIXSW parameters the same as the copper. The overall
profile produced therefore results from a mixture of these two separate

elements, producing NIXSW parameters that are also a mixture. If the actual
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portion of the cadmium Auger electrons generated by the secondary electrons
was known, it might be possible to extract the “real” cadmium Auger NIXSW
profile from the data.

The next point to discuss is the adsorption sites for the cadmium and iodine
atoms. For the cadmium atoms, only the NIXSW parameters obtained from the
cadmium photoelectrons can be used for the structural analysis, due to the
difficulties with the cadmium Auger peak discussed above. Table 5.6, showed
that the cadmium photoelectrons produced a (111) coherent position of 0.08 +
0.02. This gives a (111) layer spacing for the cadmium of 0.17 £ 0.05 A As
with the results in chapter 4, this value is unrealistically small and requires the
addition of 2.08 A, one (111) layer spacing for the bulk copper (sée section
2.6.4). This makes the actual cadmium (111) layer spacing 2.25 £ 0.05 A
Using this value the Cd-Cu distances for various adsorption sites can be

calculated, see Table 5.8.

Site Cd-Cu distance /A

Atop 225
Bridge 2.59
Hollow 2.69

Table 5.8 : Calculated Cd-Cu distances

Given that the radii of cadmium and copper atoms are 1.48 and 1.28 A
respectively [5.3], this gives a theoretical bond length of 2.76 A. Table 5.8
shows that the closest match is the hollow sites. In order to test this, and to

determine which of the hollow sites is involved, it is necessary to use
the (1_1 1) NIXSW data. The experimental (111) layer spacing of 2.25 + 0.05 A

was used to calculate the expected distances relative to the (111) planes. This

produced the values in Table 5.9. Note that the value shown for the bridge
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sites is the resultant distance which would be observed by the NIXSW

experiment (see section 2.6.5).

Adsorption Site | Calculated (-111) Distance / A
Atop 0.75
Bridge 1.79
hep hollow 1.44
fec hollow 2.14

Table 5.9 : Calculated (i— 11) distances for various adsorption sites

The (111) coherent fraction for the cadmium was 0.85 = 0.02, giving a

(1—1 1) layer spacing of 1.77 + 0.05 A. Table 5.9 shows that the closest match is
for the bridge sites. Section 2.6.5 showed that for bridge site occupation the

maximum coherent fraction observable was 0.33. Table 5.7 shows that the

experimental (111) coherent fraction is indeed lower than this (0.25 + 0.05).
However, the (111) data discussed above showed that the hollow sites were
the probable location, as was suggested in the initial study of this system [5.1].
The only way for hollow sites to be involved is that multiple site adsorption is
occurring, as with the results in chapter 4, with a mixture of both the fcc and
hep hollow sites involved. Using the Fortran computer program described in
chapter 4 (see Appendix) to model the Argand diagram construction, a
theoretical set of NIXSW parameters was calculated assuming perfect order of
each component, for each combination of the hep and fec hollows from 0-100
% in 1 % steps. Table 5.10 shows the a selection of results from the

calculation.
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% fcc % hcp Coherent | Coherent
position | fraction
80 20 0.99 0.72
60 40 0.91 0.53
50 50 0.86 0.50
48 52 0.85 0.50
40 60 0.81 0.53
20 80 0.73 0.72

Table 5.10 : Calculated coherent position and coherent fraction for

various percentage occupations of fcc and hcp hollows

The closest match from Table 5.10 to the experimental (111) coherent position
gives a ratio that consists of 48 £ 3 % fcc and 52 + 3 % hep. However, the
calculation gives a coherent fraction of 0.5, which compares to the
experimental value of 0.25 £ 0.05. The reason is the assumption of perfect
order in each of the hollow sites contributions to the resultant vector in the
Argand diagram. The (111) coherent fraction from the cadmium NIXSW
profiles was only 0.68 + 0.05, much less than 1.0. Reducing the individual
components in the program produces a calculated coherent fraction of 0.34.
This is still higher than the experimental value, although it does lie within the
extremes of experimental error. The most probable explanation for the
difference is that the NIXSW data was all collected at room temperature. This
means that there could be considerable vibration & movement of the cadmium

atoms resulting in a lowering of the coherent fraction. Another possibility is

that there is more disorder relative to the (111) planes than there is relative to

the (111) planes [5.4].

For the iodine atoms, the (111) coherent position was 0.01 + 0.02, giving a
layer spacing of 0.02 £ 0.05 A. Therefore, as with the cadmium atoms, it is

necessary to add 2.08 A, the bulk (111) copper layer spacing, to give a realistic
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(111) layer spacing for the iodine of 2.10 £ 0.05 A. The I-Cu distances were

calculated using this layer spacing and are shown in Table 5.11.

Site Calculated I-Cu distance / A
Atop 2.10

Bridge 2.45

Hollow 2.56

Table 5.11 ; Calculated I-Cu distances

Given that the radii of iodine and copper atoms are 1.34 A and 1.28 A [5.4],
this gives a theoretical I-Cu distance of 2.61 A. As with the cadmium atoms,
the closest match is for the hollow sites. Note, however that the estimation of

the iodine atom size is sufficiently poor, that the bridge sites cannot be rules

out on this basis. Therefore, as usual it is necessary to use the (1_1 ) NIXSW

data to completely define the adsorption site for the iodine atoms.

Using the (111) layer spacing of 2.10 + 0.05 A for the iodine atoms, the

expected distance relative to the (1—1 1) planes was calculated using the

equations given in section 2.6.4. The distances produced are shown in Table

5.12.

Adsorption Site | Calculated (-111) Distance / A
Atop 0.70
Bridge 1.74
hcp hollow 1.39
fcc hollow 2.09

Table 5.12 : Calculated (fl 1) layer spacings
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Table 5.7 gave the (111) coherent position for the iodine as 0.77 + 0.02, which

makes the (111) layer spacing 1.60 =+ 0.05 A. Table 5.12 shows that the atop
site can immediately be ruled out as its layer spacing is clearly too small. The
closest match is for the bridge sites, however they can also be ruled out

because the experimental coherent fraction for the iodine is too large for

bridge site occupation. Note, that although the (1_1 1) iodine coherent fraction of
0.32 £ 0.05 is less than the maximum observable for bridge site occupation
(see section 2.6.5). The effective coherent fraction for the iodine would be
0.97 (0.32/0.33). This is much higher than the observed (111) coherent
fraction of 0.76 + 0.05, thereby ruling out the bridge sites.

The only remaining solution is again a combination of the fcc and hcp
hollows, as for the cadmium atoms discussed earlier, and for the results
described in chapter 4. The Fortran program (see Appendix) was again used to
model the Argand diagram construction to determine the ratio between the two
hollow sites. As with the cadmium atoms, the initial calculation assumed
perfect order in the components before calculating the resultant vector. The

results generated are shown in Table 5.13.

% fec % hcp Coherent | Coherent
position fraction
80 20 0.96 0.72
60 40 0.89 0.53
50 50 0.84 0.50
40 60 0.78 0.53
37 63 0.77 0.55
20 80 0.71 0.72

Table 5.13 : Site occupation calculation for I in %2(Cdl,)
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Table 5.13 indicates that the closest match to the experimental data is a ratio
that consists of 37 £ 3 % occupation of the fcc hollows and 63 = 3 %
occupation of the hcp hollows. Reducing the coherent fraction of the
components before calculating the resultant by the (111) coherent fraction of
0.76, produces a calculated coherent fraction of 0.41. Again, this is higher than
the experimental value of 0.32, but as with the cadmium data was taken at
room temperature so some vibration and movement would be expected.

Although as stated earlier it is quite common for there to be more disorder

relative to the (1_1 1) planes [5.4].

It was stated earlier that the Y2(Cdl,) surface consists of 0.33 ML of iodine,
with 0.16 ML of cadmium. The LEED pattern was shown to be (¥3xV3)-R30°.
Chapter 4 showed that iodine adsorption on copper forms a (V3xV3)-R30°
structure with the iodine atoms located in a mixture of the fcc and hep
hollows, also with an associated jodine coverage of 0.33 ML. The structure
formed by the Y4(Cdl,) layer, is therefore assumed to have iodine in a (V3x\3)-
R30° arrangement. The NIXSW results presented show this adsorbs in mixed
hollow sites, consisting of 37 + 3 % in the fcc hollows with the remainder of
63 + 3 % in the hcp hollows. The cadmium atoms as shown earlier also adsorb
in a mixture of the three-fold hollow sites (48 £ 3 % fcc and 52 + 3 % hcp),
however the cadmium must be randomly located, because of it’s lower surface
coverage. If the cadmium had formed an ordered structure then the unit mesh
for the structure -would have been larger, which would have changed the
observed (V3xV3)-R30° pattern. Figure 5.11 shows a schematic diagram of the
structure proposed for this system (produced using a freeware ray-tracing
program [5.5]). As discussed by Ithnin [5.6], a perfect (\/3x\/3)R30° structure
should consist of one domain, with the adsorbate in one adsorption site. The
data for the iodine clearly shows that this is not the case, as with the results in
chapter 4. Ithnin [5.6] also discussed the need for further experiments to

determine the cause of the mixed site adsorption.
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Figure 5.11 : Proposed structure for Cu(111)-%2(Cdl,)
Diagram shows copper atoms as green, iodine as red and cadmium as blue.
Only one domain of the (V3xV3)R30° iodine lattice is shown, with the iodine
only shown to adsorb in one type of hollow site. The cadmium is randomly
located in the three-fold hollows as shown (note cadmium coverage is not
identical to that depicted in the diagram).




A further NIXSW experiment was performed after annealing the Y4(CdL,) layer
to 473 K. The purpose of this was to force the formation of the copper (111)-
(V3x\3)R30%iodine surface, to allow comparison of the fcc:hep ratio for the
iodine. Following annealing the surface produced the expected (\/3X\/3)R3Q°
LEED pattern. Photon stimulated EDCs (at a photon energy of 3000 eV)
showed only iodine and copper peaks. No cadmium signal remained, and no
contamination was observed. However, the I:Cu Auger peak-to-peak height
ratio had fallen from 0.28:1 to 0.17:1. The drop in ratio is approximately 50 %,
suggesting the cadmium desorbed from the surface in the form of CdI,, taking

0.16 ML of iodine with it. NIXSW data was recorded for this new surface
using the iodine MNN Auger and copper 2p,, peaks for the (111)reflection
only. This was because the (111) NIXSW profiles recorded for both the Cu-I
and Cu-'2(Cdl,) surfaces gave approximately identical (111) layer spacings.
The NIXSW data recorded and fits are shown in Figure 5.12. The results from

the fitting process are shown in Table 5.14.

Peak Energy Coherent Coherent Q Bragg
Broadening position fraction energy
/ eV / eV
Cu2p,, | 0.53%£0.03 1.00* 0.84+0.05 | 0.12° |2962.9+0.1
I Auger 0.53* 0.96+0.02 | 0.62+0.05 | 0.00° 2962.9*

Table 5.14 : Results for annealed 2(Cdl,) layer

* denotes value constrained in fit

The experimental (111) coherent position of 0.96 + 0.02 gives a(111)layer
spacing of 2.00 £ 0.05 A. This is significantly different to the 1.60 + 0.05 A
found. for the 2(Cdl,) structure and for the Cu-I results from chapter 4 which
gave 1.77 + 0.05 A and from Ithnins results for the Cu-I system which gave
1.65 + 0.05 A. Of course, with such a large difference in the(111)layer

spacing a large change would be expected in the adsorption site. As
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