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Abstract 

 

Two novel approaches to particle size measurement are investigated; these are 

designated as Particle Movement Displacement Distribution (PMDD) method and 

Separated Multiple Image Technique (SMIT). An advantage of these methods 

compared with the established particle sizing methods of Static Light Scattering 

(SLS) and Dynamic Light Scattering (DLS) is that PMDD and SMIT do not suffer 

from the intensity weighting problem that affects SLS and DLS. 

 

The performance of the PMDD method is examined through computer simulations 

and through analysis of pre-existing experimental data. The SMIT method is 

investigated through computer simulations and through the construction and use of an 

optical system.  

 

The ability of both methods was measured through the assessment of an ‘area error’ 

measure which gives an estimate of the accuracy of a recovered particle size 

distribution. This area error measure varies between 0 and 2; with 0 corresponding to 

a perfectly recovered distribution.  Typically a good inversion of DLS data can 

achieve an area-error value of 0.32 to 0.34 and this figure (along with the recovered 

mean particle size and standard deviation of the distribution) was used to judge 

quantitatively the success of the methods.  

 

The PMDD method measures the centre of individual particles in each image. A 

vector histogram is formed based on the connection between the centres in the first 

image and the centres in the next image. This vector histogram contains information 
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about the particle size distribution. A maximum likelihood data inversion procedure is 

used to yield a particle size distribution from this data. 

 

The SMIT method is similar to the Static Light Scattering (SLS) method, but it 

combines angular dependent intensity method and individual visualisation method 

together to recover individual particle sizes without an intensity weighting. A multi-

aperture mask and wedge prisms are utilised in this method to capture particle images 

formed from light scattered into a number of selected directions. A look-up table is 

then used to recover the individual particle sizes, which are then formed into a 

histogram. 

 

For the PMDD method, computer simulation results established the optimum values 

for parameters such as the time interval between frames, the exposure time and the 

particle concentration and also investigated the effects of different noise sources. For 

mono-modal size distributions, the PMDD method was shown through computer 

simulation to be capable of recovering a particle size distribution with an area error of 

around 0.27 which compares well with the typical DLS result.  PMDD results were 

also recovered from mono-modal experimental data with mean particle sizes close to 

the manufacturers quoted particle mean size. However, recovery of bi-modal 

distributions was found to be not so successful; for bi-modal distributions, the 

recovered distributions generally had only a single peak, which, of course gives a very 

poor area-error figure. This result compares poorly with the particle tracking method 

‘Nano Particle Tracking Analysis’ which is able to recover bi-modal distributions. For 

this reason further research was concentrated on an image intensity method (SMIT). 
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For the SMIT method, computer simulation results established the optimum values 

for parameters such as the particle concentration and also investigated the effects of 

different noise sources and of aberrations in the optical system. The SMIT method 

was shown through computer simulation to be capable of recovering particle size 

distributions for both mono-modal and bi-modal distributions. The area error values 

obtained were in the range 0.24 to 0.45, and most of the results are good compared to 

the DLS value.  

 

The major problem with the SMIT method was found to be the presence of a small 

number of recovered particle radii much larger (or smaller) than the true sizes. These 

errors were attributed to ambiguities in the look-up table system used to convert the 

relative intensity data values into particle sizes. Two potential methods to reduce the 

influence of these ambiguities were investigated. These were, firstly by combining 

Brownian motion movement data from tracking individual particles over a few frames 

of data, and secondly by combining an estimate of the total scattered intensity from a 

particle with the normal SMIT data to constrain the look-up procedure.  

 

In computer simulations both approaches gave some improvement but the use of the 

total scattered intensity method gave the better results. In a computer simulation this 

method managed to improve the area-error from 0.37 for SMIT alone to 0.25 for 

SMIT combined with this extra information. 

 

Based on the success of these computer simulation results, an experimental SMIT 

system was constructed and tested. It was found necessary to first calibrate the optical 

system, to account for the different optical transmission coefficients of the different 
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prisms/optical paths. But using a particle sample with particles of known size to 

calibrate; other particle sizes were successfully recovered from the experimental data 

using the original SMIT data processing. A majority of the recovered particle radius 

were close to the manufacturers quoted particle mean radius. 

 

Attempts to implement the total intensity approach to enhance the SMIT were found 

not be successful due to the difficulty in measuring the small displacements in particle 

positions required with sufficient accuracy. A possible alternative design to overcome 

this problem is suggested in the future work section 7.2. 
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1 Introduction and Background Information 
Equation Chapter (Next) Section 1  

This chapter describes the importance of particle sizing in a number of application 

areas. It then reviews both non-optical and optical techniques and summarises the 

motivation and aims of the work in this thesis. It concludes with an outline of the 

thesis chapters.  

 

1.1  Particles; their Application and Characterization  

One definition of the word, particle is an extremely tiny portion of matter, such as an 

atom or electron in physics (1). However, the particles of concern in this thesis are 

nanoparticles, globules, proteins, colloids and larger specks of matter, up into the 

hundreds of microns. They exist in different forms; such as bubbles or droplets 

suspended in liquid, air or solid forms. Many particles exist around our daily life. 

Particle characterization is an attempt to describe a particle. Usually, it does not refer 

to the particles’ chemical makeup but to their sizes and shapes. There are many fields 

that rely heavily on particle technologies (4, 15, 18). 

• Food and drinks  

• Biotechnology  

• Chemical and cosmetics 

• Pharmaceutical: drug products 

• Environmental science 

• Metal, mining and minerals  

• Materials industry  
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The size of fine particles affects material properties in many different ways. For 

example, the sizes of particles affect the taste and feel of peanut butter and chocolate; 

sugar refining (15), and the dissolution rates of milk and coffee (2, 4). For some 

chemical products (liquids, suspensions, or emulsions), particle size impacts on the 

fluid flow, heat and mass, and the settling rates of larger particles also depends on 

their size and density. Therefore, particle size is a key indicator to improve the 

performance of chemical products. Samples are easily found in plenty of cosmetic 

products, including lipsticks, mascara, moisturisers, eye shadows, toothpastes etc. The 

skin should rapidly absorb moisturisers, and therefore the particle size should 

generally be less than 200nm. Particles are commonly used in the pharmaceutical 

area. Particle size is important for dissolution. Because small particles dissolve more 

quickly than larger ones, it determines drugs behaviour (3). Similarly, the 

specification of soil and sediments in the environmental industry also relies on 

particle characterization. Particle size determines the strength and stability of soil and 

properties related to transport and retention of water, heat and nutrients. In addition, 

particle characterization is crucial in the materials industry, which has an extremely 

diverse range of products. These include adhesive, ceramic material, building 

construction materials, polymers, plastic, rubber, paper, surface coasting, in 

automotive, aerospace etc (5).  Titanium dioxide used in papers defines the brightness 

of the finished product. The size distribution of particles determines the clarity of 

print (for toners) or surface finish, such as flat and gloss. In aircraft studies, the 

droplet size in a fuel spray defines the speed and efficiency of combustion, which 

directly influences engine performance (4). The extremely broad applications of 

particle characterization have led to particle analysis technique developing rapidly 

over the past few decades.  
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There are a number of parameters to characterise particles, such as size, shape, 

volume, density, refractive index and etc. The most common and important properties 

are size and shape. In industrial and commercial products, particles cover a range 

from a few nanometres to a few millimetres. However, this thesis focuses on the 

submicron range.   

Particles can be any shape, including spherical or irregular shape. If a particle is a 

sphere, it is easy to study. However, if it is irregular in shape, its characterisation is 

more complex. Normally, radius or diameter is used to describe spherical particles. 

For non-spherical particles, equivalent sphere approximations (equivalent diameter or 

equivalent radius) are employed to define the particles. There are lots of ways to 

define equivalent diameter. Table 1.1 illustrates some different ways to calculate 

equivalent diameters.  

                     Table 1.1:  Some Equivalent   Diameters 

Symbol  Name  Definition  

dv Volume diameter  Diameter of a sphere with the same volume as the 

particle.  

ds Surface diameter Diameter of a sphere with the same surface area as 

the particle. 

dd Drag diameter  Diameter of a sphere with the same viscous drag as a 

particle in a fluid at the same velocity. 

dsk Stokes’ diameter Diameter of a sphere of similar density having the 

same limiting velocity when falling under gravity in a 

viscous medium. 

dp Projected area  Diameter of a circle having the same area as the 

projection of the particle.  

Table 1.1: Some equivalent diameters (3). 
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Due to the different definitions and different methods, the equivalent sphere 

approximations may be different. How to choose a suitable equivalent diameter 

depends on different demands. If you wish to study the pigment covering power of a 

material, it is better to select projected area diameter as the equivalent diameter (3). 

 

1.1  Non-optical Particle Sizing Techniques  

There are a large number of particle analysis techniques, especially particle sizing 

techniques. Based on different techniques and theories, different instruments are 

designed to address specific problems and satisfy specific demand.  From hundreds of 

microns to a few nanometres, particles cover quite a large range. The properties of 

different sizes of particles change a lot. Therefore, finding one instrument or 

technique to suit every particle sizing need and solve all the particular problems, is 

impossible in practice. Some common particle sizing techniques have their own 

specifications and working ranges in order to suit particular demands and tasks (3, 4, 

6, 72). The most common non-optical particle sizing techniques used to date are: 

sieving, sedimentation, electrical zone sensing, and acoustic analysis. With the rapid 

development of lasers, electronics, optics and computing techniques, optical particle 

sizing techniques now play a crucial role in particle sizing analysis due to their high 

accuracy, rapid measurement time and ease of control. In this section, the traditional 

non-optical particle sizing techniques will be presented, whilst the optical particle 

sizing techniques are discussed in the following section. 
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1.1.1 Sieving  

Sieving is probably the oldest and simplest technique used for particle separation 

since Egyptian times. Since the 16th century, sieving has been in common use. It is 

used to classify powders into different size ranges.  In the mid-19th century, attributed 

to the high precision sieves made, sieving techniques became popular to size particles.  

In 1867, Von Rittinger (3, 6) introduced a system of using a series of sieves, starting 

with 75𝜇m and increasing in aperture by steps of √2,  known as √2  progression. There 

are lots of standards in different countries, but the international standard is based on 

√2 progression. Although sieving is an old and traditional particle sizing method, it is 

still an essential tool for particle sizing nowadays (3, 6).  

Different sizes of sieve are utilised to classify samples into two parts: the samples 

retained on the screens and the samples passed through them. In practice, according to 

sample sizes and their size distribution, five or six sieves are employed to sort 

particles. From top to bottom, the sizes of sieves are decreasing. Consequently, the 

samples can pass through them in sequence and be classified into different size ranges 

(4).  

Sieving is a relatively straightforward method with simple principles and equipment 

and it is low cost. The sieving technique is suitable for the following conditions (3):  

• The sample is fairly coarse, normally above 100  𝜇m. The holes can not be 

extremely small to classify very small particles. 

• The samples should be separated particles and can easily flow. 
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• The samples contain different densities (difficult for sedimentation), different 

refractive indices (difficult for light scattering) or are water-soluble or 

conductive (difficult for a Coulter counter).  

However, when particles are under the following conditions, it is better not to use 

the sieving method (3).  

• The samples are under 100𝜇𝑚. 

• The particles are fragile. 

• High precision of particle sizing is needed. 

• The powder easily acquires an electrostatic charge. 

• The particles are in the form of needles. When a particle passes through the 

sieve, it needs two dimensions of the particle smaller than the holes. However, 

if the third dimension is too long, according to weight and gravity theory, the 

particle will lie in the stable position. Thus, it is hard to pass through the holes 

and may cause an ambiguous result.  

 

1.1.2  Sedimentation  

A number of instruments have been devised for sedimentation. They generally depend 

on two conditions: a gravitational field (called gravitational sedimentation) or a 

centrifugal field (centrifugal sedimentation). According to their terminal velocity in 

the fluid, particle sizes can be deduced (3, 4).  

The relationship between settling velocity and particle size is described by Stokes 

law: 
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  (1.1) 

dsk is the Stokes’ diameter discussed in Table 1.1. The parameters 𝜼,  𝝊, 𝝆𝒔, 𝝆𝒍 and  𝒈 

represent the viscosity of suspension liquid, particle terminal velocity, particle 

density, liquid density and gravitational acceleration, respectively (3).  

There are two types of analysis methods for sedimentation: incremental and 

cumulative. The incremental method finds the size distribution by measuring the 

concentration of particles at a particular depth as a function of time, whereas the latter 

one finds the total amount of material, which has settled out as a function of time. 

According to the initial state of the samples, they can also be classified as line start or 

homogeneous methods. At the beginning, a line-start method prepares all samples on 

the top of sedimentation fluid, whereas a homogeneous method assumes that the 

samples are uniformly distributed in the fluid. Therefore, based on different 

combinations of force field, different measurement location in the fluid and different 

particle initial state, sedimentation instruments have different arrangements (3, 4, 7).    

Although it is one of the earliest and simplest techniques for particle sizing, it is 

widely used in some industrial areas such as paint pigment and drinks. Unfortunately, 

there are some limitations associated with sedimentation. All samples must have a 

low concentration and be within a certain size range in order to avoid interactions 

between particles and interference from other forces or motions. Basically, the solid 

concentration should not exceed 1-2% in most experiments. Because very small 

particles move more quickly under Brownian motion; this will bring in a large 

disturbance (9). In addition, low concentration can also reduce wall effects. Normally, 

particles from 0.5 to 100 𝜇𝑚 are suitable in a gravitational sedimentation experiment, 

v =
g ρs − ρl( )dsk2

18η
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whereas particles can be smaller from 0.05 to 5 𝜇𝑚  under the centrifugal 

sedimentation method (3, 4).  In practice, if some of the particles are non-spherical, 

the measured size distribution will be biased toward larger particles and broader than 

the real distribution. This is also a weakness of sedimentation.  

  

1.1.3  Electrical Zone Sensing  

The electrical zone sensing method, which is also called “Coulter Counter” was first 

used for particle sizing in the 1950’s by W. H. Coulter (3, 4). It is used widely in 

some pharmaceutical areas. Its working principle, which is very simple, is illustrated 

in Figure 1.1.  

 

  

 

 

 

 

 

Figure 1.1: The principle of the Coulter Counter (3).  
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The glass tube is immersed in the suspension, which normally is a 0.9% sodium 

chloride (NaCl) solution. Two electrodes are placed inside and outside the pinhole to 

form a small current between them. When particles pass through the pinhole, the 

resistance of the orifice varies slightly. Obviously, smaller particles produce smaller 

resistance changes; larger particles lead to greater resistance changes. Consequently, 

particle sizes can be determined by measuring the changes of resistance. A Coulter 

Counter measures the amplitude of the voltage pulse to measure resistance and hence 

deduce particle sizes (3, 4, 8, 15, 18).  

Electrical zone sensing is suitable for particle sizes between micrometre and 

millimetre; small particles are significantly influenced by background noise in 

suspension. In addition, sedimentation of large particles in the electrolyte should be 

avoided.  

In practice, the impulse signal is very weak when a particle passes through the pinhole. 

Any interference or vibration can cause small signals between the electrodes and 

bring in errors to the real results. This is a serious problem of electrical zone sensing. 

Also, if a sample has a broad size range, large particles easily block the pinhole. 

Sometimes, if two particles pass through the pinhole together, the size measured is 

larger than the real one (3).  

 

1.1.4  Acoustic Spectroscopy 

Acoustic spectroscopy or acoustic attenuation spectroscopy is another technique to 

size particles. The basic principle of acoustic spectroscopy is that: ultrasonic 

transducers are used to transmit and measure the attenuation of sound waves as a 
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function of frequency (normally from 1 to 150MHz), and then from the attenuation 

spectrum, particle size distribution and concentration information can be deduced (4, 

20).   

The main advantage of this technique compared with others is that it can examine 

particles in a wide concentration range (typically 0.5% -50% in volume). It is suited 

for the analysis of suspensions of solid particles and emulsions of liquid droplets (12). 

It is normally used in cosmetic and pharmaceutical industries or for ceramic products. 

Because the emulsions are complex, any dilution process may destroy the structure 

characteristics or reduce the stability of cosmetics or drugs.  

It also works in a wide size range, from 0.01 to 1000𝜇m (4, 11). However, the 

disadvantage is also obvious. This method is sensitive to parameter changes, 

including density, the sound attenuation, heat capacity, liquid viscosity and the 

particle shear rigidity. Even one of these parameters may alter the results, sometimes 

significantly.  

In contrast to the acoustic method, electroacoustic spectroscopy is more complex. It 

measures the interaction of electric and acoustic fields. Sound waves are generated by 

a high frequency electric field across a concentrated suspension. In practice, however, 

there are several limitations to the use of electroacoustic spectroscopy. For instance, 

since this technique is based on electric field, the particles should be charged. Also, 

the particle density should be different from the liquid (4, 11). According to Andrei S. 

Dukhin (11, 13, 14) and Philip J Goetz (13, 14), acoustic is much more powerful than 

electroacoustic for particle size characterization, whereas electroacoustic is better to 

measure zeta potential than acoustic. 
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1.1.5  Other Non-Optical Particle Sizing Methods 

In this chapter, four different non-optical particle sizing techniques have been 

discussed. Besides these, there are some other techniques to size particles, such as the 

Chromatographic method (4, 74, 75), gas sorption (4, 76) etc. Gas sorption is suitable 

to examine the surface areas of particles. Each method has its own attractions, and it 

is formulated for some particular application. Xu. R (4) discussed some non-familiar 

methods, but they are useful in some specific fields. Mercury Porosimetry and 

Capillary Flow Porometry deal with pore size determination; Streaming Potential 

Measurement is suitable for zeta potential determination; Pulsed Field Gradient 

Nuclear Magnetic Resonance determines diffusion coefficient and Dielectric 

Spectroscopy can measure surface characterizations of liquid-borne colloids.  

 

1.2 Optical Particle Sizing Techniques 

1.2.1  Light Scattering Phenomenon  

When a light beam passes through a perfectly homogeneous medium (with constant 

refractive index), it progresses in a straight line. If a light beam illuminates a piece of 

matter in some inhomogeneous medium, light can be absorbed or scattered, or both, 

depending on the wavelength of the light and the optical properties of the material. 

The total attenuation of incident light energy, which is described as extinction can be 

divided into two parts: absorption and scattering.  

 Extinction = Absorption + Scattering 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  12	  
	  

	  
	  

Absorption occurs when the energy of incident light is converted into a different type 

by particles, such as heat. A leaf appears green; this can be explained as its surface 

absorbs the red component of light.  

Light scattering can be explained by electromagnetic theory (4, 25, 29, 30, 73). Under 

most conditions, light performs like an oscillating electromagnetic wave. According 

to Maxwell’s equations, light is composed of oscillating electric and magnetic fields, 

and particles are composed of discrete electric charges. Light can excite the charges in 

the particles to oscillate, and then the oscillating charges radiate secondary 

electromagnetic waves. These second electromagnetic waves are scattered waves. 

Theoretically, the scattered light observed from one particle is the superposition of 

incident wave from the initial source and the secondary waves from the scatterers.   

Depending on whether the frequency of the scattered light is the same as that of the 

original incident light, these waves can be classified into (4): 

i) Elastic (also known as Quasi-Elastic) scattering in which the frequency of detected 

light is different from the incident light typically by a few to a few hundred Hz (the 

frequency of visible light is of the order of 1014Hz). The frequency differences come 

from the translational and rotational motions of the scattering particles. Frequency 

changes due to translational motions of the particles are known as Doppler shifts. 

Rayleigh scattering (from molecules and particles much smaller than the wavelength 

of the light) and Mie scattering (from molecules and particles of the same order of 

size as the wavelength of the light) are examples of Elastic (or Quasi-Elastic) 

scattering.  
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ii) Inelastic scattering in which the frequency changes are much larger than a few 

hundred Hz. The frequency differences come from the involvement of other forms of 

energy, such as the resonant vibrational and rotational energy states of the scatterers 

in Raman scattering. 

All the particle analysis techniques described in this thesis are dominated by elastic 

(or quasi-elastic) scattering.  

Most particle analysis techniques assume that the detected light has been scattered 

only once i.e. incident light from the source is scattered by each particle and this 

scattered light is detected. This is described as single scattering. However, in practice, 

some multiple scattering will occur in which particles are excited by the incident light 

and the light scattered from other particles (15). In order to ensure that single 

scattering is dominant, it is important to keep the sample dilute. There will always be 

some small fraction of multiple-scattered light but most of the available instruments 

ensure that single scattering is dominant by limiting the sample concentration so that 

the total light scattered by the sample is less than about 0.1 of the incident light (3, 88, 

89). 

Another important assumption, made in a number of light-scattering particles analysis 

techniques, is that particles scatter independently. In order to ensure independent 

scattering, the typical mutual distances need to be greater than 20 times the radii of 

the particles (25). Consequently, lower sample concentration is necessary to minimise 

multiple scattering and ensure independent scattering. 
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Some fundamentals and supporting background knowledge about light scattering are 

provided here, and some further details and information have been talked about in 

many optics books already (3, 4, 25, 26, 29). 

The research of the nature of light dates back to the 17th century. Snell’s law, 

Newton’s rings, Huygens’ Principle and Fermat’s Principle are some of the 

fundamental theories of light. Thanks to these great scientists, they made huge 

contributions for later studies. Later, at the beginning of 1800s, Young and Fresnel 

studied diffraction phenomena. At the same time, Young also explained light 

polarisation phenomena.  

Later in the 19th century, Maxwell’s equations became the basis of theoretical and 

computational methods describing light scattering. Many authors, including Rayleigh, 

Mie, Fraunhofer, Gans and Debye, made outstanding achievements. The first 

systematic study of light scattering took place by John Tyndall in 1869. He pointed 

out light scattering from aerosols and large particles in suspensions. In 1871, based on 

Tyndall’s theory, Rayleigh pointed out that: the scattering intensity is proportional to 

the intensity of incident light and the square of the volume or sixth power of the 

diameter of the particle, and inversely proportional to the fourth power of wavelength 

of light (4, 25). Due to different wavelength portions of the sunlight scattered by 

particles in the atmosphere such as droplets, dust or vapour, it explained why the sky 

is blue in the midday and orange or red at sunrise and sunset. Rayleigh scattering is 

applied for particle dimension much smaller than the wavelength of light. In 1908, 

Gustav Mie formulated a complete mathematical-physical theory of the scattering of 

electromagnetic radiation by all size of isotropic spherical particles in any medium (3, 

4). Mie theory predicts the characteristic variations in angles versus scattering 
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intensity by the interaction with a spherical particle. Meanwhile, in 1910, Albert 

Einstein researched on fluctuation theory of light scattering (3, 50) and established the 

Stokes-Einstein equation, which is extremely useful for Dynamic light scattering. 

Later, Rayleigh-Gans-Debye scattering was proposed, which was an extension of the 

Rayleigh scattering.  

In the 1960s, light scattering technique became popular and was broadly used instead 

of other particle sizing methods due to the use of lasers as the light sources and the 

application of powerful microcomputers for mathematically complex calculation. 

Nowadays, light scattering theory is still used in many industries.  There are many 

manufacturers producing particle-characterisation machines, such as Malvern UK, 

Beckman Coulter, and Brookhaven Instruments. These products are utilised in 

different areas: some of them are used to detect particle sizes; some of them are 

capable to examine particle shapes, whereas some of them measure zeta-potential or 

refractive indices of samples.  

The following sections will describe four kinds of particle sizing methods, which are 

based on optical microscopy and image analysis, static light scattering, dynamic light 

scattering and Nano-particle tracking analysis. 
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1.2.2  Microscopy and Image Analysis  

One of the simplest particle sizing methods is to take an image or images of a sample 

of particles and then to analyse the individual particle images. The major advantage of 

microscopy and image analysis over most other methods of size analysis is that the 

particle profile itself is measured, rather than some property which is dependent on 

particle size. It examines individual particles, and therefore the nature of the particles 

including shape and size can be observed.  

 

However, due to the nature of individual evaluation, it is time-consuming. Modern 

automatic image analysis enables rapid analysis for particles but usually many images 

must be captured. 

Typically a frame might contain of the order of 200 particle images. The statistical 

error in counting N particles into a particle-size histogram channel (or bin) is simply 

the square root of N. Consequently the precision increases in proportion to the square 

root of the number of particles analysed. For example, if a count that was a factor of 

ten more accurate was needed, the number of particles (and correspondingly the 

counting time) would have to be increased by a factor of one hundred (3). 

Considering a simple example for the case of an approximately uniform particle size 

distribution between certain limits, for a particle size histogram with 15 channels and 

a requirement of, say, 5% accuracy on each channel then a total of 15 * (100/5)2 = 

6,000 separate particles would need to be imaged and analysed. Hence for 200 

particles per frame this would amount to 30 frames of independent sets of particles. 

In early image analysis using optical microscopy, the resolution obtainable (~0.4  𝜇m) 

limited its minimum particle size to around one micrometre. Sheppard and Shotton 
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(70) enhanced the traditional optical microscopy technique by using confocal laser 

scanning microscopy to provide a lower size limit, and a resolution of 0.2  𝜇m is 

attainable. Near-field scanning optical microscopy (71), in which a very small light 

source very close to the sample is scanned, can achieve a resolution of 20nm but the 

imaging technique is very slow compared to conventional wide-field optical 

microscopy. Modern Scanning or Transmission Electron microscopy (SEM/TEM) 

provides a significantly higher resolution and can image smaller particles. The details 

of this technique can be found in the books by Renliang Xu (4) and Terrence Allen 

(6). Modern transmission electron microscopy (TEM) has a size range of 1nm to 5𝜇m.  

In spite of its impressive resolution the EM method requires a well-trained analyst as 

well as expensive equipment. Complex sample preparation is another significant 

problem for microscopy and image analysis. Normally, the particle information is 

obtained from two dimensions of particles and as mentioned in the sieving method 

section above, particles often lie in a stable state, and therefore if particles are non-

spherical or even with needle shape, it may lead to significant errors in a particle size 

distribution. A further problem with the technique is the difficulty in measuring 

particles that overlap or are obscured by other particles; this problem is clearly 

illustrated in Figure 1.2 which shows a TEM picture of magnetite nanoparticles with 

diameter of 10-30nm (102).  
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Figure 1.2: Typical TEM picture obtained from the magnetite nanoparticles (102). 

The EM technique only operates on dry samples. A serious risk is that sometimes, 

dried particles have different sizes, shapes or even masses compared with those in 

suspension. Alexander (10) pointed out that shrinking of the particles during drying 

seems to be the most serious risk in the microscopy and image analysis technique.   

 

1.2.3 Static Light Scattering  

Static light scattering is another common particle sizing technique in many industry 

fields over the last thirty years, which is also known as laser diffraction.  

This technique is based on the relationship between the scattered intensity at an angle 

and their sizes (33, 34). The basic setup of the static light scattering measurement is 

shown in Figure 1.3. 
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Figure 1.3: The basic principles and setup of static light scattering, also known as laser diffraction 

measurement (34). 

A basic setup is composed of laser light source, samples, a series of detectors, and 

computers. A laser source generates a coherent light with fixed wavelength. A He-Ne 

gas laser is commonly used as a light source. A series of detectors are provided to 

measure the light pattern over a wide range of angles. The scattering intensity from 

every circular aperture in front of the detector contains the information of particle 

sizes. Computer is utilised to analyse and recover particles size. 

Some old existing instruments are based on Fraunhofer approximation, which is 

suitable for particles larger than the wavelength of light. However, if the particle size 

is close to the light wavelength, the scattering becomes complex. Later, laser 

diffraction technique is no longer restricted to Fraunhofer theory. Instead, Rayleigh 

and Mie introduced the theory that predicted how scattering intensity depended on 

particle sizes. Theoretically, the scattering intensity is a function of wavelength of 

light, scattering angle, particle sizes, and refractive indices of particles and the 

medium. The latest instruments rely on full Mie Theory, such as Mastersizer 2000 

from Malvern UK (35), claiming to detect particles over a larger range from 0.02 to 

2000 𝜇𝑚.  
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Static light scattering has a number of advantages. It is easy to use and fast to operate, 

typically less than one minute. In addition, samples can be dry powder, liquid 

suspensions or emulsions. Thus, it has replaced some traditional techniques, such as 

sieving and sedimentation for particles smaller than a few millimetres, and taken the 

place of the optical and electron microscopy for particles larger than some tens of 

nanometres. One difficulty with static light scattering is the complexity of the 

calculation (which are often approximate or use iterative methods). The use of 

different algorithms by different manufacturers leads to differences in the results from 

different instruments using the same sample. It is medium cost, and it needs high 

standard of equipment maintenance.  

Under Mie theory, particles should be isotropic spherical particles. In practice, 

however, the particles are generally non-spherical but randomly oriented. In the late 

20th century, Mishchenko improved the T-matrix method which is initially developed 

by Waterman (41).  

The T-matrix method extends the capability of Mie theory to calculate light scattering 

by non-spherical particles with various shapes and sizes. It is based on numerically 

solving Maxwell’s equations (31, 36-38).  

The T-matrix code has been found to be able to produce very accurate results (five or 

more exact decimal places) suitable for use as benchmarks (87, 98, 99). The obvious 

disadvantage of T-matrix code is that it only optimised for axially symmetric particles 

without sharp corners or edges, such as spherical particles, spheroids, finite circular 

cylinders and Chebyshev particles (36).   
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For a small particle whose diameter is much smaller than light wavelength, the 

angular intensity distribution not only depends on the size, shape, orientation and 

refractive index of the particle, but also depends on the polarisation of the light 

illuminating the particle (39). 

The Stokes parameters are used to demonstrate the state of the polarisation of light. 

The definition of Stokes parameters are as follows: 

 

     (1.2) 

I describes the total intensity of the optical beam; Q describes the preponderance of 

linear horizontal polarized light over vertical polarized light; U represents the 

preponderance of horizontal+45o light over horizontal-45o polarized light and V is the 

preponderance of right circularly polarized light over left circular polarized light (40).  

It is convenient to arrange the Stokes parameters as a Stokes vector with (4 x 1) 

column, and it is rewritten as: 

  (1.3) 
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by Si; the output beam is represented by Ss; the polarisation components are 

characterised by a (4 x 4) Mueller matrix (52). 

  (1.4) 

This matrix equation can be replaced by the simple equation. 

  (1.5) 
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to solve Maxwell’s equations for electromagnetic radiation scattered by single 

homogeneous non-spherical particle in a given direction based on Huygens’ Principle. 

Later, based on the general concept from Waterman, Mishchenko et al (31, 36-38, 41) 

utilised the T-matrix method for arbitrary non-spherical particles and then the T-

matrix approach became a powerful and widely used tool for non-spherical particles 

(85-87). For isolated spherical particles, the T-matrix method is equivalent to Mie 

Theory.  

Based on Mishchenko’s theory (31, 36-38, 41), an array of IS(θ, r) for a range of 

particles with radii r can be calculated.  Assuming the particle sizes follow a discrete 

distribution f( rn) and the intensity of light scattering by the particle with radius rn at 

angle 𝜽m  is IS(𝜽m, rn), therefore, the intensity of the light scattered in all directions 

can be indicated as follows: 

IS
QS

US

VS

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

=

m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

Ii
Qi

Ui

Vi

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

Ss = M × Si



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  23	  
	  

	  
	  

  (1.6) 

where f(rn)  represents the particle size distribution, N and M represents the number 

of particle sizes and the number of scattering angles respectively.  

The transformation matrix can be rewritten in a convenient way, defined as:  

  (1.7) 

where 𝑯𝑴𝑵 is the component of matrix H.  

The Fortran code for generating the scattering matrix can be obtained from (101), and 

thus a scattered light intensity IS(θ, r) at angle θ from a particle size of r can be 

calculated.  

As an example, for particles with the radius of 200nm, the normalised scattering 

intensities from 0o to 180o  are shown in Figure 1.4.  
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Figure 1.4: Normalised scattering intensities for a 200nm radius particle over 180 degree scattering 

angles. The refractive index of the medium is 1.33 and the refractive index of particles is 1.50. 

As mentioned above, static light scattering is easy to use and fast to operate, typically 

less than one minute. In addition, samples can be dry powder, liquid suspensions or 

emulsions.  

However it does have some drawbacks. Firstly, a particle size distribution is not 

directly measured. The measurement is the angular variation in scattered intensity 

IS(θm), i.e. the right hand side of equation (1.6). To obtain the particle size distribution 

f(rn), it is necessary to invert equation (1.6). This inversion can be difficult to achieve 

with high accuracy. This inversion is particularly difficult when a sample contains a 

wide distribution as the contribution to the data set IS(θm) from the larger particles is 

very much larger than the contribution from the smaller particles. This domination of 

the data (sometimes referred to as ‘Intensity weighting’) means that the size 

distribution for smaller particles is often recovered with very poor accuracy. 

 

1.2.4  Dynamic Light Scattering  

Dynamic Light Scattering (DLS), which is also known as Photon Correlation 

Spectroscopy (PCS) (sometimes called quasi-elastic light scattering) (3, 54) is one of 

the most useful particle-sizing techniques over the last few decades to analyse 

particles within sub-micrometre range, from a few nanometres to a few microns. A 

basic Dynamic light scatting setup measurement is displayed in Figure 1.5.  
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Figure 1.5:  A typical Dynamic Light Scattering or PCS instrument (3, 4).  

A typical PCS instrument consists of these components: a laser light source, a sample 

module, a focus lens and a collection lens, a pinhole, photomultiplier (or another 

photon counter), a correlator and a computer. A linearly polarised laser is utilised to 

generate coherent light. The light source is focused to a small point by the focus lens 

and the collection lens collects the light scattered by the particles.  

In Figure 1.5 light scattered at 90 degree is collected, in principle there is no 

restriction on which scattering angle to use, however 90 degree is a popular choice as 

it enables the use of square sample cuvettes with the light entering and leaving the 

cuvette walls at right angles. 

The light from the beam focus is selected using a pinhole, and transmitted to a 

photomultiplier, which provides a single electrical pulse for each photon detected. 

This signal passes to the correlator, which calculate the autocorrelation function of the 

pinhole	  
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input string of photomultiplier pulses.  Based on the autocorrelation function, a 

computer performs the appropriate data analysis to display a particle size distribution.  

In dynamic light scattering, particle size information is extracted from fluctuations in 

scattered light intensity at a fixed angle. This fluctuation arises from the random 

movement of the particles in the scattering volume by Brownian motion. The smaller 

the particles are, the faster the Brownian motion will be. Therefore, the fluctuations in 

the light intensity caused by small particles are more rapid than for the larger ones. 

This means that the temporal autocorrelation of the intensity fluctuations from the 

smaller particles decays faster than the autocorrelation arising from the larger 

particles.  

 The diffusion coefficient is relevant to the temporal intensity fluctuations. If the 

diffusion coefficient can be obtained, the equivalent spherical diameters of the 

particles can be deduced from the Stokes-Einstein relation (3, 4, 42, 43). The 

diffusion coefficient is given by the following formula:  

  (1.8)

where 𝑲𝑩 is the Boltzmann constant, T is temperature in Kelvin degrees, 𝜂  is the 

dynamic viscosity of the solvent and d is the equivalent spherical diameter of the 

particle.  

To analyse particle sizes by PCS, light intensity and autocorrelation function must 

first be considered (92).  

In a real experiment system, the autocorrelation function of the detected photons is 

measured but this is equal to the autocorrelation of the intensity, which is usually 

D = KBT
3πηd
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expressed as 𝑔(!) 𝜏 , this, in turn, is related to the amplitude autocorrelation function 

𝑔(!) 𝜏 , by the relation, 

  (1.9)

  

For a ploy-disperse sample, g(1)(𝜏) can be represented as a sum or an integral over a 

distribution of intensity weighted particle size f(R) by 

  (1.10) 

Further details about the autocorrelation function can be found in appendix I.  

The autocorrelation has an exponential form whose characteristic time is related to the 

particle size distribution. However a weakness of the method can be is illustrated in 

Figure 1.6 which shows two simulated DLS autocorrelation data, 𝑔(!) 𝜏 , for 200nm 

particles (solid line) and a mixture of 100nm and 300nm particles (dashed line). The 

fact that the data for these two very different particle size distributions is so similar 

illustrates that seeking a solution that is consistent with noisy correlation data is an ill-

posed inverse problem. For an ill-posed problem, the solution is not unique and may 

not be the one that provides the best fit to the data.  

There are many ways to analyse the autocorrelation function of scattered light, such as 

the CONTIN method by Provencher (47), the singular value decomposition method 

(48) and the method of cumulants (49).  

Recently, a Maximum Likelihood method was developed by Yunfei Sun (21, 22). 

This is another novel method for data inversion to recover particle size distributions, 

g 2( ) τ( ) = 1+ g 1( ) 2

g 1( ) τ( )= f R( )exp −Γτ( )
0

∞

∫ dR
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which will be discussed in Chapter 2 and will be used to recover particle size 

distributions in this thesis 

 

Figure 1.6: Simulated DLS data for 200nm particles (solid line) and mixture of 100nm and 300nm 

particles (dashed line).  

This technique is not time-consuming. It succeeds in being able to provide an estimate 

of average size of particles within a few minutes. In addition, the equipment required 

is not very complex or expensive.  

However, it suffers from similar difficulties to SLS, in that the extraction of size 

distributions from the data is problematic. As mentioned above the particle size 

distribution must be obtained by inversion of equations (1.9 and 1.10). This inversion 

is not straightforward, a number of inversion algorithms (listed above) have been 

proposed, which will all yield different results. Therefore there is no single ‘correct’ 

solution for any given set of data. Recovered distributions for complex, polydisperse 

sample types (eg. many biological sample types) are usually poorer than for more 

monodisperse samples. 
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In addition, as stated above, the particle size distribution f(R) is intensity weighted i.e. 

it represents the product of the number distribution and the scattering intensity for that 

particle radius. This means that if there is a wide distribution of particle sizes in a 

sample, the autocorrelation data is dominated by contributions from the larger 

particles. So, as for Static Light Scattering, the recovery of the distribution of the 

smaller particles is often very poor.  

 

1.2.5 Nano-Particle Tracking Analysis 

Nano-Particle tracking analysis (NTA) is a novel particle sizing method developed 

recently by Nanosight (97). The most recently developed system (95) was assessed in-

depth due to its ability to see and size particles individually on a particle-by-particle 

basis (DLS being an ensemble technique where the measurement of an ensemble of 

particles is used to calculate a particle size distribution). This novel method is based 

on the Brownian motion theory and the Stokes-Einstein relation. It tracks different 

particles simultaneously and analyses the trajectories of Brownian motion from 

individual particles in the liquid (68).  A large number of images are recorded with a 

certain time interval between the frames. In practice, a CCD camera, operating at 30 

frames per second, is used to capture a video field of view approximately 100𝜇𝑚 x 80 

𝜇𝑚. Typically, it tracks particles over 900 frames or 30 seconds. The data processing 

consists in determining the movement of the individual particles through the video 

sequence through use of specific selection criteria, and then the mean squared 

displacement is determined for each particle track. The trajectories should be 

sufficiently long to ensure statistically accurate results, ignoring those which are so 

short (eg. below 5 or 10 frames) that the estimation of diffusion coefficient is 
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statistically inaccurate. The averaged distance each particle moved in two dimensions 

(x and y) in the image is automatically calculated. From this value, the particle 

diffusion coefficient D, can be obtained and, knowing the sample temperature T, 

solvent viscosity 𝜼, and the time interval t, the particle hydrodynamic diameter d is 

identified according to the Stokes-Einstein equation (eq (1.14)) (68, 97): 

  (1.11) 

where KB is Boltzmann’s constant.   

The schematic of the NTA apparatus set-up is shown in Figure 1.7. Finely focussed, 

635nm (approximately 40mW) laser light is used as the light source to pass through a 

prism-edged optical flat. The NTA technique requires a small (250𝜇𝐿) sample of 

liquid containing particles at a concentration in the range of 107-109/mL, and the 

number of particles on the screen is approximately about 20-60 in the ideal 

concentration to analyse a sample.  

 

Figure 1.7: Schematic of NTA apparatus (Nanosight LM10 and LM20) (95). 

(x, y)
2

4
= Dt = TKB

3πηd
t
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Compared with DLS, NTA is a new method so users do not have much experience of 

using it. NTA can be time-consuming (5min-1hour per measurement) and requires 

some operational skills for the adjustment of software settings, but NTA enables the 

visualisation of the sample, and obtains size information based on the Brownian 

motion of individual particles. NTA is appropriate for sizing single and bi-modal 

samples (69). 

The accuracy of the technique is limited by a number of factors. 

Firstly, the particle positions need to be determined accurately; the image moment 

method is usually used and the accuracies possible are discussed in detail in the next 

chapter.  

Secondly, because the particles also move in the non-measured z direction as well as 

in the x-y plane, particles can move out of the illuminated region after a limited 

number of positions have been recorded. This limits the length of the tracks and hence 

limits the statistical accuracy with which the average squared displacement (and 

hence the particle diameter) can be measured. 

Thirdly, to track individual particles, some method to associate intensity peaks in one 

frame with the corresponding peaks in the next frame must be employed. The usual 

method is to assume that if a peak in a second frame is within some set distance of a 

peak in the first frame, and then it is assumed to arise from the same particle. 

However it is possible for this approach to fail, for example, if a particle leaves the 

illuminated region but another particle enters the region at a similar x, y position. If 

this occurs, a false track containing steps from two particles could be measured and 

lead to errors in the particle size distribution formed.   
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1.3 Motivation for the Work and Criteria for Assessment of 

the Results 

 

1.3.1 Motivation and Aims of the Work 

The previous section (1.2) has outlined four optical techniques to measure particle 

size distributions. Each of the methods has its strengths but also its weaknesses as 

listed in Table 1.2.  

 
 
Techniques Strengths Weaknesses 

Transmission 
Electron 
Microscopy 

• Visualisation  • High cost 
• Complex sample preparation 

Static Light 
Scattering 

• Approved, reliable method 
• Minimum sample preparation 

necessary 
• Analysis of low concentration 

samples 

• Medium cost, high standard of 
equipment maintenance 

• Intensity weighted method  
• Complexity of the data inversion 

(which are often approximate or 
use iterative methods 

Dynamic 
Light 
Scattering 

• Fast results 
• Well-established method 

• Complex data inversion 
• Intensity weighted method  
• Poor for complex particle 

distributions (such as bi-modal) 
Nanoparticle 
Tracking 
Analysis 

• Ease to use 
• Sample visualisation 
• Good for both monodisperse and 

polydisperse samples 

• Sample dilute necessary 
• New method-not much 

experience 
• Not always possible to obtain 

long tracks  
 Table 1.2: Comparisons of different techniques.  

The motivation of the work in this thesis is to develop novel methods that attempt to 

retain the strengths of some of the techniques but to reduce the weaknesses.  
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The aim of the work is not to address a particular particle sizing application, but to 

investigate, develop and implement methods that have the potential to measure 

particle size distributions for particles in the sub-micron range, which can   

(i) deliver size distributions with good accuracy (see discussion below),  

(ii) deliver size distributions that are not intensity weighted, and, 

(iii) operate successfully on a variety of size distribution forms i.e. can recover both 

mono-modal and bi-modal distributions. 

Low cost and ease of operation and maintenance are other important criteria for the 

methods.  

 

1.3.2  Assessment of Accuracy in Measuring Size Distributions 

A difficult issue in particle sizing techniques is to specify the accuracy of the particle 

size distributions obtained so as to be able to compare the output of one technique 

with another. Most papers describing new techniques or revising data processing 

methods (4, 68), simply present example size distributions without any quantitative 

assessment of the accuracy of the output.  

In experimental work, an assessment is particularly difficult as there is no ‘gold 

standard’ technique that can be used for comparison purposes and it is usually 

difficult to state with certainty the size distribution of a given sample (even if it 

contains particles manufactured to have a specified size) due to possible 

contamination and possible aggregation of particles. 
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Computer simulation gives a better opportunity to quantify the output of a technique 

(although, of course, the application of the results is only valid if the simulation 

closely matches a real experiment). Even when using computer simulations to assess 

methods (69, 97), most authors do not specify a quantitative accuracy figure.  

A paper that does specify a quantitative measure is one comparing a number of data 

processing methods for dynamic light scattering (DLS) data (22). DLS is a long 

established technique that exploits the Brownian motion of particles. The methods 

investigated in chapters 2 to 4 of this thesis are also based on exploiting the Brownian 

motion of particles; so comparing their performance to the established DLS method is 

appropriate.   

The paper (22) proposed an ‘area error’ measure to assess the accuracy of a number of 

different data inversion methods for DLS data; the mathematical form of this measure 

is defined in eq. (2.24). It was shown that for data simulated for a typical DLS 

experiment, the various techniques tested gave ‘area error’ values in the range of 0.6 

(CONTIN) to 0.32 (ML) (a small value represents a better result). 

Hence in this thesis the success of the techniques will be judged as performing well if 

they can achieve a lower  ‘area error’ value than 0.32.    

 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  35	  
	  

	  
	  

1.4 Thesis Outline  

This chapter describes the importance of particle sizing in a number of application 

areas. It then reviews both non-optical and optical techniques and summarises the 

motivation and aims of the work in this thesis. 

Inspired by the NTA technique, Chapter 2 describes an alternative technique that 

exploits Brownian motion to measure the size distribution of particles, called Particle 

Movement Displacement Distribution (PMDD). This method is proposed to overcome 

the limitation of being an intensity-weighted distribution, eg. DLS, and also to remove 

the necessity to track particles which can be problematic in the NTA method.  

This method was first introduced in the thesis of Dr. Nam Trung Huynh and a joint 

paper describing this approach has been published in 2012 (57). Novel work on this 

technique is presented in Chapter 3 where extensive computer simulations were used 

to determine the optimal or acceptable experimental parameters including time 

interval, exposure time, photon and camera noises and sample concentration as well 

as the effect of aberrations in the optical arrangement effects.  

Chapter 4 presents some comparisons of the results of the PMDD method with an 

implementation of a tracking method (based on the NTA approach) using both 

simulation results and the experimental data. It also presents some bi-modal 

simulation results of the PMDD method.  

Chapter 5 presents another novel technique to size particles.  It is an angular 

dependent intensity technique for particle sizing, which is called Separated Multiple 

Image Technique (SMIT). This method works on the same basic principle as static 
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light scattering but it is based on the angular dependent intensity and individual 

visualisation together. This provides potential to overcome the intensity weighting 

effect and removes the need for a data inversion algorithm. Thus, in principle it 

should be able to distinguish bi-modal particle size distributions.  

Chapter 6 describes the implementation of a real experiment for SMIT.  A four-

aperture mask is used to form images and prisms are used to tilt light to certain 

particular angles. Experimental results are displayed with relevant analysis.  

Finally, Chapter 7 makes a conclusion based on all the work carried out in the 

previous chapters. It also presents some suggestions for further work. 
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2 Particle Movement Displacement Distribution 

(PMDD) Equation Chapter (Next) Section 1 

 

2.1  Introduction 

Chapter 2 will describe a novel approach to measure the size distribution of particles 

in the submicron range. Particles walk randomly and continuously, but this random 

Brownian movement contains information about particle size. This novel technique 

has some similarities to the NTA method described in Chapter 1. It is also based on 

the Brownian movements of particles and employs a similar illumination and imaging 

optical setup, but it does not need to track individual particles over many frames. It 

measures the centre of individual particles in each image. A vector histogram is 

formed based on the connection between the centres in the first image and the centres 

in the next image. In section 2.2, some basic knowledge about Brownian motion will 

be described. Section 2.3 introduces an image moment method, which is a method to 

determine the centres of particles. The chapter then continues by explaining the data 

processing of the Particle Movement Displacement Distribution (PMDD) method in 

Section 2.4. Section 2.5 presents a maximum likelihood inversion method developed 

by Y. Sun (21, 22) to recover a particle size distribution. Finally, Section 2.6 

summarises the work that is presented in this chapter. 
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2.1  Brownian Motion  

2.1.1  Brownian Motion Theory 

A particle suspended in a fluid seems to do a random walk, which is described as 

Brownian motion in honour of botanist Robert Brown (23). Robert Brown (1773-

1858), observed that small particles suspended in water are in random motion, and the 

random movement is extremely erratic motion, apparently without end. After Brown’s 

observation, many scientists were interested in this phenomenon. In 1877, Desaulx 

(24) made the first good explanation of Brownian motion: Brownian motion is a 

phenomenon, which is caused by the thermal molecular motion in the fluid 

environment of the particles. Molecules from all sides hit a particle suspended in the 

liquid constantly and randomly. If the hit from one side is stronger than any other 

side, the particle will jump. This completely irregular jump in all directions is 

regarded as Brownian motion. Each single particle moves independently of the other 

particles. In 1905, Einstein determined a theoretical model of Brownian motion. The 

Stokes-Einstein relation determines the relationship between diffusion coefficient and 

particle size, which has been discussed in chapter 1.  

In addition, according to Einstein’s theory (55), the standard deviation of the random 

displacements of a particle in one direction in time ΔT is given by formula (2.1):    

  (2.1) 

where, D is the diffusion coefficient, defined in equation (1.8)   

As stated above the motion of a particle arises from the interaction with very many 

water molecules, therefore, the central limit theorem tells us that the distribution of 

2n D Tδ = Δ
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the movements will have a Gaussian form, hence a Brownian particle at the original 

point (x, y, z), after ΔT interval time, the next positions are: 

 

 (2.2) 

where xn, yn and zn are the particle positions at time nΔt; xn+1, yn+1 and zn+1 are the 

particle positions at time (n+1)Δt. where “random” is a Gaussian variable with zero 

mean and unity variance (55). 

 

2.1.2 Brownian Motion Modelling  

The PMDD method is effectively based on two assumptions. The first assumption is 

that the particles are in Brownian motion. Secondly, it is assumed that the particles 

should be spheres or have equivalent spherical diameters. 

The Brownian movements of two particles in three dimensions are displayed in 

Figure 2.1. The diameters of both of the particles are 200nm. Figure 2.1 simulates 

random movements of the two particles for ten times. The time interval is one second. 

The red star represents the starting point and the black square is the ending point. It is 

clear to see every displacement is not exactly the same due to the extremely erratic 

movement, but the erratic movement follows the rules in equation (2.2). 

xn+1 = xn + random ×δ n

yn+1 = yn + random ×δ n

zn+1 = zn + random ×δ n
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Figure 2.1: Two particles with radius equal to 100nm. The red stars and black squares represent the 

original positions and final positions of the two particles respectively. The blue line represents 10 time 

random walks in 10 seconds when the time interval is one second. The temperature is 20 degrees 

centigrade and the assumed viscosity of the water is 10-3 Pa.s.  

 

2.2 Image Moment Method 

The basic idea of the PMDD method is to analyse the connection between the particle 

centres in the first image and the centres in the next image. Therefore, finding 

accurate particle centres is necessary, and it is a prerequisite of obtaining an accurate 

particle movement displacement distribution.  

Particles in the image always appear to be some blurred spots. The blurred spots may 

show a distribution of intensities which follow a mathematical function known as a 

point spread function (PSF). In a perfect system, the PSF is the Airy irradiance 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  41	  
	  

	  
	  

distribution function centred on the Gaussian image point (56). In a real optical 

system, however, because of diffraction, optics aberration, out of focus effects and 

photon and detector noise, the distribution of measured intensities is not exactly an 

Airy irradiance distribution. It usually covers an area of several pixels on the image 

plane and generally, it will not be a circularly symmetric distribution. Therefore, it is 

necessary to determine the real particle position or the equivalent point of the object 

in the image, which is very important during analysis. Sometimes, the maximum 

intensity pixel or the centre of area is chosen to be the real position or the equivalent 

point. However, it does not give a precise measure because the intensity spreads 

across not only one pixel and the distribution is usually not symmetrical. It is 

therefore preferable to determine the centre of mass or centroid (58). 

For a single particle, the distribution of the intensities usually covers an area of 

several pixels. Because the image moment method averages the intensity information 

over a number of pixels, the resulting centroid position may be determined to sub-

pixel accuracy.  If there is a set of values around some particular value, it may be 

useful to characterise the set in relation to its moments, which are the sums of integer 

powers of the values (58). The moments depend on the intensity of the object. There 

are some features about the moment method. It can be used regardless of location in 

the image and the size of the object.  

 If the intensity of an object in an image is defined by the function B(x, y), for digital 

images, the (K + L)th order of the moments is defined as:  

  (2.3)
 

In the two dimensional case, the centre of mass is given by (B10, B01): 

( ),K L
KL

x y
B x y B x y=∑∑
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  (2.4)
 

where B00 is the total intensity of the object. 

In order to show the accuracy of the image moment method, Figure 2.2 compares the 

original particle centres at random positions with the particle centres measured by the 

image moment method; the parameters used to produce these images are listed in 

Table 2.1 below.  

 

Figure 2.2: Particle centres found by the image moment method. Blue stars are the original particle 

positions, while red circles record the positions found by the image moment method.  

  

B10 = xB(x, y) / B00∑∑
B01 = yB(x, y) / B00∑∑
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Table 2.1 lists some parameters used to check the accuracy of the image moment 

method.  

Particle radius 100nm  

Pixel size 6.25 microns 

Point spread function radius 35---45 microns 

Number of photons 105---106 

Table 2.1: Particle radius and pixel size.  

The blue stars represent the original particle positions, whereas the red circles 

represent the fitted particle centres by the image moment method. Visually, the fitted 

particle centres are nearly the same as the real particle centres. Results from 

simulating around 11,000 different particles are presented in Figure 2.3. Figure 

2.3(a) records the distribution of the particle centre errors in each dimension, x and y 

respectively, and Figure 2.3(b) records the distribution of the modulus value 

∆𝑥! + ∆𝑦! of the particle centre errors. In Figure 2.3(b), 47% of the fitted particle 

centres have an error of less than 0.05 pixels, and 94% particle centres have an error 

of less than 0.1 pixels.  

 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  44	  
	  

	  
	  

Figure 2.3: (a) The distribution of the particle centre errors obtained by the image moment method in 

each dimension. (b) The distribution of the modulus of the particle centre errors obtained by the image 

moment method.  
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The analysis and results above indicate that it is possible to obtain particle centres 

accurately by the image moment method. This result is in agreement with other 

existing literature (58, 77, 78). In particular in (78), the simulated process of digitizing 

was performed for the following pixel sizes 2.8, 6.8, 7.5, 9, 12.5, 17, 23, and 27 𝜇𝑚, 

and target sizes of 100 𝜇𝑚 and 200 𝜇𝑚 (diameter of circle) were used. For these 

conditions, it was found that the accuracy of the simple moment centroiding algorithm 

was between 0.05 to 0.1 pixels; which is in good agreement with the results shown in 

Figure 2.3 above.    

In the PMDD optics arrangement used for the experimental results, the actual 

(camera) pixels are 6.7 microns across, but the magnification of the sample cell to the 

camera was 6.6 therefore the effective pixel size is around 1 micron. This suggests 

that the particle displacements are measured to an accuracy of 0.1 microns or better. 

The typical width of the main peak in a particle movement distribution (see Figure 

2.6) is around 4 microns. The effect of errors in the displacements will be to widen 

this peak by an amount less than the uncertainty in the particle displacements. Hence, 

as this is typically about forty times smaller than the width of the distribution, the 

effect of using the image moment method will be almost negligible.  

 

2.3 Data Processing of Particle Movement Displacement 

Distribution Method 

 

The Particle movement displacement distribution (PMDD) method is a novel 

technique that exploits Brownian motion. In this respect it is similar to DLS. 
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However, PMDD measures the random movement of individual particles rather than 

the averaged result of the random movement of a large number of particles, which is 

measured in DLS. 

Fundamentally, a CCD camera obtains multiple frames of particles suspended in a 

liquid. Each image records the different particles’ positions. The basic idea of the 

PMDD method is: from each image, the centres of particles are measured. A vector 

histogram is formed based on the connection between the centres in the first image 

and the centres in the next image.  

A flow chart in Figure 2.4 illustrates the process of PMDD method.  

Figure 2.4 (a) records a series of frames with certain time interval between the frames 

and some of the particles come in or out of the field of view. The data processing 

consists in determining the displacement between an arbitrary particle centre in one 

frame and an arbitrary particle centre chosen from the subsequent image. The red dots 

are the particle centres in the previous image, whereas the black dots are the particle 

centres in the subsequent image in Figure 2.4 (b). The black lines represent the 

displacements between any two arbitrary particle centres.  
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Figure 2.4: Flow chart of PMDD method.  Figure 2.4 (a) records a number of images with a certain 

time interval between the frames; Figure 2.4 (b) measures the displacements between the particle 

centres in the previous frame and the particles centres in the next frame.  

Figure 2.5 (1a) shows an example of an experimental frame of data obtained from a 

sample containing particles with a nominal radius of 200 nm. Particle centres in the 

first frame are marked as “o” in Figure 2.5 (1b), whereas the “*” represents particle 

centres in the next frame with a one-second interval time.  

Due to the Brownian movement of the particles, it is seen that most of the particle 

centres in the first frame have a next-frame centre in close proximity, and it may be 
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seen that some of the particle centres do not have a corresponding proximate centre in 

the previous or subsequent image. The missing particle centres can be explained by 

the particles moving in or out of the field of view or the illuminated region.  

 

Figure 2.5: (1a) An image of 200nm radius polystyrene particles in a 10mm x10mm glass cell 

illuminated with a thin sheet of light (~20µm x 500µm) from a solid state laser (λ = 532nm. ) focussed 

into the sample using a 50mm cylindrical lens and imaged with a 0.4 NA long working microscope 

objective. (1b) The circles are the peak centres derived from the image of Fig (1a). The crosses are the 

centres of the peaks from the next frame of data recorded one second later than the first frame, each 

frames of data was recorded with an exposure time of 25 milliseconds and digitised into 8 bits.   
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The general idea of PMDD method is based on the relationship between an arbitrary 

particle centre in the first frame and an arbitrary particle centre in the consecutive 

frame. Two particles centres (pairing) can either arise from the same particle (class I) 

or arise from the different particles (class II). The data processing is to calculate the 

displacement of each pairing. A histogram is formed from the displacements of class 𝜤 

and class II pairings. Comparing with the large displacement from two different 

particles, a smaller displacement is calculated from a class 𝜤  pairing due to the 

Brownian movement of the particle. The procedure is then repeated from frames two 

and three, three and four, or any other two consecutive frames until to the last two 

frames. Finally, the distribution of the displacements is formed over the complete set 

of frames. Assuming there are n1 particles in an arbitrary frame and there are n2 

particles in the subsequent frame, then there are n1*n2 pairings with all the particles 

in the previous and subsequent frames. Some of the pairings arise from the same 

particle, class I, and the remainder are classified as class II pairings arising from the 

different particles. Of course, there are maximum n1 or n2 (depending on the 

minimum of n1 and n2) class I pairings contributing to the histogram. It is a minority 

distribution comparing to the majority distribution from the unrelated particles in 

class II. However, obviously, class 𝜤 contains the important information about the 

particle size distribution. Because the displacement from any class II pairing arises 

from two unrelated particles. The distribution of the majority displacements from 

class II may extend over a wide range but does not contribute to the particle size 

information.   

Figure 2.6 displays an example of a particle movement displacement distribution 

obtained from a computer-simulated experiment for particles with a true distribution 

with a lognormal form, a mean radius of 100 nm and a standard deviation of 20nm. 
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The normalised distribution is summed over 300 consecutive frames, the time interval 

is 1s, exposure time is 0.05 and no photon or detector noise was included.  

 

Figure 2.6: An example of a normalised particle movement displacement distribution. The x axis is m, 

which is defined in equation (2.6). The Blue stars represent the distribution obtained from a simulated 

experiment; the distribution has been normalised to make the sum of data values multiplied by the 

histogram bin width (up to the 500th value) equal to unity.  

The blue star in Figure 2.6 is a histogram of the different displacements between any 

arbitrary particle centre in an image and any arbitrary particle centre in the next 

image. The reason this distribution has this form i.e. a broad peak sitting on top of a 

linear ramp is explained next (see paragraph after equation (2.12)).  

Due to the random Brownian motion of the particles, the two-dimensional 

displacement distribution from class I pairs have a two-dimensional Gaussian shape 

with a standard deviation  (equation (2.1)). Most of these displacements 2D Tδ = Δ
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are concentrated within around 5 microns. The displacements between the different 

particles (class II) distribute over a wider region compared with the displacements 

from class I, and form a uniform two-dimensional distribution.  

Although the particles actually move in three dimensions, the camera can only capture 

a two-dimensional image. Considering a particle at the original position (0, 0), 

because the particle undergoes Brownian movement, according to the theory of 

diffusion, the next position of this particle at a certain time interval follows a 

Gaussian distribution:  

  (2.5) 

where δ is defined in equation (2.1). 

Defining, , it can be explained that it is a circle whose centre is the 

origin of XOY coordinate with radius m, and then the possible displacement (2.5) can 

be represented by a change of variables as a function of m:  

  (2.6) 

For a number of particles with the distribution of f(R), the expected particle 

displacements from class I can be expressed with a form of:  

  (2.7) 
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The displacements from different particles in class II follow a two-dimensional 

uniform distribution because the different particles’ positions in a sample are 

randomly distributed. Thus, the probability of a particle at position (x, y) on the XOY 

plane is expected to be a constant k’.  

  (2.8) 

where, the constant k’ depends on the density of particles in the images. Then, by 

another change of variables, the probability of the random displacements from 

different particles can be expressed as:  

   (2.9) 

Finally, combining pI(m) and pII(m), the complete distribution gm can be written as in 

equation (2.10). The first term represents the real particles displacements in class I, 

whereas the second term is the random movement displacements from the different 

particles in class II.  

  (2.10) 

It can be rewritten as:  

  (2.11) 

where k is a constant; f is the particle size distribution; m is the movement of particles 

in formula (2.6); Hm.n is a transfer matrix.  

  (2.12) 
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Where δn is movement which is defined in equation (2.1). 

Equation (2.10) and (2.11) explain Figure 2.5 mathematically. The broad peak arises 

from the first term on the right hand side of equation (2.10) and contains information 

about the particle size distribution; the linear ramp arises from the second term on the 

right hand side of equation (2.10) and contains information about the density of 

particles in the images; a higher density of particles leads to a steeper ramp. 

Equations (2.10-2.12), indicate that Particle Movement Displacement Distribution 

(PMDD) data contains particle size information, especially in the first term from class 

I pairings. Hence, using a suitable inversion method, a particle size distribution can, 

in principle, be reconstructed. The inversion method will be discussed in the 

following section 2.4.  

 

2.4 PMDD Data Inversion Algorithm 

As outlined in the previous section the result of processing the particle positions in all 

the images recorded is a particle movement displacement distribution, such as Figure 

2.6. In order to recover a particle size distribution, this data must be inverted, i.e. we 

wish to invert equation (2.11) to find a solution for 𝑓!, the particle size distribution, 

from the data values 𝑔!  , the particle movement displacement distribution.  

This is a similar problem to the inversion of DLS data. There are a number of data 

inversion methods that may be employed, including the CONTIN method by 

Provencher (47), the singular value decomposition method (48), the method of 

cumulants (49) and a recently developed Maximum Likelihood method (21, 22). 
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According to her work, the strengths of the ML method rely on its ability of taking 

into account the nature of the noise in the data. Furthermore, it does not assume any a-

priori information about the particle size distribution. The performance of this 

algorithm has been tested through simulations and experiments for different particle 

distributions for DLS data with a number of noise levels. The retrieved average 

particle size error is usually within 10% of the original value. It has also been 

compared with the other inversion methods, and it has been demonstrated that the ML 

method provides better results in terms of fitting to the data and more accurate 

estimation of the size distribution than the alternative methods listed above. Further 

details about this method are discussed in (21, 22). In view of the demonstrated 

success of the ML algorithm in inverting DLS data and the similarity of the inversion 

required for PMDD data, it was decided to make use of this algorithm for the PMDD 

method to reconstruct particle size distributions.  

 

2.4.1 Maximum Likelihood Data Inversion Algorithm for PMDD 

The data distribution from PMDD is given by formula (2.11). The component  

 is the noise free distribution. The difference between gm in formula (2.10) 

and the real distribution is the noise term. As the data are corrupted with Poisson 

noise, if we put , the probability of obtaining a data value of gm is 

given by (51): 

  (2.13) 
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It is reasonable to assume that the component gm of the image is the distribution of 

independent Poisson random variables with expectation values 𝜆! = (𝐻𝑓 ! + 𝑘𝑚)!  

(51). The corresponding probability of obtaining the complete set of data value gm is 

given by:   

  (2.14) 

This probability must be non-negative.  Consequently, in order to simplify the 

equations, the formula (2.14) can be expressed as the logarithmic likelihood function:  

  (2.15) 

In equation (2.15), there are two unknown parameters; the particle size distribution f 

and the linear gradient of particles random movements k in class II. A Maximum 

Likelihood data procedure is applied to yield the best-fitted particle size distribution f 

and the gradient k at the same time.  

Case 1: the particle size distribution f.  

The differentiation of  with respect to  is: 

  (2.16) 

Performing the differentiation, the equation can be simplified as: 

  (2.17) 
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To find the maxima of , let the equation (2.17) equals to zero, and then 

  (2.18) 

In order to find the suitable f, the equation (2.18) yields to:  

  (2.19) 

Finally, an iterative algorithm of the particle size distribution is formed as follows: 

  (2.20) 

where Hmn is explained in eq. (2.12).  

Case 2: the linear gradient of particles random movements k in class II. 

The differentiation of  with respect to k is: 

  (2.21) 

Similarly, the differentiation is formed as: 

  (2.22) 

Then the iterative algorithm of the linear gradient of particles random movements k 

yields to: 
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  (2.23) 

Where k(p+1) is the gradient to maximize . 

 

2.4.2 Evaluation Approaches 

Three evaluation approaches have been used to assess the inversion method. One is to 

describe the absolute area error between the true particle size distribution and 

reconstructed particle size distribution. A goodness-of-fit parameter 𝝐 is defined as the 

absolute area error, which is shown in the form of:  

  (2.24) 

where N is the number of points of the distribution and  is the spacing between 

these points. fi
(0) and fi are the normalised true and reconstructed particle size 

distribution values. For an ideal fit, ε is equal to zero; for completely non-overlapping 

distributions, ε is equal to two.  

A second evaluation criterion is to compare the mean value of the true particle sizes 

and the mean value of the recovered particle sizes. The mean value determines the 

averaged reconstructed particle sizes. A third evaluation approach is to determine the 

standard deviation of the recovered particle size distribution to analyse the fluctuation 

of the particle sizes. 
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2.4.3  An Example of a Reconstructed Particle Size Distribution by 

the Maximum Likelihood Inversion Method 

Figure 2.7 displays a simulated example of the reconstructed particle size distribution 

by Maximum Likelihood inversion applied for PMDD. The Particle Movement 

Displacement Distribution (PMDD) is shown on the left, and the reconstructed 

particle size distribution based on PMDD is shown on the right. Table 2.2 lists some 

relevant simulation parameters. More details of the simulation carried out will be 

given in Chapter 3.  

 

Particle radius  100nm with 20nm standard deviation 

Temperature 20oC 

Dynamic viscosity (water) 0.001pa.s 

Number of frames 300 

Frame time interval 1s 

Particle concentration  5 x 106/ml 

Table 2.2: Simulation parameters.  
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Figure 2.7: The reconstructed particle size distribution with ML algorithm. The recovered mean radius 

is 102.7nm compared with the actual mean radius of 100nm and with a recovered 19.9nm standard 

deviation compared with an actual value of 20nm. The area error (defined I equation (2.24)) is 0.14. 

It should be noted that the simulation used to generate the data in Figure 2.7 was 

quite idealised, in that no photon or detector noise was included and the optics was 

modelled as diffraction limited. A comprehensive analysis of the accuracy of this 

method under different noise and distorting conditions is provided in the next chapter. 

A comparison of the accuracy in recovering particle size distributions compared with 

a particle tracking method (based on the NTA method developed by NanoSight Ltd.) 

is given in Chapter 4.  

 

2.5 Summary  

An alternative method to measure a particle size distribution called Particle 

Movement Displacement Distribution (PMDD) of processing multiple images of 
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particles undergoing Brownian motion has been described in this chapter. It shows a 

histogram of the vectors connecting the centres in each frame with all the centres in 

the subsequent frame. Some further details about PMDD can be found in the paper 

(57). Some relevant knowledge about Brownian movement and the particle centre 

finding method known as the image moment method are discussed briefly. Maximum 

Likelihood inversion procedure is applied to PMDD data distribution to yield a 

particle size distribution in Section 2.5. Three evaluation approaches to assess the 

inversion method have been discussed and an example of the reconstructed particle 

size distributions is illustrated in Figure 2.6. The effectiveness of the PMDD method 

will be presented in the next chapters with simulation and experimental results.  

 

 

 

 

  



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  61	  
	  

	  
	  

3 Optimising and Assessing the Influence of the 

Parameters in the PMDD Method Equation Chapter (Next) Section 1 

 

3.1 Introduction  

The basic principles of Particle Movement Displacement Distribution (PMDD) and a 

Maximum Likelihood data inversion algorithm have been discussed in Chapter 2. 

Chapter 3 will concentrate on further investigations on the PMDD method. Section 

3.2 describes the imaging arrangement that is simulated and the computational steps 

used in the simulation to produce the results presented in this chapter. Section 3.3 

investigates the influence of the various parameters based on the simulation results, 

including the time interval, exposure time, noises (Poisson noise, quantisation noise 

and background noise) and sample concentration. Finally, it considers the complicated 

optics aberration effects. Section 3.4 presents simulation results when combining all 

of the optimised experimental parameters and considering noise conditions. Finally, 

section 3.5 is a brief summary of the work carried out in this chapter.  

 

3.2 Simulated Setup 

The schematic setup of the PMDD method is illustrated in Figure 3.1. Laser light is 

applied as the light source and a cylindrical lens is employed to generate a narrow 

monochromatic coherent light sheet passing through the glass cell. The particles are 

suspended in water in this cell. A two-lens system is used to collect and focus the 
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scattered light from the particles. A CCD camera is implemented to capture photons 

and form images. 

 
 

 

Figure 3.1: Schematic of the simulated PMDD setup.  

In the simulation: 

(1) The number of particles in the cell is calculated based on the specified particle 

density/concentration. 

(2) Each particle is assigned a radius, and an initial random position with the cell; 

these are the particle positions used for frame one.  

(3) For the subsequent frames, based on the specified temperature and viscosity, each 

particle is moved to simulate Brownian motion using equations (2.1) and (2.2). 

(4) To form an image, firstly, the total scattered light, expected to reach the detector 

from each particle is calculated; this calculation depends on the particle properties, its 

position within the illuminating beam, the intensity profile of the illuminating beam, 
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the collection angle of the imaging lenses. The calculation is detailed in Appendix 

II(a). 

(5) Secondly, the form of the intensity pattern resulting from each particle is 

calculated; this depends on the focal position of the particle, any aberrations of the 

imaging lens system, the system magnification and diffraction effects. Details of the 

calculation are given in Appendix II(b). 

(6) Thirdly, the normalised form of the intensity pattern calculated in step (5) is 

multiplied by the intensity calculated in step (4) to give the resultant contribution 

from a single particle. 

(7) Steps (4) to (6) are repeated for every particle within the cell and the intensities are 

added together to produce an overall image. 

(8) Based on the quantum efficiency of the detector, the expected number of electrons 

in each pixel can be calculated from the result of step (7).  

(9) The steps (4) to (8) are then repeated for each subsequent frame with the particles 

undergoing simulated Brownian motion as outlined in step (3).  

(10) For each frame of data, the detector noise is then included by adding to the 

expected number of electrons in each pixel: (i) a constant value to simulate the effect 

of background noise, arising from thermal events in the camera and stray ambient 

light, (ii) a further constant value to simulate the effect of readout noise, which 

originates in the amplifier that converts the electrons to a voltage level. The 

calculation of these constants is detailed in Appendix (3). Then, the detected number 
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of electrons is simulated by calling a random number from a Poisson distribution with 

the expected value as the mean. 

(11) Finally, the quantisation process of the analogue to digital conversion process is 

simulated by using an electron to count conversion factor (3.2 electrons per count was 

used as that was the specified value for the camera used in the experimental work) 

that is used to simply multiply the simulated detected electron counts before rounding 

the values to the nearest quantisation level. 

(12) As the background and readout noises add a statistically uniform level to the 

images, this level may be subtracted before the particle centroiding process is carried 

out. 

It should be noted that for some simulation results, not all the noise factors are 

included in the simulation; this is so as to enable the influence of particular variables 

to be studied more effectively without the masking effect of all the different sources 

of noise. 

For the simulated results in this chapter, the wavelength of the laser is 532nm, the 

laser beam diameter is 0.6mm, but focussed by the cylindrical lens (focal length 

50mm) to a diameter of 25 micrometres (diameter measured between the 1/e2 points 

in the Gaussian intensity profile) in the sample cell and the laser power is 25mW. The 

sample cell is 10mm x 10mm x 40mm, the temperature of the water is 20 degrees 

centigrade and the dynamic viscosity of the water is 0.001Pa.s. The focal length of the 

first lens is 10cm and the focal length of the second lens is 67cm so the system 

magnification is 6.7, and the numerical aperture of the first imaging lens was set to 

0.4 as these values were those of the experimental setup described in chapter 4. 
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An example of a single simulated frame including all the camera noise effects is 

shown in Figure 3.2, the conditions are given in the figure caption.  It may be noted 

that the simulated image shown here has a similar general appearance to frames 

captured from the experimental setup e.g. as shown in Figure 4.2.  

 

Figure 3.2: A simulated image of 100nm mean radius particles with 20nm standard deviation, with a 

density of 5*106 particles per millilitre imaged according to the parameters stated above.  

 

3.3 Optimising the Experimental Parameters in PMDD  

 
This section examines, through computer simulations the effect of varying the various 

parameters that define a PMDD experiment in order to determine optimum values or 

to assess the importance of their influence on the quality of the results obtained. 
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3.3.1 Time Interval 

Time interval is the time period between the start of two consecutive frames. Time 

interval is a crucial parameter during the experiment because the time interval affects 

how far the particles move within the period under Brownian movement. If the 

interval is large, the displacements of the particles will be larger. However, although it 

is easier to measure the displacements in this situation, fewer frames will be obtained 

in a set experimental time and fewer class I pairings will be measured. When the time 

interval becomes small, the movements of particles are small. If the displacement is 

around pixel size, it is quite difficult to measure the movements of particles. This is 

more of a problem for larger particles which move smaller distances under Brownian 

motion than smaller particles. As the time interval is such a fundamental parameter, it 

is explored first in the absence of noise effects, so as to see the dependence on this 

parameter alone. Hence, the different interval times and some relevant parameters in 

this simulation are given in Table 3.1.  

Temperature / viscosity  20oC/ 0.001 Pa.s 

Particle size distribution: 

 mean / standard deviation 

100nm/20nm 

Simulation time 5 minutes 

Image size/pixel size 500 x 500 pixels /3.35microns 

Exposure time  0.05s  

Magnification  6.7 

Movement histogram interval 0.1 microns 

Time interval 0.1s, 0.5s, 1s, 2s, 3s 
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Particle concentration 5 x 106 /ml 

Poisson noise  No  

Quantisation noise  No 

Background noise  No  

Table 3.1: Simulation parameters used in the simulation to assess the effect of changing the time 

interval.  

In order to examine the effect of changing the time interval in isolation from other 

effects, the particles are assumed to be still during the exposure time, and as 

mentioned above no noise is considered. The following Figures 3.3, 3.4, 3.5, 3.6 and 

3.7 display the particle movement displacement distributions (PMDD) based on 5 

minute simulation time and the reconstructed particle size distributions are inverted 

by the Maximum likelihood method at different time intervals 0.1s, 0.5s, 1s, 2s and 3s 

respectively. In the following figures, the original distribution is a lognormal 

distribution with a mean size (radius) of 100nm and 20nm standard deviation. It is 

represented in the blue line. The recovered particle size distribution is displayed as the 

red line.  
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Figure 3.3:The normalised particle movement displacement distribution and the normalised recovered 

particle size distribution when the time interval is 0.1s, and other simulation parameters are given in 

Table 3.2.  

 

 

Figure 3.4: The normalised particle movement displacement distribution and the normalised recovered 

particle size distribution when the time interval is 0.5s, and other simulation parameters are given in 

Table 3.2. 
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Figure 3.5: The normalised particle movement displacement distribution and the normalised recovered 

particle size distribution when the time interval is 1s, and other simulation parameters are given in 

Table 3.2. 

 

Figure 3.6: The normalised particle movement displacement distribution and the normalised recovered 

particle size distribution when the time interval is 2s, and other simulation parameters are given in 

Table 3.2. 
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Figure 3.7: The normalised particle movement displacement distribution and the normalised recovered 

particle size distribution when the time interval is 3s, and other simulation parameters are given in 

Table 3.2. 

The expected behaviour in the normalised particle movement displacement 

distribution can be observed in Figures 3.3 to 3.7. Firstly, as the time interval 

increases, the width of the peak is seen to increase as the particles move further in the 

longer times. Secondly, the distributions become noisier; this is a consequence of the 

reduction in the number of frames (for the fixed experiment time used) and therefore a 

reduction in the number of displacements is measured. Thirdly, it may be seen that the 

linear ramp part of the distribution (arising from the class II pairings) increases in 

proportion to the peak part of the distribution (arising from the class I pairings). This 

occurs because for the longer intervals it is more likely that the particles present in 

one frame will not be also present in the next frame.  

The first effect (increased peak width) is of benefit as errors in the width due to finite 

accuracy of the particle centroiding will be less significant. However, the other two 
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effects will both lead to an expected reduction in accuracy of the recovered particle 

size distribution.   

To quantify the effect of varying the time interval, the three criteria discussed in 

section 2.4.2 can be utilised to evaluate the results. Figure 3.8 shows the mean values 

and the standard deviations of (i) the mean of the particle radius distribution, (ii) the 

standard deviation of the particle radius distribution, and (iii) the area error function 

defined in eqaution (2.24) for different time intervals based on ten independent 

simulations.     

 

Figure 3.8: Area errors, mean radii and standard deviation of the particle size distributions for ten 

independent simulations at different time intervals: 0.1s, 0.5s, 1s 2s and 3s. The particle mean radius is 

100nm and the standard deviation is 20nm. 

As discussed above, it is expected as the time interval is increased, the increased 

width of the PMDD will have a beneficial effect but that the other two effects 

(increased noise and higher proportion of class II contributions) will have a 

detrimental effect on the recovered particle size distribution. Thus it would be 
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expected that both very short and very long time intervals would both be worse than 

some intermeditae value. This is broadly what is observed in Figure 3.8 . 

In the area error graph, it can be seen that the mean area error is worse at both the 

small and large ends compared with 0.5s and 1s time interval results. Compared with 

0.32 for DLS, the area error is smaller with 0.5s and 1s time intevals, but the area 

error is around this value with 0.1s time interval and larger than this value when the 

time interval is 2s or 3s. The standard deviation (which is a measure of the 

repeatability of the expected results)  is seen to be very much worse for the time 

intervals larger than 1s. 

The increase in area error at 0.1s may be attributed to the narrowness of the PMDD 

compared to the accuracy of the particle positions. The increase in area error and in its 

variance above 1s may be attributed to the reduced number of class I pairings in the 

data set.  

Similar patterns are observed for the reovered mean particle size, where it may be 

seen that the best value (close to 100nm) is obtained for 0.5s;  the result for 1s is 

slightly worse but those for smaller and larger times are all significantly worse.  

The results for the recovered standard deviation, show a similar pattern, here the best 

value (close to 20nm) is obtained for 1s with worse results for the smaller and larger 

times. 

Based on these results, 1s is chosen as a suitable time interval in the subsequent 

simulations and experiments. 
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3.3.2 Exposure Time 

Exposure time of the camera is another important factor to influence the simulation 

results. In photography, exposure time is the effective length of time a shutter is open; 

the total exposure is used to calculate the light reaching to the film or image sensor.  

When optimising the time interval, it was assumed the particles are still during the 

exposure time. In practice, due to the continuous random Brownian motion of 

particles, the particles move slightly during the exposure time. That suggests the 

smaller the exposure time is, the better result will be obtained. However, dark images 

are generated in the absence of light due to the short exposure time. Thus, it is 

difficult to form a clear image. In contrast, the longer the exposure time, the greater 

will be the signal to noise ratio, but the particle images will be blurred due to the 

continuous Brownian motion. In this section, the effect of the small Brownian 

movements of particles during the exposure time will be examined. Figure 3.9 

presents the effects of small Brownian movements of particles during the exposure 

time.  
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Figure 3.9: The effect of small Brownian movements of particles during the exposure time for a 

particle of 100nm radius imaged using the parameters listed in Table 3.2. (a): particle image with 20ms 

exposure time. (b): particle image with 50ms exposure time.(c): particle image with 100ms exposure 

time. (d): particle image with 200ms exposure time. 

 
In Figure 3.9, it can be seen that as the exposure time increases the size of the 

resulting image increases and the circular symmetry deceases, both these effects lead 

to a decrease in the accuracy of the particle centroiding algorithm described in section 

2.2. 

In order to find an optimum time, it should be large enough to present a bright image, 

and also it should minimise the errors caused by the existing Brownian movements. 

Although, in general, changing the exposure time has two effects (image brightness 

and image quality). In this section only the image quality effect will be examined. The 

reason is that the Poisson noise signal to noise ratio varies as the square root of the 

light level; thus at low light levels (low numbers of photons contributing to the image) 

any increase in light level has a significant effect on the signal to noise ratio in the 

image whereas at higher light levels any increase in light level will have only a small 

increase in signal to noise ratio. Thus, to isolate the effects of the image quality 

degradation due to the exposure time, photon noise is neglected in this section. 

 In section 3.3.1, 1s has been chosen to be the suitable time interval, and therefore, 

four exposure times 0.02s, 0.05s, 0.1 and 0.2s are considered to simulate the results. 

Some relevant simulation parameters to examine the effect of exposure time are listed 

in Table 3.2. An example of the reconstructed particle size distributions based on 

different exposure times is displayed in Figure 3.10. It considers the small Brownian 

movements of particles during the exposure time.  
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Temperature /viscosity 20oC/0.001 Pa.s 

Particle size distribution: 

mean / standard deviation 

100nm/20nm 

Number of frames 300 

Image size/pixel size 500 x 500/3.35microns 

Exposure time  0.02s, 0.05s, 0.1s, 0.2s  

Magnification  6.7 

Movement histogram interval 0.1 microns 

Time interval 1s 

Particle concentration 5 x 106 /ml 

Poisson noise  No  

Quantisation noise  No 

Background noise  No  

Table 3.2: Simulation parameters used in the simulation to assess the effect of changing the exposure 

time.  
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Figure 3.10：An example of the normalised reconstructed particle size distributions when the exposure 

times are 0.02s, 0.05s, 0.1s and 0.2s respectively. The original mean radius of particles is 100nm. It has 

a lognormal distribution with 20nm standard deviation.  

It may be seen in Figure 3.10, that as the exposure time is increased the recovered 

distribution loses accuracy, when the exposure time is 0.2s, the reconstructed particle 

size distribution is worse than the others.  The recovered mean radii of the example 

are 100.47nm, 98.72nm, 96.69nm and 90.88nm respectively with the exposure time 

increasing.  The results of a series of simulations to compare the different exposure 

time are shown in Figure 3.11. The mean radii, area errors and standard deviation of 

the particle size distributions from ten independent data sets are presented in Figure 

3.11.  
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Figure 3.11: Area errors, mean radii and standard deviation of the particle size distributions for ten 

independent simulations at different exposure times: 0.02s, 0.05s, 0.1s, and 0.2s.  The particle mean 

radius is 100nm and the standard deviation is 20nm.  

According to the comparisons in Figure 3.11, an exposure time between 0.02s and 

0.05s performs better results than the longer exposure times (0.1s and 0.2s). When the 

exposure time is up to 0.2s, the recovered mean value and area error become worse 

compared with the shorter exposure times. The area error is around 0.3 when the 

exposure time is less or equal to 0.1s, which is smaller than 0.32 for DLS, but the area 

error increases to 0.4 with 0.2s exposure time. That can be explained by the 

movements of particles during the exposure time. 

In these simulations, an increase in exposure time above 0.1s is seen to lead to a 

decrease in the recovered mean of the particle size distribution. As the exposure time 

increases two effects occur (100), firstly for an ideal centroiding algorithm, a ‘particle 
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smearing’ effect leads to the measurement of shorter particle movements  (which 

appear therefore as larger particles) but secondly the accuracy of the centroiding 

algorithm will decrease which leads to the measurement of longer particle movements 

(which appear as therefore as smaller particles). For the conditions of these 

simulations it is evident that the second effect is dominant.  

The results of Figure 3.11 indicate that the blurring effects are quite minor for 

exposures time below 0.05s, although practically, one exposure time applied for all 

size particles is impossible, because large particles scatter much more light than the 

small ones. The light intensity may exceed the scale limit of the CCD camera from 

large particles, whilst the intensity may too faint to distinguish for the small particles. 

Because these simulations are based on 100nm size particles, if necessary, the 

exposure time may vary for some particular size particles.  

 

3.3.3 Poisson Noise Effects on the PMDD Method 

In practice, Poisson noise arising from the random detection of photons is a crucial 

factor which cannot be ignored. This type of noise changes with the sensitivity of the 

camera, length of the exposure, temperature, and even varies amongst different 

camera models. Poisson noise is a fundamental noise in the optical device. It will give 

rise to detectable fluctuations in the measurement. It is determined by the mean 

number of detected photons which follow a Poissonian process in an integration time 

or exposure time of the camera. The Poisson probability distribution is shown in 

formula (3.1) with µμ  being the expectation value, which is equal to the mean of the 

photon counts (if a number of similar exposures were made). The Poisson distribution 
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has the property that its variance 𝜎 2 is equal to its mean µ.  Therefore, the signal to 

noise ratio (SNR) with Poisson noise can be determined by formula (3.2).  

  (3.1)
 

  (3.2) 

The signal to noise ratio is proportional to the square root of the mean value. 

Therefore, a brighter light source, long exposure time etc. can reduce the Poisson 

noise effects. In contrast, if a weaker light source or if the exposure time is too short, 

Poisson noise will dominate the experimental data.                    

In simulation, an image corrupted by noises (Poisson noises, background noises and 

quantisation noises) can be simulated by applying equation (3.3) and (3.4). A 

derivation of these expressions can be found in Appendix III.  

where, 

2( )[ ]e
noise

P N rI round b
g g

= + −   (3.3) 

 
 (3.4) 

where P(x) is a function to generate Poisson random numbers with mean x; g is the 

amplifier gain conversion coefficient; r is the readout noise; b is the background noise 

of the CCD camera; and α is the Poisson noise factor which is determined by the 

intensity above the background achieved in experiments for a particular particle size.  

p(n) = e
−µµn

n!

SNR µ µ
σ

= =

Ne = g
I
Imax

α + r2
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Because, as explained above the number of photons detected in an image depends on 

a large number of factors, in these simulations the Poisson noise is described by a 

single parameter referred to as the Poisson noise factor.  Poisson noise factor 

represents the mean number of photons in the brightest pixel in the data set that 

reaches the CCD in one exposure time.         

The simulation parameters are listed in Table 3.3. Figure 3.12, 3.13, 3.14 and 3.15 

present an example of the particle size distributions with different Poisson noise 

factors of 10, 100, 1000 and 10000 respectively.   

         

Temperature  20oC 

Particle size distribution: 

Mean/standard deviation 

100nm/20nm 

Number of frames 300 

Image size/pixel size 500 x 500/3.35microns 

Exposure time  0.05s (particles are still during the 

exposure time) 

Magnification  6.7 

Movement histogram interval 0.1 microns 

Time interval 1s 

Particle concentration 5 x 106 /ml 

Poisson noise Yes 

Quantisation/background noise  No/No 

Table 3.3: Simulation parameters used in the simulation to assess the effect of Poisson noise.  
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Figures 3.12 to 3.15 show the simulated example images and the original and 

recovered particle size distributions.       

Figure 3.12: An example image when the Poisson noise factor is 10, and the original and reconstructed 

distributions for particle mean size of 100nm and deviation of 20nm. The area error, mean radius and 

standard deviation are 0.4, 96.94nm, and 24.92nm respectively. 

Figure 3.13: An example image when the Poisson noise factor is 100, and the original and 

reconstructed distributions for particle mean size of 100nm and deviation of 20nm. The area error, 

mean radius and standard deviation are 0.43, 99.62nm, and 28.82nm respectively. 
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 Figure 3.14: An example image when the Poisson noise factor is 1000, and the original and 

reconstructed distributions for particle mean size of 100nm and deviation of 20nm. The area error, 

mean radius and standard deviation are 0.17, 99.83nm, and 22.96nm respectively. 

 

Figure 3.15: An example image when the Poisson noise factor is 10000, and the original and 

reconstructed distributions for particle mean size of 100nm and deviation of 20nm. The area error, 

mean radius and standard deviation are 0.12, 100.42nm, and 20.45nm respectively. 

It may be seen in Figures 3.12 to 3.15 that, as expected, the general accuracy of the 

recovered distributions improves as the Poisson noise factor increases. To provide a 

statistical analysis, Figure 3.16 presents the standard deviations of the three criteria 

evaluations according to ten independent simulations.  
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Figure 3.16:  Area errors, mean radii and standard deviations of the reconstructed particle size 

distributions from ten independent simulation data in the Poisson noise simulations.  

In summary, the results become better in the ascending order of the Poisson noise 

factor. When the Poisson noise factor is less than or equal to 100, it gives a larger area 

error (above 0.4) and a wider recovered distribution (around 27nm) compared with 

the results recovered when the Poisson noise is larger than or equal to 1000 (around 

21nm). If the Poisson noise factor is above 1000, the area errors are less than 0.3 

(compared with 0.32 for DLS), and the recovered mean is about 5% shifted from the 

original distribution. That is because a larger signal to noise ratio (SNR) is obtained 

with a large Poisson noise factor.  

These results indicate that in an experiment, the source brightness, exposure time etc. 

should be chosen to give a Poisson noise factor larger than or around 1000. In the 
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experimental work report in the next chapter, values greater than 1000 were generally 

achieved.  

 

3.3.4 Quantisation Noise and Background Noise of the CCD 

For digital images, some noise can significantly degrade image quality. Poisson noise 

has been discussed in the previous section. However, the results indicated that a very 

large Poisson noise factor was not needed. There are still some other noises of the 

system to be taken into account in this section, including quantisation noise and 

background noise. Because the read out noise of the CCD camera is about 8 RMS 

electrons, which is very small compared with the other two noises, it will be ignored.  

Firstly, consider quantisation noise only. Quantisation noise arises from the discrete 

nature of sampling/conversion process of the AD converter (65, 66). Normally, the 

camera is able to render 4096(212) steps into a useable digital output. Three different 

numbers of quantisation levels, 4096(212), 1024(210) and 256(28), are considered in 

the simulations. Theoretically, the smaller number of the levels, the worse the result 

is. The larger the number of the levels, the better it will be able to capture signal in the 

image without saturating the highlights, but a high number of quantisation level needs 

a good quality CCD camera. 

The simulation parameters used to investigate the effects of background and 

quantisation noise are listed in Table 3.4.   
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Temperature  20oC 

Particle size distribution: 

Mean/standard deviation 

100nm/20nm 

Number of frames 300 

Image size/pixel size 500 x 500/3.35microns 

Exposure time  0.05s (particles are still) 

Magnification  6.7 

Movement histogram interval 0.1 microns 

Time interval 1s 

Particle concentration 5 x 106 /ml 

Poisson noise factor 4000 

Quantisation levels  Yes (256, 1024, 4096) steps 

Background noise  No  

Table 3.4: Simulation parameters used in the simulation to assess the effect of quantisation levels. 

Figure 3.17 compares an original image (un-quantised) with a set of example images 

with various quantisation levels, 4096, 1024 and 256.   
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Figure 3.17: Simulated example images with different quantisation levels, 4096, 1024, and 256. 

All the images in Figure 3.17 have very similar appearance although, of course, the 

images with the smaller numbers of quantisation intervals are measured less 

accurately.  

Figure 3.18 show a simulated example of the recovered particle size distributions 

with various quantisation levels. The red, black and blue line represent the 

quantisation level are 4096(212), 1024(210) and 256(28), respectively.  
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Figure 3.18: recovered particle size distributions with various numbers of simulated quantisation levels.  

The reconstructed particle size distributions in Figure 3.18 with different numbers of 

quantisation levels match the original distribution very well no matter which number 

of quantisation levels is used. 

To obtain some statistical results, these simulations were repeated in ten times. The 

standard deviations of these three evaluation criteria are shown in Figure 3.19.  
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Figure 3.19: Area errors, mean radii and standard deviations of the reconstructed particle size 

distributions in ten independent simulations when the number of quantisation levels is 256, 1024 and 

4096 respectively.  

As may be seen in Figure 3.19, the three evaluated criteria are very similar for all 

three different numbers of quantisation levels and significantly the area error is less 

than the DLS value of 0.32 in each case. The number of quantisation levels 

determines the number of photons that comprise each level in the image. In order to 

represent subtle intensity differences in a digital image, it is necessary to discriminate 

as many levels as possible. That is to say, the number of quantisation levels does not 

change the brightness of the image; it only rounds values to some unit of precision. If 

the signals do not saturate the dynamic range of a CCD, the number of quantisation 

levels becomes insignificant when ignoring the background noise in Figure 3.19.   
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Secondly, quantisation noise and background noise are considered simultaneously. 

The background noise arises from two possible sources (i) statistical variation in the 

number of electrons thermally generated within the silicon structure of the CCD, 

which is independent of photon-induced signal, but highly dependent on device 

temperature and (ii) from any stray light that enters the detector from sources other 

than the scattering particles. The generation rate of thermal electrons at a given CCD 

temperature is referred to as dark current. The real image quality is susceptible to the 

background noise. Considering the background noise, it appears as random speckles 

in the image instead of a smooth background. During the simulation process, different 

mean background levels are taken into account. The levels that were simulated were 

based around the values encountered using the Hamamatsu camera used in the 

experimental work, which exhibited thermal background noise levels of around 200 

quantisation levels in 12-bit operation but less than 20 in 8–bit operation. In theory, if 

the ratio of the number of quantisation levels and the background noise is small, 

signals above the background noise are difficult to distinguish, and the image quality 

will be strongly affected.   

Table 3.5 presents the different simulation parameters when considering the 

background noise and quantisation noise simultaneously. The other parameters are 

kept the same as Table 3.4 except for the noises.  

Poisson noise No 

Quantisation levels  Yes, 4096  

Background levels  Yes (50, 200, 400) 

Table 3.5: Simulation parameters used in the simulation to assess the effect of background levels when 

the number of quantisation levels is 4096, and the background noise varies from 50 to 400.  
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Figure 3.20 presents a group of example images with different background noise 

when the number of quantisation levels is 4096. It compares the original image with 

the noisy images. Visually, it is difficult to see the effects of background noises in the 

images.  

 

Figure 3.20: Example images with different background levels when the number of quantisation levels 

is 4096.  

Figure 3.21 reconstructs a simulated example of the particle size distributions with 

different background noise levels. The real mean size (radius) is 100nm and the 

standard deviation is 20nm. The red, black and blue lines represent the reconstructed 

particle size distributions with the increment of the background noises respectively. 
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Figure 3.21: The recovered particle size distributions with various background noises when the number 

of quantisation levels is set to be 4096 steps. The mean radius of the original particle size distribution is 

100nm, with 20nm standard deviation.   

As may be seen in Figures 3.21, when the number of quantisation levels is 4096, the 

recovered example particle size distributions are all very similar to each other. Ten 

independent simulation data are recorded to statistically examine the background 

noise effects. Figure 3.22 presents the area errors, mean radii and standard deviations 

of the recovered particle size distributions with various background levels for ten 

independent simulations when the number of quantisation level is 4096.  



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  92	  
	  

	  
	  

 

Figure 3.22: Area errors, mean radii and standard deviations of the recovered particle size distributions 

with various background noise levels in ten independent simulations when the number of quantisation 

levels is 4096.   

As can be seen from Figure 3.22, when the number of quantisation levels is 4096 

(212), and the background level is up to 400, the recovered mean radius and the 

standard deviation are still very similar to the original distribution. It may also be seen 

that the area error does not change significantly and is less than the DLS value of 0.32 

in each case. That is because the image has a sufficiently high signal to noise ratio 

(SNR) to clearly separate the image information from the background noise.  

The lower number of quantisation levels 1024 is investigated in the following Figure 

3.23 and 3.24. Table 3.6 presents the different noise parameters from Table 3.4, 

whilst the other parameters are the same.  
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Poisson noise No 

Quantisation levels  Yes, 1024  

Background levels  Yes (12.5, 50, 100) 

Table 3.6: Simulation parameters used in the simulation to assess the effect of background levels when 

the number of quantisation levels is 1024, and the background level varies from 12.5 to 100.  

Figure 3.23 compares a group of images with different background levels (12.5, 50, 

100) when the number of quantisation levels is 1024.  

 

Figure 3.23: Example images with different background levels (12.5, 50, 100) when the number of 

quantisation levels is 1024. 

Figure 3.24 is a simulated example of the recovered particle size distributions with 

different background levels when the number of quantisation levels is 1024.  



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  94	  
	  

	  
	  

 

Figure 3.24: The recovered particle size distributions with various background levels when the number 

of quantisation levels is 1024 steps. The mean radius of the original particle size distribution is 100nm, 

with 20nm standard deviation.  

Generally, the smaller the background noise level is, the better the recovered 

distribution is. Ten independent simulation data are recorded in Figure 3.25 to show 

the fluctuations of the area errors, mean radii and standard deviations of the recovered 

distributions.  
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Figure 3.25: Area errors, mean radii and standard deviations of the recovered particle size distributions 

with various background noise levels in ten independent simulations when the quantisation level is 

1024.   

For the results shown in Figure 3.25, when the number of quantisation levels is 1024 

it may be seen that the results are very slightly worse for the background level of 100 

than for the lower two background levels. The recovered mean radius varies from 

around 101nm to around 103nm compared with the simulated value of 100nm. The 

area error is around 0.22 for background level of 12.5 and 50 but increases to around 

0.24 for a background level of 100. Importantly all these values are significantly 

lower than the DLS value of 0.32. These results indicate that when the number of 

quantisation level is 1024(210) and the background level is less than 100, the image 

has a sufficiently high signal to noise ratio (SNR) to clearly separate the image 

information from the background noise.  
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Figure 3.26 and 3.27 show example images and recovered size distributions when the 

number of quantisation levels is 256 (28), and the background level is 3, 12.5 and 25 

counts respectively. Table 3.7 presents the different noise parameters from Table 3.4, 

whilst the other parameters are the same.  

 

Poisson noise No 

Quantisation levels  Yes, 256 

Background levels  Yes (3 12.5 25) 

Table 3.7: Simulation parameters used in the simulation to assess the effect of background levels when 

the number of quantisation level is 256, and the background level varies from 3 to 25.  

 

 

Figure 3.26: Example images with different background levels when the number of quantisation levels 

is 256. 
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Figure 3.27: The recovered particle size distributions with various background levels when the number 

of quantisation levels is 256 steps. The mean radius of the original particle size distribution is 100nm, 

with 20nm standard deviation. 

In Figure 3.27, when the background level is less than or equal to 25, the recovered 

distributions are quite similar.   

Figure 3.28 shows the standard deviations of the three criteria (area error, recovered 

mean radius, and standard deviation) based on ten independent simulations.  
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Figure 3.28： Standard errors of area errors, mean radii and standard deviations of the recovered 

particle size distributions with various background noise levels in 10 random times when the number of 

quantisation levels is 256.   

Inspection of Figure 3.28 shows that when the background level is less than or equal 

to 25, the area error is smaller than 0.3, and the recovered mean radius is 5% different 

from the original value. This result is very similar to Figure 3.22 and 3.25. Therefore, 

when the number of quantisation level is 256(28), the background level is less than or 

equal to 25, the image is not influenced by the background noise significantly. 

In summary, this section considered different background levels with different 

numbers of quantisation levels. When the background level is around 200 in a 12-bit 

operation, and the background level is less than 20 in a 8-bit operation, the recovered 

mean radius has a 95% accuracy compared with the original value, the area error is 

less than 0.3 (compared with 0.32 for DLS) and the standard deviation is similar to 
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the original standard deviation 20nm. That means the background noise in the real 

Hamamatsu camera used in the experimental work does not influence the results 

seriously.  

 

3.3.5  Sample Concentration 

Sample concentration influences the image properties in a number of ways. If the 

sample concentration is too low, there will be few particles captured in the image, 

even none of them. Because the basic idea of the PMDD method is to find the 

relationship of particles centres between two consecutive frames, if there are no 

particles in one frame, it should be eliminated as a bad frame. In this situation, more 

frames will be needed in order to generate a precise result. Thus, it extends the 

experimental time. Likewise, low concentration samples may bring in large errors. 

For instance, if there are two peaks recorded in the frame, but one of them from dirt, 

then it leads to large errors. In the same condition, if there are twenty peaks recorded 

in the frame, the errors become much smaller. In contrast, there will be many particles 

within the field of view if the sample concentration is too high. The particles overlap 

with each other, and thus it gives rise to errors and produces a bad result. In this 

section, a suitable concentration range will be investigated. 

Table 3.8 lists the simulation parameters used in the sample concentration optimising. 
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Temperature  20oC 

Particle size distribution 

Mean radius/standard deviation 

100nm/20nm 

Number of frames 300 

Image size/pixel size 500 x 500/3.35microns 

Exposure time  0.05s (particles are still during this time) 

Magnification  6.7 

Movement histogram interval 0.1 microns 

Time interval 1s 

Particle concentration  105, 106, 107, 3 x 107, 5 x 107 /ml 

Poisson noise  No  

Quantisation noise  No 

Background noise  No  

Table 3.8: Simulation parameters used in the simulation to assess the effect of sample concentration.  

Figure 3.29 illustrates an example image captured by the CCD and the resulting 

reconstructed particle size distribution when the sample concentration is 105/ml. The 

recovered particle size distribution is based on 300 frames. In Figure 3.29, there is 

only one particle measured in the illuminated region or the field of view. Sometimes, 

it captures a black image without particles in this low concentration.   
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Figure 3.29: An example simulated image and the recovered particle size distribution when the sample 

concentration is 105/ml.  The area error, mean radius and standard deviation are 0.49, 105.27nm and 

16.68nm respectively. 

 

Figure 3.30: An example simulated image and the recovered particle size distribution when the sample 

concentration is 106/ml.  The area error, mean radius and standard deviation are 0.40, 104.21nm and 

17.80nm respectively.  

It may be seen that there are four particles in the field of view in Figure 3.30 when the 

particle concentration is 106/ml.  
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Keeping the other conditions the same, Figure 3.31 increases the concentration to 

1x107/ml.   

 

Figure 3.31: An example simulated image and the recovered particle size distribution when the sample 

concentration is 1x107/ml. The area error, mean radius and standard deviation are 0.29, 100.32nm and 

18.54nm respectively. 

Figure 3.32 shows another example when the sample concentration changes to 

3x107/ml. There are many more particles in this figure compared with Figure 3.30 

and Figure 3.31. Due to the presence of a number of overlapping particle images, the 

quality of the reconstructed particle size distribution has become worse compared 

with the simulations performed at lower concentration. 
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Figure 3.32: An example simulated image and the recovered particle size distribution when the sample 

concentration is 3x107/ml. The area error, mean radius and standard deviation are 0.48, 107.89nm and 

17.03nm respectively. 

Finally, Figure 3.33 increases the sample concentration up to 5x107/ml.  

 

 

 

 

 

Figure 3.33: An example simulated image and the recovered particle size distribution when the sample 

concentration is 5x107/ml. The area error, mean radius and standard deviation are 0.72, 111.62nm and 

15.97nm respectively. 

It is seen that two or more particle images are often superposed in Figure 3.33. The 

errors introduced by this have caused the particle size distribution to have a larger 
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mean than the original one. The recovered mean radius shifts about 10nm (10%) from 

the original radius, and the area error is large (0.7) compared with the values obtained 

at small particle concentration.  

Ten independent simulations were performed to statistically examine the effect of 

sample concentration; the Area errors, mean radii and standard deviations of the 

recovered particle size distributions are presented in Figure 3.34. The standard errors 

of the three criteria show the fluctuations of the recovered distributions.  

 

Figure 3.34: Area errors, mean radii and standard deviations of the recovered particle size distributions 

with different particle concentrations.  

In a conclusion, this section compares the reconstructed particle size distributions 

with five different sample concentrations. When the sample concentration is 105/ml, 

sometimes, there is no particle in the field of view or in the illuminated region, which 
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means in the same experimental time, few particles are recorded. That explains the 

large fluctuations of the recovered mean radius and large area error compared with the 

samples with concentration of 106/ml. When the sample concentration is between 

106/ml – 107/ml, the recovered mean radius has a high accuracy (95%), and the area 

error is small, around 0.3 compared with 0.32 for DLS. The area error is larger than 

0.4 with the other densities. When the sample concentration increases to 5x107/ml, the 

mean radius of the recovered particle size distribution changes 10%-15% from 

original data and the area error increases to 0.6 that is because some particle images 

may overlap each other. Thus for the illumination and imaging conditions simulated, 

the best suitable particle concentration range is between 106/ml and 107/ml.  

 

3.3.6 Optics Aberrations 

Due to any imperfections of the optical components, aberrations occur in the real 

imaging system in practice. Optical aberration is very complicated subject. Typically, 

lenses suffer from these common aberrations: spherical, chromatic, curvature of field, 

and astigmatism (63). When the rays originate in a single point (Figure 3.35) O, each 

one at a different angle u, if the medium is homogeneous (has the same refractive 

index everywhere and the lens is perfect), the wavefront in the object space is a 

sphere. In this situation, all the rays will intersect at a single point in the image space 

and an ideal image will be formed. However, in most situations, when the rays pass 

through an imperfect lens, then the real wavefront is not spherical in the image space. 

In other words, the rays of different angles such as u1 and u2 in Figure 3.35 from the 

same single point O converge into different points O’ and O1. Thus, it causes the 

image to appear hazy or blurred.  
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Figure 3.35: Real image formation based on optical aberrations. 

It is complicated to show any equations to describe optical aberrations due to the 

complicated nature of the whole system. The most serious aberration is spherical 

aberration which occurs mostly on the interface of the cell wall (glass) and the 

surrounding air in the experiment. In order to investigate this complicated process, an 

optical design software package, WinLens 4.4 LINOS library (64) is applied to model 

the real system and simplify the optics performance.  

The experiment setup from WinLens is shown in Figure 3.36. Lens1 and lens2 are 

thin lenses with 10mm and 80mm focal length. Objects are suspended in a water cell; 

a laser beam passes through the cell 2mm away from the 1mm thick glass wall. The 

field of view of this model is 0.5mm x 0.5mm x 25 µm approximately.   
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Figure 3.36: Illustration of the optical arrangement modelled by the Winlens LINOS optics library.  

Assuming there is a perfect point object, and it is perfectly on focus and on-axis. The 

laser beam is 2mm away from the glass wall. Figure 3.37 displays the spot diagrams 

of the system.  It compares the point source on focus and out of focus situations, and 

the on axis and off axis situations.   

 

Figure 3.37: Spot diagrams. First row images represent object on-axis; second row images represent an 

object 0.1mm off-axis; whilst the third row images represent an object 0.2mm off-axis.  
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The spot diagrams in Figure 3.37 show that the best image plane is 1.444mm away 

from the auto-calculated image plane if the laser beam is 2mm depth away from the 

glass wall. In the diagram, it is clear to see that the radius of the Point Spread 

Function (PSF) is slightly larger than the Airy disk. The red circle represents the Airy 

disk. The middle column is the case where the object is on focus, whilst the other 

columns represent the object is +(-) 0.2mm out of focus by step. The first row in 

Figure 3.37 represents that a point object is on axis and the second row images show 

that a point object is 0.1mm off axis; whilst the third row images represent a 0.2mm 

off-axis object.  

The size of the blurred circle is related to the object position. Considering the spot 

diagram in the same row, the smallest circle occurs when the point object is on focus. 

When the point object is out of focus, the blurred spot becomes larger. Comparing the 

images in the same column, it is found the radii of the spots are different when the 

object is positive off-axis and negative off-axis. However, most of the strong 

illuminations are nearly the same and only the peripheral rings become larger but 

weak. In general, to simplify the analysis of optics aberration, it is assumed the radii 

of the blurred circles approximately keep the same when the object is off axis and the 

radius of the blurred circle is mainly affected by defocus.  

In order to investigate how strongly the image quality is affected by aberrations, 

Figure 3.38, 3.39 and 3.40 display the spot diagrams in three different situations 

when the laser beam is 1mm, 2mm and 3mm depth away from the glass wall 

respectively.  
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Figure 3.38: Spot diagrams from LINOS optics library. The laser beam is 1mm away from glass wall. 

Every row in one diagram represents the object on-axis, 0.1mm off-axis and 0.2mm off-axis 

respectively.  

 

Figure 3.39: Spot diagrams from LINOS optics library. The laser beam is 2mm away from glass wall. 

Every row in one diagram represents the object on-axis, 0.1mm off-axis and 0.2mm off-axis 

respectively. 
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Figure 3.40: Spot diagrams from LINOS optics library. The laser beam is 3mm away from glass wall. 

Every row in one diagram represents the object on-axis, 0.1mm off-axis and 0.2mm off-axis 

respectively. 

Based on these spot diagrams, only considering the defocus effect, it may be deduced 

that to a good approximation a simple equation can be used to describe the 

complicated aberrations.  

  (3.5) 

where the radius and centre_rays are the radius of the PSF when the point object is 

out of focus and the radius of the PSF when the point object is on focus, ∆ is the 

gradient of the change in radius when the point object is out of focus comparing with 

the object on focus, particle_position  is the real object position in the experiment.  

For instance, when the laser beam is 1mm away from the glass wall, the rays can be 

expressed as:  

  (+) (3.6) 

radius = centre_ rays + Δ × particle_ position

radius = 0.018e−3 + 0.015 × particle_ position
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where the object is positive off-axis, and 

  (-) (3.7) 

where the object is negative off-axis.  

Table 3.9 shows the simulation parameters used in a series of simulations to assess 

the effects of aberrations.  

 

Temperature  20oC 

Particle size distribution: 

Mean/standard deviation 

100nm/20nm 

Number of frames 300 

Image size/pixel size 500 x 500/3.35microns 

Exposure time  0.05s (particles are still during this time) 

Magnification  6.7 

Movement histogram interval 0.1 microns 

Time interval 1s 

Particle concentration  5 x 106 /ml 

Poisson noise  No  

Quantisation noise  No 

Background noise  No  

Table 3.9: Simulation parameters used in the simulation to assess the effect of optics aberration. 

 

radius = 0.018e−3 + 0.03× particle_ position
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Figure 3.41, 3.42 and 3.43 displays the example images and the recovered particle 

size distributions when the laser beam is 1mm, 2mm and 3mm away from the glass 

wall respectively.  

 

Figure 3.41: Example image and recovered particle size distribution when the laser beam is 1mm away 

from the glass wall. 

 

Figure 3.42: Example image and recovered particle size distribution when the laser beam is 2mm away 

from the glass wall. 
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Figure 3.43: Example image and recovered particle size distribution when the laser beam is 3mm away 

from the glass wall.  

It may be seen in Figures 3.41 to 3.43 that the further the distance between the laser 

beam and the glass wall is, the larger the blurred spot is; for the largest distance, the 

example recovered distribution is worse than for the others. To provide a statistical 

analysis, Table 3.10 compares the area errors, mean radius and standard deviations of 

recovered distributions in these three different conditions. 

 

Laser position Area error Mean radius Standard deviation 

1mm 0.16 102.41 22.36 

2mm  0.20 103.59 23.03 

3mm  0.52 104.38 13.18 

Table 3.10: Area errors, mean radii and standard deviations of the recovered particle size distributions 

when the laser beam is in different positions.  
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In general, comparing with the three criteria in Table 3.10 and the reconstructed 

particle size distributions in Figure 3.41, 3.42 and 3.43, the radius of the particle 

images becomes larger when the beam is further away from the glass wall, but optics 

aberrations do not strongly influence the final reconstructed particle size distributions. 

The recovered particle size distributions agree with the real distribution for the 

simulations conducted for the illumination beam 1 and 2 mm away from the cell wall, 

and the area errors (0.16 and 0.2) are much smaller than 0.32 for DLS. However, the 

area error is 0.52 if the illumination beam is 3mm away from the cell wall.  Of course, 

the closer the beam is to the glass wall, the better the recovered distribution is. 

Therefore, it is necessary to keep the laser beam as close as possible to the glass wall 

in the experiments. However, as aligning the beam to be less than 2mm away from the 

cell wall is quite easily achieved in a real experiment, in the following simulations, 

lens aberration affections will be neglected. 

 

3.4 Combined Effects Simulation Results 

Section 3.3 established optimum values for some experimental parameters 

individually, including the time interval, exposure time, and particle concentration. It 

also assessed the importance of the noise conditions, including Poisson noise, 

different numbers of quantisation levels and different background levels. In this 

section, simulation results are presented which combine all the best experimental 

parameters, and considers Poisson noise, background noise and quantisation noise 

simultaneously. The simulation parameters are presented in Table 3.11.  
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Temperature  20oC 

Particle size distribution: 

Mean/standard deviation 

100nm/20nm 

Number of frames 300 

Image size/pixel size 500 x 500/3.35microns 

Exposure time  0.05s (particles moves) 

Magnification  6.7 

Movement histogram interval 0.1 microns 

Time interval 1s 

Particle concentration  5 x 106 /ml 

Poisson noise Yes (Poisson noise factor = 1000)  

Quantisation /background level  Yes (1024)/50 

Table 3.11: Simulation parameters used in the simulation to assess the combined effects simulation 

results.  

Figure 3.44 shows an example image simulated according to the experimental 

parameters in Table 3.11. 
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Figure 3.44: An example image simulated according to the experimental parameters in Table 3.11. 

Figure 3.45 is an example of the recovered particle size distribution. 

 

Figure 3.45: An example of the recovered particle size distribution.  The area error, mean radius and 

standard deviation of the distribution are 0.25, 98.79nm, and 16.7nm respectively.  
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Ten independent data sets are recorded to statistically examine the recovered 

distribution. Table 3.12 records the mean values and standard errors of these three 

criteria according to the ten independent simulations.  

 Mean Standard error 

Area error 0.29 0.12 

Mean radius 101.14nm 4.7nm 

Standard deviation 19.30nm 5.1nm 

Table 3.12: Mean values and standard errors of these three criteria based on 10 independent 

simulations.  

These simulation results considered the combined effects of particle movements 

during the exposure time, Poisson noise, background noise and quantisation noise. 

Based on ten independent simulations, the area error is 0.29 (smaller than 0.32 for 

DLS), the recovered mean radius is 103.14nm, and the standard deviation is 19.3nm. 

These results demonstrate that the combination of effects and noise sources does not 

produce errors significantly different to the errors due these effects and noise sources 

acting alone.  

 

3.5 Summary  

Chapter 3 optimises and assesses the influence of the various parameters in the 

PMDD method used in experiments. It was found that 1s is the most suitable time 

interval. However, for some particularly large or small particles, the optimum time 

interval may vary depending on the particle sizes. The results indicated that exposure 
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time should be chosen from 0.02s to 0.05s to achieve enough light to form a bright 

image with small photon error. An exposure time of 0.05s is chosen to be the suitable 

exposure time in the simulation in order to minimise the Poisson noise effects whilst 

still minimise the blurring effect of the particle movements. Sections 3.3.4 and 3.3.5 

considered the effects of Poisson, background and quantisation noise. Generally a 

high signal to noise ratio (SNR) will produce better results. When the background 

level is around 200 in a 12-bit operation, and the background level is less than 20 in 

an 8-bit operation, the recovered mean radius has a 95% accuracy compared with the 

original value, and the area error is smaller than the DLS value of 0.32. That means 

the background noise in the real Hamamatsu camera used in the experimental work 

does not influence the results seriously.  

The results in section 3.3.5 showed that to obtain the most accurate results, the sample 

concentration should be restricted between 10e6/ml and 10e7/ml. The results in section 

3.3.6 indicated that to minimise the effects of optics aberrations occurring at the edge 

of glass wall, the laser beam should be kept as close to the glass wall as possible, 

although the effects were almost negligible as long as the illuminating beam was 

within 2mm. With careful alignment, this distance is quite easy to achieve in practice.  

In a final simulation, the optimum values of time interval, exposure time and particle 

concentration were used in conjunction with typical experimental values for the 

Poisson, background and quantisation noises, to assess whether the combined effect 

of all these effects was worse than the individual effects studied earlier and to 

estimate the likely outcome of an experimental implementation. The results are 

summarized in Table 3.12 where it can be seen that the mean resulting area error has 

a value of 0.29 and that both the mean radius and the standard deviation are measured 
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with good accuracy. The area error of 0.29 compares favourably with simulated 

results for DLS for which the best area error was around 0.32-0.34 (see discussion in 

(21, 22)).  This suggests that the PMDD method is capable of producing more 

accurate (in terms of area error) than DLS for the sort of particle size distributions 

examined in the two studies.  
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4 Comparisons of PMDD with a Tracking Method, 

Experimental Results and Simulation Results for 

Bi-modal Distributions Equation Chapter (Next) Section 1 

4.1 Introduction 

Chapter 3 compared some different simulation results to find the optimised 

parameters in the experiment. This chapter will take into account the real data from 

the experiment. Firstly, in section 4.2, it compares some simulation results from the 

PMDD method and a tracking method based on the NTA technique. Secondly, section 

4.3 presents some experimental results recovered from both methods. The 

experimental data are obtained by Nam Trung Huynh (81) for several particle sizes. 

The reconstructed particle size distributions from the real data are important in 

demonstrating that the method produces particle size distribution results for real 

experimental data as well as for simulated data as demonstrated in the previous 

chapter. Section 4.4 continues by showing simulation results for a number of bi-

modal distributions. Finally, a summary of the work carried out in this chapter is 

made.  

 

4.2 Comparisons of a Tracking Method Based on NTA and 

PMDD in Simulation 
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The theory of NTA has been discussed in Chapter 1. In this chapter, a particle 

tracking method is examined and the results of this method are compared to those 

obtained with the PMDD method. 

The basis of and the inspiration for the tracking method used here is a description of 

the NTA method provided in (68, 97) although the implementation is not the same as 

that method. The tracking method used on the simulated and experimental results 

operates as follows. The experimental setup of the tracking method is the same as the 

PMDD method in Figure 3.1, and the original data set used to compare the techniques 

is the same set of recorded images. The particle positions in each image are then 

estimated using the centroiding algorithm described in Chapter 2. For the PMDD 

method these particle positions are the data used to form the PMDD histogram. For 

the tracking method, an attempt is made to identify particle positions in one frame 

with particle positions in the next frames, which arise from the same particle. For the 

tracking method employed here, this is performed simply by setting a threshold radius 

(4 pixels) around each particle.   

If a single particle position was measured in the first frame, and there was only one 

particle found within this radius in the next frame, it may be identified as the same 

particle as the first frame. The movement of individual particles can be followed 

through the image sequence and the mean squared displacement is determined for 

each particle for as long as it is visible.  The lifetimes of the displacement should be 

sufficiently long to ensure statistically accurate results, eg. over 5 or 10 frames, so 

that the estimation of diffusion coefficient is statistically accurate.  

The equation to find the estimated radius from the mean squared displacement is: 
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   (4.1) 

  (4.2) 

where R, Kt, T, Δt, η, and m represent the particle radius, Boltzmann’s constant, the 

room temperature, the time interval between the frames, the viscosity of the liquid and 

the movement of an individual particle respectively .  

Using the estimated R value from each particle track, it is then possible to generate an 

estimate for the particle size distribution. 

 The parameters used in the simulations are listed in Table 4.1.  

Particle radius/ standard deviation 100nm/20nm 

Number of frames 100, 300, 500, 1000, 3000 

Image size/pixel size 500 x 500/3.35microns 

Exposure time  0.05s  

Magnification  6.7 

Movement histogram interval 0.1 microns 

Time interval 1s 

Particle concentration  5 x 106 /ml 

Minimum number of steps in a track 5/10 frames 

Table 4.1: Simulation parameters used in the simulation to assess the PMDD method and the Tracking 

method.  

Figure 4.1 presents some simulation results by both methods in different conditions 

(different number of frames, different minimum number of steps in a track).  

2
3
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Figure 4.1: Recovered particle size distributions from tracking method and PMDD in different 

simulation conditions. The original mean radius is 100nm with 20nm standard deviation.  

As may be seen in Figure 4.1, both methods can recover particle size distributions, 

and both of the recovered distributions are very similar to the original distribution 

when the minimum number of steps in a track is over 5. The mean radius, area error 

and standard deviation of the particle size distributions in every condition are listed in 

Table 4.2.  
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Tracking steps 5 10 

Frames Method  Mean  Area error dev Mean  Area error dev 

(nm)  (nm) (nm)  (nm) 

100 PMDD 105.46 0.19 21.18 105.46 0.19 21.18 

 Tracking 107.48 0.58 27.5 107.06 0.56 27.12 

300 PMDD 98.71 0.20 16.87 98.71 0.20 16.87 

 Tracking 102.44 0.49 28.64 102.35 0.49 29.14 

500 PMDD 100.57 0.16 19.23 100.57 0.16 19.23 

 Tracking 98.93 0.34 23.73 99.2 0.34 23.81 

1000 PMDD 98.35 0.16 21.0 98.35 0.16 21.0 

 Tracking 99.1 0.35 26.64 98.89 0.35 26.58 

3000 PMDD 98.03 0.19 19.58 98.03 0.19 19.58 

 Tracking 97.68 0.38 24.22 97.86 0.38 24.13 

Table 4.2: Mean values, area errors and standard deviations of PMDD and the tracking method in 

different simulation conditions.  

As may be seen in Table 4.2, in general, both methods can recover good results (i.e. 

area errors similar to or less than a value of around 0.32 in DLS). When the number of 

frames is over 300, the recovered mean value is less than 5% different from the 

original data for both methods, but the tracking method has a slightly wider 

distribution than the PMDD method and the area error is slightly larger for the 

tracking method in the same condition. If there are only 100 frames tracked, the 

recovered mean value is not as good as the others (more frames). The more frames 

are, the more statistically accurate the result is.   
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4.3 Experimental Results 

The 3000 series polystyrene Nano-spheres from Brookhaven Instruments Limited 

were employed in the experiment. Four different sample groups were used with the 

nominal radius of 50nm, 75nm, 100nm and 200nm, and the standard deviations of 

every single sample are 5.2nm, 4.3nm, 4.7nm and 7.3nm respectively (these figures 

are quoted from the manufacturers data sheets for the supplied samples). For each 

sample, a set of 300 contiguously grabbed frames with a time interval of 1 second 

between frames was collected. 

Figure 4.2 is an example of a frame of the raw data captured using 12 bit digitisation, 

and obtained using an exposure time of 25 milliseconds and a sample of polystyrene 

particles with a nominal (spherical) radius of 200nm (The image may be too bright 

with 50ms). A 256 by 256-pixel region of the camera was used and the camera pixels 

were 6.7 by 6.7 micrometres. Because the camera’s magnification factor is 6.6, the 

corresponding effective pixel in the sample region is about 1 micrometre.  
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Figure 4.2: An image of 200nm radius polystyrene particles in a 10mm x10mm glass cell illuminated 

with a thin sheet of light (~25µm x 500µm) from a solid state laser (λ = 532nm. ) focussed into the 

sample using a 50mm cylindrical lens and imaged with a 0.4 NA long working microscope objective. 

Figure 4.3 - 4.6 show the recovered distributions with the PMDD method and the 

tracking method from the different real data groups respectively.  
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Figure 4.3: Recovered particle size distributions based on PMDD and tracking method. The real 

particle radius is 50nm, and standard deviation is 5.2nm.   
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Figure 4.4: Recovered particle size distributions based on PMDD and tracking method. The real 

particle radius is 75nm, and the standard deviation is 4.3nm.   
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Figure 4.5: Recovered particle size distributions based on PMDD and tracking method. The real 

particle radius is 100nm, and the standard deviation is 4.7nm.   
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Figure 4.6: Recovered particle size distributions based on PMDD and tracking method. The real 

particle radius is 200nm, and the standard deviation is 7.3nm.   
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It may be seen that for each nominal particle size, the PMDD method has produced a 

narrower distribution than the corresponding tracking method result. Table 4.2 

compares the recovered mean radii and standard deviations in these four different 

sizes with both methods. In the processing of this data, a temperature of 20oC and a 

dynamic viscosity of 10-3 Pa.s were used. In the experiments the temperature/dynamic 

viscosity of the sample was not measured accurately, so the results produced may 

have an incorrect scaling in the radii axis. However, this scaling would be the same 

for both PMDD and the tracking method, so the comparisons made below are still 

interesting despite this uncertainty. It is also worth noting that the recovered mean 

radii values for the 75, 100 and 200nm nominal radius particles are in good agreement 

with the nominal radius values, suggesting that the assumed temperature/dynamic 

viscosity was not in error by more than a few percent.  

 

 Tracking Method                    PMDD 

Real radius Mean  Standard 

deviation 

Mean Standard 

deviation 

50nm 62.41nm 30.14nm 57.39nm 8.16nm 

75nm 76.9nm 28.28nm 76.13nm 12.98nm 

100nm 93.00nm 33.37nm 101.21nm 23.89nm 

200nm 196.99nm 75.04 nm 197.28nm 30.26nm 

Table 4.3: Comparisons of mean values and standard deviation between tracking method and PMDD 

on mean values and standard deviations with four different particle sizes.  

According to Table 4.2, the PMDD method and the tracking method present good 

performances when the particle radius is 75nm, 100nm, and 200nm, but the tracking 
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method has a broader distribution than the PMDD method. When the nominal radii of 

particles are 50nm, the recovered distribution is not as good (in terms of giving a 

mean value close to the nominal radius) as the others in both methods. The recovered 

mean radius is more than 10% different from the real radius in each method for the 

50nm sample. That can be explained by the weak scattering of particles and the 

stronger relative background noise. In addition, two or more particles superposing 

together may result in bad results. With the nominal radius increasing, the particle 

size distribution becomes wider. The large fluctuations arise from the slow Brownian 

movements of large particles. When calculating the displacements of particles, large 

errors occur due to the small displacements.   

 

4.4 Bi-modal Sample Simulation Results 

Because of the good simulation results presented in Chapter 3 and the encouraging 

experimental results presented in section 4.4, it is worth investigating further the 

performance of the PMDD method. The results shown so far have all been for mono-

modal distributions.  Some bi-modal size distributions are examined with the PMDD 

performance in the following examples. Figure 4.7(a), and (b) show the samples with 

single particle size distribution: mean radius 60nm, 20nm standard deviation; mean 

radius 100nm, 20nm standard deviation respectively; Figure 4.7 (c) shows the 

samples with bi-modal particle size distribution: 50% mean radius 60nm, 20nm 

standard deviation; 50% mean radius 100nm, 20nm standard deviation.    
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Figure 4.7: (a) Recovered single particle size distribution with 60nm mean radius and 20nm standard 

deviation; the recovered mean radius is 59.65nm, area error is 0.49, standard deviation is 14.9nm. (b) 

Recovered single particle size distribution with 100nm mean radius and 20nm standard deviation; the 

recovered mean radius is 98.67nm, area error is 0.41, standard deviation is 13.00nm. (c) Bi-modal 

sample: 50% mean radius 60nm, dev 20nm; 50% mean radius 100nm, dev 20nm; the recovered mean 

radius is 87.23nm, standard deviation is 43.34nm.  

It may be seen in Figure 4.7 that each of the single-peaked distributions has been 

recovered well but the recovered bi-modal particle size distribution has only one peak 

in Figure 4.7 (c) which is different from the original distribution with two peaks.  

Figures 4.8 and 4.9 show some other bi-modal samples respectively.   
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Figure 4.8: (a) Recovered single particle size distribution with 100nm mean radius and 20nm standard 

deviation; the recovered mean radius is 98.67nm, area error is 0.41, standard deviation is 13.00nm. (b) 

Recovered single particle size distribution with 200nm mean radius and 20nm standard deviation; the 

recovered mean radius is 200.03nm, area error is 0.35, standard deviation is 29.55nm. (c) Bi-modal 

sample: 50% mean radius 100nm, dev 20nm; 50% mean radius 200nm, dev 20nm; the recovered mean 

radius is 144.87nm, standard deviation is 59.45nm.  
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Figure 4.9: (a) Recovered single particle size distribution with 100nm mean radius and 10nm standard 

deviation; the recovered mean radius is 102.58nm, area error is 0.17, standard deviation is 11.7nm. (b) 

Recovered single particle size distribution with 200nm mean radius and 10nm standard deviation; the 

recovered mean radius is 201.88nm, area error is 0.94, standard deviation is 29.61nm. (c) Bi-modal 

sample: 50% mean radius 100nm, dev 10nm; 50% mean radius 200nm, dev 10nm; the recovered mean 

radius is 157.01nm and the standard deviation is 89.02nm.  

 

It may be seen in both Figures 4.8 and 4.9 that the original bi-modal distributions are 

recovered as single peak distributions for the mixtures i.e. similar to the result in 

Figure 4.7. This failure to recover two peaks is related to the way that the PMDD 

method measured the displacements between different particles. For two size 

populations in the mixtures, the movement displacements from class I parings is 

wider compared with a single size distribution, but it does not separate into two 
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distinct PMDD peaks, and thus it is difficult for the ML inversion method to 

distinguish two size populations in a mixture with the PMDD method.    

 

Although the PMDD method gives good performance to recover single particle size 

distribution, it is difficult to recover bi-modal particle size distributions (Figure 4.7-

4.9). This is the drawback of the PMDD method. According to (69), the NTA method 

was able to resolve and distinguish the two size populations: 60+100nm, 100+200nm, 

200+400nm, 400+1000nm, and 100+400nm in the mixtures and yielded accurate size 

estimations.  

 

4.5 Summary  

In this chapter, the PMDD method and a tracking method were compared. In the 

simulation, it considered different number of frames, and different minimum number 

of steps in a track. Both methods can recover particle size distribution very well 

(compared with the best values (area error) of around 0.32 for DLS) when the number 

of frames is over 300 and the minimum number of steps in a track is over 5. However, 

the tracking method gave slightly larger area error and standard deviation than the 

PMDD method. In the experiment, both methods give good performances when the 

particle radius is 75nm, 100nm and 200nm. However, when the particle radius is 

50nm, the recovered distribution is not as good as the others. Both methods give 

wider distributions than the manufacturers quoted values. In each case, the tracking 

method has a wider distribution than the PMDD method; this result is consistent with 

the computer simulation results of section 4.2. As there is no ‘gold standard’ method 

to give a true particle size distribution and the amount of contamination and/or 
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aggregation present in the sample is not known, it is not possible to say which method 

is giving a better result.  

 

Simulations were also performed for bi-modal size distributions. For bi-modal 

distributions, the PMDD method gave poor performance, and it can only reconstruct 

one peak in two size populations in a mixture. This is a drawback of the PMDD 

method, which arises from the use of an inversion algorithm to construct the final 

particle size distribution (similar problems are seen when using inversion algorithms 

in DLS (21)). So, the PMDD method suffers from an inability to reconstruct 

accurately bi-modal distributions, whilst the tracking method can reconstruct bi-modal 

distributions but generally gives wider distributions due to the limited accuracy of 

each estimated R value. 

 

The work in the next chapter is an attempt to develop a sizing method that does not 

need an inversion algorithm, and also does not suffer from the statistical uncertainty 

arising from measuring the random movements from Brownian motion.  
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5 Angular Dependent Intensity for Individual 

Particle Sizing  Equation Chapter (Next) Section 1 

 

5.1 Introduction 

Chapters 2 to 4 introduced the PMDD method, which gave good performance for 

single particle size distribution, but poor performance for bi-modal distributions. 

Chapter 5 develops another novel approach to size particles which is based on image 

intensity, a form of this approach was first published in the thesis of Nam Trung 

Huynh (81), the work in chapter 6 assesses, develops and improves the method he 

implemented.  

Particles scatter light in all directions, and the illuminations are determined by 

particles characteristics and the scattered angles. In other words, the intensities are 

angular dependent. The new approach developed in this chapter is similar to the SLS 

technique, but it combines angular dependent intensity method and individual 

visualisation together to recover particle sizes. In SLS, the light intensity is measured 

as a function of angle but for light scattered by a collection of many particles, in this 

situation the large particles can dominate the collected light, and the small particles 

may become invisible in the traditional SLS technique. The approach investigated 

here attempts to measure the angular intensity variations for individual particles, 

which helps to overcome the domination by large particles.  
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The proposed imaging system is illustrated in Figure 5.1. Laser light is applied as the 

light source and a cylindrical lens is employed to generate a narrow monochromatic 

coherent light sheet passing through a cell which contains many suspended particles 

in a certain liquid (normally water). A two-lens system is employed to condense and 

focus scattered light from particles. A mask with some apertures (such as four 

apertures in Figure 5.2) is inserted between these two lenses to split the scattered 

light into different angles and then a multi-angle image system is formed. Behind the 

mask, wedge prisms are introduced to tilt the scattering light from different apertures 

and form an image in a certain position on the CCD.  

The apertures are positioned in the back focal plane of the first lens and thus they act 

like angle dependent detectors for each scattering particle; however the actual 

detection cannot take place in this plane as, if it did, the measured light would come 

from all the illuminated particles. To separate the light from different particles the 

light leaving the apertures is refocused to an image plane; but for each particle the 

light from each aperture is imaged to a different spatial position by the bending effect 

of the prisms. Thus, the final image contains light from different particles, which are 

spatially separated but also angular scattering intensity information as each particle 

now forms multiple images, each of which contains light scattered into the different 

angles defined by the apertures.  

The number of apertures determines the number of selected scattering angles. The 

arrangement of the wedge prisms defines the patterns of the groups of the bright 

peaks.  The brightness of these peaks is normalised to compare with the look-up table 

of predicted data to find the most suitable particle size. This technique is investigated 

in detail in the following sections. The image captured on the CCD is composed of 
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many groups of bright peaks. Depending on the various patterns of the groups, two 

kinds of approaches will be described in detail in the following sections, which are 

Multiple Image Technique (MIT) and Separated Multiple Image Technique (SMIT).              

 

Figure 5.1: The proposed imaging system for particle sizing.  

 

Figure 5.2: A mask with four apertures in a line. Four apertures have the same shape and the space 

between every two apertures is the same as well.  

Section 5.2 presents some useful background information for image intensity 

technique. It explains the image formation system which is based on ‘Fourier Optics’ 

theory. Section 5.3 describes two kinds of image intensity techniques; one is Multiple 

Image Technique (MIT), whilst the other is Separated Multiple Image Technique 
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(SMIT). Some further investigations between these two approaches are compared in 

section 5.4. It considers different sizes particles, and the comparisons of bi-modal 

particles distributions are presented in this section as well. Section 5.5 optimises the 

experimental parameters, including the number of apertures, noise factors and sample 

concentration. Section 5.6 optimises the laser beam position to form a sharp image. 

Section 5.7 continues with some improvements of the SMIT method. It combines the 

SMIT method with Brownian motion information to size particles. It also considers 

the total intensities of particles from different angles in the SMIT method to improve 

the simulation results. Finally, section 5.7 is a brief summary of the work carried out 

in this chapter. 

 

5.2 Image Formation Arrangement and Analysis 

5.2.1 Image Formation Equation  

According to the “Fourier Optics” approach to imaging (79, 80), the image system 

employs the 4-f setup as shown in Figure 5.3.  
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Figure 5.3: A 4-f system setup.  

Lens1 performs a Fourier transform of the field distribution on its front to its back 

focal plane. Lens2 then inverts the field function from frequency domain back to the 

space domain. As particle positions are very close to the front focal point, the light 

behind lens1 can be assumed to be parallel. According to (79, 80), the approximate 

field at the Fourier plane of lens1 for a single particle can be determined by applying 

equation (5.1) as follows:  

   (5.1) 

where (x0,y0,z0) is the particle position on the object plane, k is the wave number, and 

A(X,Y;RN,n) is the angular dependent field amplitude of the scattered light of the 

particle size RN, and n is the particle refractive index. When the laser beam is 

illuminated along the y axis, Lx and Lz are the laser beam width in the x and z 

directions. 
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The first exponential term in the equation represents the Fourier transform field by the 

object on the front focal plane of lens1, and the second exponential term represents 

the phase curvature due to the out of plane objects. The third term is the phase 

differences of the on-axis objects, whilst the last term shows the Gaussian beam effect 

on the field amplitude. The further detail can be found in (79, 80). 

Finally, the complex field on the image plane of the system can be expressed as: 

  (5.2) 

where  f2 is the focal length of lens2, 𝝓(𝑿,𝒀) is the phase delay by the wedge prisms, 

and P(X,Y) represents the mask term which is defined as formula (5.3). It allows light 

at certain angles to go through, and the wedge prisms alter the phases of the light from 

different apertures of the mask. 

  (5.3) 

Figure 5.4 compares the image formations from the Fourier Optics with the image 

formations based on the lens geometrical properties as described in Section 3.3. The 

left image is formed according to the geometrical optics properties, whilst the right 

image is formed according to Fourier Optics. In general, they form two similar images 

on the same condition with these two methods.    
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Figure 5.4: Image formations according to two different methods.  

 

5.2.2 Predicted Intensities Data 

The basic idea of the angular dependent intensity method is to measure the intensities 

at different angles and analyse them with the look-up table of the predicted data to 

find the most suitable particle sizes. The predicted intensities data are derived from 

the Mishchenko Code described in Chapter 1 (38).  

Figure 5.5 displays the normalised predicted intensity ratios in four different 

conditions. (a) shows an example of the normalised predicted intensity ratios from 

two different angles (80o and 100o), whilst (b) shows the results from three different 

angles (80o, 90o and 100o). (c) and (d) show the different results with four (74o, 85o, 

95o and 106o) and six(75o, 81o, 87o, 93o, 99o and 106o)  angles. Note that the range of 

angles considered here is within the range 70o to 110o as this represents a typical range 

of angles that can be imaged with a long working distance microscope objective.  
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 Figure 5.5: The normalised predicted intensities data in different angles. (a) shows an example of the 

predicted intensity ratios from two different angles (80o and 100o); (b) shows the results from three 

different angles (80o, 90o and 100o); (c) and (d) show the different results with four (74o, 85o, 95o and 

106o) and six(75o, 81o, 87o, 93o, 99o and 106o)  angles. Particle radius varies from 1nm to 1000nm. 

In Figure 5.5(a), obviously, there are many different particle sizes which have a very 

similar normalised predicted intensity ratio; for example an intensity ratio of one is 

obtained for particles of radius around 195nm, 230nm, 350nm etc. Therefore, when 

comparing the normalised intensity ratio in the simulation or the experiment with the 

predicted data, it is difficult to give unambiguous accurate results.  

Figure 5.5(b) considers three different angles to find the unique normalised intensity 

ratios, but it still has some ambiguities. For example, when the particle radii are 

around 280nm or 420nm, they have similar normalised intensity ratios (around 0.65: 

0.3: 0.05) from 80o, 90o and 100o. Even for four different angles in Figure 5.5(c) 

when the particle radii are around 160nm or 285nm, they have similar normalised 

intensity ratios (0.64:0.28:0.07:0.01) from 74o, 85 o, 95 o, and 106 o. It can be seen 

that, in general, if more angles are used then the possibility of obtaining a false result 

will be reduced. However using a larger number of angles (i) adds complexity to the 
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experimental setup, (ii) reduces the light level of the individual images formed and 

(iii) increases the area occupied by the sub-images thus making overlap of images 

more likely. Thus in the following assessments, four apertures were usually employed 

as a compromise between complexity and image problems and possible ambiguities in 

determining particle radius.  

 

5.3 Multiple Image Technique (MIT) and Separated 

Multiple Image Technique (SMIT) 

In this section two novel optical arrangements are described to form images suitable 

for determining the radii of individual particles; these differ from the method 

implemented by Nam Trung Huynh (81) who used the aberration introduced by the 

glass/air interface to separate the images from a single particle.   

 

5.3.1 Multiple Image Technique (MIT) 

Multiple Image Technique forms an image by the setup in Figure 5.1. Because 

aberrations are present in the real experiment, at the cell (water)/glass (air) boundary, 

it will form some groups of peaks in a straight line if there are no wedge prisms 

behind the apertures. N. T. Huynh (81) simulated some patterns with diamond shape, 

but the slightly out of focus particles often appear in distorted patterns, even when 

using a narrow sheet of light to illuminate the particles. For an out of focus particle, 

the line group pattern only changes in length whilst the group pattern may be totally 

different for a diamond pattern. Therefore, detecting line groups is much more 

convenient.  
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Nam Trung Huynh (81) made a simple set up for the MIT method which is the same 

as Figure 5.1, but without prisms. He tried to use three small apertures to form an 

image and compared the normalised intensity ratios with the predicted data. However, 

the results are poor due to the similar ratios of some different particles. There are 

many errors in the recovered distribution.  

Figure 5.6 (a) shows simulated results for some line groups of particles with four 

apertures. Four apertures may improve the simulation results in theory, but the sample 

concentration should be small to form images with no overlap of the groups of 

images.    

Due to the different illumination power at different focal positions and optics 

aberrations, these groups appear different. Some of them are bright, whilst some of 

them are faint and the line group pattern changes in length.  

                                (a )                                                            (b) 

 

Figure 5.6: Images captured by the MIT method from four different scattering angles.  

As may be seen in the images in Figure 5.6, some of the line groups have overlapped 

with those from neighbouring particles or are very faint. These groups could give 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  150	  
	  

	  
	  

false results so it is necessary to set a criterion to find the good groups and bad 

groups. A good group of peaks is considered to have the following properties: 

(1) The group of peaks from a single particle should not be too far from each other 

(eg: the displacement between every two consecutive peaks should be smaller 

than 50 pixels);  

(2) The group of peaks should not be too faint to detect (based on the background 

level and quantisation level, a threshold is set to eliminate faint groups. For the 

results presented here, the threshold is set at 10% of the difference between the 

maximum measurable level and the background level);  

(3) The group of peaks from a single particle should not overlap with those from 

other particles (if it finds more than four peaks in a line group pattern, such as the 

lower bad sample in Figure 5.6 (b), this line group pattern will be eliminated as 

overlapping groups).  

Thus, the good groups will be recorded whilst the bad groups will be eliminated. In 

the simulations described here and in the experimental work this process was 

automatically applied in software. Figure 5.6 (b) gives some examples of the bad 

groups and good groups.  The faint group and the overlapping groups are recorded as 

bad groups. Consequently, the data processing algorithm compares the intensities of 

good samples with the predicted intensities data to find the best matching sizes.  

To test the effectiveness of this angular intensity approach to individual particle 

sizing, computer simulations were carried out. The simulation parameters are listed in 

Table 5.1. A set of 100 independent frames is recorded to recover a particle size 

distribution.  
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Particle radius/ standard deviation 100nm/15nm 

Number of frames 100 

Image size/pixel size 500 x 500/0.9microns 

Exposure time  0.1s  

Particle concentration  1 x 106 /ml 

Poisson noise factor  4000 

Background /Quantisation noise No 

Magnification  1 

Table 5.1: Simulation parameters used in the simulation. 

In previous chapters, three criteria evaluations have been utilised to examine the 

accuracy of the recovered particle size distribution. However, sometimes it is difficult 

to show the accuracy of the recovered distributions from the MIT method with these 

three criteria. In the MIT method, because it compares the normalised intensity ratios 

with the predicted data, just as shown in Figure 5.5, sometimes, different particle 

sizes may have similar normalised intensity ratios, and therefore some ambiguities 

and some small number of falsely recovered large radius particles could significantly 

enlarge both the mean values and the standard deviations.  

The area error criterion is also not suitable for the MIT method. This criterion was 

suitable for a method such as PMDD which produces a smooth highly-sampled 

distribution. The MIT method however produces individual particle sizes, which are 

then combined into a histogram to give an estimate of the particle size distribution. It 
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is found that the area error value depends on the histogram bin sizes, so is not suitable 

for the present method.  

Another criterion is employed for the image intensity technique. For an original mean 

radius of the distribution of X, and a standard deviation of y, if the total number of the 

particle radii measured by the MIT method is A, then it can approximately calculate 

the fraction of particles around the original distribution by equation (5.4): 

  (5.4) 

where B is the number of the measured particle radii between (X-2y) and (X+2y).  

Based on some simulation code, the P value can be calculated automatically. 

Figure 5.7 shows a reconstructed particle size distribution by the MIT method based 

on 100 random frames.  

 

P = B
A
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Figure 5.7: The particle size distribution reconstructed by the MIT method. The mean radius is 100nm 

and the standard deviation is 15nm. The recovered mean radius is 109.59nm with 73.98nm standard 

deviation, and the area error is 0.46. 91% particles are between 70nm and 130nm.  

Inspection of Figure 5.7 illustrates that a majority of the measured particle radii are 

around 100nm. A small number of false results appear at around 350nm and 700nm to 

900nm. These are due to the ambiguity problem discussed in section 5.2.2. If some 

prior knowledge about the particle sizes was available then the range of the lookup 

table could be restricted to avoid some of these ambiguities. Two methods to attempt 

to include some form of prior knowledge are investigated in sections 5.7 

 

Around 91% of the measured radii are in the range of 70nm to 130nm. However, it 

may be seen that there are errors in the peak of the recovered distribution around 

100nm. The look up table used was sampled with a resolution of 1nm. So these errors 

are not due to under sampling of the look up table but rather due to the Poisson noise 

in the images and hence in the measured intensity ratios.  

 

 In general, the MIT method recovers a good particle size distribution. Further 

investigations on the MIT method, to compare its performance with the SMIT method 

will be described in the following section 5.4.    

As outlined above (in the discussion after Figure 5.6) there are problems with the 

MIT method having bad groups of peaks. One of the difficulties that can arise is if a 

group of three peaks is detected (from a four aperture experiment) then there will be 

an ambiguity as to which peaks arises from which aperture. In the next section an 

alternative optical arrangement is investigated with the potential to overcome this 

difficulty.   
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5.3.2 Separated Multiple Image Technique (SMIT) 

Compared with the MIT method, there are some differences on the image formation 

system of the SMIT method.  Figure 5.8 displays the image formation system of the 

SMIT method. A field aperture is inserted between the first and second lenses to keep 

the field of view small and avoid images overlapping on the CCD. A mask with four 

apertures and wedge prisms are applied behind lens2. The wedge prisms tilt the 

scattering light into different positions. The key difference between this SMIT 

arrangement and the MIT method is that in MIT one particle generates a closely 

spaced set of peaks within a single image. In SMIT four separate images are produced 

and each particle contributes a peak to each of these images (such an image is shown 

below in Figure 5.10). 

 

Figure 5.8: Image formation system of the SMIT method.  

If there is a particle perfectly on focus, assuming the image plane is made up of four 

quarters (Figure 5.9), the particle image from one aperture should be in the same 

position in each quarter image by the tilting of the wedge prism. 
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Figure 5.9: Four quarters of the image plane.  

In other words, every quarter image plane forms an image of the particles in the field 

of view through one of the apertures.  

Figure 5.10 shows an example of a simulated image captured by the SMIT method.  

 

Figure 5.10: An example image captured by the SMIT method from four different scattering angles.  

It is composed of four quarter-images. This four-quarter-image is formed through the 

apertures and wedge prisms at some different angles. These four quarter images 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  156	  
	  

	  
	  

appear very similar, but the intensities of the peaks are different depending on the 

different scattering angles. If these four quarter images are superposed into one image, 

the centres of the perfectly on-focus particles will be exactly overlapped in the same 

position, but the centres of the out of focus particles shift a bit, and appear as a line 

pattern.  

The simulation to compute the form of image produced by the SMIT optical 

arrangement is very similar to that used for the MIT method which was outlined in 

section 5.2.1, the only differences are (i) that the field aperture is simulated by 

excluding those particles that generate images outside the aperture from the image, 

and (ii) that the phase functions applied to simulate the effect of the wedge prisms are 

increased in magnitude so as to separate the 4 images into different regions of the 

detector plane.  

The SMIT method also uses the same theory as the MIT method to look up for the 

best match size distribution, but the criteria are simpler. The SMIT method does not 

need to consider the first and second restrictions of the criteria used in the MIT 

method. Because the illuminations from different angles are formed in separate 

images, if the bright peaks positions in one quarter-image have been examined, the 

peaks positions in other quarter-images can be deduced, even for the very faint peaks 

from some particular sizes at particular angles.   

The general idea of the SMIT method is also similar to the MIT method. Compare the 

intensities in the image with the theoretical data to find best matches sizes by the best-

fit function in (5.5): 
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  (5.5) 

where Ii,  are the normalised detected intensities and the predicted data from 

Mishchenko code respectively. The best-fit size r0 is where the minimum value of 

function f(r) occurs.  

Figure 5.11 represents four different best-fit functions of four different particles with 

nominal radius of 100nm. The minimum value of function f(r) occurs around 100nm 

in each diagram. Therefore, the minimum value in each diagram is selected to be the 

best match particle size.  

Figure 5.11: (a) Four different best-fit functions according to four different particles with nominal 

radius of 100nm. (b) Enlarged image of (a). 

( ) ( )( )
4 2theory

i i
i

f r I I r= −∑

theory
iI



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  158	  
	  

	  
	  

The simulation parameters used in the SMIT method (Table 5.2) are similar to the 

parameters in Table 5.1 except for the sample concentration. The particle 

concentration in Table 5.2 is four times larger than that in Table 5.1 to keep the 

number of particles in the image nearly the same.  

 

Particle size distribution: 

mean/ standard deviation 

100nm/15nm 

Number of frames 100 

Particle concentration 4 x 106 /ml 

Poisson noise factor  4000 

Background /Quantisation noise No/No 

Table 5.2: Simulation parameters in the SMIT method.  

Figure 5.12 displays an example of the reconstructed particle size distribution by the 

SMIT method. 
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Figure 5.12: Recovered particle size distribution by the SMIT method. The mean radius is 100nm and 

the standard deviation is 15nm. The recovered mean radius is 106.77nm with 55.22nm standard 

deviation, and the area error is 0.36. There are 96% particles in the range of 70nm to 130nm.  

The recovered distribution in Figure 5.12 is acceptable, because a majority of particle 

sizes are around 100nm which is quite similar to the recovered distribution from the 

MIT method. Compared with the MIT method, there are more particles in the range of 

70nm to 130nm, and the area error is smaller.  
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5.4 Comparisons between the MIT Method and the SMIT 

Method 

In Section 5.3, the basic ideas of the MIT and the SMIT method have been discussed. 

Both of these two approaches can reconstruct particle size distributions and the 

recovered results seem acceptable and reasonable when the particle mean radius is 

100nm with 15nm standard deviation. Some more particle sizes distributions 

recovered from these two methods are compared in section 5.4.1. Section 5.4.2 

simulates bi-modal particle sizes distributions. 

 

5.4.1 Different Particle Size Samples 

Some other sizes of particles are examined in this section to verify whether these two 

approaches still work well. The simulation conditions keep the same as those in Table 

5.1 and 5.2. It still records 100 independent frames for both methods. Figure 5.13 -

5.17 compare the reconstructed particle size distributions by the MIT method and the 

SMIT method with five different sizes. The mean radii of the particles are 100nm, 

200nm, 300nm, 400nm and 500nm respectively. The standard deviation is 15nm for 

all distributions. Table 5.3 compares the area errors, mean radii, standard deviations 

and P in eq. (5.4).  
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Figure 5.13: The reconstructed particle size distributions by the MIT method (left) and the SMIT 

method (right). The original particle radius is 100nm with 15nm standard deviation.  

  

Figure 5.14: The reconstructed particle size distributions by the MIT method (left) and the SMIT 

method (right). The original particle radius is 200nm with 15nm standard deviation.  

  

Figure 5.15: The reconstructed particle size distributions by the MIT method (left) and the SMIT 

method (right). The original particle radius is 300nm with 15nm standard deviation.  
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Figure 5.16: The reconstructed particle size distributions by the MIT method (left) and the SMIT 

method (right). The original particle radius is 400nm with 15nm standard deviation.  

  

Figure 5.17: The reconstructed particle size distributions by the MIT method (left) and the SMIT 

method (right). The original particle radius is 500nm with 15nm standard deviation.  

 Area error  Mean radius Standard deviation P (eq.(5.4)) 

MIT SMIT MIT SMIT MIT SMIT MIT SMIT 

100nm 0.46 0.36  109.59   106.77   73.98 55.22   0.91 0.96 

200nm 1.2    0.45 220.44    206.15  51.43 15.88    0.87 0.95 

300nm 0.68 0.39 314.54 296.99 75.59    21.38    0.92 0.95 

400nm 0.53 0.29    400.26 407.70    51.18 52.27 0.94 0.95 

500nm 0.52   0.24 500.02    499.12    33.94 14.77    0.95 0.96 

Table 5.3: Area error, mean radius, standard deviation and P value in eq. (5.4). 
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Theoretically, both of these angular dependent intensity methods can reconstruct 

particle size distributions. A majority of particles are around the original distributions 

in both methods. According to Table 5.3 and the figures above, the SMIT method 

performs better results than the MIT method in the same conditions. The area errors 

from SMIT are much smaller than those from the MIT method. It indicates that the 

recovered distribution from SMIT matches the original distribution better. In addition, 

the numbers of particles in every random frame for both methods are almost the same, 

but SMIT records many more particles than MIT. For instance, SMIT recorded 834 

particles positions in 100 random frames when particle mean radius is 300nm, but 

MIT only tracked 226 particles. Because there are many limitations of the MIT 

method when looking for the good groups, some bad samples have been eliminated. 

Therefore, the recovered distribution by the SMIT method is more convincing than 

the MIT method in the same condition.  

There are four spots in a group from the MIT method. In some situation, if some spots 

from one or two directions are too weak to detect, it encounters some troubles. It is 

difficult to know where the weak spots are, in front of the bright spots or after or in 

the middle (see Figure 5.18). Figure 5.18 illustrates these error cases. Red dots 

represent the bright spots position on the image and black dots represent the very 

weak spots. For example, if three bright peaks in a group were detected in the image, 

it is difficult to decide where the fourth peak is. In addition, the particles in line 

patterns superpose each other much easier than the particles in separate image in the 

SMIT method. In these two situations, these groups should be recorded as bad 

samples and be eliminated. It explains why there are only a few particles 

reconstructed from the MIT method. In contrast, SMIT does not encounter this 

trouble. The positions of some weak peaks in certain direction can be deduced from 
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the other spots in other directions and then the intensities of the weak peaks can be 

estimated from the image.  

 

 

 

 

 

 

Figure 5.18: Confusions made by the MIT method. 1, 2 and 3 represent the confusion cases it may 

happen in the image plane. 

It may be seen in Figures 5.13 to 5.17 that one of the problems in both the MIT and 

SMIT method is the presence of false peaks in the recovered size distributions. One 

reason for these occurring has already been discussed in section 5.22 i.e. the 

ambiguity effect where two sizes of particles have very similar sets of intensity ratios. 

This can cause the look-up table data inversion procedure to fail occasionally. 

Another possible cause of these false peaks could be that two or more particles (of 

different sizes) are very close together in the sample and as a result contribute light to 

a single intensity peak in the image. This will lead to a false set of intensity ratios 

which the look-up table recovery procedure will interpret as a false radius. Inspection 

of the positions of the false radius peaks in the distributions in Figures 5.13 to 5.17 

indicates that it is the former issue which is responsible for the majority of the false 

results.   



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  165	  
	  

	  
	  

5.4.2 Bi-modal Particle Size Distributions Reconstructed by MIT 

and SMIT  

In this section, the image intensity techniques (MIT and SMIT) are applied to some 

bi-modal particle size distributions. The simulation parameters keep the same as those 

in Table 5.1 and Table 5.2 for each method. The Poisson noise factor is 4000 and the 

background noise and quantisation noise are ignored. The original and reconstructed 

distributions for every sample are shown in the following figures.  

 

 

Figure 5.19: Original and reconstructed distributions for sample: 50% mean1=100nm, standard 

deviation1=10nm; 50% mean2=200nm, standard deviation=10nm. P(100nm)=47%, P(200nm)= 48% 

with the MIT method. P(100nm)=46%, P(200nm)=50% with the SMIT method.  

Both MIT and SMIT succeed in measuring the mixture particle size distributions 

when 50% particles are 100nm and 50% particles are 200nm. The recovered 

distribution ratios are similar to the original ratios with both methods.  
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Figure 5.20: Original and reconstructed distributions for sample: 50% mean1=150nm, standard 

deviation1=10nm; 50% mean2=300nm, standard deviation=10nm. P(150nm)=51%, P(300nm)= 46% 

with the MIT method. P(150nm)=42%, P(300nm)=52% with the SMIT method.  

Similarly, a simulation result in Figure 5.20 shows that MIT and SMIT are able to 

evaluate bi-modal distributions. More particles are recovered around 150nm with the 

MIT method, since the illuminations from some particular angle are very weak to 

detect when the particles are around 300nm. For the SMIT method, since 300nm 

particles scatter more light than 150nm particles, their probability of detection is also 

higher. The recovered distribution ratio is acceptable.  
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Figure 5.21: Original and reconstructed distributions for sample: 50% mean1=100nm, standard 

deviation1=10nm; 50% mean2=300nm, standard deviation=10nm. P(100nm)=70%, P(300nm)= 25% 

with the MIT method. P(150nm)=30%, P(300nm)=67% with the SMIT method.  

Figure 5.21 shows another example of bi-modal distributions. Although both of the 

image intensity techniques can examine the bi-modal distributions, they fail in giving 

the distribution ratio correctly. Due to the limitations when looking up for good 

groups, a higher number of 100nm particles is observed from MIT. Because large 

particles scatter more light than small ones, a high ratio of 300nm particles is 

recovered from SMIT.  

Another two narrow bi-modal simulations are examined in Figure 5.22 and 5.23.  

 

Figure 5.22: Original and reconstructed distributions for sample: 50% mean1=300nm, standard 

deviation1=5nm; 50% mean2=350nm, standard deviation=5nm. P(300nm)=41%, P(350nm)= 54% 

with the MIT method. P(300nm)=43%, P(350nm)=51% with the SMIT method.  
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Figure 5.23: Original and reconstructed distributions for sample: 50% mean1=150nm, standard 

deviation1=5nm; 50% mean2=200nm, standard deviation=5nm. P(100nm)=38%, P(300nm)= 58% 

with the MIT method. P(150nm)=51%, P(300nm)=44% with the SMIT method.  

Both MIT and SMIT are able to distinguish close bi-modal distributions. SMIT 

reconstructs a better distribution ratio than the MIT method.  

In general, the MIT method is restricted by the limitations when looking up for good 

groups of samples both for single distribution and for bi-modal distributions. Some 

faint illuminations from some particular angles result in the wrong distribution ratio 

by the MIT method. For single size distribution, compared with the MIT method, the 

SMIT method obtains a more convincing result in the same situation. For the bi-

modal size distributions, the recovered result from a close bi-modal distribution is 

acceptable with the SMIT method. If one size is much larger than the others, the large 

particles will dominate the distribution.  
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5.5 Optimising Experimental Parameters in the SMIT 

Method 

5.5.1 Simulations Results by Six Apertures  

Particles scatter light in every direction. Theoretically, the more illuminations from 

different angles are examined, the more accurate the result is. Occasionally, the 

normalised intensity ratios in some directions are very similar but the particle sizes 

are different. According to Figure 5.5, if there are two or three apertures, there are 

many different size particles examined with the similar intensity ratio. Thus, this 

section compares the simulation results with four and six apertures. Figure 5.24 

shows some ambiguities. It gives an example that when the particles are around 

160nm and 280nm, the normalised intensity ratios from four angles (74o, 85 o, 95 o, 

and 106 o) are very similar. Therefore, it will bring in some errors (wrong particle 

sizes) to recover particle sizes.   
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Figure 5.24: The normalised intensity ratios from four different angles with different particle sizes.  

A six apertures mask is introduced in this section to minimise the ambiguities. 

According to Mishchenko code, a normalised predicted intensity data from six 

different angles is illustrated in Figure 5.25.  
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Figure 5.25: The normalised predicted intensity ratios from six different scattering angles (75o, 81 o, 

87o, 93 o, 99 o, and 105 o). Particle sizes change from 1nm to 1000nm.  

Figure 5.26, 5.27 and 5.28 compare the recovered distributions from four apertures in 

a mask and six apertures in a mask respectively with different particle sizes, 100nm, 

200nm and 300nm respectively.  
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Figure 5.26: The recovered particle size distributions with four and six apertures in a mask. The 

original mean radius is 100nm, and the standard deviation is 15nm.  

  

Figure 5.27: The recovered particle size distributions with four and six apertures in a mask. The 

original mean radius is 200nm, and the standard deviation is 15nm. 
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Figure 5.28: The recovered particle size distributions with four and six apertures in a mask. The 

original mean radius is 300nm, and the standard deviation is 15nm. 

Table 5.4 compares the criteria evaluations in these two conditions.  

 Area error  Mean radius (nm) SD P (eq.(5.4)) 

4 6 4 6 4 6 4 6 

100nm 0.36  0.38  106.77   102.54   55.22   14.80   0.96 0.96 

200nm 0.45 0.38  206.15   203.31  15.88    21.59    0.95 0.93 

300nm 0.39 0.34 296.99 299.52 21.38    18.80    0.95 0.96 

Table 5.4: Comparisons of the criteria evaluations with four and six apertures in a mask.  

The recovered size distributions with six apertures are only slightly better than those 

with four apertures. Actually, in a real experiment, the more apertures in a mask, the 

smaller the aperture, the more complicated the experimental setup. Four apertures in a 

mask are easier than six apertures to realise in real experiment, and the results with 

four apertures are acceptable. Therefore, four apertures in a mask are employed in the 

experiment.  
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5.5.2 Simulation Results with Different Poisson Noise Factors 

A discussion on detection program ability with several levels of Poisson noise factor 

is presented in this section. Poisson noise factor has been discussed in the PMDD 

method. Poisson noise is applied on the simulation images by using equations (3.4) 

and (3.5). The simulation parameters are the same as before. A set of 100 independent 

frames is captured. Particle images are corrupted by a Poisson noise factor of 100, 

500, 1000 and 4000 respectively. Simulation results for two size distributions (100nm 

and 300nm) are illustrated in Figure 5.29 and 5.30. The criteria evaluations are 

compared in Table 5.5 and 5.6 respectively.  

 

 

 

Figure 5.29: Reconstructed particle size distributions with different Poisson noise factors. The original 

mean radius is 100nm with 15nm standard deviation.  
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Noise factor Mean radius Standard deviation Area error P(eq.5.4) 

100 110.25 47.16 0.48 0.86 

500 104.90 51.82 0.29 0.93 

1000 105.04 50.12 0.26 0.94 

4000 106.77 55.22 0.36 0.96 

Table 5.5: Criteria evaluations with different Poisson noise factors.   

 

 

Figure 5.30: Reconstructed particle size distributions with different Poisson noise factors. The original 

mean radius is 300nm with 15nm standard deviation.  
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Noise factor Mean radius Standard deviation Area error P(eq.5.4) 

100 297.77 38.25 0.41 0.91 

500 297.97 32.01 0.41 0.93 

1000 295.40 36.17 0.39 0.93 

4000 296.99 21.38 0.39 0.95 

Table 5.6: Criteria evaluations with different Poisson noise factors.  

According to Figure 5.29 and 5.30, and the comparisons in Table 5.5 and 5.6, the 

detection process provides fairly consistent performance when Poisson noise factor is 

large than 500. This suggests that a very long exposure time is not necessary.  

 

5.5.3 Simulation Results with Different Number of Quantisation 

Levels and Background Levels 

Some examples on detection program ability with various quantisation levels and 

background noise levels are presented in this section. Figure 5.31, 5.32 and 5.33 

display the recovered distribution with different number of quantisation levels, 4096, 

2048 and 1024. In every image, it also considers different background noise levels 

200 and 400. Table 5.7, 5.8 and 5.9 list the criteria evaluations of every figure.  
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Figure 5.31: Reconstructed particle size distributions with different background noises when the 

quantisation level is 4096. The original mean radius is 100nm with 15nm standard deviation 

 

Background 

noise levels 

Mean radius Standard 

deviation 

Area error P(eq.5.4) 

200 104.45 32.04 0.3 0.94 

400 107.70 52.27 0.29 0.94 

Table 5.7: Criteria evaluations when the number of quantisation levels is 4096. The background noise 

levels are 200 and 400.   

 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  178	  
	  

	  
	  

 

Figure 5.32: Reconstructed particle size distributions with different background noises when the 

quantisation level is 2048. The original mean radius is 100nm with 15nm standard deviation. 

 

Background 

noise levels 

Mean radius Standard 

deviation 

Area error P(eq.5.4) 

200 106.52    43.88    0.27 0.94 

400 104.34 50.55 0.32 0.94 

Table 5.8: Criteria evaluations when the number of quantisation level is 1024. The background noise 

levels are 200 and 400.   
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Figure 5.33: Reconstructed particle size distributions with different background noises when the  

number of quantisation level is 1024. The original mean radius is 100nm with 15nm standard deviation.  

 

Background 

noise levels 

Mean radius Standard 

deviation 

Area error P(eq.5.4) 

200 102.69    33.88    0.26 0.94 

400 104.28 44.33 0.23 0.94 

Table 5.9: Criteria evaluations when the number of quantisation level is 1024. The background noise 

levels are 200 and 400.   

In general, the reconstructed particle size distributions are in good agreement with the 

original distribution when considering the background noise levels with different 

quantisation levels. This suggests that a very high number of quantisation levels is not 

necessary, and the background noise and quantisation noise do not influence the 

simulation results seriously.  
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5.5.4 Optimising Sample Concentration 

This section will optimise the best sample concentrations range. The simulation 

parameters are the same as those in Table 5.2. Background noise and quantisation 

noise are ignored to simplify the simulations. A set of 100 random frames is 

captured to reconstruct the size distributions. Figure 5.34 illustrates four 

reconstructed size distributions with various sample concentrations from 106/ml to 

85 x 106/ml. Table 5.10 compares the criteria evaluations with different sample 

concentrations.  
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Figure 5.34: Reconstructed particle size distributions with different sample concentrations. The original 

mean radius is 100nm with 15nm standard deviation.  

Concentrations/ml Mean/nm SD/nm Area erro P(eq.5.4) 

<106 ----- ----- ----- ----- 

106 101.00 13.05 0.36 0.97 

25x106 104.77 45.5 0.27 0.95 

35x106 110.11 78.83 0.26 0.92 

45x106 122.6 116.74 0.32 0.90 

65x106 149.13 169 0.39 0.88 

85x106 160.3 182.5 0.49 0.82 

Table 5.10: Criteria evaluations with different sample concentrations.  

Compared with the reconstructed distributions in Figure 5.34 and the criteria 

evaluations in Table 5.10, when the sample concentration is less than 35x106/ml, the 

recovered mean is reasonable and the standard deviation is not too large. Although a 

majority of particles are recovered around the original data, the mean radii and 

standard deviations are not as good as expected if the concentration is larger than 
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35x106/ml. More errors occur when the concentration is large due to the overlapping 

particles.  

 

5.6 Optimising Laser Beam Position  

When setting up the experimental devices, a good laser beam position can generate a 

high quality image.  The knowledge of beam position is also important for one of the 

method discussed in section 5.7.2. The centre of the laser beam should be at the focal 

length position (O in Figure 5.35) in order to generate a high quality image. When the 

beam centre goes through the focal length position, most of particles in the field of 

view are in focus or almost in focus and then the scattered light from these particles is 

converged as much as possible to form sharp peaks in the image. If the laser light is 

far from the focal length which means most of the particles are out of focus, light will 

not be well converged and it will form blurred circles in the image. If the light is quite 

far from the focal length, it is difficult to detect the particles due to the weak 

scatterings.  

 

Figure 5.35: Simple image formation system. O is the ideal object position. i is the ideal image 

position.  
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It is necessary to find out the exact beam position. In this section, it will introduce two 

different approaches to optimise the beam position. The first one is based on image 

intensity method, whilst the other one depends on particle random movements.   

 

5.6.1 Image Intensity Method to Detect the Beam Position 

According to the SMIT method, the four-quarter image intensities can be represented 

by I1, I2, I3 and I4 respectively. Total intensity I is a summation of these: 

  (5.6) 

If a particle is in focus or almost in focus, it forms a sharp impulse with high value, 

which is shown on the left in Figure 5.36. In contrast, if a particle is out of focus, the 

intensity becomes some blurred circles with small value (on the right in Figure 5.36).  

Figure 5.36: Comparisons of the total intensity image (500 pixels x 500 pixels) when particles are in 

focus and out of focus.  

If summing four-quarter images, the total intensity of an on-focus or almost on-focus 

particle is a strong sharp impulse which is shown on the left in Figure 5.37. However, 

the total intensity image is not the same as every quarter image anymore for a particle 

1 2 3 4I I I I I= + + +
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out of focus. The particle centres from every apertures shift a bit due to the out-of-

focus effect. When summing these intensities, it forms an image on the right in 

Figure 5.37. It looks like some small consecutive pulses overlapping together.  

 

Figure 5.37: Total intensity image in 2-D and 3-D (250 pixels x 250 pixels): an in-focus particle (left) 

and an out-of-focus particle (right).  

From the images above, it indicates that when particles are in focus or almost in 

focus, it will form a strong sharp column in the total intensity image, or else it will 

generate an irregular shape column in the total intensity image with small values. That 

means an in-focus particle dominates more brightness than an out-of-focus particle in 

the image. In other words, the in-focus particle takes more information compared with 
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the out-of-focus particle. Formula (5.7) explains the general idea of how to check 

beam position using the total intensity method.  

  (5.7) 

where I represents the summing intensity of the four quarter images, m and n 

represent the size of the summed intensity image, q is a summation of square of the 

normalised total intensity.  

Hence, compare q value when the laser beam is in different positions, and the 

maximum q position is the best laser beam position. More particles in focus or almost 

on focus would provide a larger q value.  

 

5.6.2 Simulation Results from Image Intensity Method 

Figure 5.38, 5.39 and 5.40 compare the q value with different laser beam positions 

when the particle mean radii are 100nm, 200nm and 300nm respectively. ‘0’ in x-axis 

represents the real focal length position ‘O’, and the beam shifts 125 microns away 

from ‘O’ in Figure 5.38. 
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Figure 5.38: Y-axis represents q value in eq. (5.7) when the particle mean radius is 100nm with 0.1nm 

standard deviation. 

 

Figure 5.39: Y-axis represents q value in eq. (5.7) when mean particle radius is 200nm with 0.1nm 

standard deviation.  

-1.5 -1 -0.5 0 0.5 1 1.5

x 10-4

0

1

2

3

4

5

6

7

8
x 10-4 total intensity method to check beam position

beam position/m

-1.5 -1 -0.5 0 0.5 1 1.5

x 10-4

0

1

2

3

4

5

6
x 10-4 total intensity method to check beam position

beam position/m



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  187	  
	  

	  
	  

 

 

 

 

 

 

 

Figure 5.40: Y-axis represents q value in formula (5.7) when mean particle radius is 300nm with 0.1nm 

standard deviation.  

Summarising these three graphs, when the laser beam is far away from position ‘O’, q 

value has a sharp decline. The laser beam position can be restricted within 20 microns 

around the perfect focal length position. Within this range, it is difficult to compare 

the q value to obtain the perfect beam position. Further investigation should be done 

within this small range to find out the perfect beam position. Section 5.6.3 

investigates another method which involves Brownian motion of particles to solve 

this problem.  

 

5.6.3 Beam Position Checking Based on Particle Brownian Motions 

In the previous section, the image intensity method makes a good performance when 

the laser beam is far from the ideal position, but it cannot distinguish the best laser 
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beam position when it is quite near the ideal position.  The section will focus on a 

novel approach which is based on particle Brownian motions to solve this problem. 

Assuming the laser beam is at a certain position ZB which is within 20 microns away 

from the ideal position. The intensity of a particle can be represented by the equations 

as follows:  

  (5.8)  

    (5.9) 

where Z1 and Z2 represent two consecutive (1 and 2) positions of a particle with a 

certain time interval. K is scattering parameter which is relevant to particle size, 

particle shape, refractive index and etc. 𝜶  is the laser beam width. The beam width is 

assumed as 25 microns in the simulations. I1 and I2 are the intensities of the particle in 

these two conditions respectively.  

Within a short interval time, small displacement has been measured of the same 

particle. Z1 and Z2 record the particle positions respectively at different times. If 

positions Z1 and Z2 are known, and the particle intensities of each time can be 

detected, beam position ZB can be deduced as a solution of equation (5.8) and (5.9).  

  (5.10) 
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In an optics system (Figure 5.41), if the scattering light from one particle passes 

through two apertures in parallel, and the distance between two apertures is A, in the 

back focal length plane, it will form two peaks from these two different apertures with 

displacement of d.  

 

Figure 5.41: Image formation system from two apertures. The distance between two apertures is A, and 

the displacement of the formed images on the image plane from these two apertures is d.  

Then, the particle position can be expressed as follows:  

  (5.11) 

where f is the lens focal length, A is the distance between two apertures on the mask, 

and d is the small displacement of the particle centres from these two apertures in the 

image plane. 

There are a few steps to do this simulation to examine the accuracy of this method.  

(1) The laser beam is not far from the ideal focal length ‘O’, within 25 microns.  

(2) Afterwards, choose one bright particle which can be any position in the image.  

(3) According to eq. (5.11), the particle positions Z1 and Z2 can be calculated. Therefore, 

the beam position can be deduced by eq. (5.10).  

Z = df
A − d
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(4) Finally, compare the beam position calculated in step3 and the real beam position in 

step1 to examine whether they coincide with each other.  

In order to provide convincing and correct results, Table 5.11 shows some simulation 

results in ten times when the mean radius is 100nm with 0.1nm standard deviation. 

The beam position is set at 25 microns away from ‘O’. 

Beam position (µm) 
Particle position(µm) 0 5 12.5 15 20 25 
Experiment 

Number 

1  23.12 24.91 27.2 24.34 26.6 23.54 
2  24.91 25.32 25.7 24.9 24.4 28.19 
3  29.5 30.45 25.5 24.9 25.43 24.49 
4 28.95 24.7 25.2 24.74 24.31 24.69 
5 23.84 27.53 8 25.1 23.99 24.25 
6 25.72 24.05 24.8 24.84 25.57 22.27 
7 24.35 25.96 25.1 24.62 25.58 24.5 
8 23.7 24.54 25.4 25.35 24.04 24.74 
9 24.22 23.73 25.8 24.81 24.74 24.84 
10 28.91 21.6 24.73 24.66 23.07 24.77 

 Table 5.11: The beam position is set at 25 microns away from ‘O’. The beam positions are deduced 

with six different particle positions in ten independent simulations. The particle mean radius is 100nm 

with 0.1nm standard deviations.  

According to Table 5.11, 59/60 results are in reasonable agreement with the ideal 

beam position 25µm except for the yellow marked number in Table 5.11. It is an 

inaccurate result which leads to the large standard deviation when the particle is 12.5 

microns away from ’O’. The inaccurate result is caused by the small random variance 

of (Z1-Z2). ZB in eq. (5.10) is very sensitive to the variance between Z1 and Z2. Figure 

5.42 shows the standard errors of the beam positions according to 10 independent 

simulations. Ignoring the inaccurate result, the other simulations gave good results, 

and the beam position deduced is very similar to the real position.  
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Figure 5.42: Standard errors of the beam positions when the particle positions are different. The real 

beam position is 25 microns away from ‘O’. The mean radius of particles is 100nm with 0.1nm 

standard deviation.  

Table 5.12 and Figure 5.43 compare another example when the real beam position is 

12.5 microns away from ‘O’ in ten independent simulations. The particle mean radius 

is 100nm with 0.1nm standard deviations. 

Table 5.12: The beam position is set at 12.5 microns away from ‘O’. The beam positions are deduced 

with six different particle positions in ten independent simulations. The particle mean radius is 100nm 

with 0.1nm standard deviations. 

Beam position (µm) 
Particle position(µm) -10 -5 0 5 10 12.5 
Experiment  

Number 

1 10.85 14.33 14.57 12.57 12.26 35.1 
2 16.73 11.87 12.6 12.44 12.36 12.5 
3 13.04 12.3 12.89 11.85 12.62 12.6 
4 12.38 12.03 12.56 12.25 13.87 12.2 
5 12.88 12.83 11.3 11.99 12.5 12.2 
6 11.45 19.92 12.67 11.03 12.71 12.4 
7 11.88 12.13 11.55 11.35 12.58 11.3 
8 10.63 11.06 12.6 11.62 12.16 13.3 
9 17.87 12.4 11.34 12.47 12.26 12.4 
10 13.77 12.32 11.76 12.44 11.86 12.1 
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Figure 5.43: Standard errors of the beam positions when the particle positions are different. The real 

beam position is 12.5 microns away from ‘O’. The mean radius of particles is 100nm with 0.1nm 

standard deviation.  

Table 5.12 and Figure 5.43 show similar results as Table 5.11 and Figure 5.42. 

59/60 results are in the reasonable range of the ideal beam position 12.5µm expect for 

one yellow marked result in Table 5.12. Because the laser beam has a Gaussian 

distribution with 25 microns standard deviation, which is shown in Figure 5.44, in 

general, when a particle is within 25 microns away from the laser beam, it gives good 

results except for some ranges. The intensities appear very similar at the peak range, 

and it leads to an error which is yellow marked in Table 5.12. The intensity 

distribution slumps to some point, which is relevant to the standard deviation (25 

microns) of the Gaussian function, and then the intensity is quite weak and comes to 

flat. Therefore, if the particles are within the sharp decline range, the result is better. 

The red marked ranges represent the error ranges.  
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Figure 5.44: Gaussian function with 25 microns standard deviation. The red marked ranges are the 

error ranges.  

Table 5.13 and Figure 5.45 present ten independent simulation results when the 

nominal radius is 200nm with 0.1nm standard deviation, whilst Table 5.14 and 

Figure 5.46 compare the ten random simulation results when the nominal radius is 

300nm with 0.1nm standard deviation.  

Beam position  (µm) 
Particle position  (µm) 0 5 12.5 15 20 25 
 2 25.85 24.13 24.3 23.43 23.86 24.49 

3 52.39 23.16 21.7 24.79 25.22 25.37 
4 24.23 24.49 16.4 24.82 24.59 29.89 
5 12.33 34.28 24.4 23.68 23.81 25.27 
6 22.76 26.59 12.3 24.87 24.3 25.71 
7 26.9 23.26 24.8 24.7 27.72 24.74 
8 27.03 22.86 24.9 26.02 24.93 23.89 
9 25.38 24.11 26.5 25.53 25.39 25.25 
10 23.97 21.93 25 26.25 25.34 24.82 

 Table 5.13: The beam position is set at 25 microns away from ‘O’. The beam positions are deduced 

with six different particle positions in ten independent simulations. The particle mean radius is 200nm 

with 0.1nm standard deviations. 

55/60 results are in reasonable agreement with the ideal beam position in Table 5.13.  
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Figure 5.45: Standard errors of the beam positions when the particle positions are different. The real 

beam position is 25 microns away from ‘O’. The mean radius of particles is 200nm with 0.1nm 

standard deviation.  

 
Beam position (µm) 

Particle position (µm) 0 5 12.5 15 20 25 
Experiment  

Number 

1 25.97 24.59 26.13 25.39 25.18 24.43 
2 24.78 23.62 23.72 24.57 26.28 24.9 
3 21.16 27.46 25.37 25.49 25.62 28.7 
4 28.38 24.9 24.53 23.93 24.78 28.43 
5 24.27 23.1 24.1 21.42 24.57 25.15 
6 26.13 26.61 24.9 25.02 24.86 26.31 
7 27.81 28.27 24.51 23.08 25.13 25.06 
8 22.92 20.74 26.02 27.34 24.9 24.83 
9 21.75 22.87 23.71 24.39 24.63 25.84 
10 23.23 24.26 23.09 24.91 25.1 30.26 

Table 5.14: The beam position is set at 25 microns away from ‘O’. The beam positions are deduced 

with six different particle positions in ten independent simulations. The particle mean radius is 300nm 

with 0.1nm standard deviations. 
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Figure 5.46: Standard errors of the beam positions when the particle positions are different. The real 

beam position is 25 microns away from ‘O’. The mean radius of particles is 300nm with 0.1nm 

standard deviation. 

According to the figures and tables above, the beam positions can be deduced 

correctly in every situation. In summary, image intensity method can move the laser 

beam near to the ideal position, and then according to particles Brownian motions, the 

beam position can be deduced correctly.  

 

5.7 Some Improvements on the SMIT Method 

A majority of particles are reconstructed around the original data by the SMIT 

method. However, it still suffers from ambiguity in a look-up table. Figure 5.24 shows 

an example of the ambiguity. The normalised intensity ratios from four different 

angles at 160nm and 280nm are very similar, and therefore it is difficult to determine 

the size correctly. In this section, some improvements of the SMIT method are made 

to overcome this problem. Firstly, it considers Brownian motions of particles. Large 

particles move slower than the small ones. Combining the movement information 
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with the SMIT method, some ambiguities may be eliminated. Secondly, the total-

ratio-intensity method, which is based on image intensity technique, is developed to 

improve the simulation results.  

 

5.7.1 Combination of Brownian Motion Information with the SMIT 

Method for Particle Sizing 

A novel approach is to combine the SMIT method and Brownian motion information 

together to size particles. According to the Brownian movement of particles, it is easy 

to find a range of particle sizes. The basic idea of the novel method is, for one single 

particle, to compare the particle size recovered by the SMIT method with the particle 

size ranges reconstructed from Brownian motion information.  

There are a few steps to recover particle positions.  

• In one frame, record the individual particle sizes recovered by the SMIT 

method. 

• Track the individual particle Brownian movement. If the Brownian movement 

of a single particle is tracked more than 10 times, maximum 30 times with 

one-second time interval, calculate the particle size according to the averaged 

movement from the Stokes-Einstein relation.  

• Because the Brownian movement is a random process, the particle size may 

vary from the size calculated in step2 in a range. Set up a range of this size 

from step2. If the recovered particle size in step1 is within the size ranges 

recovered from the movement information in step2, this sample will be 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  197	  
	  

	  
	  

accepted; if not, this sample will be considered as a bad sample and removed 

from the size distribution.  

Therefore, using movement information for particle sizing can eliminate some errors 

which are quite far from the real data. For example, when the original radius is around 

100nm, there are some errors around 700nm or 800nm, and these errors, which are 

much larger than 100nm, will be eliminated in this condition.  

Figure 5.47 compares two reconstructed distribution examples, 100nm and 200nm.  

Figure 5.47: Comparisons of the reconstructed particle size distributions when the original radii are 

100nm and 200nm respectively. The standard deviation is 15nm in each distribution.  
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The ‘Before’ images are the recovered distributions by SMIT in step1, whilst the 

‘After’ images are the recovered distributions combined Brownian motion 

information with the SMIT method. The simulation parameters remain the same as 

those in Table 5.2.    

Table 5.15 compares the criteria evaluations of the images in Figure 5.47.  

 Particle sizes Mean radius 

(nm) 

Standard 

deviation (nm) 

Area 

error 

P(eq.5.4) 

Before 100nm 106.77 55.22 0.36 0.96 

 200nm 206.15 15.88 0.45 0.95 

After 100nm 102.54 17.86 0.45 0.96 

 200nm 204.23 22.8 0.39 0.95 

Table 5.15: Criteria evaluations of different reconstructed distributions.  

The ‘After’ images in Figure 5.47 eliminate some errors, which are far away from 

the original size, and modify the results to approach to the original data. However, if 

the error size is near the original data, it is difficult to eliminate it, because Brownian 

motion is a random process and the random movement of similar size particles may 

be the same. Based on the Brownian motion information, the particle size can be 

restricted within a certain range but not a certain size. In addition, it records fewer 

particles in the recovered distribution due to the averaged movement check. 

Comparing the criteria evaluations in Table 5.15, mean radii and the standard 

deviations of the reconstructed distribution have been slightly improved, but the area 

error and P value are very similar. In summary, the additional Brownian motion 

information gives a slightly better distribution, but it takes much longer experiment 
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time and records fewer particles, and therefore it is not necessary to add Brownian 

motion information in the real experiment.  

 

5.7.2 Total-Ratio-Intensity Method to Improve the Simulation 

Results  

Section 5.3-5.5 presented the simulation results of the basic SMIT method. A majority 

of particles are reconstructed around the original data by the SMIT method. However, 

it still suffers from ambiguity in a look-up table. Just as mentioned in Figure 5.24, the 

normalised intensity ratios from four different angles at 160nm and 280nm are very 

similar, and therefore it is difficult to determine the size correctly. In section 5.7.1, it 

considers Brownian motions of particles. Although it improved the simulation results, 

it took quite long simulation times in order to examine the Brownian motions (30 

times per particles) of particles. Therefore, in this section, the total-ratio-intensity 

method is introduced to improve the simulation results based on the basic SMIT 

method, and save simulation times.   

 

The basic SMIT method compares the normalised intensity ratios from four different 

angles with the predicted data. This section considers the summed intensities from 

these angles as well. Because large particles scatter more lights than the small ones, 

the summed intensities from these four different angles vary with the particle sizes.  

Figure 5.48 shows the summed intensities from four angles (74o, 85 o, 95 o, and 106 o, 

same as before) based on Mishchenko code.  
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Figure 5.48: Summed intensities from four angles ((74o, 85 o, 95 o, and 106 o). 

This section considers the summed intensities with the normalised intensity ratios 

together to recover particle sizes. This new method is named as total-ratio-intensity 

method.  

 

There are a few steps to recover particle sizes.  

• Compare the normalised intensity ratios with the predicted data. The best-fit 

function in eq. (5.5) is illustrated in Figure 5.49. Set up a threshold T (such as 

0.2) to record the troughs of the wave which are lower than the threshold. The 

positions of the troughs represent the suitable particle sizes. 
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Figure 5.49: A best-fit function of eq.(5.5) of the normalized intensities from four angles. 

• According to section 5.6, calculate the beam position and particle positions, 

and then deduce the summed intensities of the particles from these four angles. 

Subsequently, use eq. (5.12) to compare the summed intensities of the 

particles with the predicted data from Mishchenko code. Eq. (5.12) is another 

best-fit function for the summed intensities. Figure 5.50 shows a best-fit 

function example of a particle. 

  (5.12) 

where I is the summed intensity of the particles, FS is the scattering factor, M 

is the predicted intensity data from Mishchenko code.  

 

Figure 5.50: An example of the best-fit function of eq. (5.12) of the summed intensities.  The bottom 

image is a zoom-in image of the top image.     

SI F M−g

Zoom	  in	  
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• Set up another threshold to record the troughs of the wave in step2, which is 

lower than this threshold.  

• Record the particle positions from step1 and step3. Figure 5.51 shows an 

example. The blue dots represent the suitable positions from step1, whilst the 

red circles are the suitable positions recovered from step3. Comparing these 

positions, in most situations, one of the positions recovered from step1 is very 

similar to one of the positions from step3, and then this particle position will 

be recorded as the most suitable size. If there are no similar particle sizes from 

both methods recorded within a small range (such as 10nm), this particle will 

be eliminated as a bad sample.  

 

 

 

 

 

 

 

Figure 5.51: Comparisons of particle positions recovered by step1 and step2.  

Figure 5.52 compares two recovered distributions. The simulation parameters are the 

same as before in Table 5.2. Figure 5.51(a) is a recovered distribution by the original 

SMIT method, whilst Figure 5.51(b) is a recovered distribution by the total-ratio-

intensity method. Table 5.16 lists the criteria evaluations by these two methods.  
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Figure 5.52: (a) Recovered particle size distributions by the original SMIT method. (b) Recovered 

particle size distributions by the total-ratio-intensity method.  

 

Method Mean radius SD Area error P (eq.(5.4)) 

SMIT 109.86 60.32 0.37 0.93 

Total-ratio 101.19 12.29 0.25 0.995 

Table 5.16: Comparisons of the criteria evaluations between the original SMIT method and the total-

ratio intensity method.  

Obviously, the total-ratio-intensity method can recover a better size distribution than 

the original SMIT method in the same condition.  

 

5.8 Summary 

In this chapter, a novel approach was developed which is based on image intensity to 

size particles. Two imaging arrangements were investigated; these were named 

Multiple Image Technique (MIT) and Separated Multiple Image Technique (SMIT). 

A computer simulation was conducted to compare the performance of these two 
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arrangements. The results are summarised in Table 5.3. The SMIT method gave 

better results in terms of a smaller area error (with values in the range 0.24 to 0.45 for 

SMIT compared with 0.46 to 1.2 for MIT), giving a higher P value (defined in eq. 

5.4)( 0.95 to 0.96 for SMIT compared with 0.87 to 0.95 for MIT). The returned mean 

and standard deviation results were inconclusive because of the occasional presence 

of a false radius value due to the ambiguity problems present in both techniques. As 

the motivation for examining this intensity method was the failure of the PMDD 

method to accurately reconstruct bi-modal distributions, the ability of the SMIT 

method to do this was tested. It was found that it could reconstruct bi-modal 

distributions, even for very closely spaced pairs of peaks, which neither the PMDD 

method or the tracking method could have resolved. But for the widely spaced peaks, 

it was found that the ratio of the number of particles in each peak was measured with 

low accuracy in both the MIT and the SMIT method, for the reasons discussed under 

Figure 5.21. Subsequently, the noise effects for the SMIT method were studied. The 

study indicates that it is not necessary to use a long exposure time to give high 

Poisson noise factor (there was no significant improvement in the area error and P 

values for values of the Poisson noise factor above 500). Simulations to investigate 

the effect of using different sample concentrations were also conducted. In terms of 

minimising the area error, for the system studied a concentration of around 35 x106 

particles per millilitre was found to be optimal.  

The chapter also discussed two methods to determine the laser beam positions. One of 

these used the image intensity and the other was based on the Brownian motion of the 

particles. The image intensity technique was found to be able to give an approximate 

beam position (around 20 micron standard error) but over a wide range of initial beam 

positions (around 100 microns); whereas the ‘Brownian motion method could 
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measure the beam position more accurately (to a standard error of around 2 microns) 

but required the initial beam to be close to the focal position to within around 20 

microns.  

Finally, some improvements on the SMIT method were proposed in this chapter. It 

was shown that if Brownian motion information is combined with the SMIT method, 

it could improve the recovered results. In the simulations performed, it can be seen 

that the inclusion of the Brownian motion information can eliminate some 

ambiguities; this is evident in the simulation of 100nm particles shown in Figure 5.47 

and this has resulted in the measured standard deviation decreasing from 55.22nm to 

17.86nm (the simulated standard deviation was 15nm). But for the 200nm particles, 

where there were not many ambiguities in the original distribution in Figure 5.47, the 

inclusion of the Brownian motion information has not led to an improvement but 

rather deterioration in the recovered standard deviation; for the original method the 

value recovered was 15.88nm but with the Brownian motion it was 22.8nm (the 

simulated standard deviation was 15nm). Also it can be seen in Table 5.15 that the 

area errors did not show a consistent improvement. In addition, it should be noted that 

the use of Brownian motion records fewer particles and takes a longer experiment 

time.  

In contrast, the total-ratio-intensity method gives a better result than the original 

SMIT method. It eliminates most of the ambiguities. For the original method the 

standard deviation recovered was 60.32nm but with the inclusion of intensity data 

reduced to 12.29nm and also the area error decreased from 0.37 to 0.25. 
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In summary, the SMIT method gives a good performance during the simulations and 

the results of combining the SMIT method with intensity data are sufficiently 

encouraging to investigate in a real experiment to improve the results.   
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6 Experimental Results with Separated Multiple 

Image Technique Equation Chapter (Next) Section 1 

This chapter concentrates on the experimental work of the SMIT method. Firstly, 

Section 6.1 presents the experimental setup. The simulation results in the previous 

chapter (results shown in Figure 5.5) showed that significant ambiguities will occur if 

fewer than 4 holes are used. A simulation comparison of using 4 or 6 holes (results 

shown in section 5.51) showed that there was no significant improvement in using 6 

holes compared to 4 (see Table 5.4). Based on these results in the experiment a mask 

with 4 holes was constructed, the spacing of the holes was set to space the holes over 

the range of angles achievable with the long working distance microscope objective 

(Mitutoyo OBJ plan Apo 20x). Subsequently, section 6.2 gives some experimental 

results based on several particle sizes, 100nm, 150nm and 200nm respectively. Some 

modifications on the results are made on this section to improve the results. Section 

6.3 continues with some results by introducing total-ratio-intensity method. Finally, 

Section 6.4 summarises the work carried out in this chapter.   

 

6.1 Experiment Setup 

Figure 6.1 shows the schematic and some pictures of the experimental setup. 

(a) 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  208	  
	  

	  
	  

 

(b) 

 

 

Figure 6.1: (a) A schematic; (b) Some pictures of real experiment setup.  

The laser source (Uniphase 4611 series: uGreen SLM solid-state laser) has a 

wavelength of 532nm and a maximum power of 50mW emitted in a single TEM00 
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mode and vertically polarized. The vertical plane of polarisation matches that used in 

the simulations of chapter 5. A cylindrical lens with 40mm focal length and 25mm 

diameter is employed to produce a sheet of laser light. A Mitutoyo OBJ Plan Apo 

20X objective is used as lens1. Its focal length is 10mm. A plano-convex lens with 

50mm focal length and 25mm diameter is utilised as lens2. A small aperture is used 

behind lens2 to stop some light and avoid image overlapping on the CCD. The CCD 

camera is manufactured by Hamamatsu, with series number of C4742-95-12NRG. 

Another two plano-convex lenses with 250mm f.l. x 50mm dia and 200mm f.l. x 

40mm dia are used as lens3 and lens4 to focus the collimated beam on the CCD. A 

four-aperture mask and wedge prisms are placed between lens3 and lens4, which is 

shown in Figure 6.2. The aperture mask and the prism holder are placed like a 

sandwich with the four aperture mask in the middle. Each aperture has a diameter of 

5mm, and the space between each aperture is 3mm. The wedge prism has a diameter 

of 25mm with 1o deviation, and it tilts the light to different positions on the 8-bit 

CCD.  

(a) 
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(b)

 

Figure 6.2: (a) A schematic of a four-aperture mask and wedge prisms. (b) Some pictures of the four-

aperture mask and wedge prisms. 

 
In order to position correctly the mask in the back focal plane (BFP), it was positioned 

centrally within the image of the physical back focal plane at the rear of the 

microscope objective.  The particles do not scatter sufficient light to view this image, 

so the mask was positioned by directly illuminating the objective with the laser and 

inserting a scattering screen (lens tissue) over the microscope objective back focal 

plane aperture. This procedure generated a clear bright image to allow the mask to be 

aligned to an estimated accuracy of around 1mm which is small compared to the 

dimensions of the mask.   

The sample preparation was conducted as follows. The water used was HPLC quality, 

CHROMASOLV® Plus, for HPLC from Sigma-Aldrich. The 3000 series polystyrene 

Nano-spheres from Brookhaven Instruments Limited are used as the particle samples. 

The first stage was that the water was filtered through a filter specified to only allow 

particles with diameters smaller than 0.1-0.2𝜇𝑚 to pass.  
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After dilution of the particle sample using the filtered HPLC water, the cuvette was 

placed in an ultrasonic bath for a period of 8 hours to vibrate the samples in order to 

reduce any aggregation of the particles. 

The sample was then further diluted using the filtered HPLC water, to give a suitable 

particle concentration in the imaging cuvette. 

It is not claimed that this procedure necessarily produces a sample with a known 

particle size distribution and as stated in Chapter 4 there is no ‘gold standard’ method 

to give a true particle size distribution with which to compare the results obtained.  

Table 6.1 lists the experimental parameters. 

Particle radius 100nm 

Number of frames 60 

Exposure time 0.1s 

Laser power 50mW 

Pixel size 6.7 microns 

Magnification 4 

Image size  1024 x 1280 

Table 6.1: Experimental parameters.  

Figure 6.3 presents an example of an image captured from the real experiment. The 

nominal radius of particles is 100nm. Four-quarter images from different apertures 

seem the same. The first quarter image is formed from the second aperture without 

wedge prism. The left bottom quarter image is formed from the first aperture with one 

wedge prism. The right top quarter image is captured from the third aperture with one 
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wedge prism, and the right bottom quarter image is from the fourth aperture with two 

wedge prisms which is shown in Figure 6.2.  

 

Figure 6.3: Image (1024 x 1280 pixels) of 100nm particles taken with a 4-aperture mask. The exposure 

time is 0.1s. 

 

6.2 Experimental Results 

The 3000 series polystyrene Nano-spheres from Brookhaven Instruments Limited are 

employed in the experiment. Their refractive index is 1.59 at 589nm wavelength. 

Some further specifications of the samples can be found in the company website (67). 

Three different sample groups are provided with the nominal radii of 100nm, 150nm 

and 200nm, and the standard deviation of every single sample are 4.7nm, 6nm, and 



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  213	  
	  

	  
	  

7.3nm respectively. Firstly, Figure 6.4 compares the normalised intensities ratios 

from these four apertures when the nominal radius is 100nm in one frame.  The red 

star is the real ratio from Mishchenko code, whilst the blue circles record the 

recovered ratios from the real frame.  

 

Figure 6.4: Comparisons of the normalised intensity ratios between the theoretical ratios from 

Mishchenko code and the recovered ratios from a real frame, in inverted order of apertures.  

Figure 6.5 recovered the particle size distributions from the SMIT method.  

Unfortunately, it reconstructs a poor particle size distribution in Figure 6.5. Most of 

the particles are reconstructed around 245nm, which is different from the original 

radius 100nm.  
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Figure 6.5: Recovered particle size distribution when the nominal radius is 100nm.  

Figure 6.6 and 6.7 present the normalised intensity data and recovered particle size 

distribution when the nominal radius is 150nm, whilst Figure 6.8 and 6.9 show 

another example when the nominal radius is 200nm. However, poor quality 

distributions are recovered in both situations. 
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Figure 6.6: Comparisons of the normalised intensity ratios between the theoretical ratios from 

Mishchenko’s code and the recovered ratios from real frames, in inverted order of apertures. 

 

Figure 6.7: Recovered particle size distribution when the nominal radius is 150nm. 
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Figure 6.8: Comparisons of the normalised intensity ratios between the theoretical ratios from 

Mishchenko code and the recovered ratios from real frames, in inverted order of apertures. 

 

Figure 6.9: Recovered particle size distribution when the nominal radius is 200nm. 

According to the figures above, it fails to reconstruct the particle distributions with all 

these samples, 100nm, 150nm and 200nm. When analysing the normalised intensities, 

it is found that the normalised intensity ratios are very similar when the particle radius 
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is 100nm and 245nm. Table 6.2 compares the normalised intensity ratios at these two 

sizes.  

Radius Aperture4 Aperture3 Aperture 2 Aperture 1 

100nm     0.3069 0.2664 0.2295     0.1972 

245nm     0.2659     0.2918     0.2554     0.1869 

Table 6.2: Comparisons of the normalised intensity ratios from these four apertures when the particle 

radii are 100nm and 245nm.  

There are many reasons to explain why some of the ratios are smaller than the ideal 

data, whilst the other ratios are larger than the ideal data. Due to the reflection and 

refraction of the wedge prism, the recovered intensities using wedge prism should be 

smaller than the intensities recovered without wedge prism. In addition, due to the 

optics aberration and distortion, the image captured from the rays far from the optics 

axis may be defocused in comparison with the image captured from the rays closer to 

the axis. Therefore, when calculating the intensities from these four pupils, the faint 

peripheral rings of the defocused particle may be not included due to the background 

noise. It may results in small intensity ratios for the images captured from the 

peripheral rays. That explains why the recovered intensity ratios tilted by two prisms 

from the fourth aperture seem smaller than the theoretical data, whilst the recovered 

intensity ratios from the second aperture without prism are slightly larger than the 

theoretical data. When looking for the most suitable size, the intensity ratios from 

245nm is more suitable than those from 100nm, and therefore most of the particles are 

recovered around 245nm when the ideal radius is 100nm in Figure 6.5. In this 

condition, some modifications on the normalised intensity ratios should be done to 

correct the recovered distribution.  
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It is difficult to calibrate the set up theoretically according to the optical properties of 

the components, as there might be errors in the refractive indices of the components 

and uncertainty in the exact properties of any anti-reflection coatings. It is also 

difficult to design an experimental approach in which light is directed at different 

angles into the optical system as this would not include the effect of the light of 

interest originating from particles at some (not precisely known) depth within the 

scattering cell. Thus in order to calibrate the experimental results, data from known 

particle sizes is used to calibrate the experimental set up.  

There are some steps to do the modifications.  

• Assuming the 100nm sample from Brookhaven Instruments Limited is known. 

Compare the normalised intensity ratios from the experiment with the 

theoretical ratios from the Mishchenko code. Correct the intensity ratios from 

the experiment by percentage. For instance, increasing the intensity ratio from 

the 2nd aperture by 10%. Normalise the corrected ratios. 

• Use the corrected intensity ratios to form a new particle distribution.  

• Use the same corrections by percentage in step1 on the other samples (150nm 

and 200nm), and normalise the corrected ratios. According to the new 

intensity ratios to form a new distribution.  

Based on the 100nm sample, the intensity ratios from the 1st and 4th apertures are 

increased by 2% and 10%, whilst the intensity ratios from the 2nd and 3rd apertures 

are decreased by 5% and 11%. Then, normalise these four corrected ratios and 

form a new particle distribution in Figure 6.10.  
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Figure 6.10: Recovered particle size distribution after correction when the nominal radius is 100nm. 

The main peak recovered is 98nm.  

Compared with Figure 6.5, most of the recovered particles are around 100nm after 

correction in Figure 6.10, and the recovered distribution is further improved. 

However, there are still some errors in wrong positions.  

In the same correction, the intensity ratios from the 1st and 4th apertures increased by 

2% and 10%, whilst the intensity ratios from the 2nd and 3rd apertures decreased by 

5% and 11%, Figure 6.11 and 6.12 present another two corrected distributions. The 

nominal radii of particles are 150nm and 200nm respectively.   
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Figure 6.11: Recovered particle size distribution after correction when the nominal radius is 150nm. 

The main peak recovered is 150nm. 

 

Figure 6.12: Recovered particle size distribution after correction when the nominal radius is 200nm. 

The main peak recovered is 202nm.  

Figure 6.11 and 6.12 recover much better results than the distributions in Figure 6.7 

and 6.9 when the nominal radius is 150nm and 200nm respectively. A majority of 
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particles match the real sizes. This correction tends to the improvement of the 

recovered distributions. Although most of the recovered particles are in reasonable 

agreement with the real size, there are still some wrong sizes recovered in the 

distributions. These errors result from many factors.  

• Some particles may stick together or overlap with each other or close to each 

other. In this situation, the intensity ratios of the double particles may be 

different from the ideal data from single particle.  

• There are some impurities in the water. Although some filters have been used 

to minimise the impurities in the water, it cannot eliminate all of them. Some 

errors may result from these impurities. 

• The background noise level is another limitation from the experiment. When 

the exposure time is 0.1s, for the 8-bit (255) camera, the background noise is 

up to 13 or 14. When analysing the intensities, the background noise should be 

subtracted. During this process, it may bring in some errors. If decreasing the 

exposure time, although the background noise decreases, the particle 

intensities are also decreasing at the same time and the signal-to-noise ratio is 

small. If increasing the exposure time, although it increases the signal-to-noise 

ratio, the signal may blow out the highlights and the background noise 

becomes large, and then the intensities measured may be not correct.  

• The optics aberration is another limitation. The peripheral rays are bent more 

than the central rays. It therefore does not produce a perfect sharp image for 

all the four apertures at the same time. This effect may influence the 

measurement of the particle centre positions and their intensities.  

• Distortion should be considered in geometric optics (53, 90, 91). In ‘barrel 

distortion’, the apparent effect is that of an image which has been mapped 
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around a sphere or a barrel. The peripheral image is not exactly the same as 

the central image. Thus, the images captured from the peripheral pupils may 

slightly shift.   

• In every calculation process, there are some small deviations of the results, 

such as the image moment method for particle centre finding and particle 

intensity measurement. Sometimes, for the very similar particles, the small 

deviation may influence the experiment results.  

Overall, the experimental performance of the SMIT method as applied (using a 

calibration set of data from a sample of assumed size) to samples containing 

nominally mono-modal particles can be summarized as producing distributions that 

have a clearly defined peak but that the peak is broader than would be expected for a 

sample of this sort. The method could be described as working well in giving a peak 

value in the distribution that is close to the nominal particle size (the main peak value 

in Figure 6.10-6.12 is 98nm, 150nm and 202nm compared with a nominal radius of 

100nm, 150nm and 200nm). However, all of the distributions exhibit broadening of 

the main peak and the presence of a number of false peaks, and in this respect the 

method could not be described as working well. The reasons for these effects are 

discussed above.  

In view of this limited success, the method described in section 5.7.2 (which worked 

well in computer simulation) was investigated experimentally; this is described in the 

next section.   
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6.3 Experiment on the Total-Ratio-Intensity Method  

The real experiment on the Total-Ratio-Intensity method is much more complicated 

than the simulation. There are a few steps to obtain the experimental results.  

• A set of 30 consecutive frames with 1s time interval is captured. The nominal 

radius is 100nm.  

• Based on the image moment method, particle centres captured from every 

aperture can be measured. Calculate the small displacements d in eq. (5.11) of 

every particle between two apertures.  

• According to eq. (5.11), calculate every particle positions Z. 

• Calculate the summed intensities measured in the frame. 

• For the next frame, track the same particles in the previous steps, and then 

repeat step2 to 4.  

• According to eq. (5.10), for every particle, calculate the real beam position. 

Average the beam positions calculated from every particle, and set the 

averaged value to be the real beam position.  

• Assuming one sample (100nm) is known, according to eq. (5.12), find the 

relationship between the real intensities from experiment and the theoretical 

intensities from Mishchenko code. Use the scaling factor for the other two 

samples, and follow the steps in Section 5.7.2 to check the accuracy of the 

total-ratio-intensity method.  

Unfortunately, it fails to give the right beam position. Table 6.3 records the beam 

position based on 14 individual particles. The beam positions calculated from the real 

experiment change with different particles, and therefore it is difficult to determine 
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where the real beam is. One of them cannot provide any beam position, since this 

particle is assumed to be on focus, and the displacement d is 0.   

 

Beam position 

𝜇𝑚 

35.8 -46.7 20.3 109.5 87.3 32.6 -11.3 

12.3 30.1 -19.9 50.6 -3.7 NaN 57.8 

Table 6.3: Beam position calculated from 14 individual particles.  

Compared with the simulation results, there are a few limitations, which can lead to 

the wrong beam positions.  

The major limitations come from the measurement errors of particle centre 

displacement d in eq. (5.11). In the simulation, it forms the images from every pupil 

on every quarter of the image plane accurately. However, in the real experiment, it is 

difficult to form an image on the expected position. Therefore, it needs to choose a 

bright sharp peak, and assume it is on focus. Then, corresponding to this peak, move 

the quarter images to the equivalent position to calculate the small particle centre 

displacement d in eq. (5.11). In the simulation, it is assumed in an ideal condition. 

Although noise conditions are considered, it still ignores many effects. The first image 

in Figure 6.13 presents some groups of particle centre positions from every pupil in 

the simulation, whilst the second image in Figure 6.13 records every group of particle 

centre positions in the real experiment. 
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Figure 6.13: Comparisons of some groups of particle centres in the simulation and experiment.  

Apparently, in the simulation, particle centre positions in one direction are almost the 

same, and d is only the movement of particle centres in the other direction. In 

addition, the displacements d measured between every two consecutive apertures are 

almost even in every group. Compared with the simulation results, the particle centres 

measured in the experiment are not as good as those in the simulation. Most of the 

particle centres change in both directions, and the displacements d measured between 

every two consecutive apertures are not even at all. It is really a challenge to deduce 

an accurate displacement d. In this situation, a wrong displacement d will lead to a 

wrong particle position and a wrong beam position. 
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In addition, due to the aberrations and distortions of the lens, the images captured 

from the peripheral rays are not as sharp as the images captured from the inner rays. 

When measuring the particle centres with the image moment method, the blurred 

images may have larger deviations than the bright sharp images. A small shift of the 

particle centre position may also result in a wrong displacement d.  

In the field of view, some particles may stick together or overlap with each other. It 

also brings in the difficulties to find the accurate particle positions.  

Noise effect is another crucial limitation. The real experiment is much more complex 

than the simulation. Just as mentioned in Section 6.2, the background noise should be 

subtracted from the signal. During this process, it may bring in some errors.  

Finally, because the unit of the displacement of particle centres is very small, the 

small deviations of every step will lead to a large error of the final results.  

In summary, if the beam position cannot be calculated accurately, it is difficult to find 

the relationship between the particle real intensities with the theoretical data from 

Mishchenko code, and it therefore cannot realize the total-ratio-intensity method to 

improve the recovered distributions.  

 

6.4 Summary 

Chapter 6 presents some experimental results with the SMIT method. Firstly, the 

experiment setup is presented in Section 6.1.  Based on the analysis in chapter 5, A 

Four-hole mask is designed, and the wedge prisms are utilised to tilt the light into 
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different positions on the image plane. Section 6.2 shows some recovered 

distributions according to three different samples, with the nominal radius of 100nm, 

150nm and 200nm respectively. Without a calibration to account for the different 

optical transmission of the different angle channels, the SMIT method cannot recover 

good distributions for all these three samples, since there are many false radii 

recovered due to the similar intensity ratios in the look-up table. However, after a 

correction, using the known particle size as calibration, although there are still a few 

false radii in the distribution, the reconstructed distributions are much better than 

before, and a majority of particles are in the range of the original data. In section 6.3, 

it combined the intensity data with the original SMIT method. Although it worked 

well in the simulation in chapter 5, Unfortunately, it failed to recover particle size 

distributions with the total-ratio-intensity in real experiment, because it is difficult to 

measure the accurate beam position. There are many factors resulted in the failures. 

which were discussed in detail after Figure 6.13.  In the real experiment, some small 

measurement errors, the lens aberrations and distortions, and noises are the major 

limitations to find the accurate results.  
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7 Conclusions and Future Work Equation Chapter (Next) Section 1 

 

7.1 Conclusions 

Particle characterisation has played a crucial role in various industrial and research 

fields in the last few decades, such as foods, chemical, pharmaceutical, environmental 

science etc. The extremely broad applications of particle characterisation have led to 

particle analysis techniques developing rapidly and robustly.  Due to the different 

properties and natures of particles, it is impossible to find a single technique to apply 

for all particle types in different size ranges. Based on different techniques and 

theories, different instruments are designed to address specific problems and satisfy 

specific demand. The weaknesses of one approach may be the strengths of the others. 

In addition, the cost and sophisticated level in maintaining and operation are the other 

considerable criteria in determining a suitable technique for a specific demand. 

Chapter 1 has briefly reviewed the most common non-optical particle sizing 

techniques, such as sieves, sedimentations, electrical zone sensing, and acoustic 

analysis. The optical particle sizing techniques now play a critical role due to their 

high accuracy, rapid measurement time and ease of control. Static Light Scattering 

(SLS) and Dynamic Light Scattering (DLS) discussed in chapter 1 are the most robust 

and mature techniques to recover a particle size distribution. The SLS method is 

suitable for recovering large particles, whilst the DLS method is good for sub-

micrometre ranges. A drawback of both SLS and DLS is ‘intensity weighting’. If 

there is a distribution of particle sizes, the larger particles generally contribute a 

significantly greater proportion of the light than the smaller particles. Thus, the data 
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collected can be dominated by the larger particles and recovery of the smaller-size 

part of the size distribution can be of low accuracy. Recently, an alternative technique 

named Nano-particle Tracking Analysis (NTA) has been implemented. It tracks 

different particles simultaneously and analyses the trajectories of Brownian motion 

from individual particles in the liquid rather than the statistical measurement of the 

movements measured in DLS. A particle size distribution is formed by measuring the 

averaged movement of many individual particles. It is suitable for sub-micrometre 

ranges as well. An important advantage of the NTA method is that it produces a size 

distribution, which is not intensity-weighted.  

Chapter 2 introduces an alternative particle sizing technique, Particle Movement 

Displacement Distribution (PMDD), which is also not intensity weighted. This 

method has some similarity to the NTA approach as it also investigates the Brownian 

motions of particles in solution to form a movement distribution. However, compared 

with the NTA method, it does not track individual particles over many frames, but it 

measures the centre of individual particles in every image. A vector histogram is 

formed based on the connection between the centres in the first frame and the centres 

in the next frame. According to this movement distribution, a maximum likelihood 

inversion method is applied to recover particle size distribution. A paper about this 

novel approach has been published in 2012 (57). 

Further investigations on the PMDD method have been done in Chapter 3. It 

optimises various parameters based on simulation results, including time interval, 

exposure time, noises and sample concentration etc. 1s is the most suitable time 

interval, and the exposure time is around 20ms to 50ms. Generally a high signal to 

noise ratio (SNR) will produce better results. When the background level is around 
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200 in a 12-bit operation, and the background level is less than 20 in an 8-bit 

operation, the recovered mean radius has a 95% accuracy compared with the original 

value. That means the background noise in the real Hamamatsu camera used in the 

experimental work does not influence the results seriously. The best suitable sample 

concentrations are between 106 – 107/ml. Finally, the optimum values of time interval, 

exposure time and particle concentration were used in conjunction with typical 

experimental values for the Poisson, background and quantisation noises, to assess the 

combined effect of all these effects. It shown that the PMDD method was capable to 

give a better performance compared with DLS in terms of area error (0.29 for PMDD 

compared with 0.32-0.34 for DLS).   

 

In chapter 4, the PMDD method and a tracking method were compared. In the 

simulation, it compared different number of frames, and different minimum number 

of steps in a track. Both methods can recover particle size distribution very well when 

the number of frames is over 300 and the minimum number of steps in a track is over 

5. However, the tracking method gave slightly larger area error and standard deviation 

than the PMDD method. In the experiment, both methods give good performances 

except for radius of 50nm. Both methods give wider distributions than the 

manufacturers quoted values. In each case, the tracking method has a wider 

distribution than the PMDD method; this result is consistent with the computer 

simulation results.  

 

For bi-modal distributions, the PMDD method gave poor performance, and it can only 

reconstruct one peak in two size populations in a mixture. This is a drawback of the 

PMDD method, whereas the NTA method can recover bi-modal distributions (69). 
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Another novel particle sizing technique named Separated Multiple Image Technique 

(SMIT), which is similar to SLS, but is not intensity weighted, is introduced in 

Chapter 5.  This image intensity method is based on the theory of the angular 

dependent scattering technique and individual visualisation together to reconstruct 

particle size. This novel approach is able to overcome the intensity domination issue 

by large particles as in SLS experiment.  It is suitable for sub-microns ranges. The 

method employs a special imaging system with a four-aperture mask and wedge 

prisms to capture images in the selected directions. For the basic SMIT method, 

intensity ratios of individual particles at different scattering angles are measured, 

normalised, and then compared with a theoretical look-up table to deduce the best 

match particle sizes. The chapter also compares the SMIT method with the MIT 

method which is introduced by Nam Trung Huynh (81). It was found that former can 

record more particles and performs a better recovered distribution. In terms of 

numbers of particles which can yield a size estimate, the SMIT method can record up 

to 3 times more than the MIT method for the same sample concentration.  In terms of 

the accuracy of the distributions obtained, simulation results showed that (see Table 

5.3) the area error values were consistently lower for the SMIT method and the P 

value (see eq. 5.4) is consistently larger.  

Moreover, SMIT can reconstruct bi-modal distributions, but it fails in giving the 

distribution ratios correctly for a wider (e.g. 100nm and 300nm particles) bi-modal 

distribution (P values for each peak were recovered as 30% and 67% compared with 

the simulated data with 50% for each peak). For a narrow bi-modal distribution (e.g. 

300nm. and 350nm.), the recovered results from SMIT are similar to the original data 

(P values for each peak were recovered as 41% and 54% compared with the simulated 

data with 50% for each peak). In order to improve the SMIT’s accuracy, Brownian 
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motion information is combined with the SMIT method, and the total-ratio-intensity 

method is introduced as well. In the simulation, when combining the Brownian 

motion information with the SMIT method, the results can be improved but the 

improvements obtained in simulations were very slight and not consistent eg. the P 

value did not improve at all and the area error was shown to improve from 0.45 to 

0.39 for 200nm particles but for 100nm particles it actually increased from 0.36 to 

0.45. In addition, the inclusion of Brownian motion information takes a longer 

experiment time and records fewer particles. The total-ratio-intensity method not only 

considers the normalised intensity ratios from the selected directions, but also 

compares the summed intensities from these selected directions with the predicted 

data. This method eliminates most of the false radius and further improves the results. 

For example, in a simulation the area error was reduced from 0.37 for SMIT alone to 

a value of 0.25 when SMIT was combined with the intensity data. These results 

suggested that an experimental investigation of this intensity approach might be 

would be useful.  

Experimental work of the SMIT method has been presented in chapter 6. Three 

different particle samples, 100nm, 150nm and 200nm are chosen to verify the 

performance of the SMIT method. For the basic SMIT method (without calibration), it 

fails to recover good quality distributions for all of the samples. After calibration 

using data from a sample containing particles of known size, it provides a significant 

improvement on the recovered distributions. A majority of particles are in the range of 

the original data, but there are still a few false radii recovered. However, the lack of 

certainty about the actual particle size distributions means that it is not possible to 

quantify the accuracy of these results. The total-ratio-intensity method has been tried 

in this chapter. Unfortunately, it fails to provide a correct beam position, and then it 
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cannot achieve recovering particle size distributions in the real experiment. Some 

relevant analysis and discussions of the problems have been presented in this chapter.  

 

7.2 Future Work 

The Particle Movement Displacement Distribution (PMDD) technique depends on the 

Brownian motions of particles in solution. However, if the particles are not purely 

undergoing Brownian movement, such as the fluid flow influence, the technique may 

give a poor performance even if the adjustments are made. Therefore, the suitable 

particle container should be well designed to avoid any unwanted motion. Because the 

intensity is sensitive to the image background level, and the background noise should 

be subtracted from the measured intensity, therefore, a high quality camera with 

smaller background noise may improve the results, and the centroiding method for 

particle position detection needs to be improved as well to provide a good intensity 

subtraction. The PMDD method gives good performance to recover mono-modal 

particle size distribution, but it fails to reconstruct a bi-modal particle size 

distribution. In the future, if it is possible to combine the PMDD method with the 

individual tracking method from NTA together, it may possible to develop a hybrid 

technique that would also be able to recover a bi-modal particle size distribution with 

good accuracy. 

The Separated Multiple Image Technique (SMIT) method compares the intensities 

from the frames with the predicted data. Although it provides good simulation results, 

the experimental results are not as good as those in the simulation. The intensities 

captured from real images are influenced by many factors, such as the optics 
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reflections, refractions, aberrations etc. Some better optics could be worth to try to 

offer an improvement of the recovered particle size distribution. A modified 

microscope objective may overcome the aberrations occurring at the cell (water)/glass 

(air) boundary (such an objective is available from Mitutoyo). Different design of the 

mask and placement of the wedge prism may be considered to minimise the reflection 

and refraction effects of the optics. In addition, changing the laser beam direction to 

obtain the normalised intensity ratios from different scattering angles may be helpful. 

In the real experiment in section 6.3, it fails to give the correct displacement d in eq. 

(5.11), and therefore it is difficult to find the exact beam/particle positions. A possible 

alternative optical arrangement that might minimise this problem is shown in Figure 

7.1. It provides another detection system that is designed specifically to find the 

correct beam/particle positions. If this optical arrangement was proved to be feasible, 

then it would be possible to use the total-ratio intensity method (described in section 

5.7)  to find improved estimates for the particle sizes by eliminating more of the 

ambiguous results which reduce the final accuracy of the size distribution.  
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Figure 7.1: A schematic design for an alternative SMIT method.  

Compared with Figure 6.1(a), the new design adds a beam splitter, a new mask with 

two holes, and one more CCD camera. In this condition, some light can go through 

the four-hole apertures as the original SMIT design, whilst some light can go through 

the new two-hole apertures and form an image as Figure 7.2.  
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Figure 7.2: Image formation from two-hole aperture.  

When designing the two-hole aperture, the space between the two holes should be 

large enough to form a clear image such as Figure 7.2. For a single particle, it should 

be a line group pattern. Then, the displacement between two peaks from these two 

different apertures for a single particle can be measured more correctly. Thus, it is 

possible to calculate the beam/particle positions with more accuracy and achieve 

success for the total-ratio intensity method. The key point to note is that the distance 

between the two peaks measured in this technique are only over a very small range of 

the CCD detector; in the experimental work described in section 6.3, the 

displacements needed to be measured between intensity peaks at different sides of the 

CCD array.  
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Appendix I: Dynamic Light Scattering 

Light Intensity  

The intensity of a specific wavelength is a function of the amount of energy through 

unit area perpendicular to the travel direction per unit time (53). The intensity of light 

is proportional to the square of the amplitude of the electric field, and is given by: 

   (A1-1) 

  (A1-2) 

where c, 𝜀0, and E is the light speed in vacuum, the electric permittivity of free space, 

and the amplitude of the electric field respectively.  

The total scattered light amplitude can be expressed by the amount of scattered light 

by individual particles:  

  (A1-3) 

where an is the amplitude factor and 𝜑 is the phase factor for the nth particle 

respectively. 

   (A1-4) 

where d is the difference in path lengths that the light has traversed when it reaches 

the detector.  

I = cε0 E
2

2

I ∝ E 2

E = a n exp iϕn( )
n=1

N

∑

2
n

dnπϕ
λ

=



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  238	  
	  

	  
	  

Then, the averaged scattering intensity can be expressed by:  

  (A1-5) 

 

Autocorrelation Function 

According to (28, 46), the first order electric field correlation function can be 

expressed as:  

  (A1-6) 

For a poly-disperse sample, equation (0.6) can be represented by a function of particle 

size distribution :  

  (A1-7) 

  (A1-8) 

where D is the diffusion coefficient in formula (A1-8), and q is the scattering vector, 

which is determined by the wavelength of light λ, the refractive index of the 

suspension n, and the light scattering angle θ, and is given by: 

  (A1-9) 
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The intensity autocorrelation function is the Fourier transform of the noise 

frequency spectrum, and represents the time domain equivalent of the frequency 

spectrum. The autocorrelation function 𝑔(!)(𝜏)of the intensity fluctuation can be 

represented by the function of time I(t), and is given by:  

  (A1-10) 

According to Ford (1983) (3, 44), the frequency spectrum 𝑃(𝜔)of the intensity from 

randomly diffusing monodisperse spheres can be shown in a Lorentzian distribution:  

  (A1-11) 

where D is the diffusion coefficient, 𝝎  is the frequency and q is the scattering vector 

in equation (A1-9).  

The Fourier Transform of a Lorentzian distribution is an exponential function; thus an 

autocorrelation function of the noise frequency spectrum will decay exponentially. 

The autocorrelation function for scattering from monodisperse spheres is expressed as:  

  (A1-12) 

According to the Siegert Relation (28, 45), the intensity correlation function that can 

be measured in the experiments is related to the electric field correlation function that 

is usually predicted from the theory as follows:  

  (A1-13) 
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In a real experiment system, the autocorrelation function is measured as a function of: 

  (A1-14) 

Where β is a scaling factor dependent on the detection arrangement and A is the 

baseline offset, which is due to the uncorrelated sources and background scattering; 

ideally A is equal to 1.  
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Appendix II: Image formation 
 
(a) 
 

In order to form an image, the total scattered light expected to reach the detector from 

each particle is calculated. This calculation depends on the particle properties, its 

position within the illuminating beam, the intensity profile of the illuminating beam, 

and the collection angle of the imaging lenses.   

Normally, lasers emit beams with a Gaussian profile which is operated on the 

fundamental transverse mode or “TEM00 mode” of electromagnetic radiation. The 

light with Gaussian beam means the transverse electric field of the light and intensity 

distributions are in Gaussian distribution. A simple Gaussian beam follows a normal 

distribution in formula (A2-1).  
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Solid angle is a parameter influencing the image formation. It measures the 

probability of photons which impinge on the detector lens. It can be defined as (62):  

  (A2-2)
 

where R is the radius of the detector lens, L is the distance between the origin and the 

detector lens.  
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Figure 1: Solid angle sketch diagram. A is the area of the sphere while L is the radius of the sphere.  

The intensity of every particle can be calculated from the laser power, the particle 

position in the illuminate beam, and the laser beam profile. Based on the quantum 

efficiency of the detector (0.25 when the wavelength is 532nm), the expected number 

of photons in each pixel can be calculated and then the detected number of photons is 

simulated by calling a random number from a Poisson distribution with the expected 

value as the mean. 

(b)  

The size of particle is a convolution of diffraction pattern with the radii of out of focus 

object.   

Diffraction pattern  

Diffraction of lens is a basic limitation in image optics even for an ideal lens without 

aberration. The image quality is affected by diffraction. Therefore, diffraction limited 

resolution of the lens should be considered in the experiment.  

 

Diffraction occurs when the light is stopped by any obstacle. When the light passes 

through the lens, the lens is regarded as a circular stop. The intensity distribution of 
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light in the spot created in image plane is shown in Figure 2. The formula of the 

intensity distribution is derived from the following function (60).  
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where I0 is the peak intensity, J1 is Bessel function of the 1st order. 

 

Figure 2: Airy function of width 2.44 i
s

a

sd
D
λ=  

 

The intensity distribution oscillates with a strong central maximum followed by dark 

and bright rings with decreasing intensity. Basically, most of the energy is 

concentrated in the central maximum (Airy disk) which is limited by the first dark 

ring. The first zero in J (Bessel Function) occurs at 1.22s π= which is the first dark 

ring position. The central maximum size can be deduced from the expression: 
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functions.  
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Therefore, ds is the diameter of the Airy disk.  

 

Circle of confusion (out of focus) 

The thin lens is utilized to condense the light illuminated by the particles to CCD 

camera. During this process, since the particles are not exactly on the object plane and 

the optical spot caused by the light rays from the thin lens can not come to a perfect 

focus, therefore circle of confusion will generated through the thin lens. It will lead to 

a blur circle on the image plane which will have an impact on finding centre of 

particles.  

 

According to the properties of thin lens, the diameter of the circle of confusion can be 

deduced. If the distance from object to thin lens and from the thin lens to image are S1 

and f1 respectively, the relations related to focal length is formed by the thin lens 

formula:  

1 1

1 1 1
S f f

+ =                                                      (A2-6) 

where f is the focal length.  

The magnification of the lens is given by:  

1 1

1 0

f hm
S h

= =                                                      (A2-7) 

 

If a spot which is out of focus is located at ''X (see Figure 3) in the image plane, a 

blur circle will occur. To calculate the diameter of the circle of confusion, the simple 

method is to calculate the diameter of the blur circle in a virtual image in the object 

plane, and then multiply by the magnification of lens.  
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Figure 3: Geometrical illustration of the circle of confusion. One spot is out of focus at position ''X

and forms a blur circle with diameterσ . 

 

According to the theory of similar triangle, the diameter from the virtual image in the 

object plane is proportional to the diameter of the lens: 

x x A
x
′′ −Δ = ∗
′′

                                           (A2-8) 

The diameter of the circle of confusion in the focal plane is obtained by multiplying 

by magnification m:  

      mσ = ∗Δ                                                    (A2-9) 

 

Finally, the size of particle is calculated from the convolution of diffraction pattern 

with the radii of out of focus object.   
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Appendix III: Poisson Noise, Readout Noise, Background 

Noise and Quantisation Noise in the Image Intensity 

Technique 

Noise is a crucial parameter in the image intensity technique. This thesis mainly 

considers the Poisson noises, background noise and the quantisation noise of the CCD 

camera.  

The image on a CCD is an array of pixels. Each pixel performs as a detector. The 

number of photons that reach a detector within a sample time follows a Poissonian 

distribution. The number of photon-electrons np that reach an image pixel pi in a 

sample time Δt can be calculated by:  

 

where is the mean count rate of photon-electrons.  

Then, the brightness (count) Ii of pixel pi is expressed as:  

 

where g is the amplifier gain conversion coefficient (electrons per count) of a CCD 

camera.  

A Poisson noise factor is defined by the reasonable maximum brightness of an image 

corresponding to an exposure time:  
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Where np-max is the number of photon-electrons at the reasonable maximum intensity 

pixel.  

If the field intensity array of the image is defined as I, the array of number of photons 

Ne in a given sample time corresponding to a Poisson noise factor α can be expressed 

as: 

 

Where Imax is the maximum field intensity of the image.  

Practically, a readout noise from CCD camera is added into the output. Therefore, the 

array of number of photons Ne is given by: 

 

where r is the Root Mean Square (RMS) value of the readout noise of a camera.  

The photons reached the pixels follow the Poissonian distribution as follows: 

 

where P(x) is a function to generate Poisson random numbers with mean x.  

The brightness (count) array with noises can be obtained by the following equation:  

 

In addition, considering the background noise of the image, the simulated noisy image 

can be rewritten as:  
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where b is the background level with the unit of count. 

Quantisation level of the CCD camera is another limitation of the image qualities. For 

example, the quantisation range is from 0 to 4095 counts for a 12 bit camera. Any 

value of Inoise bigger than 4095 (212-1) is clipped. 

Thus, the final noise image Ifinal can be expressed as: 

 

 

 

 

 

 

 

 

 

  

( )final soiseI round I=
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