University of Nottingham

School of Economics

Globalisation and the Labour Market: An
Analysis of Job Stability and Job Security
in Britain

Bina Prajapati, B.Sc., M.Sc.

Thesis submitted to the University of Nottingham for the
Degree of Doctor of Philosophy

July 2011



Abstract

Globalisation represents the increased international integration of goods, services, labour,
technology, knowledge, ideas and capital of national economics from around the world. It
also evokes many opinions in relation to the costs and benefits it can provide. Globalisation
can bring greater benefits to countries in the form of greater productivity and output,
potentially faster economic growth, increased welfare and even greater incentives to
innovate. However, workers fear that globalisation costs more jobs than it creates
(Eurobarometer, 69) and it could cause the structure of employment to permanently change
over time. Ideally, workers would like to have jobs that last a life time (job security) and jobs
that pay a predictable wage (job stability). Yet, should workers become dislocated from their
jobs through firm closure or through layoffs, workers hope their prospective re-employment in
new jobs is secure and stable with few short-term adjustment costs over time. But, many
workers believe ‘jobs are not for life’ and this is in part attributed towards globalisation —
increased trade and advancements in technology, the fall in transportation costs, exchange
rate volatility and offshoring are all potential factors that have contributed towards greater
competition in world markets for goods and services over the last thirty years. This thesis
examines whether job security and job stability have changed over this time. It focuses on
whether offshoring and the advancements in technology have increasing made jobs less

secure and whether they have increasing made wage levels within jobs more volatile.

Chapters 2 and 3 review the literature: chapter 2 explores the potential forces that could
cause labour market insecurity to rise and chapter 3 examines the existing empirical literature
to see whether labour market security has declined over time. From these reviews, chapter 2
finds that trade, the advancements in ICT and domestic policy reforms to labour market

institutions have caused the structure of employment to change in favour of skilled labour at



the expense of less-skilled workers even though the employment level has not significantly
changed over the post 1990s to the latter 2000s. And the empirical evidence from chapter 3
finds that labour market security, which is composed of (a) job security, (b) income volatility
within jobs (job stability) and (c) the loss of earnings between jobs has also not changed

significantly from the 1970s to the early 2000s.

Chapter 4 examines the effects of industry level offshoring intensity and the advancements in
ICT over the post 1990s have increasingly had an impact on the wage levels of individual
workers. This chapter finds the impact of service offshoring (measured at the industry level),
the potential threat from the advancements of technology that increasingly pose a threat to
many more potentially tradable occupations (job tradability measured from the application of
Blinder’s (2007) occupation tradability index) and the threat of TBTC — particularly from the
importance of completing routine intensive job tasks, have all had a negative and significant

impact on the wage levels of workers over the period 1992 to 2007.

Chapter 5 examines whether a rise in offshoring intensity could lead to a rise in job insecurity
by increasing the probability of becoming unemployed. Using individual level data from 1992-
2005, the results show a rise in offshoring (materials and services) and the advancements in
ICT did not lower job security, it actually raises the probability of remaining in employment.
This chapter also finds workers were more likely to remain in employment with their current
employers. But workers employed in potentially the more tradable jobs that are also routine
job task intensive appear to have a higher probability of becoming unemployed. Collectively,
chapter 4 and 5 suggest that while offshoring may put downward pressure on wage levels, it

has had little impact on job security. Workers appear to sacrifice job stability for job security.

Chapter 6 addressed whether there has been a secular decline in job security over the last two

decades. Using job tenure and job transitions as measures for job security, this thesis finds



medium [longer-term] job tenure shares (job tenure greater than or equal to five [ten] years)
declined by 7.95% [8.85%] and 8.70% [7.95%)] for men and for women with no children from
1992 to 2006. These declines are not indicative of a rise in job-to-job transitions, but a slender
rise in job-to-unemployment and job-to-non-employment transitions over the time frame.
Further analysis shows there is no evidence that these latter job transition results have arisen
because of a rise in involuntary job separations resuiting from redundancies or from firm

closures over time.
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Introduction

“Globalisation is a non-stop economic process. Individuals, companies or governments are
always on the lookout for new processes or innovations — and so the economic structure of

the world is never stagnant .” YaleGlobal Online

Globalisation — the increased international integration of goods, services, labour, technology,
knowledge, ideas and capital of national economies evokes many opinions in relation to the
costs and benefits it can provide. As the quote above suggests, the process of creative
destruction lies at the heart of economic prosperity and growth. Authors’ such as Romer
(1992), Grossman and Helpman (1991) and Barro and Sala-i-Martin (1995) have all argued that
countries that are more open to the rest of the world have a greater ability to absorb
technological advances generated in leading nations, which lead to positive growth and higher
output. In other words there are benefits from globalisation. Firms try to maximise profits
through innovation and investment by trying to use the right combination of production
factors that achieve this goal. Governments try to encourage investment into their countries

to create jobs and growth. Whilst workers want jobs that are stable and secure over time.

However, the process of job creation and destruction that can emanate from globalisation and
technological advancements has lead to worries of increased vulnerabilities for some workers
(OECD, 2007c) and because of the adjustment costs which workers could face from this

process. This increasing vulnerability for workers is reflected in the rise in press references to



outsourcing and job security and insecurity over the last two decades. Amiti & Wei (2005)
show press references to ‘outsourcing’ has increased in the U.S. and U.K. ([see figure 1.1A in
appendix 1] and Mankiw & Swagel (2006a,b) [see figure 1.2A in appendix 2]) over the post
1990s time frame. And Green (2003) shows that press references to ‘job security’ and
‘insecurity’ have increased dramatically over the same time period in the U.K. than in the U.S.

[see figure 1.3A in appendix 3].

From these changes, less skilled workers fear they will face increasing job insecurity and
instability as their jobs and skills become increasingly substitutable with foreign labour from
less developed countries that are able to offer their skills at a fraction of what it would cost to
produce output in developed countries. By sourcing production inputs from foreign markets,
the demand for less skilled labour falls, but productivity levels rise with lower prices that can
lead to higher sales, which can promote job creation. However, newly created jobs may
encapsulate the latest technologies which require higher skills that may not match the skills of

those workers displaced from their jobs {(Mortensen & Pissarides, 1998).

What is meant by job security and job stability and why are changes to them important? Job
security and job stability refer to two different aspects of an employment relationship. Job
security refers to how long jobs last and this also reflects the probability of job endings. Job
endings can be of two types: First, they can be voluntary job separations initiated by the
employee to raise their welfare to exploit better work opportunities; and the second type is a
non-voluntary job separation that is initiated by firms through mass layoffs or through firm
closure. Job security is typically measured by exploring changes to job tenure, job transitions,
job retention rates and the inflow and outflow rates from employment and non-employment
over time. Job stability refers to the stability of continuing jobs. Job stability depends on a
number of within job characteristics such as the number of hours that are worked, wage

movements and the prospects of promotion. Job stability is typically measured by exploring



changes to wages and its volatility over time. Changes to job security can have important
implications for job stability. More specifically, the returns to wages from general and specific
experience can be significant; Topel (1991) finds substantial returns to wages from job
seniority: ceteris paribus, 10 years of job seniority raises the wage of a typical male worker by
over 25 percent. Thus, what this implies is that any change to job security can mean that the

returns from job seniority can have a significant impact on job stability.

A rise in competition between domestic and foreign workers can make jobs less secure if
domestic firms are able to threaten workers with the possibility of transferring their
production operations to other countries. This can also cause jobs ‘to be less stable. But if
workers value their jobs they could be forced to accept lower pay if there are few good job
opportunities available over the long-term. These changes depend on the relative skill
intensities of the industries (Geishecker & Goérg, 2005) and whether firms face import
competition from foreign firms in their sectors. It is evident that less skilled workers employed
by firms within less skill intensive sectors that face import competition may experience greater
job insecurity and job instability, with fewer job opportunities within these sectors compared
to other sectors that are expanding. With rising economic growth, displaced workers from
contracting sectors may not necessarily see the benefits from globalisation and the
advancements that technology can bring to their lives, if their way of life and the traditions of
the types of jobs that may have been completed in local areas of developed countries start to
disappear. Globalisation could also permanently raise job insecurity if labour markets are

continually adjusting to changing demands for goods and services.

This can explain why there exists a “globalisation paradox” between the likely benefits and the
costs cited amongst proponents and adversaries of globalisation (OECD, 2007b). There is an
agreed consensus amongst academics that trade leads to higher welfare for a country overall

through higher living standards and higher economic growth but not all workers will benefit,



especially less skilled workers. Traditional trade theory suggests trade and globalisation
should encourage competition amongst various economic agents and this should benefit both
consumers and producers through lower prices, but it is also a source of increased job
insecurity. Ex-Prime Minister Tony Blair, acknowledged that’, “..., China competes with us and
can take jobs away. But our exports to China have also trebled since 1996, creating more jobs
here”, but with these benefits of globalisation there was also “a deep and abiding insecurity”.

Hence, there is the possibility that the benefits associated with globalisation may not benefit

all workers.

Widely quoted results from public opinion polls reflect the above disparities on the benefits
and costs from globalisation. From a recent public opinion poll published by Eurobarometer
69 (Spring 2008) noted that, “despite recognised economic benefits [from globalisation],
Europeans are slightly inclined to see globalisation as a threat to their national companies”.
39% of Europeans (37% of British respondents) thought globalisation represented a good
opportunity for their country’s companies thanks to the opening up of markets; whilst 43% of
Europeans (U.K.: 42%) thought globalisation represented a threat to employment and
companies in their countries’. Another poll, the German Marshall Fund (GMF) (December
2006) reports 78% of Americans and 76% of Europeans believe free trade leads to lower prices
and more product choice for consumers®. The same poll reports globalisation fears weakened
compared to the previous year (American views: 52% vs. 46%; UK views: 53% vs. 47%), but
there were anxieties over jobs over the period 2005/2006: 57% of Americans, 65% of British
and 62% of French respondents reported that foreign direct investment creates jobs.

However, 59% of Americans, 58% of French respondents reported that freer trade costs more

1 Reported by George Jones, Political Editor of the Telegraph Newspaper, published on 23 March, 2004. This speech was made
at Goldman Sachs.
2 Similar views are reflected within Eurobarometer 66, published in December 2006 comparing Spring and Autumn poll resuits: (1)
globalisation represents a good opportunity for home countries: 37% vs. 40%; (2) globalisation represents a threat to employment
and home countries: 47% vs. 41%.
3

Similar views are reflected by a PEW public opinion poll taken in 2007 supporting key features of economic globalisation,
reflecting positive views on trade (U.S.: 59%, Britain: 78%), foreign companies (U.S.: 45%, Britain: 49%) and free markets (U.S.:
70%, Britain: 72%).



jobs than it creates compared to only 44% in the U.K. The GMF poll also reports 59% of both
Americans and Europeans believe China’s growing economy to be a threat because of the
competition that is created from low-cost Chinese products and from U.S. and Europeans
firms re-locating to China. The U.K. however expressed opinions whereby more respondents
saw China as an opportunity than those who viewed it as a threat. Public opinions on
globalisation also vary by socio-economic groups; the negative views expressed on the
potential effects globalisation may have on employment increase with age (although positive
views decrease with age) and manual workers and the unemployed were more likely to have a

negative view (Eurobarometer 66).

Two key recent developments to trade patterns have been proposed as possible reasons why
workers in developed countries might become increasingly vulnerable. The first is related to
the increasing presence of ‘BRIC’ (Brazil, Russia, India and China) countries accounting for a
greater share of the world’s labour supply (45% of the world’s labour supply) compared to the
OECD (20% of the world’s labour supply) where competition has been concentrated at the
sector level. This is where firms transfer some of their labour-intensive production stages
abroad (OECD, 2007c). And secondly, ongoing developments of ICT have enabled the ‘great
unbundling’ of service related job tasks (Baldwin, 2006). Technology including the fall in
telecommunication costs has made it easier to fragment the production process further,
where job tasks in service sectors that were not affected by outsourcing during the 1990s, are
increasingly at risk of being offshored (OECD, 2007c; Amiti & Wei, 2005, 2006). For example,
many service sector jobs from call centres have been transferred to India. Additionally, many
high-skilled white-collar jobs in accountancy and radiology are at risk of being offshored in a
global market place, where high-skilled labour in other geographic locations are able to
provide their services electronically without face-to-face contact with customers at a fraction

of the cost (Blinder, 2007).



This thesis has the following structure: Chapter 2 provides a detailed synopsis of the
theoretical and empirical literature that assesses the potential forces that could cause labour
market security to change over time. Structural changes resulting from changes in tastes and
technology can lead to changes in the costs of production. Forces stemming from
globalisation, technological innovations and domestic labour market policies such as
offshoring, outward FDI, product market competition, a fall in transportation costs,
improvements in telecommunications, the dynamic nature of comparative advantage and
reforms to labour market institution policies encouraging iabour market flexibility can affect
the rate of job creation and destruction over time. This review assesses whether these forces
can lower the employment level and exert downward pressure on wages to potentially raise

labour market insecurity over time.

Chapter 3 assesses the empirical evidence from (a) job security, (b) income volatility within
jobs (job stability) and (c) the earnings losses following job displacement between jobs, which
represent a trio of components that | define as labour market security. This review assesses
whether the magnitude of losses has increased over time to substantiate claims for a rise in

labour market insecurity.

Chapters 4 and S examine whether offshoring and technological advancements as proposed by
the routinization hypothesis [Autor et al., (2003)] have had a negative impact on pay {job
stability] (chapter 4) and job security (chapter 5). Chapter 4 contributes to the growing
literature that has examined the impact of offshoring and technology on the wage levels for
individual workers in Britain for the period 1992-2007 using a Mincer wage regression
approach. If structural changes in tastes and technology are allowing forces associated with
globalisation and technology to affect the job creation and destruction rates over time (or the
demand for labour), this chapter examines whether they can cause wage levels (the price

level) to rise or fall over time for different groups of skilled workers. This chapter examines



the effects from industry level offshoring intensity (services and materials), from the potential
tradability of jobs by creating a British version of Blinder’s (2007) occupation tradability index
and by exploring the implications of the task biased technological change hypothesis (TBTC)

proposed by Autor et al., (2003) on wage levels.

Chapter 5 examines whether a rise in the offshoring intensity and the impact from the TBTC
hypothesis can lower job security over time. This chapter uses discrete time survival analysis
to estimate a single risks model to study the impact offshoring and task biased technological
change have on the probability of making job-to-unemployment transitions over time.
Additionally, this chapter estimates competing risk models to examine the impact of

offshoring and the TBTC hypothesis on other competing job transition states.

Chapter 6 assesses the job security trends for the period 1991-2007. This chapter examines
the changes to job security using two different measures of job security using the QLFS and
the BHPS data sets. The first measure examines the changes from median job tenure and the
changes from three job tenure groups: short, medium and long-term. For the second measure
of job security, | examine the trends from three different job transition states: job-to-job, job-
to-unemployment and job-to-inactivity transitions over time. For each of these measures of
job security, | apply Gregg & Wadsworth’s (2002) methodology to assess the changes in job

security trends over time.

Finally, chapter 7 provides the concluding comments from this thesis.



1.2 Appendices

Appendix 1

Figure 1.1A: Press references to outsourcing in the U.S. and U.K.
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Appendix 2

Figure 1.2A: Press references to outsourcing in the U.S.
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Appendix 3

Figure 1.3A: Press references to Job Security and Insecurity in the U.S. and U K.
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The Potential Causes of Increased Labour Market Insecurity: Theory &

Evidence

2.1 Introduction

Labour market flows are determined by the simultaneous creation and destruction of jobs that
occurs every day within the labour market. Job creation occurs due to the entry of new firms
and through employment growth from incumbent firms. Similarly, job destruction takes place
through the exit of firms and through the contraction of workforces within existing firms.
They are necessary processes to achieve innovation and growth, where job destruction leads
to the creation of new jobs which embody the latest technology and improve productivity.
Although this process of creative destruction is necessary for economic prosperity, it requires
the movement of workers between jobs which can lead to a number of adjustment costs. For
example, when jobs are destroyed, workers become involuntarily unemployed and they will

have to search for new jobs which require a period of search.

This chapter proposes that labour market security’ can be thought to be comprised of three
parts: (a) job security, (b) the volatility of income within jobs and (c) the changes to earnings

levels between jobs. A worker may experience a sense of labour market security if their job is

! Milberg & Winkler (2009) use the term ‘real’ economic security to ascertain the trends from the following components: (a) real
wage growth; (b) income inequality; (c) fabours’ share of national income; (d) the incidence of longer term unemployment and (e)
the number of workers displaced by foreign trade and investment. This chapter does not consider all of these factors but a trio of
measures which | define as labour market security.
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secure, their labour income is stable and there are sufficient opportunities for re-employment

if the worker should separate from their job (whether this is voluntary or firm initiated).

From the first component of labour market security, job security refers to how long jobs last.
This can reflect the probability of a job ending, which depends on the exit type from
employment. An exit from employment may be voluntary, where the worker initiates the job
separation by quitting or involuntary where the employer initiates the job separation through
mass layoffs or plant closures. This latter form of job separations can be driven by job
destruction which can result from structural changes in tastes and technology. Firms may
destroy jobs if the demand for a product made by labour falls or workers are laid off because
their jobs were temporary. High rates of job destruction and job creation can lower job
security over time if workers are not able to retain a job for a sustained length of time and
where their employment histories consist of numerous jobs. The question is whether job

security has declined over time to have made workers worse off.

The second component of labour market security is income volatility. The volatility of income
within jobs is called job stability. The stability of jobs can vary with the movements of the
business cycle, which can affect the number of hours worked. Changes to the number of
hours that are worked can affect income levels. For instance during favourable economic
conditions, the number of hours that are worked may be above average and labour income
will therefore be higher than the average. But during unfavourable economic conditions, the
number of hours that are worked may be below the average number of hours that may
typically be completed and thus labour income will be lower than the average if wages are
linked to the number of hour of work. The stability of jobs can also be tied to firm
performances and firm sales. Additionally, income volatility can result from globalisation,
where greater competition from foreign firms and foreign workers and the advancements in

technology can affect the costs of production which could also affect income volatility. The
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changes brought by technology may make it difficult for workers to transfer their skills to new
capital which embodies the latest technology. Thus, firms may have to decide whether it is
profitable to undertake renovation costs to train workers to use the latest capital. If the
renovation costs are too high, with few prospects for growth to recoup the costs, then firms
may not undertake training their existing workforce. This decision may lead to the loss of
labour income in the short run, where old jobs are increasingly marginalised while old jobs
may be competed away by new jobs that embody the latest technology in the long run. The
question is whether income volatility has increased over time and whether this has made

workers worse off over time.

The third component of labour market security examines the change to the earnings levels
between jobs. Changes to labour income can result from job dislocation, where spells in
unemployment can lead to a fall in real income. During this period, workers may experience
unemployment scarring between jobs. This is where the incidence of unemployment can
lower the trajectory of wage levels from new jobs and it can increase the probability of
experiencing future spells of unemployment. This can be due to two reasons. The first is if
workers have been unemployed for a long time, they will lower their reservation wage levels
to try to obtain employment. And second, workers lose human capital accumulation when
they become unemployed. Thus, if firms are uncertain about the quality of the workers they
are hiring, they may offer short term jobs with low pay to better ascertain the quality of the
worker and their skills. Many short term positions are more often destroyed rather than
maintained, but short term jobs can also be stepping stones to permanent jobs. Workers can
therefore become stuck in a cycle of low pay and short term employment. The mere threat of
job destruction can also affect the stability of jobs and threaten long-term job security. The

question is whether workers must accept lower wages and lower quality jobs to return to
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employment, and whether the earnings losses following job displacement has increased in

magnitude over time,

The key focus with respect to labour market security is whether the three components: (a),
(b), and (c) have changed over time. For instance, the earnings losses following job loss can be
large in the short run and the long run. However, the key issue is whether the magnitude of
these losses has become larger. This chapter explores the potential reasons why labour
market security components: (a), (b), and (c) might change. This review does not seek to
explore one off changes in relative demand for different worker groups. But to explore the
reasons that may cause structural changes to the demand for labour over time. We use a flow
model of job search with job creation and destruction to examine these structural changes to

the demand for labour over time.

This chapter examines the potential reasons that might cause labour market insecurity to rise
in theory coupled with empirical evidence. This chapter has the following structure: Section
2.2 outlines a basic theoretical model of job creation and destruction. Section 2.3 explores the
forces that could cause the job creation and destruction rates to change. Section 2.4 provides
the empirical evidence from the forces outlined in section 2.3. Finally, section 2.5 provides the

concluding comments.

2.2 Job Creation and Destruction

The concept of job creation and destruction was pioneered by the various theoretical works of
Dale Mortensen and Christopher Pissarides. These concepts were presented within a series of
selected papers by Mortensen & Pissarides (1994, 1998, & 1999) and a book by Pissarides
(2000) to illustrate the impact upon unemployment. This section draws heavily from their

work to describe the job flow process.
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Figure 2.1: Job Flows and Worker Flows
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The process of job creation and destruction is best understood from figure 2.1 which presents
the flow of jobs. From this diagram there are three important forces which affect the level of
employment and the dynamics of labour market security. These forces are job creation, job
destruction and the matching process. At any point in time, there are stocks of employed
workers and filled jobs. The flow of job creations adds to the stock of employed workers
within filled jobs where these jobs can be temporary or long term permanent jobs. And the
stock of unemployed workers is replenished by the flow of job destruction. This process of job
creation and destruction is more complicated than figure 2.1 demonstrates. This process is
outlined in more detail from the Mortensen-Pissarides Model (1994) of equilibrium

unemployment.

2.2.1 Job Creation and Job Destruction: A Basic Model

From the Mortensen-Pissarides (1994) model of equilibrium unemployment, firms and
workers must spend resources before job creation takes place. The model assumes firms and
workers are homogenous and wealth maximisers. From the workers perspective they must
spend their time and resources to search for new jobs. From the firm’s perspective, they have
jobs that are in one of two states: (1) filled and producing or (2) vacant and searching. Firms
must decide on the type of technology and the product value that is to embody the new jobs.

It is assumed that firms always choose a high value for the level of productivity and the latest
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level of technology to embody the new jobs. Once job creation has taken place, firms have no
choice over either. Firms must then advertise the jobs to attract unemployed workers; on the
job search does not exist in the model. The most productive jobs offer higher wages as job
vacancies make use of the latest technology available within the market; thus new jobs offer
higher wages. Each job is characterised by a fixed irreversible technology and produces a unit
of a differentiated product which has a price that is p + g¢. The price simply reflects the
productivity of the job where p is the aggregate component of productivity that does not
affect the dispersion of prices. Parameter o represents the price variance and the parameter
£ represents the idiosyncratic component of the price of productivity for a specific job,
where g, > & > g4, which are the upper and lower limits. The process that changes the
idiosyncratic component of the price is a Poisson process with an arrival rate 4. When the
idiosyncratic component changes, new values of ¢ are drawn from a fixed distribution.
Modelling the arrival process as Poisson implies persistence in job specific shocks. Exogenous
events that affect the persistence or distribution of idiosyncratic shocks (these are assumed to
be micro-level shocks) shift A and o respectively. Events that affect the productivity of all jobs
by the same amount and in the same direction (these are assumed to be macro-level shocks)
is reflected by changes to the common price component p. Firms create jobs that are equal to

the upper portion of the price distribution: p + g¢,.

Higher values of a raises price dispersion, implying profitable jobs become more profitable
and the less profitable jobs become less profitable. Thus, a higher o necessitates a rise in the
reservation productivity — this is a threshold or a level of productivity that must be achieved
for a job to continue. If the reservation productivity threshold is not achieved, then marginal
jobs that are less profitable are destroyed. This implies that a rise in o raises the job
destruction rate. A rise in A raises the level of persistence, meaning the rate at which

idiosyncratic shocks affect jobs; these shocks can be good or bad. If the shocks are bad, this
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raises the option value of jobs because job-specific product values are less persistent. This
means jobs are less likely to be destroyed as the level of £; decreases, but this also lowers the
rate of job creation. Additionally, a higher discount rate r reduces the profitability of jobs at
all prices in the future. This reduces the option value of waiting for improvements in
productivity and therefore jobs are more likely to be destroyed. Thus, this raises the level of
4. Finally, the business cycle can lead to an overall change in the price of jobs by affecting the
aggregate component of productivity p. If net aggregate productivity shocks are positive,
represented by a rise in p, the effect would be a rise in the rate of job creation and the rate of
job destruction. Conversely, a negative productivity shock increases the rate of job
destruction, but the model assumes the rate of job creation remains unchanged. Thus, job

destruction rates are more volatile than job creation rates.

Job creation takes place when vacant jobs advertised by firms are matched with unemployed
workers according to the prevailing matching® technology at a negotiated wage. The model
assumes there is unemployment in the steady state because during the matching process and
prior to all unmatched job-worker pairs meeting, some existing job matches are destroyed.
This leads to a flow into unemployment. Existing jobs are destroyed only if the idiosyncratic
component of their productivity falls below some reservation level where g4 < g,. However,
filled jobs are not necessarily destroyed because there is a cost associated with recruiting and

maintaining vacancies.

Once job destruction takes place, workers move from employment to unemployment and
firms either withdraw from the market place or re-open new vacancies which embody the
latest technology. This implies that job destruction forces workers to separate from their
employment non-voluntarily. Job destruction leads to a flow into unemployment and this can

affect the employment level that can result from job specific (idiosyncratic) shocks at the

2 See Petrongolo & Pissarides (2001) for a survey of the matching function.
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Poisson rate A. These specific shocks may be caused by structural shifts in labour demand as it
is a derived demand. This can lead to changes in the relative price of the goods produced by
jobs or the change can be caused by productivity shocks that change the unit costs of
production. These changes in labour demand can result from shocks that may be associated
with shifts in tastes and technology. These shifts in tastes and technology can result from
product market competition, product and process innovation, new production diffusion
processes, the entry and exit of products and product life cycies (Blanchflower & Burgess,
1996). They can also result from other factors such as globalisation and be influenced by
domestic labour market policies. The former relates to the processes of offshoring,
technological change, falling transportation costs and international trade which can affect the
costs of production, exchange rate volatility and the kaleidoscopic nature of comparative
advantage. Domestic labour market policies include unemployment insurance benefits,
employment protection legislation and other policies related to taxation and subsidies

received by firms.

This basic model of job creation and destruction provides useful insights as to how firms
create new jobs and destroy jobs and how they can potentially affect labour market security
over time. Labour market security can fall and potentially make workers worse off, if there are
high rates of job creation and destruction over time. This can lower job security because
higher rates of job creation and destruction can raise the probability of job endings where jobs
will not last a life time. Additionally, higher rates of job destruction that could be caused by
structural changes in tastes and technology can raise job instability over time. But this can
also raise the costs of job displacement between jobs, where the prospects of obtaining a
temporary job that could lead to a permanent job will diminish over time as the least
profitable jobs will always be destroyed. Hence, the earnings losses between jobs that can

result from job displacement and from unemployment scarring could rise over time and make
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workers worse off. The next section explores the potential factors that could cause structural
changes in tastes and technology which can affect the job creation and job destruction rates.
Changes in tastes and technology are arguments that could be made with respect to the rise in

globalisation over the last 30-40 years.

2.3 Forces which cause changes in Job Creation and Job Destruction

2.3.1 The Impact of Technology

Mortensen & Pissarides (1998) extend their equilibrium unemployment model to explore the
impact of technological progress embodied in new capital equipment. Firms face three
choices regarding the deployment of the new technology: First, firms commit to the new level
of technology at the date of job creation where this technology is irreversible. Second, firms
may pay a fixed renovation cost to update technology® embodied within existing capital and
continue to produce using existing labour within existing jobs from time to time. Third, firms
may close existing jobs and exit production. This leads to job destruction and workers become

displaced and unemployed.

The arrival of new technology signifies that firms will have to update existing jobs or destroy
them as new jobs drive out old jobs by bidding away workers. The authors’ note that workers
may fear the arrival of new technology because capital embodied with the latest technology
may lead to greater labour productivity. This may threaten existing jobs because: (1) the level
of technology encapsulated within existing capital used by existing jobs may not be as
productive as the new level of technology. New jobs utilising new technology are more
profitable. (2) Firms may not want to undertake the cost of renovation investment to update

existing capital and provide existing labour within existing jobs the required training to use the

3 This may take the form of updating existing capital equipment with the latest production processes and training existing workers
to use the new technology.
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new technology. Therefore existing jobs may be destroyed. This uncertainty over the arrival

of new technology may raise job insecurity fears.

Whether firms choose to update the technology utilised by existing jobs depends on: (a) the
rate of technological progress; (b) the size of the idiosyncratic component for productivity and
(c) the size of the structural renovation costs with growth productivity. First, the rate of
technological progress plays a part in determining the length and life of old and new jobs.
With high rates of technological progress, firms may not want to create new jobs or invest
money into updating existing jobs as these jobs will have shorter life-spans. Thus, firms may
not be able to re-coup the investment costs before these jobs are destroyed. However, siower
rates of technological progress will lead to longer lasting jobs as they are profitable for longer

which will lower job creation and job destruction rates.

Secondly, the model assumes each job-worker pair has an idiosyncratic component for output
productivity. The model predicts that if employers have a high idiosyncratic output, firms
update the technology for existing jobs because the high idiosyncratic match productivity
signifies a good employer-employee relationship. This is a valuable resource firms will not
destroy, and they will preserve the resource by updating it from time to time where the
frequency of the renovation updates increases the idiosyncratic component of the match
product between firms and workers. This will ensure job security for those workers.
However, if the firm-worker pairs have low idiosyncratic output, then jobs will be destroyed
sooner as they are not profitable. This will raise job insecurity for those workers who have a

low idiosyncratic component for the match product. However, this is a difficult concept to

measure in practise.

Finally, the decision to update existing jobs rather than destroy them depends on the size and

cost of the structural change and the level of productivity. The model predicts that if the size

20



of implementing the updates to existing jobs is sufficiently small and the growth in
productivity is rising over time, the value of existing jobs rises as productivity growth rises.
Thus, existing jobs would be updated, job destruction would fall and the unemployment level
would fall. However, if updating existing capital requires substantial structural change where
the renovation costs are large, it may not be profitable for existing job matches to continue
and existing jobs would be destroyed as productivity grows. The increased job destruction

rate implies a higher unemployment level.

Mortensen & Pissarides (1998) note that whilst new technology may stimulate job creation
and the destruction of old jobs, this does not imply that the economy will achieve a higher
level of employment or the same employment level as before once old jobs are replaced by
new jobs. This is because different firms of different sizes within different sectors may pursue
different job creation and job destruction policies. The model assumes that if there is perfect
factor mobility, then new technology would induce some sectors to expand and other sectors
to contract. Jobs within declining sectors would be destroyed and jobs within expanding
sectors would take their place. With costless mobility of labour and capital between two
sectors, the mode! shows if both sectors have high and equal productivity growth, resources
from the sector with high renovation costs would shift to the sector where costs were low.
However, with costly factor mobility, the migration of employers and employees to the
expanding sector may be costly and subsequently the unemployment level may be higher in
the short run, whilst firms relocate to different sectors and unemployed workers search for

new employment.

2.3.1.1 The Origins of Technological Innovations and its impact on Labour Market Security
Understanding the origins of the technology-skill and capital-skill complementarity is
important because this evolution can have important implications on the demand for different

types of labour and the elasticity of labour demand over time. it began in the U.S. during the
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1830s to the 1880s; Atack et al., (2005) estimate that capital-to-labour ratios in manufacturing
establishments increased by at least 75 percent after taking into account the change in the
price of capital over this period. Along with this increase, there was a change in the mode of
the production process. Prior to the process of capital deepening (defined as the rise in the
capital-to-fabour ratio, where lesser skilled workers are substituted by capital), most
manufacturing took place in artisan shops, which were small, owner-operated work
establishments with few work assistants. Most goods that were produced in artisan shops
were made to order (e.g. jewellery, watch makers, engravers, etc.) and required little in the
way of capital. On average, workers in artisan shops were highly skilled and produced the
entire goods with no division of labour using modest tools that could be applied in different
lines of work. As the manufacturing sector grew and shifted away from artisan shops with no
power source towards factories (1830s to 1880s), many of the job tasks moved away from
skiled workers from artisan shops toward less skilled blue collar workers using more
specialised machinery with steam and water power. The production processes further evolved
towards assembly lines in the early 1900s and towards continuous- and batch- process
methods {1890s and beyond) lead to a rise in the demand for blue collar workers with a high
school education in many high-skilled industries from 1909 to 1929 (Goldin & Katz, 1998).
Goldin & Katz (1998) further find that blue collar workers in 1940 were in greater demand as a
result of capital deepening (the substitution of lesser skilled workers with the fall in the cost of
capital), the diffusion of new technologies such as electric motors using purchased electricity
instead of steam and water power (due to a fall in the price of purchased electricity) and with
the introduction of continuous- and batch- process production methods lead to a further rise
in the demand for high-skilled production and white collar ‘machine maintenance’ workers at
the expense of lesser skilled workers in hauling, conveying and assembly tasks in the twentieth
century. These factors have contributed towards technology-skill and capital-skill

complementarity.
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Another reason for the rise in the demand for blue collar workers was due to many more
workers becoming educated with the expansion of schools in the U.S. Many workers with a
high school level education entered ordinary white collar occupations as clerks, bookkeepers,
secretaries and other sales positions during the early nineteenth century because a high
school graduate became a reasonable priced input in the production process. This may have
fuelled skill biased technological change whilst lesser skilled labour became increasingly

substituted by the introduction of capital.

More recent innovations in technology such as the adoption of computer processors in
workplaces, the fall in telecommunication costs and with many workers choosing to go to
university, many white-collar jobs in bookkeeping and in human resources are now termed
medium skilled occupation. These workers have at most high school diplomas, are employed
in these jobs that are now considered to be at risk from being replaced by computer software
(task biased technological change®) but these are job tasks that are also likely to be offshored
abroad (Acemoglu & Autor, 2010 & forthcoming). Many jobs in engineering are now termed
high-skilled white collar jobs which are less likely to be replaced by computer software or be
offshored abroad for the moment, but this could change in the future. These continued
innovations in technology and changes to the production processes have raised the demand
for skilled labour, and they can contribute towards a change in the demand towards skilled
labour, which can lead to greater wage inequality between skilled and less skilled labour and a
rise in job insecurity and the own wage elasticity of labour demand for lesser skilled fabour

over time.

‘ See subsection 2.3.3.5 for the theory and subsection 2.4.7 for the empirical evidence for the TBTC hypothesis proposed by Autor
etal., (2003).
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2.3.2 The Impact of Policy

Job creation and destruction rates can also be affected by employment subsidies and taxation.
The equilibrium unemployment model is extended by Pissarides (2000) to examine the impact
of six policy instruments: (1) tax subsidy; (2) the marginal rate of tax; (3) the replacement rate
(unemployment compensation); (4) employment subsidies received by firms; (5) hiring
subsidies received by firms and (6) firing taxes paid by firms. With the absence of policy
instruments, and assuming there are no idiosyncratic productivity shocks, no stochastic search
intensity and excluding unemployment compensation, the supply of jobs are variable and
determined by profit maximisation. The destruction of jobs takes place at a constant rate A.
With the introduction of policy instruments, job creation and destruction rates can change

over time.

Within this model the creation of new jobs are advertised by firms. When unemployed
workers arrive to fill job vacancies to commence a working relationship following the
completion of a signed contract, firms receive a hiring subsidy in addition to the value from
the jobs. This hiring subsidy adds a flow to the firm’s revenue. After workers have been taken
on, the benefit to the firms from the continuation of the employment are the value of the jobs
only as no further hiring subsidies is received by firms. The hiring subsidies work to creative
incentives for firms to create new jobs because this decreases the reservation productivity
value of jobs from the matching process and this decreases unemployment. Hiring subsidies
also raise the number of jobs that are destroyed as older jobs are replaced by new jobs that
embody the latest technology. They can also potentially crowd out employment from firms
that do not receive the aid to create jobs and thus this could potentially push firms not being

aided to fail®.

5
For further details regarding the evaluation of public policies on employment, see chapter 8 in Cahuc & Zylberberg (2006) for the
issues and references therein.
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Once workers have been hired, firms are liable for paying a firing tax® if they are unable to re-
negotiate wages with workers. The extent of job creation and destruction depends on the
negotiated wage, which affect firms’ production costs and the reservation productivity level
for maintaining a continuing job. Firing taxes discourage job creation because once jobs have
been created, firms are liable to pay firing taxes which reduces the overall expected value
from jobs. Firing taxes also discourage job destruction as they reduce the reservation
productivity value of jobs which makes it expensive to destroy existing jobs. The overall
impact upon unemployment and job security from this model is ambiguous and is a matter to

be determined empirically.

Employment subsidies and tax subsidies reduce job destruction because they reduce the
reservation productivity level for a given level of labour market tightness. The model predicts
higher subsidies decreases the unemployment level. Finally, unemployment compensation
and wage taxes discourages job creation as the former policy increases the costs of production
and the latter policy reduces the cost of leisure as leisure is untaxed and is preferable to work
if wage taxes are high. These policies also increase job destruction as they increase the
reservation productivity levels for jobs as they reduce the expected profits from new and
continuing jobs. The model predicts that unemployment compensation and wage taxes

unambiguously increase the unemployment rate.

2.3.3 The Impact of Globalisation

Globalisation refers to the increasing integration of the world economy, particularly through
international trade and the flow of capital, ideas, migration, the transfer of culture and
technology and the development of transnational regulation. It is a complex process that has

facilitated trade openness, technological innovation and finance transfers that generate a

s Firing taxes can be thought of as redundancy pay. This is paid to workers who are displaced from employment. The size of this
cost can vary between firms, but it can be linked to the number of years of service at firms and skill levels.
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wide range of benefits and costs through affecting the rate of job creation and destruction

that can be the result from structural changes in tastes and technology.

Economists agree that globalisation encourages flexible borderless markets for goods, services
and labour which can generate greater competition and trade between many different
nations. This should encourage job creation where these benefits are in line with those
predicted by the Heckscher-Ohlin-Samuelson Model (HOS) of international trade. This model
encapsulates the traditional view of international trade and it assumes each country uses the
same technology to produce the same goods but they differ with respect to factor
endowments which determine the patterns of trades. This model predicts that trade is
determined by the characteristics of each country. With two types of goods that are produced
by two countries, the country that is capital abundant will produce and export this good
because they have a comparative advantage in producing this good. Whilst the labour
abundant country will produce and export the labour intensive good but import those goods
that are relatively scarce — the capital intensive good. Without trade, each country will
produce both types of goods. But when international trade takes place, theory predicts that
trade openness should create jobs in industries that produce goods making intensive use of
the relative abundant factor of production. This will destroy jobs within industries that
produce goods using the relatively less abundant factor of production. As the model makes
full employment assumptions with perfect information and with no labour market frictions,
there is no unemployment — meaning workers who lose their jobs in the declining sector due
to job destruction are able to find immediate employment at the market wage in other

sectors. This implies there is no rise in job insecurity or change to labour market security.

Therefore, free trade can raise aggregate welfare for a country relative to autarky, where
there are aggregate efficiency and productivity gains. One can conclude that both producers

and consumers benefit from free trade at the aggregate level. Globalisation can bring greater

26



benefits to countries which allow their firms to engage in offshoring and from the outward FD!
activities of MNEs in the form of greater productivity and output, potentially faster economic
growth, increased welfare and even greater incentives to innovate (Mann, 2003; OECD, 2003;

Mankiw & Swagel, 2006a; Amiti & Wei, 2006b; Olsen, 2006; Crino, 20093, c; Ritter, 2009).

However, globalisation can severely polarise the labour market winners and losers (Brown,
2003). One cannot conclude that every individual consumer and producer will benefit from
free trade because the aggregate gains from free trade can conceal the redistributive effects.
The assumptions of perfect labour mobility and frictionless labour markets, where each
country produces the same goods with the same technology are not realistic assumptions.
Firms are likely to have many stages of production that employ many different types of
workers with different skill intensities, not just one type of labour. Additionally, the matching
process is more likely to differ between industries as firms search to find workers that fit their
needs. This will cause frictions in the labour market, where workers may not be able to regain

immediate employment after job loss.

Globalisation and trade can change the economic trading environment (Davidson & Matusz,
2004), where they can create benefits (as outlined above) and they can raise the anxiety levels
for workers from advanced industrialised countries. For the latter, anxiety from trade and
globalisation may manifest itself as fears of job loss, where workers may not be able to
compete with the imports that are produced by cheaper foreign labour. Globalisation may
destroy jobs and lower job creation in some or all operations that are performed in-house by
firms. This may exert downward pressure on average wage levels and raise unemployment
and possibly increase job turnover rates and raise the substitutability of domestic workers
with the use of foreign labour over time. Globalisation and trade can change the mixture of

employment opportunities between good jobs and bad jobs available to domestic workers.
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They could also affect the number of job opportunities that are available over time and this

can raise labour market insecurity fears.

Figure 2.2 examines how job creation and destruction rates can be affected by globalisation
when it affects the price of productivity for jobs: p + g€ in vacancies (V) and unemployment
space (U). Curve JCC represent the job creation condition which is drawn through the origin
and curve BC represents the Beveridge curve, which is convex to the origin in vacancy-
unemployment space. If the job creation condition curve, JCC, rotates to the left to JCC, — this
is a rise in the job creation rate. However, if JCC, rotates to the right, then the job creation
rate falls. If the Beveridge curve shifts outwards to BC, this implies a fall in matching
efficiency between vacancies and the unemployed. But if the Beveridge curve shifts towards
the origin, this signifies a rise in matching efficiency. The equilibrium is determined at the

interaction of the job creation condition and the Beveridge curve — this is at point C.

Shifts in the JCC and BC curves can result from positive and negative macro- and micro-
economic shocks. For instance, net productivity shocks can result from macro-shocks that can
change the general level of all goods prices. The price of all goods can also change from
expectations about future economic conditions. Positive net productivity shocks represented
by an increase in the common price p and a fall in the reservation productivity level (g4)
increases the job creation rate. This causes the job creation condition to pivot upwards to
JCC,. The Beveridge curve shifts inwards towards the origin and the job destruction rate
increases due to a rise in labour market tightness, which improves workers employment
options. The new equilibrium is point | from point C, where the unemployment rate falls and

the vacancy rate rises according to the diagram.
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Figure 2.2: Changes to the Rate of Job Creation and Destruction

ICG,

Accordingly, the price dispersion parameter o could also rise because of greater competition
from foreign firms. This can raise both of the job creation and job destruction rates. If
domestic firms are able to compete with foreign firms because they are able to offshore their
intermediate stages of production abroad where they have no comparative advantage in
producing some of these goods compared to other stages of production. Then its impact in
the vacancy-unemployment space shifts the Beveridge curve out and rotates the job creation
condition curve upwards - the new equilibrium is point D from C. Equilibrium vacancies
increase but the effect on the unemployment rate is ambiguous. This is because offshoring
the assembly stages of production predominately completed by unskilled labour raises the job
destruction rate in import and non export competing firms. These domestic firms may destroy

jobs to lower production costs or even close down within declining sectors. However,
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domestic firms that are able to compete with foreign firms within expanding sectors can
create new jobs for skilled and unskilled labour. With perfect information and labour mobility,
unemployed workers can search for jobs that match their skills and obtain new jobs
immediately. Therefore, the unemployment rate may not rise if there are high job
reallocation rates in these sectors. And there is no rise in job insecurity if workers are able to
find jobs as there is no uncertainty in the models. Thus, the exact impact on the

unemployment rate is ambiguous.

Similarly, a reduction in persistence shown by a fall in A (this is the arrival rate of idiosyncratic
shocks to jobs) can raise and lower the job creation and job destruction rates for a given
reservation productivity level (g;) between industries. This could be caused by the changing
kaleidoscopic nature of comparative advantage or exchange rate volatility. But its impact on

the unemployment level is once again unclear.

Alternative models that incorporate job-search with unemployment in imperfectly competitive
labour markets can cause job security to fall as workers are not able to find jobs immediately.
The following section examines the Davidson & Matusz (2003, 2004 & 2008) model of job

turnover with imperfect labour markets.

2.3.3.1 Job Search, Unemployment & Job Turnover

Davidson & Matusz’s (2003, 2004 & 2008) model incorporates job search, unemployment and
job turnover. They are all factors that can affect production costs and job turnover rates
which can determine patterns of comparative advantage enjoyed by firms. They can aiso
affect the rate of job creation and destruction and the decisions made by workers to reallocate

their employment to other industries which can affect their labour market security.
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This model makes several assumptions. First, there is imperfect information, where it takes
time for unemployed workers and firms with vacancies to meet and establish a working
relationship. This may depend on a number of factors. First, workers and firms are not
homogenous. Workers can differ by ability and they must choose between two types of jobs
that require different levels of skills. There are jobs that do not require many skills and offer
low pay and they are less durable. And there are jobs that require training and pay is relatively
high where these jobs are durable. Labour markets are not frictionless and workers may not
be perfectly mobile. Job search takes time once workers have completed their training from
education for example, where job search and training can be costly. Firms can operate in two

sectors: a high tech sector and a low tech sector which have different job turnover rates.

The matching process between workers and vacancies advertised by firms are easier in some
industries than in others. For instance, jobs that require less skills or experience may be easier
to fill compared to vacancies advertised in other industries that require high skills and where
the production process is complex. To fill these latter vacancies, it may take firms more time
to hire the right person that meets their criteria to fill the job. Therefore the matching process
can be difficult to solve. Finally, the model assumes that once firms and workers establish a
working relationship, job security is uncertain because random fluctuations in labour demand

can be caused by basic shifts in comparative advantage.

Due to this uncertainty, workers cycle between periods of employment and unemployment,
where job turnover rates determine the length of employment spells in each sector. Whether
workers have secure jobs in employment or they experience spells of unemployment, this
depends on their decision to choose occupations based on their future income streams. Jobs
in the low-tech sectors are easy to find where they require specific skills. But they are not
durable as they have high job turnover rates. Whereas jobs in the high-tech sector are

relatively hard to find as they require a period of training before workers can qualify to carry
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out these jobs. The matching process for these jobs is also hard to solve as firms may have
specific requirements. But these jobs are durable with low job turnover rates and these

workers have general work skills.

As jobs are hard to come by in the high-tech sector, high-skilled workers may obtain
employment in the low-tech sector. They are assumed to produce more output than low
ability workers. When a job separation occurs, worker become unemployed, workers must re-
train if they have specific employment skills for a particular job (e.g. a baker versus a sales
assistant: each occupation has very specific skill). But if they have general skills, they may be
able to obtain re-employment and not have to re-train if they are re-employed in the same
sector (e.g. professional jobs such as teachers or accountants). If workers choose to change
sectors, they will require training to obtain jobs in the new sector. Therefore becoming
unemployment, searching for a job and re-training can be costly if workers seek employment

in another industry.

Firms that have high job turnover rates with less durable jobs have to pay compensating wage
differentials to workers. This is to convince them that the jobs in this sector are worth
searching for. Higher compensating wage levels push up the costs of production which affect
prices. Thus, customers turn to foreign produced goods if the goods produced domestically
are more expensive. These price changes can affect patterns of trade. This model assumes
that when job turnover rates are sector and country specific, a fall in the rate at which jobs are
created or a rise in the job destruction rate in a particular sector-country pair raises the costs
of production for a particular good. This raises its price and reduces a country’s comparative
advantage in that particular good. This model suggests that unemployment, job search and
job turnover are determinants of comparative advantage, with particular emphasis on the job
turnover rates influencing the patterns of trade. This is because different industries in

different countries have different labour market structures and labour market institutions
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where job turnover rates vary significantly across these industries and where the length of
unemployment spells can vary from country to country. It is these differences that may have a

significant influence on the patterns of comparative advantage.

The implications from this model are that countries should have a comparative advantage in
industries that have low job turnover rates. This would imply that jobs in the high-tech sector
are durable with secure jobs; they are more likely to have a comparative advantage as they
have lower job destruction rates. But jobs in the low-tech sector are less durable and they
have higher job turnover rates. This implies that jobs in this sector are less secure as firms are
not likely to have a comparative advantage in this sector if they have to pay workers
compensating wage differentials to attract and retain workers in that industry. Thus, changes
in the costs of production along with job turnover rates determine the basic nature of
comparative advantage enjoyed by firms when they trade. And therefore job security is
essentially determined by the job turnover rates within specific sectors and whether workers
choose to reallocate to other sectors to obtain employment. One off changes to the demand
for labour for specific groups is unlikely to lead to a change in job security. However, if the
demand for labour continually changes then job security can be lowered if workers continually

have to seek re-employment.

2.3.3.2 Kaleidoscopic Comparative Advantage

The nature of comparative advantage enjoyed by firms can also change over time with
globalisation. Bhagwati & Dehejia (1993) name this the ‘kaleidoscopic’ nature of comparative
advantage. Their hypothesis is that volatility in employment and income is the result of
greater internationalisation of world financial markets combined with the growth of
transnational production by multinational enterprises (MNEs). Together with the diffusion of

production know-how, this has exposed firms to much fiercer competition. This has narrowed
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the margin of comparative advantage enjoyed by many industries in developed countries.
Small shifts in production costs can cause comparative advantage to shift suddenly from one
country to another and hence cause the comparative advantage to be more ‘kaleidoscopic’
between countries. That is, one country may have comparative advantage in good X and
another in good Y one day and the next day it may suddenly be reversed (Bhagwati & Dehejia,
1993; Bhagwati, 1995; Beaulieu et al, 2004). There are three consequences from this

hypothesis:

1. For labour there could be greater job turnover between industries and this could lead
to greater frictional unemployment.

2. Greater labour turnover could flatten the growth profile of earnings for workers most
affected due to less skill accumulation.

3. Less skilled labour will be affected more than skilled labour assuming that skilled
workers have greater transferability of workplace acquired skills than less skilled
workers. This could lead to an increasing wage-differential between the two groups of

workers. Although this is a weak implication from this theory.

Thus, the kaleidoscopic nature of comparative advantage may lead to an increase in job
instability and insecurity if there is little potential for productivity growth for firms to recoup
any sunk costs they may have invested into their operations to reap the potential benefits

from globalisation.

2.3.3.3 Exchange Rate Volatility & Product Market Competition

Borderless markets can raise international competition and expose more firms to real
exchange rate changes (Gémez-Salvador et al., 2004) and greater product market competition
(Fenoll, 2009). This can further affect costs of production and job turnover rates. Campa &

Goldberg (2001) identify three sources of currency exposure that can potentially affect job



turnover. First, a currency appreciation increases the relative production costs of domestic
firms relative to foreign firms through export exposure. This reduces the price
competitiveness of goods produced by domestic firms, lowering export sales which intern
raises the reservation productivity level. A rise in the reservation productivity level signifies
firms may lay off workers through job destruction and lower job creation rates. The second
source of currency exposure is through import competition. An appreciation of the exchange
rate implies foreign imports are now cheaper, making foreign produced goods cheaper and
allowing foreign firms to gain market share. Domestic firms that may not engage in trade may
also be affected by the presence of foreign competition in the domestic market. This second
effect can again lead to job destruction and lower job creation rates. Finally, the third source
of currency exposure counteracts the first two through cost exposure of imported intermediate
imports. Firms which rely on intermediate inputs may regain competitiveness through
importing intermediate inputs. Firms may lower their costs of production and this may lower

the number of jobs that are destroyed.

2.3.3.4 Footloose Multinationals and Offshoring

Job security can fall if employment within foreign owed firms is more volatile. This is because
foreign-owned plants that may be owned by MNEs operate in many countries, where they
may be able to shift production operations between countries should the operating conditions
change in the host country. It can also be argued that the rise in FDI investment by MNEs can
contribute towards raising employment risk (Scheve & Slaughter, 2004) as they are footloose —
they can react to changes in the host country and shift production to another country and
never be fully rooted in the host country. Another argument is that foreign-owned firms are
more likely than domestically owned plants to exit the market. This raises job uncertainty and

it can raise worker turnover if jobs are destroyed.
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Offshoring refers to the relocation of production stages abroad either through arm’s length
supply through market transactions (international outsourcing) or within the boundaries of
the firm (vertical FDI) (Jabbour, 2010). This relocation can be the material and immaterial
stages of production. Job and labour market security can fall if firms are able to offshore
stages of the production process that they are not able to provide at a competitive price in
comparison to foreign firms who may have a comparative advantage in producing certain
goods and services compared to domestic firms. Although labour market security can be

affected by offshoring, not all workers are equally likely to be affected.

Footloose MNEs, outward FDI and offshoring can change the organisational structure of the
production process and the composition of the labour force between skilled and unskilled
labour. Firms employ many different types of labour: they may be skilled and employed
within knowledge based jobs or less skilled labour employed within manual and repetitive
jobs. Borrowing terminology from Hijzen et al., (2007b), take for example a firm which has
three distinct areas of operations to produce and distribute goods. These areas are (1)
development: which employs skilled labour in knowledge based jobs, (2) assembly: which
employs less-skilled labour to assemble together inputs into final products and (3) sales: which
typically employs skilled labour to carry out sales transactions and provide after sales care
services. In the past firms would have carried out all of these activities in house and in one

particular country using local labour where all output would have been produced domestically.

However, globalisation and the advancements of telecommunication technology can give
firms access to international markets where firms may take on the opportunity to establish
production facilities in other countries where labour is cheaper. This can allow firms to
produce intermediate inputs abroad, whilst also maintaining production in the domestic
market. Primarily, the motivation for offshoring production stages is to reduce costs, but this

decision can depend on the sector and the form of the relocation that takes place (OECD,
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2007a). For instance, the primary motivation for small and medium sized enterprises (SMEs)
to offshore production is due to pricing; whilst the decision to relocate headquarters of large
MNEs is due to tax (OECD, 2007a). In terms of the example, firms may choose to set up
assembly operations overseas where foreign intermediate inputs are used in addition to
domestic assembly operations. Scheve & Slaughter (2004) note the cross-border flows of
foreign direct investment have grown much faster than the cross-border flow of goods and
services within the last couple of decades. These decisions have contributed towards the
fragmentation of the production process, where the ‘multinationalisation of production’
(Scheve & Slaughter, 2004) has contributed towards making workers feel much less secure

about their employment spells (Davidson & Matusz, 2008).

The ‘multinationalisation of production’ can be related to the changing nature of production
costs that can cause MNEs to become footloose. This can mean, through vertical FDI, MNEs
can change the geography of their production operations between plants due to changes in
local production costs (Inui et al., 2009) in the host country. For example, if there are two
countries: the North (a developed country which is capital abundant) and the South (a
developing country which is labour abundant) that produce and assemble intermediate goods
in both countries. A rise in production costs in the North can enable MNEs to switch
production to the South to lower the costs of production for a final good. The decision to
switch production to other plants in other geographic locations may not necessarily be due to
a rise in local production costs. Decisions to move productions can also be due to tax,
government subsidies, and labour disputes. MNEs being able to switch their production

operations to other plants can lower job security.

The decision to establish overseas production networks can lead to a rise in job instability as it
enables firms to prevent wage rises for domestic workers as they are a credible threat to

domestic employment, where foreign labour is cheaper. The threat of job loss by moving
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operations overseas can suppress wage increases. Additionally, changes in foreign labour
markets can also affect the structure of the production process in the domestic labour market.
The fragmentation of the production process can destroy jobs and lower wage increases for
domestic workers. This process also increases the substitutability of domestic workers, which
can increase the elasticity of labour demand. This can increase the volatility of wages and
employment in the future (Greenaway et al., 2008). Other reasons for workers to accept
lower wage levels may relate to the fact that if workers do lose their jobs, it may take a
considerable amount of time and resources to receive other job offers. Labour markets are far
from perfectly competitive where a worker who refuses a job will not be able to
instantaneously get a job offer from another firm (Cahuc & Zylberberg, 2006). Therefore,

workers may retain their jobs with lower pay.

Traditionally, jobs most at risk of being offshored have come from manufacturing industries
which have employed low-skilled labour; firms tend to move their assembly operations
offshore and other operations in which they do not have a comparative advantage.
Deardorff’s (2005) model predicts that with the advent of international offshoring in final good
Z and intermediate activity Y, whilst maintaining the production of good X using skilled
labour, the wage levels for skilled labour would rise and fall for unskilled labour when trade
takes place. This model predicts international offshoring benefits skilled labour at the expense
of unskilled labour, as the work activities carried out by non-skilled labour (this is intermediate
activity Y in terms of the model) are offshored to the South as the North has no comparative
advantage in activity Y. The North does not offshore intermediate activity X as it has a
comparative advantage in X with superior technology. Thus, offshoring leads developed
countries to retain those jobs with activities that the North has a comparative advantage over

the South.
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2.3.3.5 Job Polarization

Technological innovation may also contribute towards displacing workers from their jobs and
raise job and labour market insecurity. The current wave of globalisation differs with respect
to previous waves because international trade has been facilitated by the decline in the real
price of information technology. The fall in the real price of computer capital has allowed
firms to substitute computer capital for labour in performing workplace job tasks (Acemoglu &
Autor, 2010 & forthcoming). But technology can also lead to higher productivity as it can
benefit workers whose job tasks complement technology. This can lead to more productive

workers and higher productivity.

The advancements in information and telecommunications technology have allowed firms to
trade many more goods and services were previously not at risk from being offshored (Garner,
2004)’. The Economist (2010)® notes during the 1970s and 1980s, employment in middle-
skilled occupations grew — occupations relating to sales, bank clerks, factory supervisors and
secretaries. But during the 1990s, the growth in these middling-skilled occupations started to
decline. This is because instead of simply trading finished goods and services, there has been
a move towards trading certain job tasks through offshoring and outsourcing. This process has
applied to job tasks that are information based which have in recent years become easy to
deliver at low cost via the internet from foreign labour market locations over the last two
decades (Acemoglu & Autor, 2010 & forthcoming). The combination of technology and trade
in tasks has contributed towards job polarization — the simultaneous growth in the share of
employment in high-skill high-wage occupations and growth in low-skill low-wage occupations

with a fall in the share of employment from middling jobs (Goos & Manning, 2003, 2007).

? Other reasons for greater service offshoring opportunities can be due to economic factors such as lower production costs from
low-income countries but also because of comparative advantage. This has led to the relocation of labour—intensive service
activities such as medical diagnostics of computer-tomography images or X-rays can be easily offshored abroad. Sharp declines in
shipping and long distance telephone calls have contributed towards more production stages becoming vertically integrated in
goods and services production. And the final reason relates to deregulation of service industries and trade liberalisation by
developed and some developing countries during the early 1990s. See Gamner (2004) for further details.

8 This Economist article can be found at the following link:

URL: http://www.economist.com/node/169907007story id=16990700&fsrc=rss.
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Authors’ Autor, Levy & Murnane (2003) present the ‘Routinization’ hypothesis [also known as
the ‘ALM’ hypothesis and the ‘Task Biased Technological Change Hypothesis (TBTC)]. It is
nuanced explanation of how new technology can have an impact on labour demand, in
particular how the composition of job tasks performed by occupations can be affected by the
use of computer technology. The ALM hypothesis is based on three concepts that describe
the task content of occupations that are required to perform jobs and its relationship with
computer capital: (1) Routine Job Tasks- Computer capital can substitute for workers carrying
out a limited and well defined set of routine cognitive and manual job tasks; those that can be
accomplished by following explicit rules and procedures. (2) Non-Routine Abstract Job Tasks
- Computer capital complements workers in carrying out problem solving and complex
communication activities. Job tasks are not well structured and require non routine cognitive
skills to perform them. Computers are not able to substitute for these job tasks as yet. (3)
Non-Routine Manual Job Tasks — The capability of computers to substitute for workers
carrying out cognitive and interpersonal job tasks is limited. Job tasks demand flexibility,

creativity, generalized problem-solving and complex communications in a less than fully

predictable environment.

The evidence from the ALM hypothesis suggests that jobs within industries that heavily used
routine intensive skills had seen the greatest adoption of computers. This reduced the relative
demand for routine intensive skills in those industries. Jobs that are characterised by routine
cognitive and manual job tasks, such as record keeping and performing calculations (for
instance a bank clerk), clerical work, or a job which requires repetitive sorting and monitoring
(such as assembly workers in manual jobs) are jobs that can be substituted by technology.
However non-routine cognitive and interactive job tasks require workers to engage in high
degree abstract reasoning; these are skills that are complementary to technology but cannot
be replaced by technology at this point in time (e.g. a surgeon). Jobs that require a high

intensity of non-routine manual job tasks have limited opportunities for technology to
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substitute or complement these jobs as they consist of job tasks that require a certain degree
of flexibility in an unpredictable environment. Examples include truck drivers, security guards,

and construction workers’,

Building on the work by Autor et al., (2003), Goos & Manning (2003, 2007) argue that the
routinization hypothesis has a subtie impact upon the demand for labour across the skill
spectrum. That is jobs that can be routinized are not distributed uniformly across the wage
distribution. They identify non-routine job tasks which compliment technology, which include
skilled professional and managerial jobs are likely to be situated at the upper end of the wage
distribution, where there is likely to be a rise in these types of jobs. These jobs are referred to
as lovely jobs. On the other hand, non-routine manual job tasks account for most unskilled
jobs such as in cleaning and personal help related occupations such as bar staff and child care
providers or truck drivers are not likely to be affected directly by technology. This is because
these jobs require situational adaptability and in-person interactions that are not likely to be
performed by computer capital technology such as software. The impact of technology in
other parts of the economy is likely to lead to a rise in employment for unskilled jobs
(Manning, 2004). These types of jobs tend to occupy the lower end of the wage distribution
and are referred to as lousy jobs. Jobs which exhibit routine-cognitive and routine-manual job
tasks tend to occupy the middle of the wage distribution and are referred to as middling jobs.
These jobs are likely to be substituted by computer capital and they are likely to experience a
fall in relative demand. It is this fall in relative demand for ‘middling’ jobs which are

substituted by technology that the authors’ call this process job polarization.

9 The “trade in tasks” view does not only affect manufacturing jobs but also many jobs are in high skill service occupations
{Grossman & Rossi-Hansberg, 2008; Ritter, 2009). For example, jobs within development and sales can be delivered via telephone
or remotely via the internet because of a decline in shipping and long-distance telephone costs over the last fifty years. This
means firms can now offshore not only their assembly operations but also their development and sales operations. The decision
to offshore skilled jobs from development and sales operation can only take place if firms are able to invest in knowledge capital
(Markusen, 2005) abroad, where these jobs can easily be monitored at low cost and where there are prospects for productivity
growth. Jobs will be destroyed within the domestic market if the costs of establishing production networks abroad are cheaper
than maintaining jobs at home. Thus, the fears of globalisation not only affect low-skilled jobs but they can also affect high-skilled
service jobs that were previously insulated by offshoring. This can further raise employment volatility and job insecurity.
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Table 2.1: Tradabie Job Task Characteristics

Study Job Task Characteristics
Bhagwati (1984) Long distance arm’s length vs. Face-to-face delivered services.
Leamer & Stroper (2001) Codifiable vs. Tacit Information.
‘Routinization’ Hypothesis: Routine tasks are repetitive and can
Autor, Levy & Murnane (2003) be replaced by a computer.
Levy & Murnane (2004) Routine vs. Non-Routine Tasks.

(1) No face ~to-face contact with customers.

(2) Work via remote communications.

(3) Tasks reducible to set of instructions.

Bardhan & Kroll (2003); Kroll (2005) (4) Information the major component of the ‘product’.

(5) Low set-up barriers.

(6) Low social networking requirements.

(7) High wage differential compared to the receiving country.

Blinder (2006, 2007) Remote Delivery vs. Physical Contact.

Source: Author’s own compilation and part adapted from Grossman & Rossi-Hansberg (2008)

Table 2.1 lists the job task characteristics reported by various published and non-published
working papers which are most likely to be offshored. Job tasks which appear to be most
offshorable or tradable must be able to be delivered at long distance arm’s length without
degradation in the quality of the service as opposed to job tasks which require close proximity
to the customer (Bhagwati 1984; Blinder 2006, 2007). Authors’ Leamer & Stroper (2001), Levy
& Murnane (2004) and Grossman & Rossi-Hansberg (2008) note the degree to which job tasks
can be broken down into a series of codifiable job tasks, which can be described by a series of
written set of rules and procedures can be substituted by machines or computer software
(Acemoglu & Autor, 2010 & forthcoming). These job tasks can be easily monitored and they
are most likely to be offshored (Grossman & Rossi-Hansberg, 2007). Job tasks which are non-
routine in nature, have a large degree of tacit information and require visual and motor
processing which cannot be described by a set of rules or be replaced by computer capital at
present, they are least likely to be offshored as monitoring these job tasks may not be possible
or too costly. Bardhan & Kroll (2003), Kroll (2005) provide an array of task and trading

environment characteristics which enable job tasks to be offshored.

Thus, structural changes in tastes and technology that can be facilitated by globalisation can
raise job insecurity and job instability as technology can substitute for labour that are

employed by occupations that have a high importance for routine intensive job tasks that
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follow well defined rules that can be performed using computer software or machines. On the
other hand, workers who are employed in middling jobs perform routine intensive job tasks
that are highly substitutable with foreign labour, who are able to deliver these job task
services remotely from foreign labour market locations. This can raise the elasticity of labour

demand, which is discussed in the next section.

2.3.3.6 The Elasticity of Labour Demand

Rodrik (1997) noted the labour demand elasticities could rise with globalisation. A rise in
international trade through greater offshoring, induced through greater product market
competition, a fall in trade protection, greater competition from less developed countries and
technology will increase the own-wage elasticity of labour demand. This is because borderless
markets for goods, services and labour allow firms greater access to foreign markets. Firms
may decide to establish production networks abroad through outward FDI or outsource parts
of their domestic operations abroad to take advantage of cheaper labour costs. Offshoring
and outward FDI investment establish production networks outside the domestic market
where firms may have access to cheaper factors of production. This increases the
substitutability of domestic workers with foreign workers, which raises the elasticity of labour

demand. This rise can raise job insecurity.

Similarly, the deregulation of labour market policies and the kaleidoscopic nature of
comparative advantage will raise the elasticity of labour demand. The deregulation of
employment protection policies lowers the cost of job destruction, which in turn will allow
firms greater flexibility to create and destroy jobs without facing large costs in response to
changing economic trading conditions, where the relative benefits of comparative advantage

can change over time. A rising elasticity of labour demand will increase the responsiveness of
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wages and employment through potential labour demand shocks caused by structural changes

in tastes and technology (Hijzen & Swaim, 2008).

2.3.4 Worker Heterogeneity

Workers are not homogeneous; they can differ by their human capital characteristics (whether
acquired through training or innate) that contributes to their productivity. Worker
heterogeneity within the labour market may have important implications for the job security

for different groups of workers.

Mortensen & Pissarides (1999) extend their equilibrium unemployment model to allow
workers to differ by their skill endowment. This new model examines the impact of skill-
biased technology shocks and the role labour market policies have upon the unemployment
level. The model assumes there are high-skilled and low-skilled workers. The labour market
policies that are explored are unemployment insurance benefits (Ul) and employment

protection policies (EP).

Unemployment compensation and other forms of welfare payments are paid to workers when
they are involuntarily displaced from employment. The generosity of these payments
determines the extent of job search intensity carried out by workers. Generous Ui payments
discourages job search because it decreases the cost of unemployment. This also discourages
job creation because higher Ul payments are acquired through raising the costs of production
in the form of higher taxes which are then collected by the state. Employment protection
policies are policies which reduce the efficient allocation of resources as they restrict the
ability of firms to adjust their workforces in response to changing economic conditions. EP

policies can be thought of as job security policies, where they serve three economic goals

(Cahuc & Zylberberg, 2006): (1) to preserve employment and discourage job destruction; (2) to

reduce the risk of employment and income fluctuations for existing wage earners and (3) to



encourage firms to take the social value of jobs into account. However, strict EP policies may
not serve any of the three goals if they increase actual or implicit firing costs. This will also
discourage job creation in response to technology shocks or changing patterns of labour

demand, as they leave firms with unwanted workers (Mortensen & Pissarides, 1999).

The model assumes there is a fully segmented labour market separated by skill where each
market has a separate matching function. When employers create vacancies in this model,
they must specify the skill requirement for the job, where this decision is irreversible.
Employers only hire those worker whose skill levels are at or above those required to perform
the jobs. This is because qualified workers (those who have the required skill level or above)
generate the required future profit stream that is equal to the asset value of the job. Less
skilled workers are not accepted for employment as their skill endowment does not match the
skill level required for the job; they are assumed to produce nothing if hired. The wage in each
sub-market is determined by a process of bargaining under perfect information, where wages
are continuously negotiated with the advent of structural changes. If wage negotiations
cannot be reached between workers and firms, firms are liable to pay firing costs. The cost of
firing workers increases with skill, so it is more costly to fire skilled workers than unskilled

workers.

Strict EP and generous Ul policies have an impact on each sub-market for each skill group
when structural changes affect the demand for labour. They have the following predicted
impact on job creation and destruction rates for each skill group: First, higher Ul payments
increase production costs which subsequently raise the reservation productivity value for all
jobs in each sub-market. This increases the job destruction rate which also raises the
unemployment rate for all workers. However, the unemployment rate for less skilled workers
increases more than that for skilled workers because the model assumes skilled workers are

more costly to fire than unskilled workers. The job creation rate remains unchanged. Second,
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strict EP policies decrease the option value of jobs because high firing taxes prevent firms from
terminating jobs. This decreases the unemployment rate where the fall in the unemployment
rate for unskilled workers is less than that for more skilled workers. Third, with strict'® EP and
generous Ul policies, the model predicts the average unemployment rate will rise more in
response to structural changes than if Ut and EP policies were less generous and weak and the
duration of unemployment would be longer but less frequent. Finally, the fourth prediction
from the model shows that as low skilled labour represents a smaller fraction of the employed
work force, wage dispersion would increase in response to a skilled biased shock when Ul and

EP policies are less generous and weak.

Thus, the rate of job creation and destruction determines the equilibrium level of
unemployment which subsequently has important implications for labour market security.
Structural changes in tastes and technology can alter job creation and job destruction rates.
Job creation and destruction rates are higher with weaker job protection policies, and this
would imply job security would be lower because firms can adjust their work forces. Job
stability can be lower if firms want to reduce their production costs but do not want to reduce
their work forces during unfavourable trading conditions. Workers may accept lower pay and
a shorter working week to remain employed rather than become unemployed. But firms
could still shed their work force and close down if their business operations do not improve.
And finally, the costs associated with job displacement can be higher. Although job creation
rates are higher, job destruction rates are also higher and this would imply workers who are
displaced from employment can obtain another job quickly, but there is no guarantee that

these newly created jobs will be permanent jobs in the future if firms hire workers

10 Strict EP policy relates to how costly it would be for firms to let go of workers to adjust their labour force in response to
changing economic conditions. If employment protection policies are strict, this means workers can make a claim for unfair
dismissal from employers if they have been employed by them for 12 months or more. On the other hand, weak EP policy can
relate to an unfair dismissal policy which may require workers to be employed by firms for at least 24 months. Thus, the former
policy is strict in the sense that the cost of firing workers are higher if firms are not able to adjust their worker forces over the
short term in response to changing economic conditions as opposed to the latter policy. The latter policy is weak because firms
can dismiss workers within the 24 month period. in reality the right to make a claim for unfair dismissal is more complicated
compared to the assumptions made by this model and the policies.
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temporarily. Additionally, the incidence of unemployment can lead to unemployment scarring
where becoming unemployment can increase the probability of becoming unemployed in the
future with lower future earnings trajectory if workers become stuck in a cycle of temporary

jobs with low pay and eventually out of the labour force.

if labour market policies were geared towards protecting jobs, labour market security would
be higher as jobs would be more secure, labour income would be less volatile and the earnings
losses from job displacement between jobs would be smaller in theory. However, theory
predicts that less skilled workers would be worse off if labour market policies protected jobs.
The job creation and destruction literature does not provide predictions as to whether less
skilled workers would be worse off if labour market policies did not protect jobs; but this is the
most likely scenario as it is less costly to destroy less skilled jobs than it is to destroy jobs for
skilled labour. Current labour market policies in the U.K. provide minimal protection for
existing jobs'. These policies allow for greater labour market flexibility towards changes in
tastes and technology which affect labour demand. Thus, this chapter asks whether there is
evidence that technological change, globalisation and changes in labour market policy have

had a significant impact on job security.

In summary, this section shows job creation and destruction rates can change from forces
associated with technological change, labour market policy changes and globalisation. They
can potentially affect job turnover rates, which can subsequently affect trade patterns. The
theoretical literature suggests if job turnover rates are high for a particular industry, then firms
within these sectors have to pay workers high compensating wage differentials to attract
workers to work within these industries and to retain workers. But these higher costs raise

the costs of production which can affect the price and the comparative advantage for a

u Ul payments are paid to workers for a period of six months only. There are minimal EP policies which restrict employers’ ability
to adjust their work forces in response to changing economic condition. But workers do have the right to claim unfair job
dismissal if they have been employed with an employer for 12 months or more.
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particular good. Higher prices force customers to switch to foreign goods that are cheaper.
Thus, a rise in production costs, and a fall in sales may cause firms to outsource parts of their
production process overseas or in the case of MNEs change the geographic location of
production. This can increase job turnover rates. Higher job turnover rates can lead to
unemployment and workers must search for other jobs or re-train to obtain employment in
other industries. These one off changes in labour demand will not increase job insecurity or
job instability. However, a rise in the number of job reallocations with job search and
unemployment can increase labour market insecurity. They can lower job security, because
jobs are less durable; they can raise job instability if workers prefer to remain in employment
and thus accept lower pay. They can also raise the earnings losses post job loss if there are

frequent spells of unemployment and job search.

2.4 The Empirical Evidence

This section provides the empirical evidence which sheds light on the potential forces outlined

in section 2.3 that could lead to changes to the three components of labour market security.

2.4.1 Job Creation & Destruction

The job flow literature has established a number of facts in relation to the creation and
destruction of jobs: First, the 15 percent rule: there are a large number of jobs that are
simultaneously destroyed and created in all major industrial countries within different
industrial sectors regardless of the business cycle. These rates are more or less similar for all
industrialised countries. Roughly, on a national scale, around 15 percent of jobs are destroyed
each year and roughly 15 percent of new jobs are created each year (Davis & Haltiwanger,
1999). Recent estimates suggest approximately 53,000 jobs are created and 51,000 jobs are

destroyed by the services and manufacturing firms in the U.K. economy every week for the



period 1998 to 2005 (Hijzen et al., 2007)'2. On average, this is a 15.2% job creation rate and a
14.5% job destruction rate over the 1998 to 2005 period. Their estimates are in line with the
15 percent rule. Additionally, their results also show a decline in the job creation and
destruction rates over time: for 1998 the job creation rate for the manufacturing and services
sector was 17.2% and the corresponding job destruction rate was 17.5%. in 2001, the job
creation rate was 15.6% and the job destruction rate was 13.8%. By 2005, the job creation
rate was 14.8% and the job destruction rate was 14.2%. For other countries, the job creation
and destruction rates are also similar; Davis et al (1997) report gross annual rates of job
creation and destruction averaged 9.2% and 11.3% for the U.S. manufacturing industry
between 1972 and 1986. These rates show the relative decline in the manufacturing sector
over this period, which are somewhat less than the 15 percent rule. These reported rates for
the manufacturing sector are generally true for most developed countries, where for Norway,
the respective job creation and job destruction rates for the period 1976-1986 were 7.1% and
8.4% respectively. However, these rates for the manufacturing sector for developing countries
are somewhat higher than the 15 percent rule. Estimates reported by Davis et al., (1997)
show for Morocco, the job creation and destruction rates for the manufacturing sector for the
period 1984-1989 were 18.6% and 12.1% respectively. For France, Cahuc & Zylberberg (2006)
note roughly 10,000 jobs are created and destroyed each day. Roughly this is around 10-12%
per day or around 11.4% and 12% of all jobs from 1978-1984 for the private non-farm sector
for France (Davis et al., 1997)". These estimates show very little change to these rates over

time.

Second, there is a negative relationship between job creation and job destruction over the
business cycle, where job creation rates are pro-cyclical and job destruction rates are counter

cyclical. Job destruction rates are found to be more volatile over the business cycle than job

12 Job creation and destruction rates are on average higher for the services sector than for the manufacturing sector, where the
;r;anufacturing sector tends to have higher job destruction rates than job creation rates.
See table 2.2 from Davis et al., {1997) for estimates for other countries.
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creation rates. Third, job reallocation rates, defined as the sum of job creation and job
destruction rates, are inversely related to capital intensity, where more jobs are destroyed and
created by the service sector than by the manufacturing sector (Gémez-Salvador et al., 2004;
Hijzen et al., 2007). Fourth, job reallocation intensity depends on firm specific characteristics
where job creation rates are negatively associated with firm age and size. Finally, job
reallocation rates are persistent over time, such that observed job flows cannot be accounted
for by temporary lay-offs or recall procedures; they depend on structural changes in tastes and

technology — or what Joseph Schumpeter refers to as “creative destruction”.

2.4.2 Globalisation and Wages

2.4.2.1 The Causes of Wage Inequality: the Trade vs. Technology Debate

Research from the empirical literature for various developed countries shows that wage
inequality - the gap between the skilled and non skilled labours’ wage bill share have increased
over the last four decades (See Machin (2010) for a detailed description for these trends). In
brief, Machin (2011) notes wage inequality between skilled and non skilled labour widened
rapidly throughout the earnings distribution during the 1980s. These changes continued
throughout the 1990s, where they were a little muted. The post 2000 time frame saw wage
inequality in the upper tail continue to rise, but the lower tail wage inequality changed very
little. Similar patterns have also been observed by the U.S.; Katz & Autor (1999) note the
wages of college educated workers relative to non-college educated workers rose dramatically
during the period 1979-1995". During this period, there was an observed increase in the
supply of skilled labour, where the increase in the wage premium was driven by demand side
factors. Similar trends have also been observed by other developed countries: see Berman et

al., (1998) and Machin & Van Reenen (2007) for further details.

u The real wage for the latter group declined over the same time frame.
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There exists a large body of literature that has sought to explain these observed changes to
the wage structure over time. Katz & Autor (1999) note there are a number of explanations
that have been explored and tested to explain these observed changes to the wage structure;
they include the following explanations, though the authors’ note these explanations are not

exclusive.

The first explanation lies with technological change. The new technology revolution over the
last 30 years has been associated with the spread of computer technology in micro-processors
in the work place (Mincer, 1991; Bound & Johnson, 1992; Berman et al., 1994; Autor et al.,
1998). This hypothesis suggests the new technology is biased towards skilled labour (skill
biased technological change, SBTC) because the newly created jobs that incorporate the new
technology complement their skills but more educated workers are also more likely to have an
advantage in using ICT more effectively and may be able to cope better with the uncertainty
surrounding the use of new technology. With the fall in ICT costs, and greater investments
through higher R&D intensities into new technologies, this could shift demand towards more
skilled labour (Machin & Van Reenen, 2007). Technology can also lead to job polarization
whereby technology such as computer software can substitute for jobs that are intensive in
routine job task functions (task biased technological change, TBTC); this can shift the demand

for labour away from lesser skilled workers (Machin, 2010).

The second explanation focuses on the impact of globalisation. This explanation relates to
increased international trade and greater outsourcing of domestic production processes in
manufacturing and services abroad to developing countries. Globalisation can lower the
employment level and shrink the relative demand for less skilled workers in manufacturing
and service industries which can lead to fall in the wage premium paid to these workers
(Wood, 1994, 1995, 1998; Borjas & Ramey, 1995; Feenstra & Hansen, 1996; Goos et al., 2010;

Crind 2009a; Bottini et al., 2009).
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The third explanation relates to policy changes affecting the strength of labour market
institutions. Policy changes can relate to the decline in unionisation, changes in minimum
wage legislation; they can also include Ul and EP policy changes that could affect wage
inequality over time. The argument here is that countries that have experienced a fall in the
strength of labour market institutions (for instance a fall in the presence of unions, a real
decline in minimum wage levels and/or less generous Ul and weak EP policies) may effectively
remove protection for less skilled wage workers. This may lead to a fall in relative wages and

thus a rise in wage inequality (Machin, 2010).

The debate about the causes for the change in the wage structure and for the increase in the
demand for more skilled workers has primarily focused on the first two explanations: namely

the trade hypothesis vs. the technology hypothesis.

The technology hypothesis as an explanation for the shift towards more skilled labour lies with
skill biased technological change (SBTC). This explanation notes that the change in the wage
structure is attributed to a rise in the demand for skilled labour because new technologies can
lead to higher productivity. Newly created jobs or newly renovated jobs require workers with
the right skill intensities (skilled workers) who complement the new technology. This can
lower wages for other less skilled workers or this can cause job displacement for those
workers who do not have the right skills to use the new technology (Machin, 2008). More
recent trends have re-examined the implications of the SBTC hypothesis with the proposition
of the routinization hypothesis by Autor et al., (2003). This hypothesis provides an explanation
for the polarization of jobs in many developed countries (Autor et al., 2006; Goos & Manning,
2007). It proposes that many middle skill jobs have been lost because technology such as
computer software can substitute for routine intensive job tasks. Many of these routine
intensive job tasks are also the most offshorable job tasks (Acemoglu & Autor, 2010; Grossman

& Rossi-Hansberg, 2008) which have been facilitated by the fall in telecommunication costs.

52



This can have a negative impact on the wages for less skilled labour assuming that the relative
price effect and the labour supply effect dominate the productivity effect from the trade-in-

tasks model proposed by Grossman & Rossi-Hansberg (2008).

The trade hypothesis relates to increased international trade as the explanation for the rise in
wage inequality which stems from the Heckscher-Ohlin Model (HO) of international trade as to
why less skilled workers may have fared less favourably from the benefits of trade compared
to skilled workers. In terms of a North and South model setting, the HO model assumes the
North is a relatively skill abundant developed country (e.g. U.S. or U.K.}) and the South is a
relatively labour abundant developing country (e.g. China or India). The HO theorem predicts
that when two countries move from autarky to free trade, the owners of a country’s relatively
abundant factors gain from free trade but the owners of the scarce factors lose out. This
theorem predicts that less skilled workers from the North now have to compete with less
skilled labour from the South within similar industries. Thus, with the influx of cheaper goods
produced using less skilled workers from the South, this can put downward pressure on their
wages as there is a shift downwards in the demand for less skilled labour in the North. A
similar argument can be made for outsourcing; firms in the North outsource their
intermediate stages of production that are completed by less skilled workers to the South in
the same industry. This can lead to fall in the demand for less skilled labour in the North and

put downward pressure on wages.

Another result from the HO model is the Stolper-Samuelson theorem that is relevant to this
analysis. This theorem relates relative factor prices to relative product prices through the zero
profit condition. The Stolper-Samuelson theorem states that an increase in the relative price
of a good will increase the real return to the factor used intensively in the production of that
good and will decrease the return to the other factor. This theorem implies that when the

North moves from autarky to free trade, the fall in trade costs with the removal of trade
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barriers will raise the relative price for the skilled intensive good in the North, which implies a

higher wage premium for skilled worker.

The empirical evidence from the trade hypothesis is mixed. While the HO model provides
coherent and testable explanations for the potential rise in wage inequality over time,
Desjonqueres et al., (1999) and Berman et al., (1998) find the predictions from the HO model
are at odds with the data and Machin (2010) notes the observed trends are better explained

by technology variables in favour of the SBTC hypothesis.

First, according to the trade based explanation from the HO model, we should observe an
increase in the relative demand for skilled labour in the North that can be the result from an
increase in specialisation resulting from shifts in the sectoral distribution of employment
between industries to the skill intensive industries when each country moves towards free
trade. And with the rise in the relative price of skill, the model predicts there should be a
within industry shift in employment towards less skilled labour. The empirical evidence from
Desjonqueres et al., (1999) decompose the changes in within-industry employment shares
from 1981-1991. Their results show most of the shift in employment occurred within
industries’ was towards skilled labour (skill upgrading). They also found within non-tradable
sectors such as hotels & restaurants and wholesale & trade, there was an increase in the
education employment premium — indicating a shift in employment towards skilled workers.
Desjonqueres et al., (1999) conclude their evidence from the within industry shifts is

consistent with the SBTC hypothesis but is at odds with the HO trade theory.

Second, the Stolper-Samuelson theorem implies that if wage inequality were to increase in a
developed country through its impact on domestic product prices, the price of the skilled

intensive products relative to unskilled intensive products should increase when trade takes

15 Earlier work by Berman et al., (1994) also show that the increase in the relative demand for skilled labour occurred within
industries rather than across industries.
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place’. Empirically, researchers have tried to establish whether rising wage inequality is the
result of the North experiencing a fall in prices for unskilled intensive products relative to
skilled intensive products (Slaughter, 1999). Using product price regressions*’, authors Leamer
(1998) and Baldwin & Cain (1997) found the relative product prices for unskilled intensive
sectors fell during the 1970s for the U.S. However, Bhagwati (1991), Lawrence & Slaughter
(1993), Leamer (1998) and Baldwin & Cain {(1997) find no clear trend in relative prices during

the 1980s. This evidence is not consistent with the trade based explanation.

Feenstra & Hanson (1996, 1999, and 2003) take another stance to find support for the trade
hypothesis by noting that trade in intermediates might be responsible for the increase in the
skill premium. This is because trade in intermediates differs from trade in final goods. They
note that a substantial part of the increase in international trade might be associated with a
vertical disintegration of production processes within industry (i.e. offshoring). Offshoring
raises the demand for skilled labour in the North because firms within industry offshore the
relatively less skill intensive stages of production to foreign labour markets. The relative
demand for labour is not only affected in import competing industries, but in all industries that
use foreign inputs. Thus, offshore outsourcing may affect the relative demand for labour

between industries but also within industries.

Feenstra & Hanson (1995) estimate product price regressions to explore the impact of
offshoring on wage bill shares for skilled and non-skilled workers. They compute a broad
material offshoring'® measure for 450 manufacturing industries for the period 1979-1987,

where skilled and non-skilled workers are proxied by non-production and production workers.

16 Deardorff (1994) provides a survey describing the many theoretical statements for the Stolper-Samueison theorem.

1 Slaughter (2000) provides a review of nine papers that have explored the impact of trade and technology contributing towards
increased wage inequality using product price regressions. The majority of the empirical studies have used the correlation version
of the Stolper-Samuelson theorem. Product price regressions consist of changes in goods prices that are regressed on share-
weighted changes in the prices of their inputs (that is the factor prices for labour and capital). Under zero-profit conditions, the
coefficients reflect the implied change in factor prices following the change in industry prices. This approach implements a
general equilibrium framework to test the Stolper-Samuelison theorem from the HO model using industry level data.

18 Broad offshoring measures the values of all imported intermediate inputs of an industry. Narrow offshoring measures the
value of intermediate inputs that are purchased from the same industry as the goods being produced; this captures the idea of
production being transferred abroad that could have been produced by a domestic firm.
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Their results show the growth in imports as measured by broad material offshoring accounted
for 15%-33% of the rise in the share of non-production labour costs. These results are further
confirmed by their 1996 paper which found offshoring accounted for 31%-51.3% of the rise in
the non-production labour’s share of the wage bill for the period 1972-1992. Similarly, Becker
et al., (2008) examine the onshore composition of job tasks to skill levels within German
MNEs. They found offshoring predicts an increase in the wage-bill shares for high-skilled

tabour.

In another paper, Feenstra & Hanson (1999) study the impact of offshoring and technology on
U.S. wage inequality. This paper endogenise prices and total factor productivity (TFP is the
measure for technology) in a two stage mandated-wage approach™. They to not estimate
product price regressions because they argue the conventional price regressions approach is
fully specified; they become an identity, which can no longer be used to make inferences
about the implied factor price changes. In the first stage of the mandated-wage approach,
industry prices and TFP are regressed onto the expenditure on computers and offshoring™.
And in the second stage, the estimated coefficients from the structural variables from the first
stage are then used in the second stage as the dependent variable in the mandated wage
regressions (see Slaughter (2000) and Baldwin (2008) for a detailed synopsis on this method).
Feenstra & Hanson (1999) find offshoring has sizable effects on wage inequality in the U.S.
They find offshoring can explain about 11% to 15.2% rise in the wage bill share of skilled
labour, whilst expenditure on computers can explain up to 31.5% of the increase in the wage

bill share.

1 The mandated wage regression approach is a method that has been buiit upon the contributions of Jones (1965), Hilton (1984),
Leamer (1995, 1998) and Baldwin & Cain (1997, 2000). This framework interprets the estimated coefficients on the factor shares
in an equation as “mandated” changes in factor costs that are compatible with zero profit conditions in the presence of changes in
product prices and technology.

Expenditure on computers and offshoring are known as the structural variables.
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Third, the HO model predicts that wage inequality should fall in developing countries because
the North experiences a relative supply increase in skilled labour. Desjonqueres et al., (1999)
find the changes in the relative employment shares of non-production to production workers
rose for a number of developing countries within industries, which should lead to an increase
in wage inequality. Additionally, Wood (1997) finds an increase in wage differentials in Latin
America from the mid-1980s onwards. See further evidence outlined by Milner et al., (2005).

The fact that wage premiums are found to increase in the ‘South’ is at odds with HO model.

To help explain the rise in the wage premium in the North and the South, Feenstra & Hanson
(1995) develop a theoretical model of vertical specialisation. The Key point from this model is
that international outsourcing de-locates unskilled intensive production processes from the
viewpoint of the North, but these production processes are skilled intensive from the view
point of the South. This may explain the rise in the skill premium in the North and the South.
Feenstra & Hanson (1995 & 1997) are able to demonstrate that the within industry shift for

skilled labour in Mexico have increased due to outsourcing.

This empirical evidence suggest that the trade hypothesis has little support but the SBTC
seems to fit the observed trends from the data (Machin, 2008) in explaining the shift in the
demand for labour towards skilled labour. However, there are two potential caveats: First,
Desjonqueres et al., (1999) and Machin (2008) note that most of the data from the empirical
studies were based on data prior to 1995 when China started to emerge as a major exporter.
And second, Acemoglu (2002a, 2002b) notes that trade could partially induce skill biased

technological change.

More recent research exploring the impact of offshoring on wages has used individual level
data using the Mincer wage regression approach. This research was originally explored and

developed by Mincer (1958, 1962 and 1974), Schultz (1960, 1961) and Becker (1962, 1994) to
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explore human capital theory. In brief, the human capital theory suggests that individuals who
invest their time in further education and forgo earnings that could be earned in the labour
market must be rewarded or compensated with higher earnings levels when they enter the
labour market with higher skills and qualifications. This is because higher skills and
qualifications can equate to higher productivity which can be profitable for firms to employ
and to pay higher wages. On the other hand, screening theory advocated by Arrow (1973) and
Spence (1973, 1974) suggest that individuals who hold higher degrees and qualifications have
superior innate abilities and are more productive. The human capital and screening theories
both note that differences in education levels and decisions to undertake further training can
lead to differences in wage premiums between skilled and non-skilled workers. In a similar
vein, Mincer wage regressions can be used to examine the impact offshoring and technology
can have on wage levels. Specifically, if offshoring enables firms to relocate intermediate
production processes largely completed by less skilled labour abroad, this relocation can have
a negative impact on their wage levels. Similarly, technological innovations benefit skilled
workers because they complement their skills, which should have a positive impact on their
wage levels but have a negative impact on the wage levels of less skilled workers. This
approach can be used to quantify the magnitude or the returns to wages from offshoring and

technology.

Evidence from the Mincer wage regression approach suggests skilled labour benefit with
higher wage levels compared to less-skilled labour when firms engage in offshoring; but the
quantitative impact appears to be small. For instance from Germany, Geishecker & Gérg
(2008a) find a 1% rise in broad and narrow material offshoring intensities lower hourly wage
levels on average by 0.9% in manufacturing industries. For different skill groups, a 1% rise in

narrow (broad) offshoring intensity lowers the hourly wage levels for the lowest skill group by
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1.5% (1.3%). For high-skilled workers, a 1% rise in narrow (broad) offshoring intensity raises

hourly wage levels by 2.6% (1.9%).

For the U.K., Geishecker & Goérg (2008b) investigate the impact of service and material
offshoring for male workers employed in manufacturing industries for the period 1992-2004%.
Their results show service and material offshoring lowered the hourly wage levels for workers
on average by 0.7% and 0.8% from a 1% in service and material offshoring intensity
respectively. By skill group, a 1% rise in material offshoring intensity lowered the hourly wage
levels for medium and lower skilled workers by 0.85% and 1.95%. But a 1% rise in service
offshoring intensity lowered hourly wage levels for low and medium skilled workers by 1.32%
and 1.14% respectively. For high-skilled worker, a 1% rise in service offshoring intensity raised
hourly wage levels by 4.5%. These findings are consistent with the predictions from
Deardorff’s (2005) model. Similar empirical evidence is also reported by Hummels et al,,
(2009) and Munch & Skaksen (2009) for Denmark. Munch & Skaksen (2009) examine the
impact of domestic and foreign material offshoring on the hourly wage levels for Danish
manufacturing workers for the period 1993-2002. Their results show domestic offshoring
raised the hourly wage levels for less skilled labour but foreign outsourcing raised the hourly
wage levels for skilled labour. They also found male workers appeared to be unaffected by
foreign outsourcing compared to women, where a 1% rise in foreign outsourcing reduced their

hourly wage levels by 0.131%.

However, the impact of offshoring on the wage levels of skilled labour depends on whether
offshoring takes place to high income countries or to low income countries. Hummels et al.,
(2009) found that an exogenous shock to outsourcing from a low income country depressed
the wage levels for medium and low skilled workers but raised wages for high-skilled workers.

However, if the exogenous shock to outsourcing occurred from high income countries, the

2 This is the only paper that | have found so far which has examined the impact of service offshoring on wage levels; the
empirical research has so far only examined the impact of material offshoring.
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wage levels for medium and low skilled workers rose but depressed the wage levels for high-
skilled workers. Similar evidence is also found by Geishecker et al., (2007). Their results show
outsourcing to central and Eastern European countries (CEEC) lowered wage levels for skilled
workers in Germany and the U.K. But if outsourcing took place to non-CEEC, this lowered the
wage levels for non-skilled workers only in Germany and U.K. For Denmark, outsourcing to
CEEC’s had a negative and significant impact on lowering the wage levels for lower skilled

workers only.

The empirical evidence from this section has shown that skilled labour benefit from offshoring
but less skilled workers suffer lower wage levels. The estimated coefficients show that the
quantitative impact appears to be quite small at present. This could however change in the

future.

2.4.3 Globalisation and the Composition of Employment

2.4.3.1 The Impact on Job Security

A small selection of papers have explored whether job security as measured by the probability
of job loss, a job separation and the probability of making a job-to-unemployment transition
have increased because of offshoring or because of exchange rate volatility’>. Four papers
have examined the implications for job security from material offshoring; there are no papers
which have explored the implications from service offshoring. If job reallocation rates have
increased, and assuming the job destruction rate is higher than the job creation rate, one
should find a fall in job security through higher job displacement rates and frequent job to job
transitions rates. There is however no clear consensus from the literature as to the effects
offshoring and exchange rate volatility have had on different skill groups; but the empirical

literature does confirm low skilled workers face greater job insecurity.

z This review is limited to Europe and two European countries; to the best of my knowledge there are no papers that have
explored the job security implications from offshoring for the U.S.



The empirical evidence does suggest that the rise in material offshoring intensity and the rise
in exchange rate volatility have raised the probability of a job separation, but the impact so far
has been small. For Germany, Geishecker (2008) finds a 1% rise in international outsourcing
(narrow) in the manufacturing sector leads to a 6% rise in the probability of non-participation
in the fabour market. With a 2.28% rise in international offshoring (narrow) for the period
1991-2000, this translates to a 13% rise in the probability of non-participation in the labour
market. Geishecker’s (2008) results also show employment security declining with increasing
duration dependence, meaning longer tenured workers are more likely to exit employment
due to international outsourcing. Bachmann & Braun (2008) also examine the effects of
international outsourcing on job security in Germany for the manufacturing and service
sectors. Their results show jobs security to be greater in the service sector than for the
manufacturing sector. Their estimates show from a 1% rise in offshoring in the manufacturing
sector increases the hazard of leaving employment and entering non-employment by 2.6%
which is a lower estimate compared to Geishecker (2008). Medium skilled workers were
found to have higher job-to non-employment hazards, but skilled workers in the services

sectors had the most secure jobs.

For Denmark, the impact from international outsourcing on job displacement is smaller
compared to Germany. Munch (2008) finds that a 1% rise in offshoring (broad) raises the job
separation probability by 0.451%. Additionally, results from a competing risks model found
offshoring (broad) raises the unemployment risk and lowers the job change hazard rate.
However, the quantitative impact from offshoring based upon these reported resuits are
modest as the impact is analysed over a period of 12 years and not annually. Hummels et al.,
(2009) find doubling the offshoring intensity (material offshoring) increases the job separation

probability by 5-10%, but the results vary little by skill groups.
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Exchange rate volatility also has a significant impact on the probability of job displacement.
The OECD (2007b) finds that a depreciation of the industry specific exchange rate (a fall in
foreign competition) reduces the probability of job-to-unemployment and job-to-non-
employment transitions. With an appreciation in the industry specific exchange rate (a rise in
foreign competition) raises the job-to-unemployment hazards for workers with job tenure
under 5 years and it increases the job-to-job hazard for low-tenured and medium skilled

workers.

Fenoll (2009) finds that product market competition also raises job insecurity through the
appointment of temporary work contracts in Spain. Fenoll (2009) reports that a one standard
deviation increase in international competition measured by the price-cost margin decreases
the probability that a worker employed on a temporary work contract to be made permanent
in a given year by more than 40% with a 3% rise in the probability of becoming unemployed.
There is empirical evidence on the other hand which shows product market competition does
raise the employment and wage levels which does signify job security and stability; see
Nicoletti & Scarpetta (2005), Griffith et al., (2007) and Fiori et al., (2008) for empirical country-
level analysis on the incidence of product market competition on employment and wages. But
the evidence from Fenoll (2009) relates specifically to the labour market policies pursued by

Spain; these results cannot be generalised to other countries.

Has offshoring lead to a fall in the demand for labour that could signify there has been a rise in
job insecurity? The answer is no; the change to the employment level has been small and
limited to less skilled labour. This empirical evidence is reviewed below, which shows this
evidence mirrors the empirical evidence from studies that have examined the impact of
offshoring and exchange rate volatility on the probability of becoming unemployed/not

participating in the labour market from this section.
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2.4.3.2 The Impact on the Employment Level

The impact that offshoring has had on the demand for labour has been summarised in vast
detail by Bottini et al, (2007) and Crind (2009a). The general findings from Bottini et al.,
(2007) indicate material offshoring has lead to a fall in the demand for less skilled workers,
where the effects of material offshoring have also lowered the probability of staying in the
manufacturing sectors: Anderton et al., (2002) found material offshoring lowered the
employment level and wage bill shares for low skilled labour for the U.K., U.S. Sweden and
italy. Similarly, for the European Union, Falk & Wolfmayr (2005) found imported intermediate
inputs from low-wage countries had a significant negative impact on total employment and for
less skilled labour. For Sweden, Ekholm & Hakkala (2008) found offshoring of intermediate
inputs to low-income countries shifted labour away from workers with an intermediate level
of education and towards workers with a high level of education. But offshoring to high
income countries had the opposite impact. Ekholm & Hakkala (2008) report no evidence of
any particular shift in the employment level for workers with the lowest education level from
offshoring, but R&D intensity was found to shift labour demand away from workers with the

lowest education level towards workers with the highest education level.

Whilst there have been job losses for less skilled workers, the number of job losses appear to
be small as other researchers have found offshoring to have had little impact on the demand
for labour. Castellani et al., (2008) found no evidence of a fall in the employment level for
italy, but there was some evidence of skill-upgrading when offshoring occurred to Eastern
European countries. Marin (2004) found vertical FDI towards Eastern Europe lead to a small
number of job losses in source countries. Hijzen & Swaim (2007) found offshoring within the
same industry reduced the labour demand intensity of production but it did not affect the
overall industry employment level. They report inter-industry offshoring had no impact on

labour demand intensity, which could possibly have a positive impact on industry
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employment. The authors’ interpret their results to suggest the productivity gains from
offshoring could be large enough to offset job losses due to production relocation from
material offshoring. The only paper not to report similar trends is by Ando & Kimura (2007).
They found material offshoring to East Asia from Japan lead to higher employment only in

manufacturing firms.

Head et al., (2007) note the scope for job displacement from service offshoring could rise over
time, although there is at present limited evidence. Bottini et al., (2007) and Crind (2009a)
suggest the impact from service offshoring on total employment has also been small where
the impact essentially depends on the skill intensities within service jobs. They note that the
shift in the composition of the work force has benefited highly skilled labour. Amiti & Wei
(2005, 2006) find a small change in the composition of employment for U.K. sectors engaged
in service offshoring were found not to have slower job growth rates compared to non-
outsourcing sectors. For the U.S. manufacturing sectors, offshoring of service inputs had little
impact on the employment level. Goérg & Hanley (2005) found the impact of service and
material offshoring had a negative impact on plant-ievel labour demand for the lIrish
electronics sector where the impact was stronger from outsourcing materials than from
outsourcing services. But Van Welsum & Reif (2006) found no evidence of a fall in the
employment level for 14 OECD countries from service offshoring. Hijzen et al., (2007b) report
the offshoring of intermediate service inputs in the U.K. did not destroy jobs; the import of
intermediate services lead to faster employment growth compared to firms that did not
engage in service offshoring. These findings imply the demand for iabour and the probability
of becoming unemployed/out of the labour force has been small because offshoring can
create jobs in addition to the jobs that are destroyed. Thus, the impact on the employment

level is small at present but this could change in the future.



There are few papers that have explored the impact of service offshoring on the composition
of white-collar employment in light of the fact that many high-skilled service sector jobs such
in radiology and accountancy are potentially at risk from being offshored because of
technological advancements. First, Liu & Trefler (2008) examined the effects of service
offshoring from China and india had on the wage levels and job security for U.S. white-collar
workers. They found service offshoring had no significant impact on labour income losses for
high school educated workers or for college educated workers. Service offshoring also had a
limited impact on the probability of switching industries and occupations for the different
education groups. Crind (2009c) examined the change in the skill structure of labour demand
for the U.S. resulting from service offshoring for the period 1997-2002. Crind estimated the
elasticity of demand with respect to service offshoring for each occupation; each of these
estimate were then used to evaluate the impact of service offshoring upon broad aggregates
of occupations with high, medium and low levels of education attainment. Crind’s results
showed service offshoring raised the relative demand for high-skilled white collar workers and
reduced the demand for medium and low skilled white collar employment by a relatively small
margin. Crind (2007) also reports similar results for the European Union for the period 1990-
2004. Further analysis by Crind (2010) finds service offshoring did not affect the employment
level for workers employed within Italian firms that engaged in service offshoring but service

offshoring did change the composition of the workforce in favour of high-skilled workers.

Whilst the main focus from the literature has primarily centred upon the number of jobs that
could potentially be lost due to offshoring, few papers have sort to explore the flip side of
offshoring — that is the “inshoring” of services. Inshoring refers to the opposite process of
offshoring, where firms located outside of Britain relocate their operations to firms located in

Britain (Kirkegaard et al, 2006). Inshoring will be in line with a developed country’s
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comparative advantage. There is empirical evidence from two papers that have explored

offshoring and inshoring effects on employment and wage levels for Denmark and the U.S.

For Denmark, Kirkegaard et al., (2006) found the employment effects of offshoring and
inshoring were limited to less than 1 percent of all jobs lost to offshoring or gained by
inshoring. They also report inshoring was concentrated among highly skilled and specialised
job functions, whilst medium skilled administrative jobs, customer relations and trade
functions experienced both job inshoring and outflow. For the U.S,, Liu & Trefler (2008) found
the net effects from offshore outsourcing and inshoring were positive. However the effects
had a tendency to be negative for workers without a college degree or for less-skilled white-

collar jobs.

2.4.3.3 Material Offshoring vs. Service Offshoring: Does it Matter?

Should it matter that job are being lost because materials are being offshored compared to
services? Much of the literature that has been reviewed in this section has provided evidence
from material offshoring; there are few papers which have explored the impact from service
offshoring. However, going back to the question, whether it should matter if materials are
being offshored compared to services, the simple answer is: No it should not matter. This
answer is based on a U.S. policy brief published by Jensen & Kletzer (2008). Their policy brief
makes a number of important points for the U.S., but these points should also be important
for the U.K. This brief makes two key points from economic theory. The first relates to the
law of comparative advantage, which suggests that whilst the number of jobs that could be
offshored from the U.S. to low-wage and labour abundant countries could amount to 15-20
million jobs, many of the jobs (about 40 percent) from the manufacturing sector have long
been considered to be at risk. About one-third of the jobs are estimated to be at risk of being

offshored from tradable service activities.
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The second key point is the U.S. is a net exporter of services; therefore there should be gains
for high skill and high wage jobs through the export of services, which is in line with U.S.
comparative advantage as it is a high-skilled capital intensive country. The U.S. also maintains
a significant manufacturing presence of high-skilled capital intensive goods such as medical
and scientific equipment. This is consistent with U.S. comparative advantage where
manufacturing activities have moved towards skill intensive products and capital intensive
production techniques. The risk to jobs depends on whether firms within industries face
import competition. Jobs are less likely to be at risk if firms within industries face little import
competition. Import competition from low income countries is less likely to be a concern
within industries that are capital intensive. Jensen (2009) notes that workers employed within
the apparel industry are more likely to face competition from low-income countries and are
less likely to export. By contrast, the aircraft building industry is less likely to face competition
from low-income countries and they are more export intensive. There is likely to be a similar
trend that also determines the number of jobs that could potentially be lost in the future
within the service sectors. Thus, it does not matter whether jobs are lost because of material
offshoring or service offshoring, the evidence from by Jensen & Kletzer (2008) and Jensen
(2009) suggest job creation and destruction is dependent on the nature of comparative
advantage and the degree of import competition that is faced by industries from low income

countries.

The main point from this policy brief is there is evidence of a pattern between material
offshoring and service offshoring. The trend for the manufacturing sector may be an indicator
as to which jobs may be lost within the service sector. For the manufacturing sector, many
low skill jobs have been offshored and a similar pattern is expected for the service sector. The
authors’ expect many jobs will be at risk from tradable service activities which are relatively
low-skilled and with low pay. Higher skilled and higher wage jobs remain to be a source of

potential exports for the U.S. However jobs which may be composed of these higher-skilled
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activities may be at risk in the future if there is a process that enables knowledge capital such
as ‘know how’ to be invested in developing countries. These countries will then be able to

challenge the comparative advantage of developed countries in the future.

2.4.4 Kaleidoscopic Comparative Advantage

There is at present very little evidence for the Bhagwati-Dehejia hypothesis (thereafter
referred to as BDH). Davidson & Matusz (2008) suggest there is some support for some
elements from the hypothesis, but more research is needed to explore the other implications
from the hypothesis. Empirical evidence from Beaulieu et al., (2004) found trade volatility can
lead to greater labour turnover and greater jobless spells for less skilied workers in Canada.
They also found mixed evidence for less skilled workers having less skill accumulation
compared to skilled workers, which is one of the predictions from the BDH. However,
Davidson & Matusz (2008) doubt the rise in labour turnover is linked to globalisation. A
second caveat with this theory relates to skilled workers having greater transferability of
workplace acquired skills to other jobs than less skilled workers. Davidson & Matusz (2008)
note that whilst this is a valid assumption which they have made within their own work, other
researchers argue that this assumption may not be true in all cases. They provide the example
of auto-workers as high wage workers having acquired specific skills within the auto-industry.
These skills may or may not transfer to other high-wage sectors of the economy. Further
empirical research is required to determine whether there is empirical support for this

assumption.

2.4.5 Footloose Multinationals and Offshoring

MNEs are termed footloose because of their ability to change the geography of production to

other plants in other countries. The question is whether job security in foreign owned plants



or affiliates is lower because MNEs have greater flexibility in choosing where to locate

production compared to domestically owned plants? The empirical evidence is not conclusive.

There is a vast literature that explores the relationship between firm exit and foreign-
ownership of firms. This literature reports the exit of firms from a market is related to its age,
the industry in which the firms operate and the size of the industry and whether these plants
export their output. Empirical studies show that plant failure rates decline with plant size, and
the age of the plant (Dunne et al., 1988, 1999), and new firms are more likely to fail (Wagner,
1994; Mata & Portugal, 1994; Audretsch & Mahmood, 1995; and Disney et al., 2003). Gorg &
Strobl (2003) and Bernard & Sj6holm (2003) find foreign—owned plants by MNEs in Ireland and
foreign-owned plants in Indonesia were larger compared to domestically owned plants but
they also had higher exit rates. Similarly, Bernard & Jensen (2007) find U.S. plants that were
owned by MNEs had higher exit rates even though these plants were larger, older and more
productive. But Alvarez & Gorg (2005) find plants that were part of MNEs that were domestic
market orientated in Chile were more footloose compared to foreign-owned plants that

export did not have higher exit rates.

Having established many foreign owned plants in developed countries have higher exit rates,
the question is whether workers employed by these plants face greater job turnover and a rise
in job insecurity. The theoretical literature on firm ownership and job turnover suggests this
relationship depends on human capital accumulation spillovers and training that is provided by
foreign-owned firms. Human capital spillovers is defined as spillovers when workers
accumulate human capital and training from foreign owned plants and then move between
foreign and domestically owned plants. Fosfur et al., (2001) note there is little conclusive
evidence between these spillovers and worker mobility. Glass & Saggi (2002) suggest from

their theoretical model that job security for workers employed by foreign-owned plants should

69



be high because foreign-owned plants offer workers higher wages to prevent mobility from

spillovers,

From empirical evidence, Andrews et al., (2007) find foreign-owned plants in Germany had
lower plant closure rates and lower job separation rates. When plants were compared by size
and profitability, they found foreign-owned plants had higher closure and job separation rates
compared to other plants. But these results were found to be small and not indicative of job
security and job stability being substantially lower from these plants. They conclude that

globalisation has not lead to an insecure labour market - at least for Germany.

Becker & Muendler (2008) also find secure jobs for German workers employed in plants
owned by MNEs. Using a linked employer-employee data set they examine how a foreign
expansion (FDI) affects domestic employment and job security. They found outward FDI
expansion retains more domestic jobs, which are secure and not disrupted by trade compared
to employment in domestic plants. They note that the job destruction rate would have been
greater had the expansion not taken place. They also suggest that outward FDI activity raises
domestic-worker job retention, more amongst highly educated workers. They conclude that
FDI expansion may present attractive career paths for domestic workers which may reduce job
losses and it provides better job security (Prendergast, 1999). Similarly, the empirical evidence
reviewed by Crind (2009a) shows that whilst domestic and foreign workers are substitutes in
the MNEs technology, the strength of the relationship is weak. The nature of substitution
depends on whether each group of workers are substitutes or complementary to each other in
the production process and the nature of this relationship depends on the type of FDI

investment.

The substitutability between domestic and foreign labour is found to be driven by affiliate
firms to MNEs in high-income countries, which results from horizontal FDI that has two

purposes: (1) to serve the domestic market and (2) to try to avoid trade barriers and
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transportation costs in the foreign market. The substitutability is found to be much weaker
with respect to employment in affiliate firms in low income countries, which are the result
from vertical FDI. The empirical evidence reviewed by Crind (2009a) also shows that
substitutability can switch to complementarity between foreign and domestic labour in the
long run because of the substantial costs involved in achieving optimal levels of employment

in foreign labour markets — see Crind (2009a) for further details.

So far this literature review has shown there is very little evidence to suggest job security is
lower in MNEs™. But Scheve & Slaughter (2004) find a negative relationship between FDI
undertaken by MNEs and lower perceived economic security for workers in the U.K. One
important implication from this latter study is that higher rates of FDI should raise the
elasticity of labour demand for less skilled workers from developed countries because their
skills are substitutable compared to skilled labour. This evidence is reviewed in the following

section.

2.4.6 The Elasticity of Labour Demand

The OECD (2007a) notes that the elasticity of labour demand has increased over time, raising
the potential substitutability of domestic workers with foreign labour. This can increase job
insecurity because workers are substitutable with foreign labour which implies domestic
workers can lose their jobs if firms decide to shift their intermediate stages of production

overseas. Additionally, this rise in the own wage elasticity of labour demand can raise job

A The lack of evidence between job security and job mobility is also supported by studies which have examined the impact of
offshoring and MNE activity on employment. Empirical reviews by Mankiw & Swagel (20063), Ebenstein et al., (2009) and Crind
(2009a) suggest offshoring and MNE activity does not have a conclusive impact on employment because the evidence is mixed.
Research from the U.S. by Borga (2005), Desai et al,, (2005a,b), and Slaughter (2003) find the expansion of U.S. multinationals
activities abroad stimulated job growth within the domestic labour market. But other research by Brainard and Riker (2001),
Hanson et al., {2003), Muendler and Becker {2009), Harrison and McMillan {2009) and Harrison et al., (2007) found jobs abroad do
replace domestic jobs; but these numbers have been small. Harrison & McMillan (2006) explored the employment changes
between parent and affiliates for the U.S. Their resuits showed jobs from low-wage countries were substitutes for U.S. jobs, but
jobs from high-income countries were complementary to U.S. jobs. Their analysis also showed vertical FDI was associated with
lower employment within the U.S. regardiess of whether the destination country was a high or low income country. Mankiw &
Swagel (2006a) note offshoring will create winners and losers, where there is evidence for job dislocation, but net jobs can be
created within the domestic and foreign labour markets. Their review concludes outsourcing and generally foreign activity has
been associated with increased employment for the U.S. and where, ‘foreign activity does not crowd out domestic activity; the
reverse is true’.
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instability because firms can threaten workers with the potential destruction of their jobs if

they do not accept lower wages to keep their jobs.

The empirical evidence reviewed below from firm level and industry level studies show the
rise in the own wage elasticity of labour demand has become more elastic for less skilled
workers, whilst the own wage elasticity of labour demand has remained unchanged for skilled
labour over the 1980s and 1990s. The evidence suggests that the rise in the elasticity of
labour demand for less skilled workers is due to globalisation and trade. Globalisation and
trade in many of the developed countries has enabled firms to access many more markets for
goods and services but also for labour as ICT innovations and the fall in transportation costs
have allowed firms to offshore their intermediate stages of production. Policy changes to
labour market institution towards greater labour market flexibility have also contributed to

this rise, although this evidence is limited to Europe and requires further empirical research.

Firm-level studies have sought to explore whether labour demand elasticities are greater
within MNEs due to greater access to productions networks compared to domestically owned
plants. Fabbri et al., (2003) estimated manufacturing wide-elasticities for production workers
in the U.S. and U.K. were unity in absolute value by the mid 1980s. They found that the labour
demand elasticities had become more elastic over the 1990s as MNE activities expanded

within both countries.

From European evidence, Gorg et al., (2009) also found workers employed by MNEs had
higher labour demand elasticities compared to domestic plants for the Republic of Ireland.
However, Barba Naveretti et al., (2003) found workers employed by MNEs had less elastic
labour demand elasticities than workers employed by domestic firms for eleven European
countries, whilst Hakkala et al., (2007) found wage elasticities did not differ for different types

of firms from Sweden.
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The industry level evidence has tried to estimate the change in the absolute value of the own
wage elasticities of labour demand over time from globalisation and trade. Slaughter (2001)
found the elasticity of labour demand for production workers became more elastic for 5 out of
8 manufacturing industries in the U.S. The absolute elasticity was approximately 0.5 in 1975
and by 1991, the absolute value of the elasticity had increased to 1.0 for production workers.
For non-production workers, the elasticity of labour demand remained less elastic across all
industries where estimates ranged from -0.5 and -0.8. The overall impact from trade is
however only significant with the inclusion of industry fixed effects and it disappears with the
inclusion of time controls. Slaughter (2001) reports that the time series of labour demand

elasticities for both types of labour are largely explained by time.

Senses (2006) found U.S. manufacturing plants operating in industries that heavily outsourced
unskilled labour experienced a rise in the conditional labour demand elasticities for the 1980-
1992 period. The absolute value for the own-wage elasticity of labour demand was 0.2-0.7
from 1980-1987, and stable at 0.80 by the 1988-1990 period. Post 1990, the absolute value of
the elasticity was 1.2 by 1992, but it declined in absolute value to 0.6 by 1995. Senses (2006)
notes the decline in labour demand elasticities from industries which engage in offshore
outsourcing may be the result from a decline in the share of unskilled labour which may

dominate the outsourcing effect.

For European countries, Bruno et al, (2004) estimated labour demand elasticities via the
substitution effect for six European countries including Japan and the U.S. Their analysis found
that import penetration raised the elasticity of labour demand for the U.K., but the elasticity

did not increase for all countries in absolute terms.

Riihiméki (2005) found increased European integration intensified trade competition in Finland
which then raised the labour demand elasticity for the period 1975-2002. For production

worker the elasticity was -0.65 by the end of the 1990s. For non-production workers, the
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elasticity did not decline, but remained stable at -0.5 over the same period. The estimated
scale effect on the labour demand elasticities was greater for production workers. Their paper
also found firms which had better advantages from economies of scale decreased the
elasticity of substitution between differentiated products. Additionally, Riihimé&ki (2005) notes
that if increased integration leads to a rise in input substitutability and/or outsourcing, this
could cause labour demand elasticities to become more elastic. Similarly, Molnar et al., (2007)
found outward FDI from manufacturing sectors with strong commercial links to non-OECD
countries had increased the long-run wage elasticity of labour demand. For the service sector

there was no evidence.

Finally, Hijzen & Swaim (2008) found intensive offshoring (material) had lead to an average
labour demand elasticity that was 30-40% larger in absolute value than the counter-factual
elasticity for a large sample of OECD countries. This study also found EP policies had
weakened the link between offshoring and higher labour demand elasticities. Countries which
employed strict EP policies lead to less elastic labour demand elasticities. The results from this
study therefore suggests that job security implications from offshoring essentially depends on
the generosity of EP policies; jobs would be much more stable and secure if EP policies were

strict®,

2.4.7 Job Polarization

The empirical evidence for job polarization is well documented for many developed countries:
for Britain (Goos & Manning, 2003, 2007), the U.S. (Autor et al., 2006; Acemoglu & Autor, 2010
& forthcoming); for Germany (Black & Spitz- Oener, 2007; Dustmann et al., 2010) and for a

number of European countries (Goos et al., 2008, 2009a,b & 2010). They show a simultaneous

% Similar evidence has also been found by Hasan et al., (2007); they found labour demand elasticities became more elastic after
reforms lead to greater trade liberalisation in India. Labour demand elasticities were found to be less elastic for industries within
states that were protected from the reforms. The labour demand elasticities were found to be more elastic within states that
offered weak employment protection against greater trade reforms.
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growth in employment for high-wage high-skill occupations such as managers, professional
and technical occupations and for low wage occupations in personal service occupations that
involve helping and caring for others. But employment shares in middling jobs in
manufacturing and routine service jobs have declined over time, thus raising job and labour

market insecurity for these workers.

A number of papers have sought to examine which skill groups are most affected by job
polarisation and how they vary by personal level characteristics. Spitz-Oener {2006) reports
analytical and interactive job task inputs are most associated with workers with high
educational qualifications. For workers with medium level qualifications are associated with
all job tasks. And workers with low educational qualifications are most associated with routine
manual and cognitive job tasks and non-routine manual job tasks. Black & Spitz-Oener (2007
& 2010) find job polarization was more pronounced for women compared to men; the
employment share in middle occupations shrunk by 52% for females compared to 23% for
men. Similar evidence is also documented by Acemoglu & Autor (2010 & forthcoming) for the

u.s.

With the hallowing out of the employment level for routine intensive occupations, workers
have allocated themselves to high-skilled jobs and to low-skilled jobs. Yet the transfer of
workers to these abstract and manual intensive occupations at the extreme ends of the skill
distribution depends on age and education levels. Autor & Dorn (2009) found a fall in the
share of employment in commuting zones which specialised in occupations intensive in
routine job tasks from 1980 to 2005 in the U.S. The hallowing out of employment primarily
generated movement towards low-skill non-routine jobs situated towards the bottom tail of
the skill distribution. Their results showed prime-aged and older workers obtained
employment within low-skilled non-routine jobs and workers aged 16-29 years obtained

employment in high-skilled jobs towards the upper tail of the wage distribution. Further
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analyses by educational qualifications found college educated workers were able to obtain
high and low-skilled, non-routine jobs, but high-skilled jobs situated at the top end of the skill
distribution were concentrated amongst young college educated workers. Thus, there is

scope for job insecurity for displaced workers from routine-intensive occupations.

The effects of job polarization can also vary by personal characteristics such as race and
immigration. Peri & Sparber (2007) present a simple model where the immigration of foreign
born low-skilled labour specialise in occupations that require manual job tasks such as
cleaning, cooking or building work. The immigration of foreign born nationals causes native
born workers to reallocate their labour supply as they have better knowledge of local
networks, rules, customs and language proficiency that they pursue jobs that require
interactive job tasks such as coordination, organisation, and communication. Autor & Handel
(2009) report the job tasks completed by workers with similar levels of education were related
to race, gender and language proficiency. They found female workers carried out far fewer
analytical job tasks and far more interpersonal and routine job tasks than equally educated
male workers. By race, black workers were found to perform a disproportionate number of
interpersonal job tasks. And by language, Spanish language workers carried out fewer analytic
and interpersonal job tasks and substantially more repetitive, physical and cognitive job tasks

compared to equally educated worker within similar occupations.

The key question for the job polarization hypothesis has been whether technology and
globalization have contributed towards the polarization of employment which can raise job
insecurity. Recent cross country empirical evidence shows job polarization is driven by ICT
developments. Two pieces of research provide evidence. First, Michaels et al., (2010) use
industry level data from 11 countries (U.S., Japan and nine European countries) between 1980
and 2004. They found industries within countries that had faster growth of ICT lead to an

increase in relative demand for highly skilled educated workers and a bigger fall in the relative
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demand for middle skilled workers (workers employed in routine-intensive occupations). They
found technology accounted for up to a quarter of the growth in the demand for college
educated workers since 1980. They also found trade openness to be associated with job
polarization, but once the role of technology was accounted for, trade openness had no

significant impact on job polarization.

The second piece of research comes from Goos et al., (2010). They found the routiniztion
hypothesis proposed by Autor, Levy & Murnane (2003) to be the single most important factor
explaining the shifts in the employment structure of 16 European countries. They also found
some evidence to show offshoring can explain job polarization, although its impact is much

smaller than the routinization hypothesis.

So far, the empirical evidence has shown the decline in middling jobs has been facilitated by
ICT developments. There is research from Bloom et al., (2009) which shows that although
technology may explain the polarization of employment in middling jobs, technology may have
been facilitated by globalisation. Bloom et al., (2009) examine the impact of the growth of
Chinese import competition on technical change (measured by IT, patent counts and citations,
TFP and R&D) for over 200,000 European firms. They found that once China entered the
World Trade Organization, import competition from China led to both within firm technology
upgrading by industry and between firm reallocation of employment towards more
technology intensive plants. This innovation was an attempt to move up the value chain.
They estimate that between 2000 and 2007, 15%-20% of technology upgrading in Europe can
be explained as responses to Chinese import competition. This evidence shows that job
polarization has been driven by ICT which has in part been facilitated by globalisation. This
evidence also shows technology upgrading on the part of firms have created jobs that require
skilled labour. This may explain why skilled labour has benefited more from technological

improvements compared to non-skilled labour. But this could change in the future.
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2.4.8 The Impact of Policy on Labour Market Security

From sections 2.2 and 2.3, the extensions to the Mortensen & Pissarides (1994) equilibrium
unemployment framework showed different labour market policies can affect the rate of job
creation and destruction. Generous Ul and strict EP policies encourage labour market security
as the former policy provides insurance against the loss of labour income and the latter policy
ensures job security because it protects workers from losing their jobs (Mortensen &
Pissarides, 1999). These policies reduce the sensitivity to job destruction as firms are not able
to adjust their demand for labour to their profit maximising level when a structural shock
occurs due to firing restrictions. Government regulations may present firms with high
adjustment costs if workers are made redundant, thus firms forgo the adjustment. The down
side to these policies are, if redundant workers are not laid off to reduce the costs of
production, abnormal profits could deteriorate, where some firms may accumulate losses up
to the point where they could become bankrupt. These policies may ensure jobs last longer
and preserve labour market security among existing firms in response to structural changes in
tastes and technology. But jobs will eventually be destroyed later on where the least efficient
firms most affected by the structural changes go out of business (Moser et al., 2010; Cahuc &
Zylberberg, 2006). Thus, Ul and EP policies are favourable if they reduce the rate of job

destruction more than they reduce the rate of job creation.

These policies can also prolong unemployment spells for workers who have become displaced
because it prevents firms from adjusting labour demand in response to structural changes; this
will discourage job creation. This is because insider workers benefit from higher wages and
secure jobs whilst outsider workers face slower job reallocation prospects. The resulting
unemployment spells are less frequent compared to the deployment of weak EP and less

generous Ul policies.
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The effect these labour market institutions can have on labour market security varies by
country to country because different countries have different policies; this will therefore have
a different effect on labour market security. But reforms to Ul and EP policies which
encourage greater labour market flexibility may potentially lead to an increase in labour
market insecurity over time. The forth coming paragraphs discusses the empirical evidence
which examine the impact of Ul and EP policies on employment and unemployment levels and

the effect EP and Ul policy reforms may potentially have upon labour market security.
2.4.8.1 Ul and EP Policies

Addison & Teixeira (2003) and the OECD (2004) provide comprehensive literature reviews
which show the impact of EP policies on employment and unemployment varies widely across
studies. These two papers provide an in-depth analysis of EP policies which the reader is
referred to for further details. The main findings from the literature shows the generosity of
EP policies lower employment rates® (Lazear, 1990; Nickell, 1997) and with significant union
coverage, this policy raises the unemployment rate and the average jobless duration in
response to adverse macroeconomic shocks as EP policies reduce both job creation and
destruction (OECD, 1993; Scarpetta, 1996; Nicoletti & Scarpetta, 2001; Belot & Van Ours,
2000, 2004; Cahuc & Zylberberg, 2006). They also have a tendency to create a dual labour
marketd where ‘insider’ workers maintain higher wages and secure jobs. This is at the
expense of ‘outsider workers who become stuck with less secure jobs which may be
temporary with low pay (OECD, 2004) and with low job reallocation prospects. However,
many of these findings are based upon static measures of EP policy indicators. When time-
varying measures for EP and Ul policy indicators are employed to account for reforms to
labour market institutions, there is evidence showing little change to the employment and

unemployment rates in association with macroeconomic shocks (Blanchard & Wolfers, 2000).

5 Many workers may abandon job search as EP policies protect existing jobs and prolongs the duration of unemployment. These
workers may leave the labour market and become inactive; thus the employment rate falls.
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Similarly, empirical studies show generous unemployment compensation lowers job search
intensity and prolongs unemployment duration (for the U.S.: Katz & Meyer, 1990; Newton &
Rosen, 1979; Moffitt & Nicholson, 1982; for the U.K.: Nickeil 1979a, 1979b; for Canada: Ham &
Rea, 1987 and for Germany: Hunt, 1995). This is because Ul lowers the cost of unemployment
and discourages the relative incentives of paid employment as workers raise their reservation
wage levels as leisure is untaxed (Mooi-Reci & Mills, 2008; Devine & Kiefer, 1991; Holmlund,
1998; Nickell 1997; Narendranathan et al., 1985; Johnson & Layard, 1986). This can lead to
negative productivity, loss of human capital and a sluggish economy (Mooi-Regci & Mills, 2008;
Abbring et al., 2005; Arulampalam et al., 2000; Belzil, 1995; Narendranathan & Elias, 1993;
Heckman & Borjas, 1980). Benefit restrictions may lead to shorter spells of unemployment
duration near towards the month of benefit exhaustion, where there is a subsequent rise in
job search intensity (van Ours & Vodopivec, 2006; Katz & Meyer, 1990; Card & Levine, 2000;

Carling et al., 1996; Reed & Zhang, 2003).

However, job search theory assumes that unemployed job seekers may require time to find
jobs which match their skills and the Ul acts to cover search costs (Mortensen, 1977; Devine &
Kiefer, 1991; Lippman & McCall, 1979). This lowers the opportunity cost of job search and
allows time for job search that is for “the right job” (Burdett, 1979), which may smooth
income risks and consumption variability (Acemoglu & Shimer, 2000). Less generous Ul
benefits may not encourage good job searches as workers may be forced to accept jobs that
are of lower quality which may not suit their skills if benefit payments are low. This may not
be a sign of great efficiency and the quality of the resulting job matches may be low, which
may do nothing to raise the quality and quantity of goods and services produced from
production (Cahuc & Zylberberg, 2006). Mooi-Reci & Mills (2008) point to evidence which
suggests generous Ul can accelerate economic recovery after unemployment as it improves

job matching and it additionally heightens earnings after re-employment for certain groups of



workers (Belzil, 1995; Burgess & Kingston, 1976; DiPrete, 2002; DiPrete & McManus, 1996;
Gangl, 2004). Research by Acemoglu & Shimer (2000) showed the U.S. suffered low
productivity with low unemployment and low quality job matches from short job searches
during the 1990s. Simulations from their paper reveal that if Ul payments were slightly more
generous and unemployment duration was slightly longer, this would have been beneficial for
workers to search for better jobs which matched their skills. Their results also indicate that
better job matches would have led to higher productivity in work, where this could have
increased the overall production of goods and services in the long-run. Similarly, Gangl (2004)
reports Ul protects workers against earnings losses, downward occupational mobility and from
entering unstable employment. Pollman-Schult & Bichel (2005) support these findings by
showing that whilst lower unemployment rates were achieved in West Germany through a

reduction in Ul, this was at the expense of subsequent job matching and quality.

However, generous Ul and strict EP policies can come at a cost of ‘eurosclerosis’. Eurosclerosis
was a term coined to describe European patterns of high unemployment and slow job creation
with periods of slow economic growth during the late 1970s and 1980s. During this same
period, the U.S. experienced a period of economic expansion accompanied by high job growth.
Research by Mortensen & Pissarides (1999) shows through calibrated models, the U.S. would
have experienced European style unemployment during the late 1980s and early 1990s if it
had employed generous Ul and strict EP policies. They also found European unemployment
was longer but less frequent than for the U.S. and where income inequality was also found to
be greater in the U.S. than in Europe. Thus, strict EP and generous Ul policies ensure labour
market security but they come at the expense of lower economic growth and lower job
creation rates. This evidence suggests that although EP and Ul policies may protect jobs, the
increased duration of unemployment along with the eventual destruction of existing jobs and
lower job creation rates has a larger impact upon the economy though lower economic

growth.
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2.4.8.2 Recent Policy Reforms in Britain

The U.K. has pursued a number of Ul and EP policy reforms during the 1980s and the 1990s.
Two of the most recent reforms took place over the latter half of the 1990s. The first policy
reform relates to EP policy, where the qualifying period to claim unfair dismissal from
employment was reduced from 24 months to 12 months. This reform was introduced by the
1999 Unfair Dismissal and Statement of Reasons for Dismissal (Variation of Qualifying Period)
Order. This policy change raises the potential firing costs faced by firms, but lowers the
probability of becoming unemployed and thus job destruction. This policy ensures job security

for existing jobs, but it can also lower the rate of job creation.

The second policy reform was to the unemployment insurance system. Under the old benefit
system, Ul was paid to workers who became displaced. This was essentially money that was
paid to workers as a form of entitlement for money they had contributed towards whilst
working; payments were made for a period of 12 months {(Manning, 2009). This system was
overhauled and was renamed ‘Job Seekers Allowances’ (JSA). The ‘Job Seekers Allowances’, as
the name suggests is an allowance that was granted to workers who agree to search actively
for employment. Payments were no longer made to workers because they had become
unemployed or to alleviate the cost of income loss; there was more emphasis upon agreeing
to look for work to obtain the benefits. The new JSA system took effect in October 1996
where this new system reduced the benefit coverage period from 12 months to 6 months and
where the benefits paid roughly ten per cent less than its predecessor. For further details
about the JSA reforms see Manning (2009), Petrongolo (2009) and a Times Online article dated
July 2009% for details regarding the current level of benefit entitlements received by
unemployed labour. The effect of this policy change should lower workers’ reservation wage

levels; it should raise the opportunity cost of unemployment and encourage greater job search

% Here is the link to this article: http: timesonline.co.uk/tol/money/reader guides/article5572594.ece.
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intensity. Job search theory predicts that whilst workers may only have at most 6 months to
search for a job, they may have to accept the first available job. These jobs may not be the
right job and they may pay significantly less post-unemployment. The net impact from this
policy reform is uncertain, but it could decrease unemployment durations and increase job

creation.

These policy reforms are designed to encourage greater labour market flexibility, and to
encourage greater job creation and destruction but also to protect workers from unfair job
dismissal. On the other hand, these policy reforms appear to lower labour market security as
they no longer protect existing jobs and workers no longer receive benefit payments to
maintain their living standards. So the question is whether less generous Ul and stricter EP

policy have lead to greater job creation and destruction?

The EP policy reform has been examined by Marinescu (2008). Using survival analysis,
Marinescu (2008) found the policy change significantly reduced the firing hazard by 27% for
workers with up to 11 months of job tenure and by 29% for workers with 12-23 months of job
tenure relative to workers with 24-48 months of job tenure. Unemployment duration did not
rise after the policy change however the author notes there was a significant 11% rise in the
probability of exiting unemployment towards a permanent job with more than 16 hours of
work a week. As the policy change only applies to full-time employed workers, Marinescu
(2008) found no evidence of a rise in the probability of unemployment duration. The results
also show workers looking for full time jobs were 8.6% more likely to exit unemployment after
the policy change. But workers under the age of 26 benefited less as they were only 3% more
likely to exit unemployment after the policy change. This policy change had no significant
impact upon wages, yet there was an increase in training offered to workers. Workers with
12-23 months of job tenure received more training compared to workers with 24-48 months

of job tenure; but workers with 0-11 months of job tenure did not receive increased on the job
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training. The fall in the firing hazard and a fall in unemployment duration was attributed to
firms employing greater monitoring and screening procedures to lower the burden of higher

potential firing costs.

The Ul policy reforms have been examined by Manning (2009) and by Petrongolo (2009).
Manning (2009) found the short run impact of the JSA reforms did not encourage job search.
The reforms successfully lead to a large outflow out of claimant status for workers who had
low levels of job search intensity, but there was no evidence to show employment rates had
increased. The short-run impact of the policy simply led to some level of savings for the state.

This result suggests 6 months of JSA payments may not be sufficient to find adequate jobs.

Petrongolo (2009) examined the long term effects of JSA reform using longitudinal data from
social security records (LLMBD) for a sample of male workers aged 16-64 years. Using a
difference-in-difference approach, Petrongolo (2009) found the new reforms successfully lead
to an outflow of workers claiming unemployment related benefits, but the reforms increased
the incidence of other benefits. Workers who started unemployment spells after the
introduction of the JSA system as opposed to starting unemployment spells six months earlier
were 2%-3% more likely to move from unemployment to incapacity benefit spells six months
after unemployment exit. The reforms also had a negative and significant impact on post
unemployment annual earnings. Workers commencing unemployment spells under the new
reforms were 4-5% less likely to have positive earnings in the following year. Results show
that an initial loss of labour income amounting to £900 on annual earnings could persist for 4-
5 years after the unemployment shock. Finally, the new reforms were not successful in

allowing workers to obtain employment within longer lasting and secure jobs?’. The author

# Tatsiramos (2004) explored the effects of Ul on unemployment and subsequent employment duration for the U.K., Germany
and France. This paper found benefit recipients in Germany and France had lower exit rates from unemployment than the U.K.
But with generous Ul payment in both France and Germany compared to the U.K., recipients were able to search for longer during
the first year of unemployment and were more likely to obtain greater employment security.



concludes the job search requirements under the new reforms appeared to raise the non-

monetary search costs of remaining on Ul rather than enhancing job finding rates.

From the two policy reforms, the evidence suggests that the labour market became more
flexible. The EP policy reform shows labour market security did not fall as the probability of
becoming unemployed did not rise. But the introduction of the 1996 JSA reforms appears to
lower labour market security — where this impact appears to be small. Under the new JSA
system, workers are not able to obtain secure jobs post-unemployment and workers are more
likely to have lower post-unemployment earnings which can persist for up to 4-5 years after
the initial unemployment shock. This policy reform did successfully lower the number of JSA
benefit claimants but it also increased the number of workers who started to claim other
forms of benefits. To ascertain the overall impact of these policy changes, further research is

required.

2.5 Conclusion

The process of creative destruction improves productivity to achieve economic prosperity and
growth. Newly created jobs which embody the latest technology are more productive whilst
old or existing jobs are destroyed because rising reservation productivity levels dictate old jobs
are not profitable. Structural changes stemming from technological change, globalisation and
changes to domestic labour market policies can affect the rate of job creation and destruction

over time.

The survival of jobs and the creation of new jobs depend on whether firms are able to adapt to
the structural changes. If firms cannot cope with the changes, then firms will shut down or
exit production from the goods and services that are not profitable to provide. Changes to
tastes and technology can lead to job loss which can in turn impose a number of adjustment

costs for workers and raise labour market insecurity. This chapter has sought to establish
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whether the forces stemming from globalisation, technology and domestic labour market

policies can potentially increase job and labour market insecurity over time. From this review,

the following conclusions are drawn:

Job creation and destruction rates have observed the 15 percent rule over time.
Roughly 15 percent of jobs in existence are destroyed each year and 15 percent of
new jobs come into existence. There is evidence from the U.K. showing these rates
have fallen over time. At present there is evidence which suggest these rates have not
changed job security but this could change in the future if these rates change.

Material offshoring has raised the wage bill share for non-production workers at the
expense of non-skilled labour in developed countries in line with a developed
country’s comparative advantage. This is a trend that may continue with service
offshoring. However, the impact on wage levels has been small and it depends on the
offshore destination, where non-skilled labour can benefit from offshoring with non-
CEECs. But it is not clear whether the magnitude of earnings losses could rise over
time for less skilled workers.

Material offshoring and exchange rate volatility have raised the probability of job loss
for less skilled labour, but these estimates are very small. Service offshoring has had
small negative impact on the employment level for less skilled labour but it has
benefited skilled labour from white collar occupations, although this may change over
time with further technological innovations. Additionally, there is limited evidence for
the Bhagwati-Dehejia Hypothesis for the kaleidoscopic nature of comparative
advantage as more research is required.

Empirical evidence shows MNEs are footloose in the sense that they have higher exit
rates from production than domestic firms and thus can potentially lower job security.

But evidence shows MNEs provide jobs that are secure and pay well to prevent human
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capital spillovers. The estimates for the elasticity of substitution between domestic
and foreign labour from low income countries is found to be weak. Additionally,
outward FDI activity raises job retention rates amongst skilled labour and provides
employment that are more secure compared to domestic plants, thus raising job
security.

e The elasticity of labour demand for less skilled labour has become more elastic over
time. The evidence suggests that this rise appears to be due to globalisation and trade
but also from policy reforms to labour market institutions that can lead to flexible
labour markets can also lead to this rise. This suggests that job insecurity and job
instability could rise over time as domestic workers become more substitutable with
foreign labour. But also the policy changes to labour market institutions may not
protect these workers from the potential adjustment costs associated with structural
changes and from job loss.

e Advancements in technology has lead to the polarization of middling jobs consisting of
routine intensive job tasks that are situated in the middle of the skill distribution over
the last 30 years in Britain, Europe and U.S.A., thus potentially contributing towards
raising job insecurity and earnings losses between jobs. Technological innovations in
the future could potentially raise job insecurity for occupations intensive in non-
routine job tasks, although this is not possible at present.

¢ Finally, recent labour market policy reforms to EP and Ul policies in the U.K. have the
potential to raise labour market insecurity. Empirical evidence shows EP reforms have
raised job security, but Ul reforms over the latter 1990s have potentially lowered

labour market security.

Overall, the findings from this review suggest offshoring (material and services) and outward

FDI establish foreign production networks which directly substitute for domestic labour and
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have raised the elasticity of labour demand, particularly for less skilled labour. They have
raised the job reallocation rates which could potentially lower job security, yet this impact on
the employment and wage levels and on the own wage elasticity of labour demand has been
small. There are three potential reasons why the impact may be small. First, part of the
reason is the empirical literature has failed to account for the inshoring of production and
service activities and their impact on wages and employment. Secondly, offshoring and
outward FDI may sustain job which would possibly have been destroyed if they did not take
place. Third, workers may simply accept lower pay to retain employment, because labour
markets are not perfectly competitive. Workers may not be able to instantaneously court
frequent job offers without spending considerable resources and time to search for another

job offer.

Thus, the empirical evidence from forces stemming from globalisation, technology and
domestic labour market policies can affect labour market security over time; although the
present empirical evidence show they have not significantly affected employment and wage
levels; this could change in the future. The next chapter assess whether labour market

security has fallen over time.
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Has Labour Market Security Declined? The Empirical Evidence

3.1 Introduction

Chapter 2 provided a detailed synopsis of the potential forces that could cause the rate of job
creation and job destruction to change over time thereby causing labour market security to
change by affecting the: (1) the employment level, (2) the wage level and (3) increasing the
elasticity of labour demand. From that review, forces such as exchange rate volatility, product
market competition, advancements in communications and technology, the fall in
transportation costs, engaging in offshore outsourcing activities and establishing external
production networks through outward FDI in foreign labour markets along with employment
protection policies and unemployment insurance benefits have not significantly affected the
employment, wage and the elasticity of labour demand for all workers equally over the last
three decades. For the U.K., the empirical evidence suggests that these forces can lower
labour market security over time, but their impact has so far been small and limited to low-
skilled labour where: (1) the demand for low-skilled labour has fallen over time; (2) their wage
levels have also declined over time in certain cases where low-skill intensive production
processes have been offshored to developing countriés and (3) their elasticity of labour

demand has become more elastic over time due to trade and globalisation.

This second part of the literature review presents a detailed account of whether there is

empirical evidence from the three components of labour market security to show if they have
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declined over time. The three components that make up labour market security are: (a) job
security, (b) income volatility within jobs (job stability) and (c) the earnings losses from job
displacement between jobs. Rising labour market insecurity can be reflected through shorter
employment spells with uncertainty over future employment. The variability in income may
lead to lower national welfare and a fall in output and the earnings losses from job
displacement can lead to unemployment scarring on future wage levels and re-employment.
Unemployment scarring describes the negative impact that spells of unemployment can have
on future re-employment and wage levels. The empirical evidence shows experiencing a spell
of unemployment can lower wage levels upon re-employment. This is because unemployed
workers lose some of their general labour market experience by not being in paid employment
and therefore their re-employment wage levels are lower than their pre-displacement wage
levels. But by being in a state of unemployment, this can also increase the probability of
becoming unemployed in the future. This can subsequently lower earnings levels further
following re-employment over time. The second part of this literature review establishes
whether there is empirical evidence to support these suppositions. The question is whether
job insecurity, income volatility within jobs and the earnings losses between jobs have

increased in magnitude over time to make workers worse off.

Why is job security and job stability so important to workers? The established empirical
literature suggests that changes to job security can have important implications for job
stability. The empirical research also shows that they have important implications for

individual welfare and well being for two important reasons.

First, changes to job security can potentially impact job stability; in particular any changes to
job tenure can potentially affect the returns to wages and to the potential incomes losses
workers can incur through job loss for the following reasons. Job tenure is accumulated

through employment, which is in turn an accumulation from general employment and firm



specific employment tenure that workers develop throughout their lives from education and
from their employment in the labour market. The returns from general and firm specific
tenure give a picture of the overall wage growth over the life cycle which is important for
individual wellbeing. It also provides important insights for the overall wage distribution
(Farber, 1999b; Sulis, 2009). And it provides a way to test the implications from the human
capital accumulation and job search models and their potential impact on labour market
security over time. Sulis (2009) suggest the definition for general and firm specific
employment tenure is important to the evaluation of active labour market programs that may
be employed to try to aid workers to gain employment through training and acquiring
transferable skills. Thus, it is important to understand the contributions of general and

specific labour market experiences.

Early studies that have estimated the returns to wages from general and specific employment
tenure have been the subject of an intense debate as the empirical research has shown that
OLS regressions estimating the returns from experience and specific job tenure can potentially
be biased due to unobserved heterogeneity. This means that the estimated coefficients are
biased because they are correlated with the error term. Early studies based on U.S. data
found that the returns to experience and specific tenure were large when individual
heterogeneity was not accounted for (Sulis, 2009). And when previous labour market
experience is controlled for, the returns to wages from experience and specific seniority are
found to be substantially reduced (Mincer & Jovanovic, 1981). The reasoning for this bias is

discussed by Topel (1991); see the paper for further detail.

Many empirical papers have taken different approaches to account for the bias from
unobserved heterogeneity: Abraham & Farber (1987) use an instrumental variables (IV)
approach to account for the bias. They present IV estimates using a residual from a regression

of tenure on completed job duration as instruments for tenure. Altonji & Shakotko (1987)
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take another approach; they use deviations of tenure from the average sample observation on
job matches as instruments for tenure. Both of these empirical papers find the IV estimates
for the returns to (general) experience and firm specific tenure that is far less than the OLS
estimates. Topel {1991) takes a different approach and uses the estimated returns to prior
experience at the start of a job as an estimator to provide an estimate for the lower bound on
the returns to job specific tenure. Topel (1991) finds substantial returns to wages from job
seniority: ceteris paribus, 10 years of job seniority raises the wage of a male worker by over 25

percent. Thus, the returns from job seniority can have a significant impact on job stability.

Second, workers fears about job insecurity and the prospects of experiencing unemployment
can have a negative impact on job stability, in particular wage growth, where previous spells of
unemployment can impact job stability. Campbell et al., (2007) find that high fears of
unemployment are found to lead to lower levels of wage growth for men, but there is little
significance for women in Britain. If workers value job security, they may sacrifice job stability

which may be reflected through a fall in wage growth.

This chapter has the following structure. Section 3.2 presents an overview of the empirical
findings for the job security trends from the U.K. and North America. Section 3.3 discusses the
empirical evidence for income volatility within jobs and section 3.4 presents and discusses
evidence from the earnings losses associated with job displacement between jobs. Finally,

section 3.5 provides the concluding comments.
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3.2 Trends in Job Security: 1970s to 1990s

3.2.1 U.K. Evidence

The British literature has primarily sought to measure job security via elapsed job tenure with
current employer. The North American literature has sought to measure job security by
calculating job retention probabilities over time at similar points along the business cycle. The
aim from both of these measures of job security has been to establish whether the length of
jobs (U.K. literature) or the job retention rates (U.S. literature) have changed over time. If they

have declined over time, they indicate a fall in job security.

From the British literature, the trends from two different measures of job security have been
explored; these are (a) median and average elapsed job tenure in years and months and (b)
the proportion of job tenure less than one year and greater than or equal to five and ten years
over time. Table 3.1 presents the findings from the changes in median elapsed job tenure for
the U.K. This table shows there has been a decline in job security in the region of
approximately 2%-30% at the aggregate level using the Labour Force Survey (LFS) and the
General Household Survey (GHS). But a broader picture for the main trends from reported

median elapsed job tenure by the empirical literature are summarised by figures 3.1 -3.4.

Figure 3.1' presents the trends from reported median job tenure in years and months from
three empirical papers’ using the LFS and the GHS from the 1970s to 2000. The first point to
note is median job tenure fluctuations is counter cyclical to the business cycle. To better
ascertain the movements of elapsed jobs tenure and the economic climate over this period,
figure 3.2 presents trends from macroeconomic activity. This figure shows from the latter
period of the 1970s to the early 1980s, the U.K. economy was in a recession - the reported

unemployment rate was 4% in 1971, reaching a peak of 11.9% by 1984. GDP growth rates

! Abbreviation Key of authors’ names: G&W: Gregg & Wadsworth; G,K&W: Gregg, Knight & Wadsworth,
2 papers being referred to are by Gregg & Wadsworth (1995, 2002) and Gregg et af {2000).
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were negative during the early 1970s and output per worker was lower during the mid 1970s
and early 1980s compared to the 1960s>. During recessionary periods, fewer workers tend to
quit their jobs as there are fewer vacancies and fewer better job opportunities to be exploited.
What this implies is job layoffs tend to dominate quits and hence average job tenure tends to
rise. This is demonstrated in figure 3.1 where trends from the GHS show rising median job
tenure from the mid-1970s to the early 1980s. Post 1984, the U.K. economy experienced a
recovery and it was a period of growth, where the unemployment rate declined to a low of 7%
by 1990. The employment rate rose and where GDP growth rates and output per worker
became stable. This was a period where workers were more likely to quit their jobs and
search for better work opportunities; thus quits tend to dominate layoffs and one observes
average job tenure to fall. Figure 3.1 shows all reported median job tenure fluctuations show
a downward trend over this period. Median job tenure was approximately 51-54 months by

1990 from a high of around 71 months for the year 1983.

Fluctuations in median job tenure in years and months seem to have similar cyclical
movements over the post 1980 period apart from observations reported for the year 1975.
The reported median job tenure figures by Gregg & Wadsworth (1995, 2002) show from the
LFS, job tenure was approximately 6 years or around 74 months as reported from the graph.
But reported median job tenure figures from the GHS are less than 5 years or 60 months for
1975. No explanations are provided as to why these differences may exist between the two
data sets and there is no way to check the differences between the two data sets as there is
no data available to measure job tenure from the LFS for the period 1977-1984. Thus, the

analysis involving observations for 1975 should be treated with caution.

3 There is no data available for redundancy rates from ONS for the mid 1970s to the early 1990s. From the data that is available,
the figure shows a downward trend over time up to the point of the most recent recession.
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Figure 3.1: Comparisons of Reported Elapsed Median Job Tenure
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Source: Figure compiled by the author. Abbreviation key for author’'s names G&W: Gregg & Wadsworth;
G,K&W: Gregg, Knight & Wadsworth.

Table 3.1 presents the changes in median job tenure from the data plotted by figure 3.1. This
table tries to reconcile the changes in median job tenure over comparable periods over time.
From this table, Gregg & Wadsworth (1995) report for the period 1975-1993, median job
tenure declined by approximately 20% (LFS data); this is verified by my calculations from the
table. From Gregg et al., (2000), the calculations show median job tenure rose by 15%
according to the GHS for the period 1975-1995 for a near comparable period to their earlier
paper which had utilised the LFS. But the differences between the two data sets can be
accounted for by the large variation in value for median job tenure from 1975. If | exclude the
value for 1975°, the results from Gregg & Wadsworth (1995) indicate a 2% fall in median job

tenure for the period 1985-1993. Whilst the results from Gregg et al., (2000) suggest there

T Data for the Labour Force Survey is available from UKDA for the period: 1975, 1977, 1979, 1981, 1983 and 1984-1991. From the
first survey in 1975, it asks respondents the length of time they have spent in present employment. The name of the data variable
from the data set is called ‘LENGEMPA’, where data is recorded and available in discrete bands. For years 1977-1981, the survey
does not ask for any sought of information on the length of time spent in present employment. For the period 1983-1984, the
survey does ask for length of time spent in present employment; the name of the data variable is ‘LENEMP’, but this variable is not
available from the 1983 or 1984 data files. For 1985, there is data available from a variable called ‘EMPLEN’, which provides
details for length of time in present employment. Thus, there is no data available from the LFS for the period 1977-1984 for
length of time in present employment. This absence explains why Gregg & Wadsworth (1995, 2002) do not provide calculations
for median job tenure for these intermediate periods.
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was no change in median job tenure for the period 1985-1995 with the GHS data. Gregg &
Wadsworth (2002) report calculations for median job tenure using both the LFS and the GHS,
but the results still differ widely for similar periods that are analysed from their paper. For the
period 1975-2000, calculations from the LFS suggest a 32% fall in median job tenure, whilst
calculations from the GHS reports a 6.5% rise for the period 1975-1998. If reported changes in
median job tenure are considered for the period 1985-1998, the reported changes in median
job tenure show they have different signs and imply different changes to median job tenure
from the two data sets over this period. The LFS suggest median job tenure rose by 1.72%,
whilst the GHS results indicate an 8% fall. Thus, by using each of the data sets to gather the
changes in median job tenure over time, they can lead to different conclusions, especially

when there is an outlier”.

Table 3.1: Changes in Median Elapsed Job Tenure (Aggregate Trends)

Median Tenure Trends
Empirical Paper _ Period 1FS Data GHS Data

Gregg & Wadsworth (1995) 1975-1993 -20% -
1985-1993 -2% -

Gregg et al (2000) 1975-1995 - +15%
1985-1995 - No Change

Gregg & Wadsworth (2002) 1975-2000 -32% +6.5% (1975-1998)
1975-1995 -9% +14%
1985-1998 +1.72% 8%

Source: Table compiled by the author.

5 In other analysis, Gregg & Wadsworth (2002) estimate muitivariate regressions to examine the changes in elapsed job tenure
over time. These results are discussed In the forth coming paragraphs, but | believe it is important to note, that from this analysis,
Gregg & Wadsworth (2002) exclude the observation for 1975 from the LFS data and only use data for the period 1985-1998. This
may be because the data value for the 1975 observation could be a potential outlier. This one observation from the 1970s could
distort the results if the aim is to explore secular changes from short, medium and long term job tenure shares over time.
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Figure 3.2: Trends from Macroeconomic Activity
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Sourche: Figure compiled by the author. Appendix 1 provides details of data sources used to construct these

graphs.

Figure 3.3 compares median job tenure reported by Gregg & Wadsworth (1995) with average
elapsed job tenure for men and Women from Burgess & Rees’s (1996) paper®. Gregg &
Wadsworth (1995) report a 20% decline in job security since 1975 (accounting for a 14% fall
for all employees). Burgess & Rees (1996) report a slight decline in job tenure of
approximately 10% at the aggregate level (trends not presented). At the disaggregate level,
the average job tenure trend for men and women from Burgess & Rees (1996) results are
redrawn for comparison with figures reported by Gregg & Wadsworth (1995). Figure 3.3

shows there are similar cyclical variations over time from the reported job tenure figures in

6 The empirical literature does not signify whether reported median job tenure in months is better than being reported in years.
My opinion on this matter is that, reported median job tenure in months is slightly more accurate than reporting median job
tenure in years, which may suffer from rounding. This is because median job tenure in months provides a more accurate figure
than in years. For example, if reported median job tenure in months is 62 months, this may translate to 5 year or even 6 years if
this figure is rounded down or rounded up. This discrepancy between median job tenure reported in months and years can be
small or big, where the former discrepancy is true in this instance. To illustrate this point, figure 3.1 compares the reported
median job tenure in years and months provided by Gregg & Wadsworth (1995, 2002). The reported median job tenure from the
two papers using the LFS data is very similar over time and they have similar cyclical variations over time.
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years to the trends from figure 3.1 and between the two papers’. But there is some evidence
of a secular fall in average job tenure. For men, there is a slight fall in average job tenure from
1985 onwards, with elapsed job tenure falling to 9.4 years in 1991 from 10.8 years in 1982.
For women, there is also a decline in average job tenure after 1982; but their average job
tenure trends remained stable from 1986 to 1992. Empirical evidence from other research
tells a similar story — that there is some evidence that average job tenure has fallen over the
1980s to the 1990s. Booth et al., (1999) found job separation hazards were higher for more
recent cohort of workers than for earlier cohorts over the period 1915 to 1990 —implying job
security had fallen. But they found men to have higher job insecurity than women and the rise
in job insecurity was more marked in the lowest occupational classifications over time for both
men and women. Burgess & Rees (1997) also found marginally shorter jobs for men in 1992
than for women compared to the mid 1970s; but both men and women have continued to
have stable and secure employment from the latter 1970s to the early 1990s. This empirical
evidence suggests that although elapsed job tenure has declined for men, workers generally

have secure employment spells with no great tendency to become unemployed over time.

Figure 3.4 presents reported and fitted job retention probabilities for job tenure less than 1
year and greater than or equal to 5 years taken from Gregg & Wadsworth (2002) and from
Burgess & Rees (1998). Firstly, the reported probabilities from Gregg & Wadsworth (2002) are
simply calculations of job tenure proportions from the raw data. No controls are imposed for
the cycle or for personal and job characteristics. Their calculations for the probability of job

tenure less than 1 year shows a slight upward trend and a slight downward trend for the

T At most, median job tenure in years reported by Gregg & Wadsworth (1995) fell by one year over a 17 year period. And average
job tenure for men and for women reported by Burgess & Rees {1996) shows job tenure declined for men (similar to the
aggregate trends reported from figure 3.1) but there is little change for women. This plot may show little cyclical variation over
time because of the way this graph has been drawn. If this graph focused on each reported measure for job tenure for each
gender separately, they would reflect similar cyclical variations over time as presented by figure 3.1. For example, from figure 3.1,
papers that have used the GHS show rising median job tenure over the latter part of the 1970s to the early periods of the 1980s.
From figure 3.3, the average job tenure reported by Burgess & Rees {1996) for men and women also show rising job tenure over
this very period. From the early 1980s to 1990, figure 3.1 shows a decline in median job tenure from the GHS; this very trend is
reflected by the average job tenure for men and for women over this time frame.
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probability of job tenure greater than or equal to 5 years. These trends signify a slight fall in

job security.

Figure 3.3: Comparisons of Reported Job Tenure in Years
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Figure 3.4: Comparisons of Reported and Fitted Probability of Job Tenure <1yr & >=5yrs
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Burgess & Rees (1998) estimate the probability of job tenure greater than or equal to 5 years
and less than 1 year, controlling for the cycle, personal and job characteristics. From these
results, the trends for the probability of job tenure less than 1 year shows no obvious changes
for men or for women; but women have a higher probability of holding a job for less than one
year compared to men. However, the probability of having job tenure greater than or equal to
5 years shows there is a slight downward trend for men, but there is no obvious trend for
women. Burgess & Rees (1998) report an increasing likelihood for women to hold long-term
jobs for the 25-35 age band, but from their resuits they conclude there to be no evidence for
shorter job tendency. Thus, these results seem to signify there have been secure jobs from
the 1970s to the early part of the 1990s based on this latter evidence which has examined job

tenure retention rates which have changed very little over time.

From other evidence, Gregg & Wadsworth (2002) explore the secular changes in elapsed job
tenure via multivariate regression analysis. Their reported results are displayed by table 3.2,
where control variables are employed to account for individual and job related characteristics
and for the business cycle to examine the changes from three different job tenure bands per

year over time.

Table 3.2: Estimated Time Trend Coefficients from Gregg & Wadsworth (2002) Paper

LFS Data: 1985-2000 GHS Data: 1975-1998 LFS Data: 1985-2000
Tenure <1 yr Tenure >=5 yrs Tenure >=10 yrs
All Workers -0.10(0.17) -0.14 (0.06) -0.20 (0.03)**
Men 0.09 (0.15) -0.29 (0.06)** -0.36 (0.04)**
WNC 0.11{0.20) -0.24 (0.07) -0.26 (0.05)**
wC -0.76 (0.14)** 0.40 {0.09)** 0.42 (0.06)**
8
WCS -1.32 (0.12)** 0.58 (0.10)** 0.47 (0.06)**

Source: Table compiled by the author. Asterisks are assumed to indicate significant time-trend
Identification Key: WNC = women with no dependent children; WC = women with
dependent children and WC5 = women with dependent children under the age of 5 years. Time-trend
coefficients and standard errors are multiplied by 100 so the time-trend coefficients can be read as
yearly percentage point changes. Bootstrapped standard errors are presented within the parentheses.

coefficients.

8 For women with children under 5 years, the analysis commences from 1979-1998 for the GHS.
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At a glance, these estimated time-trend coefficients show for job tenure less than 1 year,
there are significant per year declines for women with dependent children/children under the
age of 5 years. For job tenure greater than or equal to 5 years there is a significant decline for
men and a rise for women with dependent children/children under the age of 5 years. For job
tenure greater than or equal to 10 years, their results show significant declines across all
workers, for men and women with no dependent children, but there are gains for women with
children/children under the age of 5 years. Gregg & Wadsworth (2002) attribute this rise in

job tenure to the introduction of maternity legislation”.

To sum up the empirical evidence: the evidence from table 3.2 indicates there has been a
small decline in job security from the 1970s to 2000. For example, job tenure greater than or
equal to 5 years for men declined by 0.29 per cent per year (table 3.2). This translates to
6.96% [0.29 X 24] fall for the period 1975-1998. [t is hard to quantify what this figure means
in terms of what impact this has had on average elapsed job tenure. This is because we are
looking at what happens to the number of workers who have at least 5 years of job tenure or
more. The negative time-trend coefficient simply illustrates that there are fewer people each
year who have at least 5 plus years of job tenure. One could argue that if on average elapsed
job tenure is at most 60 months (or S years), elapsed job tenure declined by at most 4 months

- which is a very small fall over 24 years.

There has also been a secular decline in long term job tenure shares and a secular rise in the
short term job tenure shares under one year for men and for women with no children'®. The

evidence also shows a slight decline in average job tenure for men and women from the mid

? From the analysis of age and education specific regressions (results not shown here) their paper finds evidence of a rise in short
term job tenure (<1 year) shares across all education groups for men and with similar secular trends for women with no children.
Across age groups, there was some evidence of a secular rise in job tenure less 1 year for the 16-24 age group for both men and
women with no children. For women with children/children under the age of 5 years there were declines across all age and
education groups for elapsed job tenure <1 year. From the analysis of tenure shares greater than or equal to 10 years, there were
significant declines across all age and education groups for men and for women with no children, whilst there were increases for
women with dependent children across many education and age specific regressions.

10 These are results from table 3 from Gregg & Wadsworth (2002); the reported results refer to estimated resuits from the GHS
which are not presented within table 3.2 from this literature review.
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1970s to the early 1990s [evidence from figure 3.3: Burgess & Rees, 1996]. These results also
reaffirm the findings reported by figure 3.4. Part of the reason for this fall may relate to the
changing industrial structure, with the decline in the manufacturing industries and the rise in
the services industry along with the advancements in ICT, where these factors have
contributed towards a changing employment relationship between workers and firms in the
domestic labour market. Other reasons relate to a rise in the number of job-to-job transitions
that may result from a decline in the number of staff contracts that are offered to workers and
replaced by flexible job contracts. in my opinion these changes have affected job tenure, but
they have not lead to a substantial change in job security over time. They do not signify that
workers have increasing become worse off over time by having to continually search for new
jobs such that the rates of job tenure under one year have risen by 30-40% over the last 30
years. However this empirical evidence does show a secular decline in job security from the
1970s to 2000, for men and women with no dependent children. But many of the reported
results from median elapsed job tenure and the changes observed from the raw data job
tenure proportions fail to account for personal and job characteristics along with the business
cycle, which makes many of the observed changes to elapsed job tenure untenable bar results

from multivariate regression analysis.

3.2.1.1 Recent Trends in Job Security in Britain: 1985-2009

Faggio et al., (2011) explore an array of job security measures: the median, short and long
term job tenure, trends from temporary jobs and the inflow and outflow rates from
employment and non-employment over the period 1985 to 2009 using the LFS. They note that
whilst aggregate job tenure has largely remained unchanged over the last 30 years, the
aggregate trends disguise important compositional effects that have changed over time. Their
analysis notes that average median job tenure is much lower for men (a fall of approximately

18 months) than for women where average job tenure rose over the time frame. Reported
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figures show that in 1985, the average median job tenure was approximately 7 years for men
and 4 years for women. In 2009, the figure for men was 5.5 years and 5 years for women.

These average tenure trends depend on long term and short term job tenure trends over time.

They found the share of long term jobs (defined as jobs that have lasted at least 10 years) fell
over time as a share of all employees aged 35 years and over: In 1985, the share of long term
jobs among all employees aged 35 plus years was 46.1% and by 2009 this share had fallen to
38.3%. This fall is concentrated entirely among men: In 1985 this share was 56.5% and by
2009 this share had fallen to 40.7%. This fall was greater for younger men aged less than 50
years than for those aged over 50 years. Long term job shares among men aged 35-44 years
fell by 16 percentage points to 41%; whilst long term job tenure for workers aged 55-64 years
was 49% in 2009. These results suggest that there is a lower chance for younger male workers
to move into longer term jobs compared to the past. Long term jobs rose for women with
young children: In 1985 their share was 9.2% and by 2009 this share was 17%. This rise is
primarily attributed to maternity leave legislation and family friendly policies (Burgess et al.,

2008).

Short term job shares defined as jobs that last less than one year as a percentage of all
employees show little change over time. In 1985, this share among all employees was 18.5%
and in 2009 this share had fallen slightly to 14.9%,; this suggests there is matching efficiency.
Amongst men and women, more women have had short term jobs over time than men. But
the difference among men and women has narrowed over time. The marked decline has been
the greatest for women with young children under the age of five years: in 1985 this share was
40% and in 2009 this share was 17%. There is little trend by education groups but younger
workers aged 16-24 years have a higher share of short term job tenure (around 40%) than

workers aged 55-64 years (under 10%).
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There is no rise in the share of temporary jobs over the last 25 years. And from their final
measure of job security — they examine the movements into and out from employment. They
find a fall in the flow out of employment which suggests a fall in the rate of job loss over time.
The inflow rate is found to be higher in bad times (around 8%) than during goods time (around
6%). There is also a difference amongst men and women. For men, the outflow rate from
employment is pro-cyclical, where these trends have been quite high over the most recent
recession; and for women there is a downward trend over time. Overall, the employment

inflow rate shows little change over time.

The authors’ conclusion from their results suggests that job tenure for men has fallen over
time because of a rise in job-to-job moves. This conclusion does seem plausible as the
employment inflow rate from non employment has changed little for all employee during the
time frame, where for men especially there appears to be a general downward trend. But it is
unclear what proportion of this trend is accounted for by the inflow rate into employment
from unemployment as these trends are not presented. And the rise in long term job tenure

for women is due to a fall in the rate of job loss and fewer job-to-job moves.

3.2.2 North American Evidence

The North American literature reviews the empirical results from the U.S. and from Canada.
The U.S. literature for job security has typically sought to establish whether media concerns
regarding the disappearance of life-time jobs can be merited. A summary of the main findings
from the North American literature review are displayed by table 3.3, which are now discussed

briefly.
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Jaeger & Huff Stevens (1999)" find a statistically significant rise in the fraction of male workers
with job tenure of less than 10 years. They also find the share of men aged 40 years and older
with job tenure of less than ten years began to rise in the mid 1980s. They report no evidence
of a similar rise for workers with less than one year of job tenure from 1976-1996 using the
Panel Study of income Dynamics (PSID). This evidence suggests there has been no fall in job
security for the U.S. for the period 1976-1996 analysed by the authors’. However, although
their multivariate regression results accounts for individua! and job level characteristics, their
analysis does not account for the business cycle which does make the evidence less tenable.
But their results are supported by the findings from other papers’ which are discussed in the

following paragraphs.

Hall (1982) provides one of the first papers for the U.S. empirical literature, analysing the
importance of lifetime jobs. From table 3.3, part (a), the analysis from the Current Population
Survey (CPS) across all U.S. workers back in 1978 shows median job tenure was 3.6 years with
eventual job tenure'? of 7.7 years. Around 40% of workers held jobs for over 5 years, whilst
eventual job tenure calculations suggest that approximately 60% of workers would go on to
have jobs which would have eventual tenure of 5 plus years. These numbers indicate stable
and long-tenured employment over time. Similarly, Ureta (1992) finds comparable evidence

to Hall (1982) when accounting for potential biases in Hall’s (1982) methodology®.

u They also provide a review of the U.S. evidence and the issues associated with conflicting evidence from differing data sets; see
their paper for further details.
12 Eventual job tenure refers to projections of how long workers will remain employed in their current jobs.

13 Ureta (1992) utilises the methodology used by Hall (1982) to establish whether there are any potential biases that could signify
the method used by Hall (1982) could lead to unreliable results for actual and observed job tenure calculations in 1978. Ureta’s
(1992) analysis show Hall’s calculations underestimate the true job retention rates for job tenure levels below 20 years and they
over estimate job retention rates over 20 years. This underestimation is due to the secular rise in the arrival of women to the
labour force during the 1960s and 1970s. Whereas the over estimation Is associated with men. Ureta (1992) notes the
participation rate for men declined over the 1970s and 1980s. But the over estimation is likely to be associated with men who
remain in the labour force are on average more likely to have high levels of job tenure and more stable jobs. However,
calculations from Ureta (1992) show when these biases are corrected for, persons with actual job tenure for 5+ years remain
marginally unchanged between each paper. But estimates for actual job tenure of 20+ years show corrected estimates are much
lower than from Hall (1982). However, the underlying results do show with the corrections, there remain high percentages of 5+
and 20+ years of eventual job from Ureta’s (1992) calculations using CPS from 1978.
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Farber (1995) similarly explores whether there is evidence for the disappearance of lifetime
jobs over the period 1973 to 1993. The results [presented in table 3.3, part (b)] show from the
exploration of the median and the 0.9 quantile of all jobs in duration were stable and long-
tenured if not near life-time jobs. From the median regression, the coefficient for employed
males represents an average decline over the 20-years period of 0.358 years in the median,
whiist for women there was an average increase of 0.664 years in the median. Similar
patterns are also shown by the 0.9 quantile regression, where these results show there to be a
small increase on average in the 0.9 quantile of job durations for males by approximately 0.3
years. For women there was a substantial and significant increase of around 1.5 years on
average in the 0.9 quantile, which is a larger rise than from the median. The overall resuits

suggest there to be no evidence for the disappearance of life-time jobs in the U.S.

Other research has explored 4-year and 8-year job retention rates over time. The objective is
to view whether these job retention rates at similar points along the business cycle, but at
different points in time have changed over time. Swinnerton & Wial (1995) explore changes in
job security via 4-year job retention rates for the 1980s: 1983-1987 and 1987-1991%. Their
results indicate lower job retention rates over the latter part of the 1980s than for the early
part of the 1980s (the average annual unemployment rate in the U.S. in 1983 was 9.6%) for all
workers. Their results by gender also show lower job retention rates for men than for women,
who had seen a very small decline. Swinnerton & Wial (1995) interpret these results as,

“suggesting a secular decline in job stability during the 1980s".

Diebold et al., (1997} aiso explore 4-year job retention rates over the same period of the 1980s
as Swinnerton & Wial's (1995) paper and their results only indicate a small decline of 0.010or 1
percent for all workers. Their results by gender also show a modest decline for men. Diebold

et al., (1997) report that the large decline in job security reported by Swinnerton & Wial (1995)

¥ it the unemployment rate is taken to be a measure of the business cycle, these two sets of periods comprising of 4 years reflect
similar stages in the US business cycle.
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are to a large extent accounted for by (1) inconsistent classification of the self-employed (by
Swinnerton & Wial (1995)) and (2) the failure to account for non-responses to the tenure
questions. Their disaggregated results by job tenure show stable job retention rates for those
with 9+ years of job tenure; whilst by age, workers aged over 40 years showed no statistically
significant decline in job retention rates. These results seem to present very little evidence for

the end of life-time jobs.

Neumark et al., (1999) explored 8-year job retention rates from the early 1980s to the mid
1990s. Some of the resuits are reported in table 3.3, part (f). In contrast to Diebold et al.,
(1997), calculations from 8-year job retention rates reveal evidence of a decline in job security
through to the mid-1990s. Diebold et al., (1997) reported 4-year job retention rates that were
roughly stable over the 1980s; but the results for the 8-year job retention rates from Neumark
et al., (1999) reveal a significant difference of around -0.02 ** or 2 per cent, with significant
declines for men and for women. The disaggregated results showed a decline in job retention
rates by age (although there was no change for those aged 55+ years) and by job tenure there
were significant declines in job security for more tenured workers (those with 2-9 and 9-15
years of job tenure) with increases in job security for those with two years of job tenure or
less. Although the 8-year job retention rates show a significant decline, this decline is however

quite small.

Many workers believe that large corporations can be footloose if they are able to transfer jobs
to other divisions overseas or to outsource them domestically. Allen et al.,, (1999) find little
evidence to show jobs were less secure in large private corporations in the U.S. in the 1990s.
Their data sample consisted of 51 firms that were clients of Watson Wyatt Worldwide. Their
results [presented in table 3.3, part ()] show stable jobs in the private sector over the early

part of the 1990s: average job tenure for the sample in period t-5 was 12.6 years with an

15 This figure refers to column 3 from table 3.3, part (f) from this chapter.
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estimated average rise of 0.8 years over the next 5 years. There were over 50% and over 25%
of employees with job tenure over 10 and 20 years respectively, where approximately 61% of

employees in period t-5 would be with the same employer 5 years later.

Huff Stevens {2005) explored snap shots of job tenure taken at the end of workers careers
(specifically men) from 1969 to 2002. Table 3.3, part (g) presents a few of the main findings
from measures of average and median job tenure. These findings show stability in the
prevalence of long-term relationships for men in the U.S. In 1969, average job tenure in the
longest job for males aged 58-62 years was 21.9 years; in 2002, the comparable figure was
21.4 years. Similar trends were also observed by median job tenure figures. For all years, it
was found more educated men had higher job tenure than less educated men. Among non-
white men, average job tenure remained below measures comparable to white men. Long
term relationships were found to be an important feature of the U.S. labour market in 2002 as
much as it was in 1969. But, an important limitation with this study is that it examines job
tenure from the experiences of men at the end of their careers. As evidence from Neumark et
al., (1999) show a small decline in 8-year job retention rates from the 1980s to the early
1990s, it is likely that younger workers from this present time will have different labour
market experiences by the time they are 60 years old compared to the Huff Stevens’s (2005)

sample (Winship, 2009).

Finally, Brochu (2009) documents the trends for one year job retention probabilities for
Canada; these trends are presented within table 3.3, part (h). From this table, the job
retention probabilities show little change post 1990 for all groups. At the start of the period,
men had higher one year retention probabilities compared to women; but after 1989, women
continued to have slightly higher one-year job retention rates, where these rates stabilised.
This estimated stability in the one year retention rates after 1989 is interpreted by Brochu

(2009) to be a rise in job security as over this very same period the unemployment rate
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continued to decline. From other results reported by Brochu (2009), there were stable trends
for the one year job retention rates by age groups and there were no changes in the one year
job retention rates over the sample period. Evidence of job security was also found by Heisz

(2005)*°.

The empirical evidence from the U.S. literature suggest there is no end to the existence of life-
time jobs; they show stable job retentions rates over the 1980s (4-year job retention rates)
and there is some evidence of a decline in job retention rates over the 1990s (8-year job
retention rates) for men and for women and for more tenured workers. The literature also
shows workers employed in large corporation in the private sector had secure jobs over the
1990s, and there is the existence of long-term job tenure spells in 1962 and 2002 for men
reported by Huff Stevens (2005). However, much of this research compares cross sections of
data, where average job tenure or job retention rates are compared at particular snap shots in
time — at similar points along the business cycle. Most of this evidence also fails to take
account the individual or job characteristics that might influence job security over time as well
as for the business cycle”. Research by Battu et al., (2002) show individual and job
characteristics are factors that can influence the potential accumulation of job tenure over
time. Battu et al., (2002) report that gender and the presence of dependent children can
influence the type of job contract workers may be offered by their employers. These factors
have not been incorporated into much of the literature on job retention rates at particular

points in time and therefore due to these reasons, it is difficult to assess whether job security

1 Heisz (2005) also finds similar evidence. Using the Canadian Labour Force Survey for the 1976 to 2001 period, Heisz found no
evidence of a fall in job security. There was some evidence of a dedline in one year job retention rates over the 1980s for young
workers and for workers with high school leve! education or less, but this rose over the 1990s. Overall the evidence from Canada
suggests there has been little change in job security as there is no evidence of any increasing or decreasing trends from the one
job retention probabilities covering the 1990s.

v Marcotte (1999} is the exception to this case. He estimates one year job retention rates for men over the period 1976-1992
using the PSID. These rates were then used to estimate a series of job retention probability models that account for individual
and job characteristics and also the unemployment rate for economic conditions. He finds that job security declined for black
men and for men who dropped out of high school and for workers with some post secondary education but no college education.
From Marotte’s paper and the reported results it is not clear whether job security decdlined over the 1976-1992 period for all
workers as the analysis from Marcotte {1999) focuses on the changes to job security for specific education, age and race groups.
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has declined over time'®. However, the incidence of job loss rates may shed light on the

security of jobs in the U.S. over the 1970s to year 2000.

The incidences of job loss are also important to the job security debate. If job loss rates have
changed very little over time, this may corroborate the story told by the job retention rate
literature. If however, the incidence of job loss has increased over time, this evidence may be
at odds with the job retention rate literature. However, the job loss literature does tell a
similar story to the job retention rate literature, which is job loss rates have not grown over
the last 40 years. Gardner (1995) found the incidence of job loss in 1981-1982 period were
comparable to the 1991-1992 periods using the Displaced Worker Survey (DWS). But other
results from Gardner (1995) show the incidence of job loss by industry and occupations had
changed over this period. She found there was a decrease in the incidence of job loss among
blue collar workers in manufacturing industries and a rise in the incidence of job loss amongst
white collar workers and workers employed in the non-manufacturing industries. Additionally,
older workers had a higher incidence of job loss in the 1990s compared to the previous

decade.

Farber (1996, 1998, 2001, 2003, & 2009) provides an extensive array of evidence which has
explored the incidence of job loss rates and costs associated with job displacement using the
DWS over time. From earlier papers, Farber (1996, 1998) does find the incidence of job loss
was higher during the 1990s than for the 1980s, where the incidence of job losses was higher
for older and more tenured workers. Similarly, research by Aaronson & Sullivan (1998) found
the incidence of job loss through job displacement was 0.3 percentage points higher during

the 1990-1991 recession compared to the 1982 recession. But this percentage change is less

18 Valletta (1999) finds that the relationship between employers maintaining general employment contracts for workers that
account for performance incentive problems for workers and firms with imperfect monitoring changed over the 1976-1993 period
for the U.S. Valletta (1999) finds that this relationship is also responsive to economic conditions. Using the PSID, he finds the
negative relationship between job tenure and probability of job dismissal weakened over time — meaning firms appear not to
maintain general empioyment work contracts and even long-tenured workers may face the risk of job loss. However, the fourth
coming paragraphs from the job loss literature show that although job loss rates increased in the U.S. during the 1990s, they have
not increased in magnitude over time. Thus, these results may have been relevant during the 1990s, but they are not consistent
with more recent evidence that examines the changes in job security beyond the 1990s.
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than a half a percentage point and this does not signify a rise over time. Farber (2003)
suggests the higher incidence of job loss in the 1990s were due to a slower decline in the job
loss rates during the early 1990s expansion relative to the decline in the expansion of the

1980s.

In later a paper, Farber (2005) finds the evolution of job loss rates to be counter cyclical to the
business cycle, but these job loss rates did not show that they had increased over time. The
evidence shows that these rates fluctuated between 8 and 13 percent between 1981 and
2003. Farber (2005) did find that the aggregate job loss rate masks the patterns of job loss
rates over time for different groups of workers. He finds job loss rates were higher for less
educated workers (workers with less than 12 years of education) compared to other education
groups but these job loss rates did not show a rise over time. Additionally, although highly
educated worker with 16+ years of education had lower job loss rates compared to other
workers with lesser years of education, the job loss rates for this group of workers has been
rising over time: for the 1981-1983 period, the job loss rate for highly educated workers was
approximately 7%; for the 1989-1991 period the job loss rate was 8%; by the 2001-2003
period their job loss rate had increased to 10% — although this rate is still quite small.
Additionally, Farber (2005) found workers aged 20-29 years had higher job loss rates
compared to other age groups; and workers aged 50-64 years had lower job loss rates. But
the job loss rates by age once again do not show there has been a rise for the different age

groups over time.

From a more recent paper, Farber (2009) interprets the rise in job loss rates and the fall in long
term job retention rates over the 1990s as a rise in job insecurity for that period. When these
rates are examined over the period 1984 to 2008 using the DWS, Farber (2009) finds there has
not been an increase in job loss rates over this time frame that would account for a decline in

job tenure and long-term employment rates. Farber (2009) finds the decline in job tenure and
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long-term employment is restricted to the private sector with evidence of a rise in job tenure
and long-term employment for public sector workers over the period 1984-2008". There is
also no evidence of changes in job loss rates for either sector that could account for the
observed results. A probable explanation for the fall in long-term job tenure rates may rest
with the fact that whilst job loss rates have not increased over time, there is evidence which
shows job tenure from long-term employment is falling and this may be due to higher job loss
rates for high-tenured workers relative to low-tenured workers in the private sector. Second,
Farber (2009) suggests that job loss rates may not be captured by the DWS because the scope
to establish changes from the survey questions is limited and they are not able to capture the

observed trends.

From other research exploring the quality of jobs following job loss, Farber (1997) finds the
quality of jobs available for less skilled workers declined over the 1979-1996 period. However
the quality of jobs available to higher skilled workers changed very little. And there is little
evidence of a rise in the rate of part-time jobs within new and old jobs. Gottschalk & Moffitt
(1999) find no evidence for job endings to be increasingly followed by a non-employment
spell. And Hamermesh (1987) reported the present value of social loss attributed to the

workers’ share of firm specific human capital to be around $7,000 (1980 dollars).

In summary, | interpret the empirical evidence from the North American literature to show
that job security has not declined over the last 40 years. The U.S. literature on job loss shows
there has not been a rise in the incidence of job loss from the early 1980s to the early 2000s.
What this literature does show is job retention rates have been stable and job loss rates are
counter cyclical to the business cycle. Although the job retention literature does suggest there
has been a decline in 8-year job retention rates over the 1990s, the differences between the

job retention rates from the 1980s and the 1990s are small (see table 3.3, part (f) for the

1 These results contrast with the findings from Allen et al, (1999) who found evidence of job security in large private
corporations during the 1990s.
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details). Overall, the findings from the job loss literature show there is no evidence for the
disappearance of life-time jobs; on the contrary job retention rates have been stable over time

and the incidence of job loss has not increased over the last 40 years.

But changes to the length of employment spells may reflect elements of voluntary job
separations where workers try to seek better opportunities to improve their within job
benefits. However, concerns regarding the end of lifetime jobs may in part reflect the
anxieties of labour market changes (partly related to the movements to the business cycle,
changes in expectations of economic conditions or concerns of globalisation) that may only be
partially related to changes in the overall length of employment spells. This anxiety may in
part reflect concerns of how long jobs will last, which is likely to stem from concerns of firm-
initiated (involuntary) job separations. Neumark & Polsky (1998) suggest the distinction
between voluntary and involuntary job separations is important as workers who quit their jobs
are likely to improve their welfare but involuntary job separations may make workers worse
off. Thus, their argument is, if the proportion of involuntary job separations has risen over
time but overall job separations have remained stable, this may make workers feel less secure
and more anxious about their jobs; hence reflecting concerns for job insecurity. The job
security literature for the U.K. provides no evidence of a rise in firm-initiated quits. Partly this
is due to lack of data that allows for this distinction. For the U.S., evidence from Davis (2008)
finds there has been a fall in the uptake of Federal unemployment assistance for workers who

become involuntarily separated from their jobs (see next section for further details).

In summary, the analysis of the British and North American literature reviews have been
examined from the view of establishing whether the length of an employment spell or time
individuals spend within their current employment has declined over time. This chapter
interprets the empirical findings as providing some evidence of a decline in job security at the

aggregate level for the U.K. has been small; though recent evidence analysing the period 1985-
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2009 by Faggio et al., (2011) suggests that long term (short term) job tenure has fallen (rose)
over time for men (women with young children). For North America, there is evidence of a fall
in job security during the early 1990s, but over time, there is no evidence of a decline in job

security.
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Table 3.3: North American Estimates for Changes in Job Security

a) Hall (1982): Eventual & Actual job tenure distribution estimate for all U.S. workers’ in 1978

Years Eventual Tenure (%) Actual Tenure (%)
0-2 23 39.9
2-5 185 20.2
5-20 299 304
20+ 28 9.5
Median Tenure: 3.6 years

Median Eventual Tenure: 7.7 years

b) Farber (1995): Annual change in median job tenure for alt employed individuals aged 21-64, 1973-
1993
Median Regression: Males: -0.0179 years Females: +0.0332 years
0.9 Quantile Regression: Males: +0.0138 years Females: +0.0734 years

c) Swinnerton & Wial (1995): Changes in 4-year job retention rates, 1983-87 vs. 1987-91

1983-1987 1987-1991 Change
All workers 0.547 0.488 -0.059
Men 0.586 0.504 -0.082
Women 0.501 0.471 -0.03

d) Diebold, Neumark & Polsky (1997): Changes in 4-year job retention rates, 1983-1987 vs. 1987-1991

1983-1987 1987-1991 Change
All workers 0.537 0.527 -0.010*
Men 0.578 0.554 -0.024*
Women 0.487 0.494 0.007
Tenure Groups:
0to<2 0.335 0.346 0.011*
2to<9 0.568 0.522 -0.046*
9to<15 0.806 0.805 -0.001
15+ 0.671 0.712 0.041*

_ﬁge Groups:

16-24 0.290 0.254 -0.036*
25-39 0.577 0.558 -0.019*
40-54 0.685 0.675 -0.010
55+ 0.487 0.486 -0.001

Results reported are corrected for heaping and business cycle. Estimated changes statistically
significant at the 5% indicated by *.

e) Allen, Clark & Schieber (1999): Tenure in the early 1990s in period t-5

Periodt-5 = Growth peryearforSyrs

Average Tenure 12.6yrs 0.8 yrs

% of employees with 10+ yrs of tenure 54.5% 4.1 percentage points rise

% of employees with 20+ yrs of tenure 25.6% 0.6 percentage points rise

5 year retention rate 60.7% of employees in the same firm stayed with

the same employer S years later
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f) Neumark, Poisky & Hansen (1999): Changes in 8-year job retention rates, 1983-91 vs. 1987-95

1983-1991 1987-1995 Change
All workers 0.386 0.370 -0.016*
Men 0.420 0.379 -0.041*
Women 0.345 0.325 -0.020*

_Age Groups:

16-24 0.190 0.154 -0.036*
25-39 0.454 0.404 -0.050*
40-54 0.527 0.484 -0.043*
55+ 0.188 0.188 0.000
Tenure Groups:
0to<2 0.183 0.216 0.034*
2to<9 0.433 0.384 -0.049*
9to<15 0.650 0.617 -0.033*
15+ 0.485 0.477 -0.008

Results reported are corrected for heaping. Estimated changes statisticaily
significant at the 5% indicated by *. Information displayed in this table is taken
form tables: 3 and 5.

g) Huff Stevens (2005): Tenure on longest job for men aged 58-62 years; Completed tenure in years
1969-2002

1969 1975 1980 1992 2002
Mean 21.9 23.8 24.1 22.8 214
Median 21 24 24 23 21

h) Brochu (2009): One year job retention rates for Canada; Period analysed is 1977-2003

1977 1983 1989 1992 1995 1998 2001 2003
All 0.79 0.81 0.775 0.82 0.815 0.82 0.825 0.83
Men 0.81 0.82 0.78 0.81 0.80 0.81 0.825 0.815
Women 0.77 0.80 0.77 0.82 0.82 0.815 0.82 0.83

Source: Table compiled by the author. Part of the table has been adapted from Neumark & Polsky (1998).

3.2.3 Recent Evidence for Job Security

Steven J. Davis (2008) asserts there is considerable evidence from the American empirical
literature which suggest recent job loss rates (for the post 2000 periods) are considerably
lower compared to the 1990s, the 1980s or even the 1970s. His paper explores new evidence
from a selective set of ‘unwelcome’ job separations which are, “employer-initiated separations
that lead to unemployment, temporary or persistent drop in earnings, and other significant
costs of job loss”. This new evidence has been gathered from five different indicators of

‘unwelcome job losses’ using various data sources. The first source of evidence comes from
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the Federal-State Unemployment Insurance Program, which is a form of benefit that is
provided to experienced workers who may become involuntarily unemployed and meet
various other requirements to receive the benefit. Davis (2008) examines this data for new
claims for unemployment benefits from the Federal State Unemployment Insurance Program
from January 1967 to January 2007. The evidence from new claims post January 2002 shows
there has been a downward trend in the uptake of this benefit. Prior to the 1980s there was a
rising trends in new claims for the insurance benefit. Other indicators that are also explored

provide support for this view and are briefly discussed below.

Evidence from studies which explore unemployment inflow rates for the U.S. provides
unanimous evidence in support for a fall in job loss trends with similar percentage point drops.
Davis et al,, (2008) assess evidence from monthly unemployment inflow, outflow and escape
rates for the period 1976 to 2006. They find the unemployment inflow rate fell from a peak of
approximately 4 percent® of employment in 1983 to approximately 2.3 percent of
employment by 2006. Shimer (2007) examines the employment exit probability and the
employment-to-unemployment (EU) transition probability over time. Both of these
probabilities present similar fluctuations over time, where prior to 1980, both sets of
probabilities rose over time. But after the early 1980s period there has been a continued
decline in these probabilities. Elsby et al., (2007, 2009) explore the ins and outs of cyclical
unemployment for the U.S. They find declining inflow probabilities for the post 1980 period.
At its peak, the inflow rate was approximately 5 percent in 1982; by 2005 the inflow

probability had fallen to approximately 2.7 percent.

Whilst the above papers present support for declining trends at the aggregate level, there is
also support from results at the disaggregated level. Fujita & Ramey (2006) examine the

cyclicality of job loss (job-to-unemployment flows) and hiring flows (unemployment-to-

» The monthly inflow rate into unemployment was 3.15 percent of employment in 1976.
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employment flows) for the U.S. They examine the trends for job loss and hiring flows using
CPS short panels from 1976 to 2006. They examine: (a) total job loss trends and (b) net job
loss trends with four interest groups, which are (1) all workers aged 16+ years; (2) the young
aged 16-24 years; (3) prime-age (aged 25-54) and (4) prime aged males aged 25-54 years.
Fujita & Ramey (2006) found young workers have higher total and net job loss flows compared
to the other interest groups. They also found over the post 1980 period there had been a
gradual decline in the job loss flows for all interest groups. Their results from the hiring flows
also show a downward trend over time for all interest groups; although this flow does rise
during NBER recessionary periods®. These results also reaffirm Davis’s (2008) assessment of
fewer job loss flows during the most recent decade that has passed compared to the 1980s
and the early to mid-1990 period. They also support the findings from the job loss literature

which was discussed in the last sub-section.

Finally, Stewart (2000, 2002) explored trends in job security using the March CPS data.
Stewart (2000) found men tend to have higher job-to-unemployment (EU) transitions
compared to women and there were lower trends for all workers. All trends show there was
an overall decline in EU job loss trends after 1983 where there was a clear downward trend,

whilst prior to 1983 there were rising EU job loss trends.

For the U.K,, the evidence from other indicators is quite sparse, but Petrongolo & Pissarides
(2008) explore the ins and outs of European unemployment studying the contribution of
inflows and outflows to the dynamics of unemployment. For the U.K. their paper finds the
unemployment inflow rate was a big factor that accounted for the unemployment dynamics
during the 1980s, but its contribution to unemployment has had little effect for the late 1990s
or for the post 2000 period. In other words, with a declining unemployment rate over the post

1993 period, there is little evidence that points to a rising inflow rate that contributes to the

a See appendix 3 for detalils about the NBER dated recession periods.
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unemployment dynamics over this period. Hence, one could say that with the inflow rate into
unemployment accounting for very little change over the late 1990s and post 2000 time
frame, this lack of inflow would suggest that job security has changed very little if fewer jobs
are ending and resulting in a state of unemployment. Another angle through which job
security trends can also be assessed is from the job creation and job destruction literature.
The most recent paper that has explored job creation and destruction rates for the U.K. has
been by Hijzen et al.,, (2007). They explore the job creation and job destruction rates from
firm-level evidence for the services and manufacturing sectors. Viewing the job creation and
job destruction rates (table 2 from their paper) on the whole show little evidence of rising job
destruction rates for the period 1998-2005. Their results show these rates have declined over

time; see chapter 2, section 2.4.1 for further details.

Figure 3.5: Claimant Count Trends
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Source: Author’s own compilation. Appendix 2 provides the detalls for the data source used to
construct this graph.

The final evidence for the U.K. is presented by figure 3.5. This figure plots the claimant count
from the third quarter of 1983 to the first quarter of 2010, where the number of claimants
that are registered to claim job seekers allowances following job loss. This figure loosely

provides an indication for the number of claimants seeking assistance following involuntary
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job loss®. This graph shows after the early 1990 recession, the number of claimants declined
between 1993 and the early 2008 period. There has only been a rise over the most recent
economic downturn. This evidence shows there is no rising tendency for becoming

unemployed or for job insecurity.

To sum up, the recent evidence shows there is no evidence of a rise in job insecurity for the
U.S. over the last two decades. This recent evidence is limited for the U.K., but from this
limited evidence there is no increasing tendency for becoming unemployed. Additionally, this
evidence shows job retention rates and unemployment inflow rates have not become volatile

over this time frame.

3.3 Trends in Income Volatility

Income volatility refers to the variance of income and whether this variance is changing over
time (Jensen & Shore, 2008). The variance can become bigger or smaller over time. If the
variance is getting bigger, this means that income volatility is increasing over time; but if the
variance is getting smaller, this implies income volatility is declining over time®. Income
volatility can be affected by the business cycle and by forces associated with globalisation,
such as international trade, product market competition, the dynamic nature of comparative
advantage, advancements in telecommunication technology, offshore outsourcing activities
and out ward FDI can all put pressure on the wage levels of domestic labour. But to date there
has been little empirical research to establish conclusively whether these forces have

influenced income volatility over time (Gottschalk & Moffitt, 2009).

Income volatility can be affected by transitory shocks and by permanent shocks. These shocks

can have a transitory or a permanent impact on income levels over time. The transitory

2 The reform after 1995 restrict the eligibility to claim allowances for a period of 6 months if workers have (a) voluntarily left paid
employment; (b) discharge for misconduct; {c) refusal of suitable work; and (d) because of labour disputes. The trends from this
graph after 1996 do not show a rising trend. See Wu (2000) for further details.

3 It is important to note here that rising income volatility is not necessarily a bad thing. What is interesting is whether this trend
is increasing or decreasing over time.
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change to income can result from a change in the number of hours that are worked where the
loss or gain in income may not go away immediately by the next time period. The worker’s
earnings level may take three or four years to reach their natural income level. They can also
change temporarily because of the business cycle and from forces associated with
globalisation. For example, the increase in the variance of transitory earnings could resuit
from skill-biased technological change which may temporarily increase income inequality.
From a theoretical model developed by Violante (2002) concludes that advancements in
technology can make it more difficult for workers to transfer their skills to more recent
‘vintages’ of capital. Thus, workers can experience transitory wage losses within jobs that can
differ amongst workers (Gottschalk & Moffitt, 2009). Through calibrations, Violante (2002)
shows this mechanism can account for a 30% transitory surge in residual inequality in the U.S.
One of the implications from this theory is that this technology mechanism can also lead to

large wage losses through job dislocation which can lead to permanent wage losses over time.

A permanent income change can imply an income change that may never go away even after a
number of years (Gottschalk & Moffitt, 2009). Permanent changes to income can also be
associated with globalisation. For example, consider the job polarization hypothesis, where
advancements in technology can replace job tasks completed by workers that are routine and
codifiable in nature. These job tasks are also the most offshorable because routine job tasks
can be delivered from offshore foreign locations via telephone or via the internet. Consider a
call centre manager aged 45 years, who has spent 15 years working for a firm for the most
part of his/her life, is laid off as the firm decides to permanently downsize their operations in
the U.K. and offshore the call centre operations to India. As a result of the downsizing, the
worker may have to transition to another industry. At the age of 45, to seek employment in
another industry is not easy as he/she will require re-training. Empirical evidence from Autor
& Dorn (2009) found older college educated workers were most likely to transition to jobs

located at the bottom end of the skill distribution. The earnings level from these jobs will be

121



lower compared to the old job. In terms of the example, the worker used to earn say, £30,000
and he/she may probably never be at that level of income after job loss. With a new job, the
worker may earn £24,000. This new income level may climb to £26,000, but the permanent

loss of income is £4,000, which may never be recovered (Gottschalk & Moffitt, 2009).

The impact of transitory and permanent income shocks which cause income volatility has been
presented in a theoretical model by Gamber (1988) which explores income volatility resulting
from firm level volatility. The model is a long-term contracting model with bankruptcy
constraints. Firms and workers must decide on a two-period wage contract, where the firms
face both transitory and permanent shocks to its revenue function. The objective of the
contract is to smooth workers incomes. The model predicts that there is an asymmetric
response of the wage to permanent and transitory shocks. If the risk neutral firms are insuring
risk-averse workers, the mode! predicts the real wage responds more to a given permanent
shock than to a temporary shock of the same size. Firms appear to absorb transitory shocks
but try to insure against permanent shocks. Permanent shocks are assumed to persist for two
periods, whilst temporary shocks persist for only one period. Gamber (1988) finds that real

wages respond more to permanent shocks than to transitory shocks®.

Income volatility can lead to consumption volatility and volatility in household income levels.
Households and individuals may not be able to maintain their standards of living or economic
status to which they are accustomed to because of income uncertainty and this may cause a
rise in precautionary savings™. Hacker & Jacobs (2008a) note increased income instability can

reduce individual and household welfare. Additionally, many households may borrow money

x Guiso et al.,, (2005) find evidence in support of these predictions for ltaly.

» Lise (2006) develops a mode! which examines on-the-job-search and precautionary savings. This model suggests that the
decision to save money depends on the dynamics of the wage ladder resulting from the search process. The model assumes there
is an important asymmetry between the incremental wage increases generated by on-the-job-search (climbing the ladder) and
the drop in income associated with job loss (falling off the ladder). The model assumes that low wage workers are more likely to
dis-save if expected wage growth is not much higher than unemployment benefits. As workers wages rise, the incentive to save
increases; and the potential for wage loss in the future makes it Increasingly important to insure against large income losses in the
future. High-wage workers are more likely to save for the future as this mode of behaviour is driven by the prospect of falling of
the work ladder.
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to insulate their spending patterns from earnings volatility (Milberg & Winkler, 2009). There
has been a rise in unsecured debt (credit card finance) to supplement lost earnings, which
many household utilise during transitory periods of low income (Sullivan, 2002). This raises
concerns over indebtedness, bankruptcy, home repossessions with household expenditure
and consumption volatility. See Hacker & Jacobs (2008b), Dynan et al., (2008), Winship (2009)
and Nichols & Zimmerman (2008) for empirical trends in household income volatility; and for
household consumption volatility see Gorbachev (2009) and Davis & Kahn (2008). Whilst
these are important implication from income instability, these factors are not the focus of this

of this review.

Winship (2009) provides a vast review of the literature for income volatility, income mobility
and income dispersion for the U.S. at the individual level and at the househoid level. The main
findings from this review are discussed below. The literature for income volatility has focused
on transitory and permanent income volatility trends. For income mobility, this literature has
tried to assess the non-directional and directional movement of the income variance along the
income distribution over time?. it determines how well off individuals are over time, whether
they are becoming well off (moving up the income distribution) or becoming worse off
(moving down the income distribution) because of changes in the permanent and transitory

variances of income. And the literature for income dispersion examines whether the standard

deviation of income as a whole is increasing over time.

% Income mobility is defined as a, ‘change in the relative rank, or relative position, in the income distribution’ (Gottschalk &
Moffitt, 2009). This strand of the literature examines the movements of income from one period to the next for each individual in
the population. It tries to determine the changes in their rank or to determine the probability of such changes in the relative
position. For example, an increase in the variance of transitory income can lead to an increase in short-term income mobility.
This increases the chance that an individual will change their relative position with someone else — both upwards and downwards.
But as the effect on income is temporary, in the long-run there is no effect on the chance that an individual will change their
relative position in the distribution of income. A permanent change on the other hand has a permanent impact on income where
this Increases the prospects of long-term mobility of moving upwards or downwards along the long-run income distribution. But
if permanent changes to income have occurred, this diminishes the chances for individuals to change their relative position in the
future because the permanent and temporary shocks to eamings can cause individuals to be further away from their original

position in the distribution (Gottschalk & Moffitt, 2009).
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3.3.1 Permanent & Transitory Income Volatility Trends

The question this fiterature tries to establish is whether permanent and transitory income
volatility has increased over time (can make individuals worse off) or has it decreased over
time (can make individuals better off) and can this be attributed to forces associated with

globalisation.

From the income volatility literature, research by Gottschalk et al., (1994) find the dispersion
of growth in permanent earnings variance for males grew by 41% from 1970 to the 1980s,
where the transitory variance also grew by 42% over the same period for the U.S. Prior to the
1990s, the authors’ note that whilst the compositional changes from the labour force
accounted for a 12% rise in transitory earnings, the aggregate data suggested that the
increased variability had nothing to do with increased instability from the labour market or
from industry. Shin & Solon (2008) extended the period of analysis using the PSID for men and
found that whilst earnings volatility was counter cyclical to the business cycle, their evidence
was consistent with Gottschalk et al, (1994): they found a secular rise in earnings volatility
during the 1970s. Post 1970, their paper found little evidence of any form of change in
earnings volatility however, post 1998, they note there be a slight rise in earnings volatility.
Most recent research carried out by Gottschalk & Moffitt (2009) found increasing earnings
instability?” during the 1970s and 1980s, with little change in the 1990s; but there is evidence

of slight rise over the most recent decade.

Part of the reason why there may have been no trend in earnings during the early 1990s is due
lack of wage growth during this period. The analysis from Aaronson & Sullivan’s (1998) paper
suggest that an increase in job displacement rates during the early 1990s recession, along with

rising anxiety over job security may have limited wage growth by about three tenth to seven

27 Gottschalk & Moffitt (2009) interpret income instability to refer to transitory income volatility.

124



tenths of a percentage point per year during the 1990s. This evidence is consistent with their

being little evidence of rising income volatility over the early 1990s.

Yet, Jensen & Shore (2008) report income volatility may be related to risk. They note that
research which has examined income volatility trends over time have failed to take into
account individual heterogeneity, where this research has effectively been estimating an
increase in average income volatility over time. Their research accounts for individual
heterogeneity when they decompose the increase in average income volatility over time.
Their analysis agrees with previous research which shows using the PSID, the permanent and
transitory variances of average income have increased for all individuals all along the income
distribution. They found the mean of the permanent and transitory variances increased by 73
and 93 percent over the sample. The most important findings from their paper show average
volatility of incomes is driven by sharp changes in income by those with the most volatile
incomes. These changes are attributed to the ‘right tail’ of the income distribution. They
found self-employed workers and workers with very high tolerances for risks have the most
volatile incomes in the population. They found the permanent and transitory variances at the
right tail (the 95™ percentile) increased by 71 and 154 percent respectively. For all other
individuals along the income distribution, from the 1% to the 75™ percentile, their results show
the permanent and transitory income variances were stable over the 1970s to the early 2000
time frame. They also found individuals with more years of education and married male
workers were less likely to have more volatile income over time. But older individuals were
more likely to have volatile incomes. Jensen & Shore’s (2008) research shows average income
volatility has not increased for the vast majority of individuals and this implies average income
volatility has not increased over this time frame, but has effectively remained stable for most

individuals.
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What these results suggest is that the impact from any form of policy changes to labour
market institutions or from changes to industry trading conditions appears to have had little or
no impact on the volatility of income for the vast majority of individuals in the U.S. However,
forces associated with globalisation could have raised the income volatility for those who are
self-employed or for those individuals who identify themselves with high risk tolerances are
prone to having their income levels being more volatile over time. This is a supposition that
has yet to establish empirical support, but this may be a plausible explanation as to why their

income levels may be more volatile over time.

To establish whether transitory income volatility can be caused by the volatility from firms’
trading environment, Comin et al., (2009) explore whether transitory earnings volatility is
linked to the volatility in firm performance for publically traded companies. The authors’ find
firm-level volatility in sales has caused wage levels to be volatile over time if firms tie wage
levels to firm performance. Comin et al., (2009) find the rising turbulence in firm sales over
the past three decades in the U.S. had raised wage volatility. The transitory volatility of wages
along with sales were strong during the 1980s within large companies that were service
oriented compared to manufacturing oriented firms. The authors’ suggest there is a causal
relationship between firm sales and wage volatility which may be the result of large firms not
being able to monitor the work tasks completed by workers as they become more complex.
Firms may therefore tie wages to firm performance such as sales, which may cause wage

levels to be more volatile over time.

Davis et al., (2006) also find firm level volatility of publicly traded firms had increased by three
quarters from 1978 to 1999. But they also found the volatility for privately held firms {which
are typically small firms) declined by one third from 1978-2001. Pistaferri (2009) comments
that the research by Comin et al., (2009) may not be capturing wage volatility at the individual

level as their analysis simply regresses the transitory variance of average wages in the firm
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against the transitory variance of firm sales. Pistaferri (2009) also notes the data used for the
analysis (COMPUSTAT data) was not ideal and therefore this is one of the reasons why there
has been little evidence to date exploring the fink between income volatility and firm-level
volatility. Thus, this evidence signifies that transitory income volatility being linked to firm-
level volatility is questionable and it does not show that workers have become worse off over

time due to forces associated with globalisation. More research is required to establish a link.

The empirical evidence from industry level studies is still in their infancy, but from the
research that is available, it does suggest that the forces associated with globalisation have
had little impact on income volatility. Bach (2008) finds the unconditional volatility of labour
and capital incomes had declined for European countries where the transitory component of
income volatility changed very little over time. Bach (2008) finds that the volatility of labour
income did not change much during the 1980s or 1990s. But there was some evidence to
suggest the relative volatility of incomes for low-skilled workers had increased in some
industries and countries. Income volatility was found to be associated with variables
measuring bargaining power of workers; but the impact from the trade variables appeared to

have no impact on the volatility of income or capital over time.

Krishna & Senses (2009) find trade leads to income risk for the U.S. The authors’ found import
penetration had a statistically significant association with labour income risks. Their paper
reports that a 10 percentage point increase in import penetration was associated with an
increase in the standard deviation of persistent income shocks of about 10-20%. The

persistent income risk was estimated to account for a 4-11% decline in life-time consumption.

Finally, another explanation for the rise in income volatility can be due to job displacement.
For workers who become displaced, the transitory variance of their income can be more
volatile in the immediate aftermath following job displacement. Huff Stevens (2001) finds job

displacement did raise the variance of transitory earnings during the 1970s and 1980s. This
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means displaced workers had a higher variance of transitory earnings than non-displaced
workers. However, little is known about the transitory variance trends over the last two
decades — over the 1990s and 2000s. Additionally, Huff Stevens (2001) acknowledges that
rising job displacement can only explain part of the overall rise in earnings instability as
displaced and non-displaced workers experienced a rise in earnings instability during the

1980s.

For the U.K. there are no papers available to my knowledge which have explored the trends in
transitory income fluctuations or have distinguished between the permanent and transitory
variance of income. But, Nickell et al., (2002) find the probability of substantial year on year
real hourly pay reduction (of 10% or more) for continuously employed men rose by 20-30%
from the early 1980s to the mid 1990s. Devereux & Hart (2006) find income volatility for the
U.K. may be the result of changing employers. They find the wages for external job movers
exhibited high wage cyclicality that was 30-40% more than job stayers (10-15%). They also

reported internal wage cyclicality did exist but was not as great as for external job movers.

To sum up, has income volatility increased over time — the answer to this question is yes and
no. Average income volatility has not increased over time for the vast majority of individuals
with income between the 1% and 75" percentiles; but it has increased for individuals with the
most volatile income above the 90™ percentile. Secondly, can the rise in income volatility be
attributed to forces associated with globalisation — the answer to this question is no. This is
because this literature is still in its infancy and it does not provide conclusive resuits which
agree income volatility has increased over time because of forces associated with

globalisation. At present the existing literature suggests their impact has been negligible.
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3.3.2 Income Mobility and Income Dispersion

Another strand of the literature examines income mobility. This literature tries to establish
whether individuals have moved up the income distribution (they have become better off) or
whether changes in transitory and permanent components of income volatility have moved
them down the income distribution (that is they have become worse off) over time. To gage
the change in income mobility, this strand of research estimates the probability that
family/individual incomes have experienced a 20-50 percent drop (or a gain) in their income
levels over time. This is taken to be a measure of downward (upward) mobility. Non-
directional income mobility examines the absolute share of upward and downward mobility
changes to income over time to assess the overall absolute change in income mobility. And
the literature on income dispersion looks at changes in the dispersion of absolute income
mobility — that is the spread or the standard deviation over time. All studies which have
examined these measures of income volatility for the U.S. have been reviewed by Winship

(2009).

Winship (2009) finds the changes in income mobility are inconclusive as the empirical
evidence cannot conclusively find that individuals have become better off or have become
worse off over time. His review of this literature does suggest that absolute income mobility -
non-directional, downward and upward income mobility increased during the 1970s. But
there is difficulty with trying to reconcile the estimates from various data sets that have been
used to measure income mobility over the post 1970s. Some of these findings are outlined

below.

Hacker (2006) examines downward income mobility using the PSID and finds the predicted
probability of a 20 percent drop in income between two years increased from 4 percent to 11
percent between 1970 and the early 2000s. Similar findings are also reported by Jacobs

(2007), Hacker & Jacobs (2008), Gosselin (2008), Dynan et al., (2008), Rose & Winship (2009)
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and Gosselin & Zimmermen (2008). But research by Orszag (2008) for the Congressional
Budget Office (CBO), reports downward income mobility has changed very little over time and
Acs et al., (2009) report adults experiencing a 25% drop in their income between successive
four month waves over the course of a year rose from 40 percent in 1996 to 46 percent in
2001 and then fell to 36 percent in 2004. Similar rate changes are reported with a 50% and a

75% drop in income over time.

The differences amongst the results may be explained by the use of three different data sets
amongst the different papers that are mentioned. Research by Jacobs (2007), Hacker & Jacobs
(2008), Rose & Winship (2009), and Gosselin & Zimmerman (2008) have all used the PSID.
Whereas papers by Orszag (2008) have used the social security administrative data on
continuous work history sample (CWHS); Dahl et al., (2008) and Acs et al., (2009) use SIPP —
Survey of income and Program Participation panels which are maintained by the CBO. The
differences between the results may relate to the fact that the administrative data are not
subject to recall bias from respondents with survey data such as the PSID. Secondly,
administrative data has income for individuals who have very high incomes that may not be
present in survey data. However, the disadvantage of using survey data is it does not have
data for all individuals — namely individual who are not part of the social security system, the
self-employed and unreported income. But Dahl et al., (2008) note this may relate to less than
10 percent of the sample which may make little difference to the overall results which show

using administrative data, income mobility has changed very little over time.

Most of the research that has examined upward income mobility agrees there has been a rise
in upward income mobility during the 1970s and the 1980s, but it fell during the early 2000s
(Gosselin {(2008), Dahl et al, (2008), Orszag (2008)). But Rose & Winship (2009) find little
evidence of any change in upward income mobility over time using the PSID. Similarly,

research that has examined non-directional mobility (this refers to the share of upward and

130



downward mobility) from the 1960s to the early 1990s has roughly remained the same
(Duncan et al, 1993). Other papers show absolute income mobility has changed little over the
1990s to the post 2000 time frame compared to the early 1980s to 1990s (Hertz (2006, 2007);

Dahl et al., (2008); Nichols & Zimmerman (2008) and Orszag (2008)).

The review of literature relating to income dispersion is equally inconclusive. Research by
Dynan et al., (2008) finds the standard deviation from two-year percent changes in income
increased by 30 percent from the 1970s to the early 2000s. But other studies disagree there
has not been a continuous increase in income dispersion over time. The empirical research
agrees that income volatility did increase over the 1970s, it changed little over the 1980s and

rose slightly over the 1990s and post 2000 periods. See Orszag (2008), Nichols & Zimmerman

(2008), Gundersen & Ziliak (2008) Blundell et al., (2008) for further details.

The literature for income volatility suggests there has been a rise in income volatility over the
last decade based on U.S. data, but little is known as to why the transitory and permanent
income trends have increased. There is recent evidence which suggests income instability may
result from trade, job displacement and firm-level sales associated with business cycle
movements to some extent. But there is no conclusive evidence which shows that the forces
associated with globalisation are responsible for this volatility over time. The most plausible
explanation from the income volatility literature suggests average income volatility has not
increased for all individuals (those with income from the 1* to the 75" percentile); but
permanent and transitory income volatility has increased for those with income above the 90
percentile, who may be self-employed and have high tolerances for taking risks. Equally, there
is very little evidence that shows these changes to income mobility and income dispersion has

made individuals worse off over time.
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3.4 Job Displacement Costs

This final section presents the empirical evidence which explores the earnings losses that may

result from job displacement and spells of unemployment.

3.4.1 Unemployment Scarring & Wages

The incidents of unemployment can be scarring for future employment spells and for
employment earnings between jobs. A worker can become displaced from employment
through firm closure or from firm downsizing which can be the result from forces associated
with globalisation. Job displacement can lead to a number of adjustment costs; Fallick (1996)
notes job displacement disrupts the lives of displaced workers, it diminishes hard-earned
expectations and it leads to a waste of human capital. Job displacement can have two
potential costs: (1) unemployment scarring and (2) a lower trajectory of earnings following re-

employment.

Job displacement can cause unemployment scarring as spells of unemployment can lead to
future unemployment spells. An individual’s future risk of unemployment may be related to
their past history of unemployment (Arulampalam et al., 2001). The cycle of unemployment
followed by re-employment into temporary and possibly unstable jobs may occur as job loss
leads to a loss of firm-specific human capital. Unemployment can lead to the loss of general
work skills and it can prevent the accumulation of human capital. Boheim & Taylor (2002) find
post-unemployment jobs in the U.K. have shorter survival times where only one half of jobs
last for 12 months and the incidence of unemployment is found to be scarring such that it

increases the future incidence of unemployment.

The incidence of unemployment can lead to lower re-employment earnings because the range
of jobs to which workers skills are transferable is an important question for displaced workers

(Fallick, 1996). The less transferable are the skills towards future jobs, the greater will be the
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loss of wages upon re-employment if human capital is specific to a particular industry or
following the change of industries from job displacement. Indeed, from the perspective of job
signalling, the past incidence of unemployment may be interpreted by an employer as low
productivity (Phelps, 1972; Lockwood, 1991; Pissarides, 1992; Blanchard & Diamond, 1994).
Thus, less secure jobs with low re-employment wages may be offered by an employer to
prospective employees to better ascertain the quality of the job match. Many of these jobs
may be temporary and may lead to further cycles of unemployment with no pay and re-
employment with low pay. Pissarides (1992, 1994) notes that unemployed workers are more
likely to enter ‘bad’ jobs which have low start up costs, low pay, low productivity and have
higher rates of job destruction. Alternatively, Arulampalam et al,, (2000) suggest the
unemployed may experience future incidence of unemployment as unemployed workers
lower their reservation wages with the passage of time; they are more willing to accept lower
quality jobs which are more likely to be destroyed. But Arulampalam et al,, (2001) find that
although interruptions to spells of employment with unemployment can lead to a loss of
labour income, this may also lead to longer term ‘scars’ from future unemployment spells and
re-employment within unstable jobs. A higher incidence of future unemployment may lead to
fonger spells of job search but workers may also drift into economic non-activity. This may

potentially exacerbate future inequality through poverty and social exclusion.

3.4.1.1 Empirical Evidence

The evidence from unemployment scarring has primarily focused on men, where little is
known how unemployment scarring affects the earnings level for women. One possible
reason for this lack of research may be because women have career interruptions to start
families which may affect the quality of data that is available for analysis. From the literature,
Arulampalam et al., (2000) find strong evidence of state dependence effects with respect to

previous unemployment incidence for mature men. Roughly 40% of the observed persistence

b
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in the unemployment probability was by state dependence. In other work, Arulampalam
(2001) reports the wage scars for men re-entering employment following unemployment face

a wage penalty of 5.7% during the first year of unemployment.

The first spell of unemployment and the duration of unemployment can be very damaging to
wage levels in future employment spells. The impact from unemployment on earnings levels
occurs in two parts, which relates to the incidence and the duration. Gregory & Jukes (2001)
examine the impact of unemployment scarring on British men for the period 1984-1994. They
report the incidence of unemployment merely has a temporary average impact upon earnings
following re-employment. This earnings set back is estimated to be 10% on initial
engagement, which is largely eroded away after two years of continuous re-employment. The
first spell of unemployment causes the most damage on the earnings levels for men; this wage
scar is estimated to be 21.5%. The duration of unemployment is found to have the most
damaging impact on earnings levels which can have a permanent long lasting impact. The
authors’ find that a one year spell of unemployment adds a further 10 percentage point

penalty upon wages. These costs are most significant for older and high seniority workers.

Youth unemployment can also lower earnings levels in adulthood employment. Gregg (2001)
and Gregg & Tominey (2005) examine how the experiences of youth unemployment and
repeated spells can impact the earnings level on re-employment in adulthood and the role of
education in preventing or promoting the wage recovery. Gregg (2001) found men, who
experienced an extra 3 months of unemployment in youth before the age of 23, experienced
an extra 2 months out of employment between the ages of 28-33. Gregg & Tominey (2005)
also find unemployment experienced in early youth can result with a wage scar with a
magnitude of 13-21% by the age of 42. Wages scars of 9-11% can persist for up to 20 years
later even without further spells of unemployment. This study also lends further support to

the fact that extensive youth unemployment can lead to further incidences of unemployment
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risk up to the age of 33, which further inhibit wages. The authors’ report upgrading education

qualifications can enhance earnings recovery, but they are not frequently undertaken?.

The literature on unemployment scarring predominately features British empirical evidence
and some evidence from Europe. This evidence shows that the incidence of unemployment
can lead to lower earnings levels post unemployment and where the incidence of
unemployment can increase the future occurrences of unemployment spells. The earnings
losses that can result from unemployment can cause wage scars that can be big during the
first year. And additionally, the length of time spent unemployed can further lower earnings
levels post unemployment. Youth unemployment can also have a detrimental effect on the
earnings levels of workers in aduithood. Yet, it is unclear from this literature whether the
impact on the earnings level and the subsequent wage scars that can result from re-
employment following a spell of unemployment have grown over time. This is because most
of the findings from the British empirical literature are based on a small number of papers that
were published during the first half of the 2000s. | call this literature the first wave of findings.
There is currently no new empirical evidence from a second wave of research to determine
whether workers who have lost their jobs over recent time, have experienced wage scars that

have increased in magnitude over time compared to earlier estimates.

There is no empirical evidence from the U.S. literature that has examined the impact of
unemployment scarring on wage and earnings levels. Much of the research has tended to
focus on the long-term earnings losses that can result from job displacement. The job loss

literature has already shown the incidence of job loss has not increased over time. But the

2 Evidence from the European evidence shows the impact of unemployment scarring is not limited to experienced labour or
men; Gartell (2009) finds a wage scar of 30% for graduates who registered as being unemployed five years after graduation
compared to those graduates who did not register as being unemployed upon graduation for 