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Photochromism in the Bi-Imidazolyl System

ABSTRACT

The work, which is reported in this thesis, is concerned with
the photocthmic processes, or light induced changes of colour displayed
by the hexaaryl bi-imidazolyl system.

The thesis includes a study of the solid state photochromic
'decay reaction, in which the colour change is brought about by the
dimerisation of triphenyl imidazolyl radicals. FEquipment, used in
conjunction with a U.V./visible spectrophotometer, was asscmbled to
allow the process to be followed at various temperatures and from
the daéa accrued a kinetic scheme, based upon a diffusion controlled
recaction involving a radical-dimer complex species, has been suggested.

Investigations were also carried out into the photochromic
processes ofrthe bi-imidazolyl system in benzene solution. Based on
earlier observations, the work included thé study of the effect of
variation of the parent dimer concentration upon the generation and
decay kinctics of the triphenyl imidazolyl radicals and the related
radicals fluorinated on the 2 phenyl fing. Kinctic schemes, most of
which ha?e necessarily involved a postulation of radical-dimer complexes
of some sort, have been formulated for each radical system at each
dimer concentration used. Rate constants for the reactions have been
given,

The electron spin resonance spectra for the three fluorinated
derivatives of the triphenyl imidazolyl radical haveibeen reported.
Assignment of the splitting constants was attempted by use of simple
Hilckel molecular orbital calgulations but this proved largely unsucc-

essful. Accurate theoretical reproduction of the experimental spectra



was thus not achieved. It was decided, thatl lilickel was in too many
ways unsatisfactory for the system; and work on an alternative, more
complete molecular orbital approach (that of Pople, Pariser and Parr)
was initiated. A computer program was obtained to permit such
calculations to be made, and although not all problems had been over-
come by the end of the time allowed for this thesis much headway had

been made, and guide lines for further work have been suggested.
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As non S.I, units have been used from time to time throughout this
thesis, factors for their conversion to the S.I., equivalent are

given in the table below.

Unit : S.:.Equivalent
Angstrom (R) 10" metre (m)
Centimetre (cm) 1072 m,

Gramme (g.) 10> kilogramme (kg)
Centigrade (°C) (°%C+ 273.2) kelvin (K)
Electron Volt (eV.) 1,602 x 10~ " Joules (J)
Kilocalorie (kcal) 4,187 kilo Joules (kJ)
Gauss @) 1074 Tesla (T)
Cycleg/second (c/s) | 1 Hertz (Hz)

Degree (angle, °) /180 radian (rad.)
Oersted (Oe) | 10 £7 Ampere metre” (Am~ )
Bohr magneton 9.2732 x 10”22




CHAPTER 1

INTRODUCTION




SUMMARY

Much work has been done in studying compounds which exhibit light
induced changes of colour, in one form or another, Some of the work
concernsd with this process, known as photochromism, has been devoted
to the hexaaryl bi-imidazolyl system (in which a dissociation from
dimer to radicals or alternatively an association of the radicals, is
responsible for the colour change), but as yet a complete picture of
the system haé not been attained, The originai purpose of the thesis,
therefore, was to add fresh information to that already possessed in
the field and to obtain if possible an insight into the problems posed

by previous work.

7

The initial investigations concerned the solid state photochromism brought
about by association of triphenyl imidazolyl radicals. Equipment for use
in conjunction with a U,V./visible spectrophotometer was assembled to
allow the process to be followed at various temperatures, and although

the system proved complex, data was accumulated which permitted a kinetic

scheme for the solid state radical decay to be subsequently suggested.

Following the work on the solid state, investigations were carried out
into the photochromic process of the bifimidazolyl system in benzene
solution, Based on earlier observations, the work included the study of
the effect of variation of the parent dimer concentration upon the
generation and decay kinetics of the triphenyl imidazolyl radicals and the
related radicals fluorinated on the 2 phenyl ring. Kinetic schemes have
been formulated for each system and comparisons have been made betwesen the

various recactions at ths different dimer concentrations used. Rela combroals "or

the tRacriong have been given.,



The eleckron spin resonance spectra for the three fluorinated
derivatives of the triphenyl imidazolyl radical have been reported,
Assignment of the splitting constants was attempted by use of

simple Huckel molecular orbital calculations but this proved largely
unsuccessful., Accurate theoretical reproduction of the experimental
spectra was thus not achieved., It was decided, that Hiickel was in

too many ways unsatisfactory for the system, and work on an alternative,
more complete molecular orbital approach (that of Pople, Pariser and
Parr) was initiated. A computer program was obtained to permit such
calculations to be made, and although not all préblems had been overcome
by the end of the time allowed for this thesis much headway had been

made, and guide lines for further work have been suggested,



1.1

Photochromism

Under the influence of light, certain substances undergo a change
of colour, this reaction being reversible in that removal of the light
results in a return to the original state, The process is known as
photochromism, which literally means colouration by light, and
substances undergoing such a reaction are called photochromics., A
typical example of the response of a photochromic system to illumination

Figure 1.1, shows how the optical density at the particular wavelength

~of the colour change, alters with the irradiation. Before illumination

is initiated at Tt,there is a finite optical density, due either to
absorpfion by the parent material or to thermochromism (a process
identical to photochromism cxcept that it is brought about by thermal
energy), but on illumination, the optical density of the system
increases and continues to increase until the rate of the reverse
photochromic reaction becomes equél to that of the forward reaction.
The position of this photostationary state will then depend upon:-
(i) the. intensity of the light source used

(ii) the quantity of photochromic material present

(iii) the quantum efficiency of the process

When the light is removed at T,, the optical density slowly decreases
until the system is back to the original state.

The picture may well be complicated by the fact that most systems
are not reversible indefinitely and the excited species formed by
absorption of quanta of light may well undergo side reaction with
perhaps oxygen or solvent, leading to degradation of the parent material.
Loss of colour in this way may appeaf, as iﬁdicated by Dessauer and
Paris:?, to be part of the back photochromic reaction, and as such‘
will lead to erronecous observations of photochromism, It may thus be

necessary. to check for this with continuous illumination experiménts.
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1.1.1 Naturec of the colour change

Absorption of light by the molecule fo give the -colour, leads to
an electron transition from a lower energy level to a higher ;ne, and
the energy required to bring about such a transition is given by:

E = hY
where E is the energy difference between the two levels,‘V is the
frequency of light absorbed, and h is Planck's constant.
Provided then that some simple assumptions are made it is possible to
obtain a reasonable picture of what the transition involves. Hiickel
molecular orbital theory, which is described later, gives one method
of obtaining some insight into the energy levels within the molecule,
and a pictorial representation of such is shown in Figure 1.2,

By considering a linear combination of the various atomic orbitals
of the molecule, a set of molecular bonding, non bonding and anti-
bonding orbitals are obtained. The transition of the electron caused
by visible light absorption will then be, in general, from the
highest occupied level, normally either the highest bonding orbital
or the non.bonding orbital, to the lowest unoccupied level, which is
usually an antibonding TT* orbital, The intensity of the transition
will be governed by the symmetry properties and will only be éllowed
when the electronic spin angular momentum remains unchanged (i.e.AS=0).

Huickel molecular orbital methods are in some ways, however,
unsatisfactory and a more rigorous method is described later.

1.1.2 Examples of photochromism

Photochromic processes have been studied now for nearly one
hundred years, the first reported case being by ter Mcer3 in 1876 who
showsd that the potassium salt of dinitromethane changed colour when
exposed to exciting radiation. Since then, a large number of photochromic
- systems have been discovered and have been found to fall mainly into

five catagories.
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(i) Heterolytic cleavape

The most studied group of compounds within this .category
are the spiropyrans, a term used to denote very generally, a
molecule containing a 2H pyran ring in which the 2 carbon atom
of thé ring is involved in a spiro linkage.

These compounds undergo the photochromic change by the
heterolytic cleavage of the 1,2 single bond of the pyran ring
and the charges of the resulting zwitterion are stabilised by
resonancet This increase of resonance energy leads to a colour
change of the compound. Figure 1,3 shows a typical structural
change on exposure to light of a spiropyran, in_this case 6
nitro 1',3%',3' trimethyl spiro - 2H-1 benzopyran - 2,2' indoline .

In general, spiropyrans only undergo photochromism when in
solution and upon exposure to ultra violet light. The coloured
solutions obtained may then either fade thermally, according to
first order kinetics,or in many cases undergo bleaching with
visible light,

(ii) Isomerization

A prime example of compounds undergoing photochromism by
CIS-TRANS isomerization are the aromatic azo compounds?.

Azobenzene and nearly all its mono substituted derivatives .
have their principal absorption bands (M4 1*) in the ultra
violet region, and a weaker n+T* transition near 450 nm. which
gives the compounds their characteristic yellow appearanée.
When exposed to light, photoisomerization from the trans to the
cis form of the compounds occurs (Figure 1.4A), the T W *
bonds shift to shorter wavelengths and the n—+71T* absorption is
strengthened (Figure 1.4B). This has the overall effect of
deepening the colour. The reverse reaction, i.e. the thermal
dark reaction, is;fifst order with an activation encrgy of about

21K cal.
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(iii)

(iv)

(v)

1.1.3

-

Oxidation-reduction systems

This process involves a reversible transfer of an clectron
under the influence of light, mcaning that the species involved
must have two stable oxidation states. Tor example, illumination
of phenylenediamine tetracetic acid6 on Vicor glass gives a blue
cation radical (Figure 1.5) which in ambient light disappears
according to first order kinetics. Colour centres in alkali
halides are also included in this group, as the trapping of an
electron at a crystal defect may be considered to be a change
in oxidation state.

Triplet - triplet absorption

A long lived triplet - triplet transition may also result
in a colour change. For example a number of hydrocarbons in a
solid matrix at low tempcratures or in a plastic matrix, undergo
certain colour changes. When exposed to an ultra violet flash,
the lowest triplet states of the hydrocarbon are populated and
these states then have an intense absorption in the visible
region. The triplet states will usually decay back to the ground
state in a time of the order of one seccond. It is because of
the speed of this reaction that Windsor and co-workers at T.R.W,
Inc. have thoroughly examined hydrocarbons for use in eye
protective devices, '

Homolytic cleavage of a g bond or dissociation

It is into this category that the hexaaryl bi-imidazolyl
system falls and it is thus this type of photochromic change
which is of most interest to us.

Photodissociation B

Dissociation of a bond, in general, will take place when
energy is absorbed by the molecule and somehow localised in the
bond being ruptured. Thermal dissociation for instance is

brought about by an increase in vibrational, translational
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and rotational energies.  Photodissociation, dissociation caused by
the absorption of light encrpgy, however, occurs when the molecule is
promoted from its ground state to an excited molecular state in
which one electron usually occupies an antibonding orbital. As
molecular orbitals are generally quantized, the energy difference
between these states will-be quantized. Associated with each of
these discrete encrgy levels will be certain vibrational levels,
also Quantized.

Excitation to an excited state

A potential energy diagram of a molecule undergoing a normal
excitation is shown'in Figure 1,6A, -If the molecule absorbs encrgy,
not large enough to cause dissociation (e.g. €n in Figure 1.64), it
will gradually lose this by both radiative and radiation-less processes
to arrive back at the ground state, at, however, a higher vibrational
level then that at wﬁich it started. (A very small fraction of the
moleé&ics, will have an intérnuclear distance such thaf thé energy
absorbed will give the molccule suffiéient energy to dissociate).
Absofption of any cnergy greater than €B will be continuous (thq
vibrational states above the dissociation energy E being non quantized)
and will lead to diésociation. Quantum yiclds for photodissociation
will thus be negligible for encrgies absorbed below £g but will
approach unity for those above.

The picture is somewhat different, if the moleccule possesseé
only a purely dissociative excited state (Figure 1,6B), In this
case the excitéd state has no discrete vibrational.levels and
absorption of light as a result wiil be continuous. Quantum yields
of this type of process will thus be independent of wavelength and

approximate to unity,
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The Photochromic change due to photodissociation

When photodissociation causes a homolytic cleavage of an-intra
molecular bond, a pair of radicals will result. These radicals,
normally extremely short lived, may be stabiljéed by the delocalisation
of the single electron usually in either the highest bonding orbi.tal
or in a non bonding orbital. It follows from this, therefore, that
the more strongly aromatic the radical is, the more stable will it be.

Such a process could well lead to a photochromic change, for a
molecule with a certain holecular orbital structure and thus a
certain light absorption, may be susceptible to photodissociation.
The radicals which result then from exposure of the molecule to light
will have a different moleculaf orbital make up, meaning that
absorption of light by the single electron in the highest occupied
orbital, would occur at a different wavelength to that of the
original molecule.

However as well as photodissociation going on, the radicals
produced no matter how well stabilised, will as a rule tend to
recombine so that two'competingreactions will be taking place, This
results in a photostationary state being established at a certain
radical concentration, If the light source is then removed, the
system will return to equilibrium and the predominant reaction will
be recombination, the system reverting to its original colour before
illumination. The rate of this recombination will of course depénd

upon the stability of the radicals.



1.1.4 The Hexaphenyl bi-imidazolyl system

A light induced change of colour of this class of compound was
first discovered in 1960 by Hayashi and MaedaB, who noticed that
oxidation of 2,4,5 triphenyl imidazole yielded a pale violet precipitate
which exhibited piezochromism (a change of colour caused.by the
exertion of pressure on the molecule) and which when dissolved in
benzene gave a deep red-violet solution., On evaporation of the
solvent, a pale yellow crystalline solid was obtained‘which was
markedly photochromic and thermochromic in both the solid state and
in solution, The substance was also found to have an E.S.R. absorption.

From their results, Hayashi and Maeda concluded that the red
species obtained by illumination was the triphenyl imidazolyl radical
(Figure 1.7A), vhile the yellow form was a labile meso-ionic form of
the radical °. )

It was later in 1964 that Hayashi and Maeda'™ realized that the
non coloured form of the compound was some kind of dimer of the
triphenyl imidazolyl radical,and they assumed the structure of this
was as shown in Figure 1.7B.White and Sonnenberg'' however, using
I.R. techniques,elucidated the structures of both the piezochromic
and photochromic dimers (Figures 1.7C and 1 7D respectlvely) and

showed these to be in equilibrium with the radical in the following

way:

2 (g) () : | 1= Ragical
1/
N

3 —. photochromic dimer

/l 2: piezochromic dimer
*
3
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They postulated that in solution at room temperature,3, the-
photochromic dimer, is the more stable fofm, evidence of which
they gave as the thermolysis of the piezochromic dimer to the radical
and the subscquent formation of 3. The photochromic reaction of 3
in both solid and solution, will then be represented by the fofmation
of an excited dimeric spéﬁies 3* which will dissociate to the ra&ical
1.

This scheme has also been used to explain the phenomenon of light

storage which has been reported for the system '2 2nd 13

When a solution
of the photochromié dimer is cooled to -20°C in benzene and irradiated,
no photochromic colouf change takes flace and no E,S.R, signal of_fhe
radical is obtained. Furthermore, if a benzene solution of the
radical obtained at room temperature is cooled under irradiation,

the radical colour disappears, again at—20°C, and does not appear
until around -150°C, at which temperature it reappears but is a bluish
purple rather than red, On warming under irradiation, the reverse
occurs and no'colour or E.S.R. signal may be observed between -15600
and -20°c, n

This behaviour haé been interpreted by considering the equilibria
(shown above) postulated by White and So;ncnberg.

The equilibrium (b), lies far over to the radical side at room
temperature and only shifts towards the piezochromic dimer at
temperatures lower than -20°C, Equilibrium (a) on the other hand,
favours the existence of the photodimer at room temperature and will
shift even further towards that dimer at lower temperatures.

Howéver, upon irradiation of the system, the equilibrium (a)
will be moved towards the side of the radical. If the solution is
then cooled, the radical quickly dimerizes to the piczochromic dimer
due to the low activation enérgy of the process (Figure 1.8),

resulting in the loss of colour and E,S.R. signal between ~20°¢C and'—1SO°C.

’
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Warming.the solid solution back up to room temperature,’with the
source of irradiation removed, results in the radicalsbeing reformed,
as the piezochromic form, being the less stable dimer at room
temperatures, rcarranges to the photodimer by way of the radical,

The reappearance of the colour at lower temperatures still,
has been interpreted13 to-be due to the fact thatlthe radicals
produced by the photochromic process have insufficient energy at
‘these temperatures to surmount the barrier of the activation energy
of dimerization. The bluish purple appearance of the frozen solution
at - 196°C has been attributed to a different conformation of the
triphenyl imidazolyl radical than that at room temperatures.,

Kinetics of the photochromic decay reaction

.The kinetics of the photochromic decayvreaction of the hexaaryl
bi-imidazolyl system in solution have been for many years under
discussion. Hayashi® in 1960 and Ueda Min 1964 found the order of the
decay for 2,2',4,&',5,5' hexaphenyl bi-imidazole to be first order.
Later Hayashi1°ashowed the reaction to be second order using ultra-
violet/visible spectrophotometry and confirmed this work with electron
spin resonancétechniques’.c>b To explain this order, he stipulated
that the reaction had to be a simple dimerization of the radical
(Figure 1.7B). Wilks and Willis , however,in 1969, showed that
the reaction was much more complicated than this, and they found
that the decay of the photochromic colour to be 3/2 order in the.
early stages falling later to first order. To explain this they
postulated the following mechanism:- -

L.L2"‘"’L~+ L2
Lo+ L-L,»L” + LL o+ or L+ LeLydl+ + 1;-L2 -
L-Lp— L + Lt .or LL 3 > Lo+ L2-

2L -1,



’

. 12
where Leis the radical (Figure 1.7A) and I is the photochromic
dimer. The L°Ly radical-dimer complex, they suggested was responsible

for the colour and E.S.R. signal and showed that if one applied a

steady state treatment to the series of reactions one obtained:-

g-g-I‘.l—')' = d L‘LQ" =0
at . dt
2 3/2
~d(Lrlp) = K, (L-L2) + Kg(_lg_) (L)
at Ky ‘

This explained the fall of order from 3/2 to unity with time,as
when the concentration of LeLp is very small the term (LL2) will bve
more i@portant tha.n.(L.]'.e):"/2 . |

They supported the plausibility of this theory by pointing out
that the existence of the species L- was known (indeed the sodium
salt of lophine has been prepared16 ) and attempted to show their
presence in the reaction by measuring tﬂe change in free cnergy of
the system resulting from a change of dielectric constant of the
medium. Kirkwoodf7 has calculated the change in free energy resulting
from'transfer of a dipole from a medium of dieiectric constant unity
to a medium of dielectric constant D, assuming that only electrostatic

interactions are involved, to be:-

Z};Gelec = —/gi D-1

> (2D+1)

where/u.is the dipole moment and r is the radius of the molecule.
Aésuming then that this electrostatic term is the only important one,

a plot of 1n (equilibrium constant) against (D-1)/(2D+1) should yield

‘a straight line. This was found to be true in one case (namely with

benzene - pyridine mixture as the solvent) while in dioxan - water

mixture the bchaviour was not obeyed. The deviation was explained .

in terms of solubility effects.



Prochoda and Krongauz '® later investigating the effect of
concentrétion on the reaction, confirmed the results of Wilks and
Willis at a dimer concentration of 10'3 M, but at lower concentrations,
below 10 ™ M, they obtainéd a second order kinetic scheme, This they
have interpreted as being due to the fact that the small dimer
concentration precluded the existence of the radical-dimer complex
and the reaction would appear to be a straight dimerization of the
. radical,

‘

The piezochromic decay reaction and the photochromic decay
19-2
reaction in the solid havebeen studied by Hayashi and Maeda 0 who

found both to be third order. They suggested that this was indicative

of diffusion controlled processes.,

1
Ueda has observed the generation of radicals by

following the intensity(Yt) of the central line of the E.S.R.
spectrum of 2, 4, 5, triphenyl imidazolyl radical with time (t) of
illumination, and has found that the two are related by the
expression:-

Yt = A(1 - e ¥ )
where A is decided as lim. (t-»®™) Yt,
Fiﬁally, some studies have.been carried out into the photochromic
processes of a number of substituted bi-imidazoles in solution,
The earlier references to the work in this field "b'“z suggested that
the recombination kinetics of all substituted radicals considered,
followed sécond order only. Later investigations by Wilk;?chowever,
indicate that this is not neceséarily.so and he attempted to show
that for at least four of the substitutedradicals (i.e the 2 ortho,
2 parafluorophenyl, 2 parachlorophenyl and the 2 paramethoxyphenyl
4,5 diphenyl imidazolyl radicals), the kinetics followed the reaction

scheme given above for the triphenyl imidazolyl radical combination.
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FElectron Spin Resonance ' %

Theoretical aspects of electron spin resonance
P

An electron has an intrinsic angular momentum (spin)
which according to the pfinciples of quantum mechanics can
only be measured in one direction, normaily assigned as the
7 direction. The component of thc'spin in this direction is
then charactérised by the qﬁantum number Ms, which fpr an electron
may have the value +% or -, the sign depending upon whether the
spin is ‘up' or»'doyn“. By convention Ms = +% is used to describe
the ‘up spin' (), ana Ms = —% is used for the 'down spin' QS).
Because of this spin, a magnetic moment /l;will be set up, and

_ -
jts component in the Z direction /La may be derived from the

following relationshipy

3

/lg: -Ms ggp'g . ' 1.1

where 8¢ is a dimensionless.constant whose value for a free

electron is 2.0023 andupe is the Bohr magneton -for the electron

given by eh/4wmc (e being the charge of the electron, h Flanck's

constant, m the mass of the electron and ¢ the velocity of light).
In the absence of a magnetic field, thé two spin states

are degenerate but application of a magnétic field along the

% axis results in an interaction of this field with the magnetic

moment of the electron and the degeneracy is removed (Figure 1.9A).
This is known as the Zeceman effect, and the energy of interaction

between magnetic field, H, and the electron is given by the

formula,

]
]

—-/,té H
+(MoqePe H ) 1.2

This means that when Ms = ~%~the spin state will be stabilised

due to a decrcase in energy. A spin state given by Ms = +% on
the other hand, will be destabilised owing to a positive energy

of interaction. The entrgy differencc between the two Zecman
N



. AE =9=P£H A . 1.3
Transition from one Zeemen level to the other occurs when
the system is exposed'to an electfomagnetic radiation
perpendicular to the magnetic field with a resonance
frequency such that
hV = qePeH -' . 1.4
To satisfy the resonance condition, normallyy is kept constant
at a frequency of around 9500 MHz and the field strength H is
varied. For a free electron a'field of around 3400 gauss is
required. Figure 1.‘9B shows that the signal obtained from the
transition is recorded as a dergvatiye of the intensity A of
the absorption with respect to fhe field strength H and as a
function of H. The line width of tho signal obtained is
generally taken as the abscissa distance between the maxiﬁum
and minimgm of thé derivative curve.
Relaxation
When the resonanée condition is fulfilied, transitions
~ from both energy levels can occur in that the probabilities of
emission - and absorption of energy are the same. Whether emission
(tfaﬁsition from>the higher energy level E2 to the lower level
E1)'6r absorption (B, to E,) will take place, depends upon
the relative pbpulations of the two Zeeman levels nq and ny,
the relationship between these being given by Boltzmann

distribution law:

|#
"

exp (-AE/kT)

exp (-gePel/KT) | 1.5

Where k is the Boltzmann constant. This means that there must

il

be a slight excess of spins at the lower level in a magnetic
field (for H = 3400 gauss and at room temperature,nz/n. = 0.9984).
However, since the populations of both levels are equal in the

absence of a magnetic field, application of the ficld must result

in (nq~ nﬂ/2 electrons transferring from E; to Eq by a process of
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of energy exchange with the surroundings, This non-radiative
process is called spin lattice relaxation, and is responsible
for the prevention of the disappearance of the field induced
population excess (M, - A,) during irradiation. Without
spin lattice relaxation the population of the states would
slowly become equal and saiuration would occur, with the
resulting loss of the absorption signal. Saturation may well
occur also, despite the relaxation process, if the incident
electromagnetic radiation used is too strong.

The time in which the number of excess spins is decreased
by 1/e‘is called the spin lattice relaxation time T;, and as
this. time determines the life time At, of a spin state; it is

related to the uncertainty § E of the Zeeman levels by Heisenberg's
uncertainty principle:
SE.At = h/2w : T 1.6
- P, will thus affect the line width of the E.S.R. signal.

1.,2.2 Hyperfine splitting

In géneral,vbecause of the spin pairingof electrons, most
organic molecules are diamagnetic in that their total spin quantum
number in the % direction, Mstoh y will be zero., There are
certain molecules, however, gnown as radicals in which one
electron remains unpaired, (Ms®t =% ). fThese compounds
because of the unpaired electron will be paramagnetic énd will
thus have'an E.S.R. signal, composed not only of one line but
made up of many. The number of lines'obtained is determined by
the interaction of the electron with the magnetic nuclei in the
molecule.

The component of the magnetic moment of a nucleus (of
spin quantum number, I) in the Z directién is given by the

. relatioﬁship,

Mus 4y g P T
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where Mp- is the spin quantum number in the Z direction = -1,
(-I+1))(—I+2);h+113~ is, like gg, a dimensionless quantity and
ﬁnis @he nuclear magneton.
In a strong magnetic field H, interaction between electron
‘and magnetic nucleus occurs and appears as a perfurbation B
to the Zeémun levels of the electro;:
"dE = (éE)om'uso. "'(JE);so.. o 1.8
(§E) anisotropic represents the dipole-dipole interaction
between the magnctic moments and is dependent upon the relative
positions of Me and }lﬂo In liquids, molecular motion results in
the averaging out of the (§E) aniso. term, apart from a small
residue due to viscosity of the medium,and this will contribute
only. tothe line width,npt to § E.
(JE)V isotrop‘ic is known as the direction independent
Fermi contact terms In a strong inagnetic field in the Z
direction it is given by the relationship,
(§E) o = - %—‘-(}1?./13, )P'(O) . 1.9
_ where P' (0) is the spin density at the nucleus. Bearing in
mind the earlier definitions of the two magnetic moments one

obtains:

(JE)“O_ =t 3%!_ (%EﬁE %N}E‘JN (MsMI}f'(O)) | 1.10

This relationship shows that for positive QNahd f)' (o) the
Zeeman levels of the electron are stab’ilised when Ms and My
have opposite signs, and are destabilisedfor Ms and Mg of similar
signs. The number of sub levels prodﬁced for each level will
obviously depend on I,and for hydrogen in w'h.ich I = %—,M,Ica.n
either +% or ~% and each level ‘will be split into two. For |
nitrogen on the other hand My may take three differcnt values
+1, 0 or =1 resulting in each Zeeman level having three sub

levels, .

e

Transactions betwgen levels, as described earlier will now

only take place if the change in the cloctron spin quantum number,
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4

Ms,is %.1 and there is no change in the nuclear spin quantun number

Mi. A diagrﬂéatic representation of the transitions for hydrogen
and nitrogen and the fesulting spectra are shown in Figure's 1.10,

A and B respectively. It can be seen, that the number of lines
resulting from the hyperfine splitting by a nucleus of spin

quantum number, I, will e given by 2I + 1, and that these lines will
have the same intensity, due to the small value of (§E }iso., and
therefore the very small difference between the populations of the
sub levels. ) .

The separétion between ad jacent lines 1is given by the coupling
constants of the nuclei,('ax for nucleus X),a.nd like the corresponding
interactions (JE)isO'V they are depe;lde;nt only on the electron
spin density /o' (0) at the nucleus.

ices ax = Kxo' (0) 1.1

where K = 4 Eisq Cw 4xBu Msk
X 7345775] e'lo "'%—— %"P” _Il

Diagrams similar to those of Figure 1.10 A and B, can also

be drawn up for radicalé containing more than one magnetic

nucleus, each nucleus splitting the Zeeman levels successively
according to their interactions with the unpaired electron. When some
of the nuclei are equivalent, certain spin configurations of the
nuclei will be degenerate e.g. 2 protons A andB have two spin

configurations which are of identical energy.

(]
Q)

N.

iees M, (A) =4+% M, (B)=-
M, () =~% My (B) =+ %

This results in an increase of intensity of certain lines.

In general, for n equivalent nuclei with spin quantum nwnrber I
there will be (2nI + 1) lines and the distribution of intensity

will be binomial.
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Molecular Orbital Theory

Hilckel M.O. Theory

The calculation of electronic energies by the H.M.0. method
is relatively simple and straight forward, providing a numﬁer of
assumptions are made. The first basic assumption is|defined
as the L.C.A.0.(linear combinaxioﬁ of atomic orbitals) approximation
and this states that ‘the Tt molecular wavefunctions or orbitals may
be taken as linear combinations of the atomic orbitals of the
atoms in the molecule. This will mean tﬁat the méleculaT orbitals

for a molecule will be in the generai form,

. 'l[}:‘ = C3u¢| ¥ C31¢z+.... ij\¢(\, 1.12
n
or ‘lp:) Z‘Pz\ C3r¢r
where Yjis the j molecular orbital, @Pris the atomic orbital

th th
for the T atom, andCjpis the coefficient of the ¥ atomic orbital

in the }t%olecular orbital. PFrcm the combination of n atomic orbitals,
there must result n molecular orbitals.
The Schrbdinger equation shows that

Hy= EY
H being the Hamiltonian operator and E the energy of the Yorbital
Now if both sides of that equation are multiplied by the complex
conjugate of Y , assumed here alsc to be Y , and if the equation

80 obtained is integrated over space, it can be seen
fuHYdT = [YEVCT 3

or as B is scalar,

= JuHydT -
The best set of values for the coefficients of equation
112 may now be found by applying the variation principle which
states that

- SUHUIT 5 Eo -
fy*dT | 1,15
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This means, that any function other thun the correct one
will yield a value for the ground state erergy which is higher than
the true value. The problem is thus reduced to finding the set of
coefficients that yields ‘the lowest encrgy when put into
equation 1.15.

de- = 0 1.16
dce

i.e.
Substituting 1.12 into 1.15 and omitting the molecular

orbital indices for the present,

£= SEccd)H (2 BT 1.17
521\ (Cr ¢r~)1 AT

£5.cocs SOMP, AT | 1.18
E{_ﬁsCrCs (Pe s 4T °.

For .convenience the following notations are used

Hrs = J.¢r H ¢s dt ‘ 1.19

and ‘Srs = f¢r¢s dC 1.20

. £ = §4§$CPCS‘4rs 1.29
21. é Crcs S(‘s

The denominator then consists of a series of overlap

inteprals whose sum cannot vanish so equation 1.21 becomes

& %‘é CeCe See = %% CrCs’ Hes 1.22
‘which on differentiation with respect to a particular
coefficient ¢, , bearing in mind the relationship given by
equation 1.16, yields

& %Cs Ses + €§Cvgrl: = iscf- Ht‘- + Z:Cf H'ﬂ: 1.23
but as Sré = Bsr and Hrs = Hsr,

g{chrt = gcerk - 1.24
or éle (HfE“ZSrk3= 0] - 1.25
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This minimization procedure may be carried out with cach

coefficient so that n equations of this type are obtained.

(Hu Sll \"" Ca Haz Snf)“‘ + Cn H"\ m{-_)-::o
(H:u 57.»8) Cz(Hz:. Szzi) "'Cn Hzn."szaﬁ) O 1.26

Cl‘ (Hm Smf) + Cz.(an - Sm.f-)‘*‘- e Cr\ (Hm\ Sm\ﬁ\ 0

* - - -

or S cr(Hﬁ -Sa9 =0 o 1.27

RS

?

The solution of these equations may be obtained by putting

the value of the corresponding secular determinant equal to zero.

e, ' ,

Hy - Sue Hia-See ... Hia=-Sin €

qu - Su & Hz'i."sl‘l-t 0 H'zn.-Szna

}

vy =0

' ! 1,28
| P '
' 1

HM -San € an." Sm2€ ... Hnu"gr\f\ﬁ

l
!
|
'

Further approximations are now introduced.

'The Hrr terms are called Coulcmb Integrals, and represent
approximately the energy of an electron in an atomic orbital
(being contributed to the molecular orbital). For molecules
consisting entirely of carbon atoms such integrals are assumed
equal and are denoted by the term & .,

The terms Hrs for r;!é are known as resonance integrals
and from :bhe definition Hrs =S¢rH¢sd’E it can be seen that they
represent the interaction of two atomic .orbitals. If the two atoms
r and s are not classically bondéd, these terms are assumed to
be 0. For bonded atoms however (again only when the 1lattice
consists solely of carbons), the Hrs values are considered to be
;:qual and\are represented byﬁi . Relative to the energy of an

clectron at infinity both & and P arc negative energy quantities.

’
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The overlap integrals Srs, for atomic orbitals which are
normali;cd, are put equal to 1 for r=s but set to O fo;:rfs.
This latter assumption is partly justified in that it can be
shown thét Srs vanishes rapidly as the distance between r and

s increases.

Thus the secular determinant, equation 18, will now become

oL- & FSuz }3V5 Coen }3u\
}32. *-€ fSTs e ;S?Q

F)im P,mz Pc\s v, SU-E .29

with}3rs=}30r 0 depending on whether r and s are bonded.

i1
Q

‘

Expansion of this determinant is then possible leading to

a polynomial which has n real roots of the general form:

!o(—E:! = .-QJ j=1, seeel . ‘ 1030 |

p

Thus as required one obtains n possible values for the
energy of the molecular orbitals, the energy of the jth molecular
orbital being given by

83=ec+o.3[3 : 1.31

It remains then,only to find the coefficients c jr. This
may be done, by feeding the values of the energies back into .
the series of equations 1.27, to give the ratios ca/c|, 03/0, ..;.
cn/c, for each molecular orbital,and by using the relationship
Zp:'= 1 (for normalized orbitals) to obtain their actual values,
Thé conclusi&ns arrived at ébove are bésed on the assumption

that the individual atomic orbitals are identical i.e. the atoms

jnvolved must be all carbon. So if molecules containing atoms
other than carbon are considered, certain modifications are needed
to make allowance for the differing pull these atoms exert on the
electron as comparcd to. carbon. In Hﬁékel theory,aliowance for

this is made by introducing changes for the & and }3 factors for the
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heteroatoms. For a heteroatom X,
A x -.:»O(o * tho ' _ - 1.32
 Bex = Kew Po : 1,33

where ®,and ’50 are the values for carbon in benzene and

oy and ey are those for the heteroatom bonded to carbon. The
more electronegative is the atom X the more positive will hy be.

A carbon adjacent to the heteroatom will also teﬁd to

have a different affinity for the electron to that of a benzene
carbon, and to account for this a further parameter,the auxilliary -

inductive parameter, is needed. This is defined by

§x = thy ; 1.3
where f is ncceésarily less than 1, and the coulomb integral will
now be given by the relationship

K¢ = o(o*é‘xpo 1.35

Finally, although the Hiuckel molecular orbital theory may
be sufficient at predicting unpaired electron density in some
radicals, it will not by itself give spin densities necessary
to predict most E.S.R. spectra. For instance Hiickel predicts that
an odd alternate radical (one in which there is an odd number of
atoms and one in which alternate atoms méy bestarfedwithout two
starred atoms being adjacent e.g. in the simple allyl radical
_;~C—;), wiil have zero unpaired electron density at every other .
atom due to the distribution of the electron in the non bonding
orbital. .This does not mean, however} that the spin.density will
be zero at these atoms or that hydrogen atoms attached to these
will>n6t contribute to the hyperfine splitting. It remains,
therefore, to find some method of converting Huckel results for
the wavefunctions to spin densities on the atoms in the molecular
érbital'ffamework. A rcasonable method for this has been shown to

be the McLachlan perturbation methodzz.

,



1.3.2

The McLachlan Perturbation Theory 2k

L.
He bégan with the rcasonable assumption that in a radical,
the single determinant wavefunction with one unpaired electron
and Zn other electrons;ig not as useful as it is for a closed
shell model, in which all the electrons are paired, due to the
fact that theola.ndﬁspins are affected to a different degree by
the unpaired electron. Tq allow for this, Mclachlan employed
the self consistent wave function proposed by Pople and Ncsbet23. -

v e ol v
' , 1.36

I

ew)

@ :

sec oo o= -

W aaed) WP @ad) .. Ub(2n)

in which the oland}?a spin electrons are in different sets of orbitals
\Pdand q}p and the odd electron is in the ¢sorbital. In the
overall wévefunction @, the effeétive field prc;d.uced by the other
electrons is different for the different spins owing to the exchange
term in the energy. |

The effect of this exchange potential of the odd electron, |
is to alter the spi_n densities on the atoms by an alteration of
4, the Coulomb integrals; and ﬁrsthe re.sona.nce integrals, for
electrons withaspin. This perturbation has been discussed by
McLachlan in terms of the wavefunction, and he has shown that, providing
the molecule is alternant and assuming the Coulomb repﬁlsion
integrals X,-,- are the same for all electrons,

'f*' = ¢ - b ¥Zmes C3 13T

where Pr is the spin fiensity on atom r, Co¢ 18 the coefficient of
the atomic orbital of the r'th atom in the non bonding ofbital,

and Tlys is given by

I . Cei Coy Cat ég |
Tes = "4%% E'y')EL ) 1.38

where i aré the occupied and j are the vacant orbitals. The
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Ei{ and Ej values are the energies of the occupied and unoccupied
Huckel orbitals respecti‘vely. .
Then by putting & ¥ /p = =\ = -1.2.,where P is the

average ﬁrs of all the bonds in the molecule, Mclachlan's final

equation for the spin density becomes

Pe = Car - >\/§'ncsco§ 1,39

One of the main drawbacks of Hickel is that it is
essentialiy a one electron method, and tends to ignore‘any '
influence of the electrons on each other. This fact is
reflected in that to predict certain different éxperimental
results for one set of compounds, different values ofot and
ﬁ»may be needed. For instance, the first ionization potentials
of aromatic hydrocarbons correlate closely with the energy of
the highest Hiickel orbital iff =-40 eV . but for the same
compounds, is féund to be -2.4 eV for good agreement with the
energy of the first allowed electironic transition. Finally,

a pof 0.7 eVis heeded to explain the'resona.nce energy of
the compounds. ‘

It has been concluded from these results that the}3é used
in the three different calculations must'represént different
combinations of one electron energies (nuclear attraction
and kinetic energy qnly) and two ele;tron repulsion energies,
which are not accounted for in'the theory.

The fact that electron-electron repulsion is ignored, is
also indicated by the fact that Huckel theory is not very useful
for molecules with rather polar bonds or for non—- alternate
molecules in which there is a non~ uniform distribution of
charge. This is especially so for molecules containing heteroatoms,
because if due to the unavailability of experimental data one uses
atomic speétral data to calculate the Coulomb integrals, the
bond polarities obtained are unreasonably large, as no allowance

for interelectron interactions are made.
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It would thus appear, that Huckel has shortcomings
which may make it an unaccéptable method of determining the
wavefunctions of a molecule. In fact, its failuré to explain
spectroscopic data played a large part in the development of
somewhat more rigorous methods, known as self consistent field
or SCF theories. These methods lie between.the two extremes
of Hickel and ab initio molecular orbital calculations, which
are inapplicable to all but the smallest molecules, and have
a varying degree of approximation. Within'the group, for
instance, lies the non—empirical method known as the Hatree-
Fock wave functions, while at the other end,.lie the semi-
empirical T -electron theories such és that developed by Poplezh
The method emﬁloyed for the purpose of this thesis was a semi-

empirical one due to Pariser, Pople and Parr (the P.P.P. method).
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SCF molecular orbital cquations

As in Huckel, the first assumption is that each molecular
orbital wave function may be expressed as a seriés expansion 6f
a set of orthonormal basis func?ions:; The set is arbitrarily
Vchosen, but for simplicity the LCAO approximation is usually
invoked and the number of basis functions limited to one per

th

atomic Tl centrec. The wavefunction of the i" molecular orbital

may be thus given by:-
L= 2 Cim Dl
Wi )Rt 1.40
. C . . .th
where Cif~1s the coefficient of the gtowf41n the 1 polecular

orbital and fu is the basis function for atomp.

Now, according to the Pauli principle, the only valid form
for the total wavefunction is an antisymmetric»one i.ef one in
which the wavefunction changes sign witﬁ an exchange of two
ele;trons. Tﬁ;;“condition will be fulfilledk-if the total wave-

~function is represented by a Slater determinant as follows:

G Y2 ... Wila)

QS I KD RUACO I Gy
JNU .| | L

Pal) Un)  Waldd 14

It can be seen by examination of this determinant that
interchange of columns (or electron exchange) leads to a
change of sign forjg, and further that if iwo columns are
idéﬁtigal,égmust be zero. This condition is also necessary
'if ﬁo two electrons are to be identical.

In fact, the derivation for the entire antisymmetrized
product wave function need not be carried out, and only one
orbital at a time may be treated. This is done by making use

of the Hartrcs-Fock equation for a single echtron,

, "
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FWYi=¢e Y T g2

Where F .is the new operator in place of the Hamiltonian H.
In a similar way to the Huckel treatment, application of the

LCAO expansion leads to the equations:

) ZC\)(F}.\,\)"ES}L\)\ ::.O i 1.43
and IF)J.v—~ES)w| = 0 L 1.44
where | E«w = Y@/k FQ)\) 4T 1.45

The differcnce between these equations above and the
corresponding ones in Hiickel (equations 127, 128) lies in the
difference between F and H. Lennard-Jones 25, Hall26 and Rootha.nz.’;
have all shown that Fuv for a closed shell model may be given
by the expreséion; | :

| Ew = H;.v + Zr'g Pf6 [(/uv lfcﬂ-‘ '/2_(/*{3’\)0’)1 1.46
Where H® is the core Hamiltoni_q.n for an electron and consists of
the ‘kinetic energy term for the election aﬁd the potential energy
“between an electron and 'all the atomic cores of the molecule.
Goepﬁert:ﬂayef and Sklar %%, have postulated an approximation to
this cére potential, | ,
2
HE =2 v+ 2%
2 2 2
where Vl'- 6&3:?' + ()a\ﬁz + aia.
If Z« is the nuclear charge an atom & and R« is the distance

1.47

of the electron from this nucleus, then the nuclear-clectron

potential Ve will be given byj;

\/d» :»-Zo(e} | .
R Lo 1.48
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The core Hamiltonian can thus by represcnted in atomic
units (in which the charge and mass of an electron and ‘b all

become equal to unity) by the rclationship:

C 1 — Zoc
HE = =%V 2 R 1.49
The remaining terms in the equalions above, account for

the effect of electron interaction. Defining (/u\\)\ FG) by

(}wl_‘xf) = U’@m P (%) Pe@DPs (D) ST T 1.50
it can be seen, that this term may be physically interpreted as
being due to the repulsion between an electron distributed in
space according to the function ¢/_L¢\)(1) and a second electron
having the distribution Cbl:gbd(?) i.e. it represents the

Coulombic interaction between the electron concentration in the
overlap of two atomic orbitals /.Land\’ and that in the overlap

between P ando”. This interaciion may be demonstrated pictorially

as follows:

O ()

(}»\)\P@
()),\)\‘36 ) is thus known as a four centred integral. When/A;V

a three centred integral is obtained, in that the repulsion
becomes that between the electron in the atomic orbital/uand

the second electron having the distribution @Pd)d‘.

o (&

().L)U-\(w‘)

A two centred integral simply de;cr:bes the repulsion between

electrons in two atomic orbitals.
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&

PAIR
Similarly ( /u.y\\)d) is defined by:
(uphve) = 5180 G0 (F) DD (D dTid Ve 151

This term is introduced to take into account the spin
of the elcctron, and the fact that two electrons of the same
spin'cannot according to the Pauli principle occupy the same
position in space. is known as the exchange integral.

Einally, the term Pps in equation 1.46 is défined as the
bond order and is given by: ‘

Pes = 2% Ckp Cke | 1.52

the summation extending over all the occupied molecular orbitals
Wi

| It would thus appear, that there is now a contradiction,in
that to find 5’}"’ the equation for Fog must be first solved, but in
order to do this, values forcxPandcxdare needed, These however
can not be solved gnless thg orbitals (and henceﬁyu:) are known.
This prqblem is overcome, py solving equgtion 1.46 iteratively.
That is, estimates for fhe coefficients of the orbitals are
made (usually by application of Hiickel theory to the molecule)
and thesc are put into the equations 1.52 and 1.46 to give values
for Ep». Using these values obtained for Kuvthen, the secular
equations 1.43 and 1.44 are solved to give new values for the
coefficients which are again used to find F. The process‘ is

repeated until the input and output of the coefficients are self

consistent.
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Choice of atomic basis functions

Basiéally, for a non empirical SCF calculation, twd
types of basissets are commonly used in conjunction with thé
LCAO approximation, these being generally a compromise betwecen
functions that adequately describe the behaviour of the electrons
and functions for which the calculations are not too difficult.
The first are known as Slater type orbitals (STO) in which fr
varies as exp(-kr), w?ile the other type are Gaussian functions
whichwaithough-ﬁave’little resemblance to any atomic orbital
will, if a number are taken'in a linear expansion; represent
the atoﬁio orbital suff;ciently well, Gaussian functions have
a radial dependence on distance i.e. exp(-krz)

Howéver, there is a drawback in using a non empiricéi
method, and that is, that the size of molecule on which it may
be used is limited by the fact that fornorbitals, the number
of two électréh integfals needed to be evaluated for the solution
of fhe(lsecular equations is rA, This takes up a lot of time and at
thepresent momenf, onlj medium sized molecules may be treated in
this way; |

For larger molecules; there exists another way of approaching
the problem of evaluating the integrals,and fhat is to ignore the
form of basis funétions and empirically evaluate the integrals.

This is indeed the method used for the P.P.P, type-calculations.

1,3,k P.P.P, Seif consistent molecular orbitals 2°
The major assuhption in the P.P;P. calculations is, as in
Hiickel, that the zero differential or ZDO approximation may be
,ad;pted. This approximation means that the overlap between all

atomic orbitals (whether adjacent or not) is considered to bo

non existent and that the overlap integrals 9xledﬁ must reduco



to zero‘whenvi'/# a.ndeO’. The effect of this neglect of overlap
is to cut the number of two electron integrals needing to be
evaluated quite considerably. Examination of equation 1.46, for
instance, shows that summation over P ando’results in only one
non zero electron repulsion integral, when P::/u. . and o™=y i.e.
equation 1.46 becomes on application of the ZDOfapproximation.

Bo = Hio BBy 13

where X/») = (}*/J_\\)\))

From equatlon 1.47 the core potential may be defined by

<« ._'| 2 '

»H/u.v = Sd)/a.( 4 V" \n +\y + g*r}l{n)) ¢\) dx 1.54
Where\/m and\(N are the core_potentials of atoms M and N,the
nuclcar centres of/xand\)respectiVely. If it is then assumed
that {ﬁere is sufficient overlap of}uandxito give enough attracti;n
bétweeh the positive charge cores M and N and the overlap cloud
of orbltals/u\,\)to brlng about bonding, the 1ntegrals for the M
and N cores w111 be non zero. Furthermore, if the contrlbutlon
of the distant cores (A%M N) is considered to be negllglble,‘ip»

can be wrltten as: .

w f@u (‘}Z-Vz"'VH"'VN) ¢9 dT | 1.5%
This term is normally defined as the resonance infegral.
Tﬂﬁs, the off diagonal elements for the F matrix may be defined
as
F}w = J?:}w /w\é/w . C 1.56
Similar treatment for the diagonal elements give the following
equations: |

P = Hyp + %%ﬁ(/x/x\efb“ % B Q) 1,57
vhere H,*,* = [ Pu (~12V** Vi +§vq)¢,A 4T 158

L{gyu Y@Qpr%.qyx aT | o159

LYETN)

U}tj& - j¢}‘; | -/sz*'Vﬂ) ¢/A. d'.z . 1,60

and
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Ul:'j* may be ph{éically interpreted as being the.energy
of the orbital %ﬁ for the appropriate state of the atom M.
(This is further discussed in the section on parameterization),

Now if atoms A and M are far apart,

Zaet

Y¢}“’VA ¢f d'z =7 Ran 1.61
where 3¢ is the chargevén atom A and Raw is the distance
separating it from the orbital}x. Also, iff)is the orbital on
atom A, the two cenire two elcctron repulsion integral gﬂfd?fo
is given by:

1.62

(/1/4‘()())"’ -%Zn = X/xe

Thus combining equations 1.61 and 1,62,
§¢},\. \/n ¢,.L d:t = ‘F(R\ zﬂX/)..f 1.63
The term f£(R) is known as the penetration function, and
it allows for deviqtioné of the two integrais abo&e from their
relationships»(given by equations 1.61 andA1.62) at low values
for R. Satis%actory resuits are however obtained if the value
for f(R) is always assumed to be unity.

Combining the above equations 1.57, 1.59 and 1.63 therefore,

the diagonal elements of F will be given by

’ F/’j“” = U/y». v Y Bjkxﬂ/x*'%ﬁpee—zn\ X}.\r 1.64 |

Equations 1.56 and 1.64 give the elements of the Pople
SCF equations forT electrons.

At first sight, the ZDO approximation would appear to be
very severe. However, it has been shown that neglect of overlap
has a real basis,in that making the assumption the mesults
obtained are not unduly jeopardismﬁo Also‘any errors which are
introduced can be partially compensated for by a judicious choice

of parameters.,
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Parameterization of the P.P.P. method

s

As has been mentioned earlier, PPP is a semi empirical

molecular orbital meth.od. The definitions of the elements of
the SCI equation for them eiectrons -have been given above; but
it remain; to be stated what form do the empirical parameters
needed to replace the integra}s take,

There are three parameters used to construct the F

matrix, and these replace.

(i) U/‘/* ~ Energy of the orbital fu (Goeppart-Mayer -
: ~ 7 Sklar potential)

(ii) /\’)/M, ~ Resonance integrals
(111) Y}w - Two electron integrals.

(i) FEnergy of the orbita.ljéa

Koopman's theorem}‘states» that an orbital energy
" may be equatéd to minus the ionization potential for
the removal of an électron from that orbital.

e U}*}* = —I/* . 1.65
where I/L is the valence state .ioniza.tioh potential
(v.s.1.P.).

:i‘he concept of valence state ionization potential is best
illustrated by considering the example of a carbon atom.
The process o-f“ionizationfrom the valence state can be
represe;;t.‘ced by the foll‘.owirig scheme?

- c (1322s 2px2py2pz).].:§..3,0+(1s 2s 2px2p))
in v&high c( 1s? 2s 2p, 2py2pz) denotes the electron config-
urafiori of the valence state of a neutral carbon atom. The
value of I may thc_an be .calculateﬁd. using the following
relationships:¢
(i) c(1s%2s% 2p2p) E_J___>C+(1822822p)
(ii) ct(1s22s %2p) LC+(182282])QD)
(i11)¢ (15 2322p2p)?_3__>9 (15° 2s2p2p2p)

N
»



(i) represents the ground state icnizoation potential, and
the resulting (Hlnge in electronic configurabion, (1i)
represents the energy corresponding Lo an eleclron in

. . + . .
the 2s orbital of the C species beiug promoted to the
2p orbital, and (iii) represents that of a 2s electron
of a carbon atom being promoted to o 2p orbital., All
three of these energy terms may be determined experimentally

132 )

and Hinze and Jaffe  have tabulated various values for a
number of atoms. It can be seen, therefore, that the

valence state ionization potential will be given by:

IC = E1 + E2 - E3

The core resonance integrals}§ﬂg

o = S0 (=57 Voo Vo) o LT

Normally}sis varied to give the best "fit" of the

data to experiment, for a given set of\%ep ami%%» , but
Flurry, Stout and Bell> give an empirical equation which
is useful in obtaining a reasonable starting value for the

resonance integral.
p/u» = =2324 up[_solﬁ( 5! \'*Z’Q 2) 57)*\’] 1.66

where Zc is the effective nuclear charge for carbon and %»,
and Zy are the effective nuclear charges of the atoms of

which m andVare the orbitals (separated by a distance of

o
Ty A). If the atomsmandVare carbon then equation 66

rcduces to:
}3/**’ = =252k axp. (-Sgw) 1.67
However, for a bond between atoms which are not solely
carbon, the effective nuclear charges exerted upon the molccular
4 .
bonding electrons are neecded. Slater3 has defined these

charges as:

Z -_. =Z'—S 1068
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where Z is the atomiq nugber or actual nuclear charée of

the atom, and s is the shielding constant which accounts

for tﬂe shielding effect of the other electrons on the

atom. According to Slater, these shieldihg constants should

have the following contributions - |

(1) Zero from any eléﬁtrop having a principal quantum
number greater than that of the electron under
cqnsideration{

(2) 0.35 from each electron with the same principal quantum

 number ().

(3) Forsorp electrons a contribution of 0.85 for each
electron with a principal quantum number ofn.~1; and
1.0 for those with a principal quantum number ofn-2 or
iess. For(ieleétrons with a principal quantum number
of n-1 or leés, é contribution of 1.0. |
Thus for a neutral carbon atom, apart from the electron

in the 2p, orbital which is cons}dered to be contributing to

theTi molecular orbital framework, there are threc other

electrons with a priﬁcipal quantum number of 2 and two

others with a principal quantum number of 1 (1s electrons).

Zeff = 6.0 — (3x0.35+2x0.85)
= 3.25
For twg non bonded atoms p‘and q’}qu is taken as zero.
Flurry, Stout and Bells’method described above, is just
one Qay of determining [y there are many others. For the
purpose of this thesis however, this method was used to give
an approximate value forﬁagand further ad justments were méde

in order to try to get a good fit of the calculated values to

experimental data.
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Two electron Coulombic integrals Zf,w

. Pariser 35, in definingx y the one centre two electron
integral, reasoned. that the repulsion of two electrons in
the Tl orbitalw shouid be given by the difference between

/
the valence state ionization potential (1;‘,,) and the valence

state electron affinity (E.)Q.

i.e. X/u/u. = ]'_/&-E)& 1,69

If one defines the one centre Couiombic infegral empirically
then an appropriate method must be found for defining gu.v.
Various approximations have been used for Z}w, but calculations
show that the results obtained are usually insensitive to
whichever method is employed. A well used method (and indeed
the one which is gmployed for the calculations in this thesis)

is that due to Mataga and Nishimoto->® .

X , = 40 1.70
/& R/JN AN : .
where R is the distance in Angstroms betwear orbital . and V),

and T = 4. 40
2 [(Tu-E+(Iv -5 . 1.71

When Ruy = o, X/.w= 2970.

Open shell calculations

The above treatment constitutes a restricted Hartree
Fock method, in that only closed shell states are considered..
In the unrestricted Hartree Fock (UHF) method, however, the
wavefunction is again written as a single determinant, but
different orbitals are taken for the &« andF) spin electrons,

Thus the wave function has the form:

W = lq}m Woet .. .- Yo Pnu WIP.---' wﬂ/&'l .72
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" Ths LCAO-3CI" equations Tor this wavelunction were
first given by Pople and Nesbet 37 and their ZD0 form was
derived by Brickstock and Pople 38. They are similar to
the equations for the closed sh2ll system, the coefficisnts

of thaoacset, for example, being given by:

fﬁ:g;,(Fiﬁs —-EESyxv) =0 | 1.73
and I Eu:) - ES/W I =0 1.74
Where, in the same way as f‘qr the closed shel'l treatuent,
one obtains:

- Fixo = Hpo * ‘;g{ p: [(/«w“?o’)-— QLlea)] r s 9.0)\(:0’)}

1.75
o p
f%,o' and P‘po" are the separate bond orders for
the « and F; spin elocirons and are given by
ol
= Z ¢

Fpo = G "4P Cxo ‘ 1.76

o P

= + Poo
Fbo Fos v 1.77

There will of course be a corresponding set of equations
to determine thz P orbitals,

To enable full consistency to be'achieved in thoe U.H.F.
method, both the e« and P matrices, being linked in having
common bond orders, must be diagonalized simultaneously,

Thus, the iterative cycle will involve assuming a set of
c'.oefficien'ts in 01;der to solve one set of secular equations
(e.g. the sel) and from thase, to oblain an improved seb of
o coefficien’s which in turn will be u:sed withh the assumed

P coefficients to construct the secular equations for the ﬁ
set, In this way, the"oc andp sets are treated alternali vely
until self consistency is reached,

Subsequent combination of both states, does not only
lead to the wavefunction for t}}e state with the required

multiplicity, for a radical this shonld be a doublet, but,
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for a molecule with 2n-1 electrons, a-mixture of higher
states ﬁb to those of multiplicity 2n will also be obtained,
Remgval of the unwanted components f£om the wavefunction
may be achieved however by using a projection operator, as
proposed by Lawdinsg; which acts upon the total UHF wave-

function.Q). For annihilation of the state of multiplicity

28 + 1, for example, the operator is:

As = S*- s(s+1) | 1.78

where s2 is the total spin operator, given by:~

2
S w=s(s+1)(P 1.79
Further application of such opérators,may then be
used té remove higher energy components, In fact, to leave

only ths spin eigenfunction 2s + 1, it has been shown that the

full projection operator is given by

0. =T g'- ¢(e+1)
S 7 ias s(s+1)-2e) . 1.80
In some circumstances, a full projection of the
wavefunction is unnecessary, and Amos and Hall40 have
postulated that the major contaminant in the UHF wavefunction
is due to the state with the next highest multiplicity to
that required. The use of a single annihilator
b = 8% = (se1)(s42)
js thus usually sufficient to give a auch improved wavefunction

for the state of multiplicity 2s+1, In either case, the

new wavefunction will be given by

@' = ns-¢

Thus one may now calculate the spin projected results
for the bond orders, totalWenergies etc. for the open shell
state, |

An important inherent advantage in this, the spin polarized

method, is thzt because the electron spin pairing const}aint has
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easily . The spin densities are, in fact, dircctly obtained
from the diagonal elements of the e a.nc’.ﬁ electron bond order
. Pﬂ Pﬁ . . . o p .
matrices and before projection, or K~ and K after projection,

in the following way:
ot <] |
o= (Pi-Pi ) /24s2> 1.81
. . ol A ’
and fi = (Ki.a-'Ku) '/2.<Sa.> 1.82
whereo{ represents the unprojected spin density results, and fi

~are the projected results . Sz is the total z axis spin projection

of the state, S, = 1 for a doublet state,
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Protons in Organic Radicals

It has been shown, that a number of ways exist by whigh
the spin densities on each carbon atom throughout the molecular
framework may be found, but the connection between these and the
isotropic hyperfine splittings of the protons has yet to be
illustrated,

If one coxméiders a>C-H fragment, the ground state
- configuration ﬂ,] is given by two clectrons in the bonding G . orbital
and one in the carbon T orbital., Carringt01142has ‘shown that this
state may be represented as |

| . = %z llan (4)Ga(2)T(3) ot B
in which o ,f3 and X are the spins of the Ug (1)0g(2) and TI(3)
electrons respectively, Now, if one of the electrons in the G
orbital is promoted to the Up or G"- antibonding orbital, the
excii:ed state so produced, will have three componént orbitais
(gg) () (Ga) in which the elctrons may have either & or &
spin; Admixture of these orbitals with the ground state may result
in unpaired electron density being produced in the & bond, but on
spin conservation grounds, only configurations wi:th one unpair'eci
Aelectr-on spin will ‘_mix with the ground state, The three configuratidns

which will obey this condition ares

Yellay (1) G T3 o B
- Wellas (1) G5 (2)T3) o Bk
b, = WellGg(1)G(2)T B xpBp

o
|1}

The combinations of these, which leads to a doublet then are

given by:

g2
73

)
/76 (21)1- D= D3)

1

AT (D,- D,)
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of which only ¢é gives unpaired cpin in tha gorbital,  Thus

.

* the total wavefunction for the fraghent'becomes:

RN A _
where )g the fraction of the excited orbital participating
in the total wavefunciion,is proportiondl to the spin denwmity
in the 2p_ orbital of tpe carbon, Also, as the hyperfine
splitting c;nstantauis proportional to the unpaired spin
density p'(0) at the proton nucleus, (equation 1.11), then

Qi in turn must be iinearly related toN. Thus one may write;

Qu * (an Pe | 1,83
-where-e‘, is the spin vdensit;,r at the carbon atom, and Rd is a
constant, of negative sign due to the fact that the unpaired
spin in the 18 orbital is as a.consequence of the Pauli principie,
of opposite sign to that of the unpaired spin in the system, ‘
Equation 1.83 is often called McConnell's relationship ,

Interpretation of the E.S.R, spectrum of 2,4,5triphenyl imidazolyl
radical,

Ueda ' first reported the E,S.R. spectrum of the triphenyl
imidazolyl radicai» as consisting of 47 lines, ea&h having a line
width of 0.3 gauss, and prdposed an interpretation based on the
splittings from thé ortho, meta, para'and ortho!' protons only
(Figure 1.11). Wilks4 however in 1969, pointeé out that this
postulate seemed unreasonable, in that some splitting from the
nitrogen should be observed. Using spectra simulated by computer
from the splitting constants given'by Ueda, Wilks showed thﬁt the

result, did not fit the experimental observations. In fact'from

a spectrum of the completely deuterated radical, he ascertained

.ths value of the nitrogen -splitting constant to be 1,44 gauss,
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Cyr, Wilks and Willis have further resolved the spectrum,

from the 47 lines given by Ueda into well over a hundred lines,
and, using again computer simulation techniques, have ihtorpreted
the spliﬁting constants to be as follows:
Position N o m b o' m' p
v\Splitting constant 1.44 1.37 0.53 1,51 2,40 0.89' 2.88
(gauss) . : '
Also, to aid the interpretation of the E.S,R, spectrum
of substituted imidazolyl radicals, they have calculxted the
exparimental spin dénsitites on the various carbon atoms from
the splitting constants, using Mcdonnell's relationship with
@=30 gauss, and have attempted to match fhese values, with
spin densities calculé%ed using the McLachlan method, They
obtained best agreement with A= 1.2 aﬁd the following set
of parameters fér the Hiickel Matrix,
¢y = Rot OBfo -
ey = Ro +'O'Oq Po .
Acy,c = o + OObpo
)5!—5, ﬁ's—# =& + ﬁc
5»-11, ps-e = +09 P°

Pl-l) Pz-s = + 0.9 ﬁo'
Because of the drawbacks already mentioned for Hiuckel
Type methods, however, these parameters aro only reasonable for
agreement-between theory and expefiment for the parent triphenyl
imidazolyi radical, and spin densities for related radical can

not be predicted with ahy certainty using the same values,
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Measurcment of Reaction Kinetics,

All kinetic measuremenis were ma:de using a Unicam
SP800 double bheam U.V/Visible spedtrophotometer coupled by means
of an cexpansion head to a servoscribe with which the optical
density of the sample could be monitored with time at a fixed

wavelength, i.e, the wavelength at which the radical spccies

absorbed.

Kinetic measuraments of the photochromic decay process of solid

22t A4', 55' hexaphenyl bi-imidazole,

- Thé problem of how to study the decay process for the‘solid,
was overcome by making use of én SP 890 Diffuse Reflectance Unit.
The general theory of diffuse reflectance is given in a
comprehensive book by Wendlant and Hechth but it is of little
value here, as a measurs of the relative optical deﬁsities with
time was nceded rathar.than an absolute value of diffuse
reflectance, The SP 890 unit is shown diagrammatically in

Figure 2.1,

Light from the SP 800 source at a fixed wavelength is,

by means of the lenses and mirrors showﬂ, brought incident onto
the powdered sample of the photochromic material which has beea
préviously pressed into the shallow dish of the sample holder.
Light then which is not absorbed, is reflected diffusely from
the powder surface onto the parabolic mirror encircling the
sample, and hence made to impinge on the photomultiplier, The
light from the reference beam, on the other hand, is passed '

straight from the source to the photomultiplier by means of the

'.twb mirrors shown., The difference between thz values of these

two light intensities received, will give the amount absorbed by

the sample and will be therefore, assuming Beers Law is obeyed
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as it is for a solution of the dimer in benzene y & Icasure

of the radical concentration on tha surface of the sample,
Monitoring the change in optical density thus, provides a way
of observing the kinetics of solid 22', 44', 55', hexaphenyl

bi-imidazole,

ﬁowever, the SP 890 unit as supplied by Pye-Unicam has a
serious limitation in that no provision is made for temperature
variation and’all mgaéurements must be made at room temperature,
fhis was errcome by fitting the unit with a constant temperature
devicgsas shown in Figﬁre 2.2, This consisted of a small copper
block -through which watér from a thermostatted tank was circulated,
and which was fitted onto the back of the metal sample holder by
means of a threaded brass collar,' This collar iﬁ turﬁ was
attached to the baék'of the sample holder by using an epoxyresin.
Finally, £o thermally insulate the surface of the péwder sample,
ensuring uniform'temperature, an optically flat silica disc was
fitt=d over the top ofthe sample, and in this way it was found
that the temperature of the_s;mple, determined using a thermocouple
embédded in the back of the powder samplé, éould be maiﬁtained

e
constant to within + 1C,

Thus to monitor the decay process,powderedhexapheﬁyl
bi—iﬁidazdle was pressed into the sample holder, which was then
attached to the constént tgmperature bléck and placed into its
position in the SP 890 diffuse reflecténcefunif. The:teméerature
of the sample was set to the required value and the bptical density
_due to the radical was dbserved (having first scanned all
: Qavcléngthsvfo find the appropriate ébsbrption peak) until the
thermocﬁrOmic'process had come to:equilibrium. The wavelength

of this absorption was at 18,000 wavenumbers, Having then obtained
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a constant valus for the absorbance, the sample holder, together
with the constant temﬁerature block, was taken out of the SP 890
unit and the sample surface was exposed to the_quartz iodine lamp
beihg used'fér.illuminatioﬁ. ’After about férty five minutes

(the period estimated to be sufficient to obtain the maximum
radical concentration), the sample alohg with its holder and
température unit, was repiaced‘info the SP 890 unit.. The

decrease in optical degéity with time Qas observed, as the
radicals recombined to form the dimer. The final concentfation of
radicals (i.e, when no further recombination was taking place) was

taken as that when the optical density remained constant for

several hours, This is known as the infinity value,

Kinetic measurements in solution,

-

As in the case of tﬁe solid, an SP 800 spéctrophotometer
was employed, but in this case, édequate means of maintaining
the temperature at a requifed value were provided by Pye-Unicam,
in the form of a water thermostatted cell block positioned in
such a waj that the cell containing the solution of
photochromic material and the blank cell, containing benzene
sol§ent, were in the sample and reference beams respectively. The
temperature was.determinéd by means of a thermocouple placed in

the blank cell,

It was possible in this case, to illuminate the sample
in situ by using a hole which had been bored through the front
of the spectrometer and the cell block in such a way thét the
light could fall upon the sample while in position in the
spéctpdﬁetor. The hole in the block, was iincd with copper

tubing to prevent any lwcakage of water, and a metal shutter
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was placed over the end. As a source of illumination, an
SP 200 high pressure mercury lamp fitted with a diffractim
grating monochromcter was used, and to produce the best
radical concentraticn the wavelength of light used was set

to 27,400 wave numbers,

To maintain a homogeneous disiribution ;f radicals,
stirriné of the solution‘was necessary and to prevent evaporation
of solvent.durihg the ruhs, GSpecialiy at the higher temperatures,
~a closed system.of stifringtas in Figure 2.3 was esse#tial. In
this, a hagnet driven by a motor 6utéide the spectrometer,
.caused the glass encased metal bar attached to the sti;rer
blade to rotate, thus providing adequate stirring without having
evaporation take place, To énsure that no extraneous light was

allowed to enter the spectrometer, the hole for the rod driving

the magnet was made to be as tight a fit as possible,

Using these modifications, it was possible to carry out the
kinetic runs of solutions of the photochromic materials for both

the generation and decay processes,

The solution of the dimer (hexaaryl bi-imidazole),

was placed in the appropriate positioﬁ in the spectrometer and was
allowed to come to thermal equilibrium, The cdmplete spectrum

was subsequently scanned to find the radical absorption band,

and the Spectroﬁeter was set to monitor thié wavelength., The
solution was then exposed to the light source, and a reading of the
optical density was taken every thirty seconds, by closing the
shutter briefly, until the maximum reading had been obtained,

The illumination port was closed, and the decay procesg was

followed as before with the sclid., It was found in this case,
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that the intinity value for the optical density was the same
as that for the thermal equilibrium before illumination and so

this pre-illumination value 'was used as the infinity value,

Practical Aspects of a Decca E,S.R, Spectrometeor,

The essential features of an E,S.R. spectrometer are (i)
a source of microwave radiation (ii) a means of appl&ing the
microwave power to the paramagnetic‘sample‘(iii) a means of
detection of the power absorbed from the fiéld and (iv) a

homogeneous magnetic field.

As has previously been mentioned, most spectrometers employ
radiation of a fiied frequency (9500 MHz) and use a variable
magnetic field fo achieve the resonance éohditioﬁ. The usual.
SOufce of radiation is a klystroﬁ oscillator and the energy
generated by it is transmitted.By means of a ﬁaveguide of
app£opriate dimensi;ns to the cavity in which the sample is
positioned. The purpose of the cavity is to copcentrate energy
on to the samplé by meansAof mﬁlfiple reflections of the micro-
wave from the walls, and to ensure the maximum.conoentration,
the cavity is provided with tuning screws so'that its geomotry

and sigze may be adjusted to matoh.the_waveguidé. )

The efficiency of a cavity for storing microwave energy

is cxpressed by its Q factor givenby

Qo = @ x energy stored

rate of energy loss, N

where ¢ is the resonant frequency. The higher the Q therefore

the more efficient the cavity.

’
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When a magnetic field is applied perpendicularly to the micro-
wave and varied slowl& through the point at which resonance occurs;
absorption of microwave power by the sample éauses a change in
the reflection.from the cavity. Detection of thiBAchange,
in a simple spectrometer, is performed by a semi'conductiné
crystal diodé réctifier which converts all microwave power
into direct current. However in a highl& sensitive E,S.R,
spectrometer,.ﬁhere one observes sigﬁaié small enough to be
obscu?ed by n&ige, detectién is éérried out using phasg
sensitive detectién. .This is a common electronié procedure iﬁ
'whiéh an alternating signal is compared t6 a reference sigﬁal'
having the same frequency, iﬁ such a way that the output signal
obtained, is rectified and is'sénsitive fo both the magnitude and
phase-of the inpué signal, o

To achieve ti1is with E,S,R., a 100kHz modulating magnetic field
is also appiied to the sample giQing an output signal approximately
propértional to the slopé of the absorption curve (Figure 2,4(a)).
This'signal then undergoes amplification:and is mixed in the phase
sensitive (p.s.d) difcuit with a reference signal of the saﬁé
frequency and coﬁstanf amplitude; but of variable phase, to
ensure that tﬁe detector crystals are always biased to give optiﬁum
conversion. The result of this process ié to produce a D.C.
output signal which may be recorded as shown in Figurs 2.4(b),

The shape and resolution of the signal largely depend on.the
amplitudé of the 100kliz modulating field; and distortion will
inevitably take place if the amplitude is not kept well below
the line width for the sample. Empi?ically‘one . e ot
distortion is negligible and'resolution is at aﬁ optimgm if the

modulation amplitude is less than one tenth of the line width, but
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as the maximum signal strehgth is obtained when this ratid is

one half, a compromise is imperative,

The advantage of p.s.d. is that coherent signals only are
obtained from input signals of exactly the same frequency as the
referance, as only these.may keep.in phase, This will have the

effect of minimisihg noise which tends to be random in phase

and amplitude, -

To further‘redﬁce noise levels longer times of sweeping the
absorption peak. with cofresponding"longer time constants for
the detection amplifier ére used, Care must be taken however
that the time constant is not 1arge enough fo eliminate the fine

splitting as well as the noise,

Use of the electron spin resonance Spectrometer

E.S.R. techniques were reserved, for the purpose of this
work, onl& for obtaining E,S.R, sﬁectfa, to be used in the
calculation of the électronic make up of the radical,.and for
the determination of the extinction coéfficients of the

imidazolyl radicals used in the kinetic studies,

Recording E.S,R, .Spectra

It was found, that the best spectra of benzene solutions
of the imidazolyl radicals fluorinated on the 2 ring, were

obtained if the following method was observed,

About 2 mls of an almost saturated benzcne solution of the
dimer was syringed into a silica "Spectrosil" tube of 11 mm
external diameter and the solution was dcgaséed under high
vacuun {about 1070 mqu). This was done by freézing—déwn the

solution with liquid nitrogen,while at tho same time slowly



51

opening the tap connecting the sample to the vacuum apparatus,
The solid solution reéulting, was pumped on for about 30 minutes,
éfter which the tap was closed and the solid was allowed to
thaw. This permitted the air trapped in solution to bubble off,
The process was repeated six times to ensurz all the.air had
been removed and having done this, the tube, with the sample
once more frozen, was sealed off under vacuum at the constriction
already drawn in the tube (seu Figure 2,5), The tube was then
positioned in the cavity so that its base was just in line with
the bottom of the irradiation port. . The cavity was tuned,and
with the R.F, attcnuator set at -20dB,the E,S.R. spectrun of the
compound was recovded, starting with faét.times of sweep, high
amplitude of modulation and low time constanis, and successively
lengthening the time of sweep, with corresponding decreases of
amplitude of modulation and increases of time constant until no
further resolution of the hyperfine lines was possible, Adjust-
ment of R.F., attenuation from -204B did £ot 1eéd to an improvement

of spectrum,

Measuremert 6f Sﬁin Concentration in Solution

Whereﬁs it iz impossible to-determine exact concentrations of
radica 5 using U V. /Vlslble spectrophotometry without knowing
first the. cxtlncbxon coefficient, it is possible using E.S, R.
techniques by employing the fact that:the area under the
absorption curve is proportiénal to the number of spins in the
sample. Comparison of this area then, with the area under the
absorption curve of a standard sample hav1ng a known number of spins
(and run under the same conditions) will give an exact value of the
concenliation of radicals in solution. The factors which must

be the same to ensurs dentical conditions of runs are
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i) size and shape of samples and containers
ii)  dielectric properties of the sample

iii) position of the sample in the cavity

iv) input microwave power
v) field scanning rate
vi) temperature

vii) modulation amplitude

viii) amplifier gain

i) will be obeyed if tee swnpies being compared
are of the same hcighf in identical "Spectrosil" tubes (4mm external
diameter tubing was used therefore.throughouf the experiments);
conditions (iii), (iv), (v), (vii) and (viii) of cou:r;se will
be satisfied if the runs to be compare& are carried out using the
same spectrometer settinge and (vi) is fulfilled by having
constant temperaturs facilitics fitted to the.E.S.R, spectrometer,
(ii) must be assumed to have been satisfied ae the phasing of the
microwave power, norinally sensi%iee to cheﬁges in dielectric

constant, never altered by more than a few degrees from sample

to sample,

Having taken these precautions then, the relationship betwecen
the number of spins for the standard Ss and that of the unknown (S x)
is | . |
Sx= S5 x Ax x Qs | o 2.1,
As Qx ~ -
Qhere(qs and Ax are the absorption curve areas of the standard
and unknown and Qs and Qx are the Qvalues of the cavity with the
;especgive samples inserted. [A method of measuring the Q



values by calibrated changes of Klyﬂiron frequency is given
in-a booklet issucd by Decoa Radar Limited, Instrument

Division, called "Measuremertd Cavity 1 and Spin Conccntration"].
The inclusion of the @ factor into this expression takes
account of any differences of dielectric loss of suample which

will also result in changes of signal slrength,

The basic standard used in the majority of cases
where a sample with a known number of spins is needed, is
diphenyl picrylhydraszyl (D.P.P.H.) rcerystallized from ether,
but this has the disadvantzage that its ISR spsctrum is made up
of fi;e lines, and is thus difficult to integrate, The prodlem
was overcome in this work howecver, by using a 0,2nl benzene
solubion of D,P,P.I. (of knowm concentration)to calibrate a

carbon sample, and subsequestly using this as a standard for

the pidimidazolyl solutions,

The carbon, diluted with sodium chloride,was placed in a
émm 'Spectrosil" tube, until the size of the sample was the
same as fhat of the D.P,P.H, solution, and the solid was
degassed for about 6 hours at 10-Cmm 1ig ani 100°C and sealed
off under vacuum, Spectra of both carbon and D,P,P.l. were
run and their absorption curves were constructed by integration
of the E.S.R., signals by a method of counting squarcs, The
resulting curQes were then traced onto uniform weight card, cut
out, and weighed. ‘From these weights the ratio of éreas was
calculated and using equation 2,1 the numbér of spings in the

carbon sample was estimated,
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For a comparison of the absorption curve of the carbon
sample to those of the imidazolyl radicals, an easier method,

46
due to Burgess was employed,

If one considers the derivative curve P! against field H
(Figure 2.6A) and the integrated curve P against H (Figure

2.6B) one can cee that the area under the latter is given by:

~H
) =, Pan
Integrating by parts this yields,
A =[PHIY - §i* HPUH
As P=0Oat H and H,
A= -5 HPUn
Now if the centre of tho profile is He,
A =0% (He=H) PH - S3* HePH
= (0 (He-H)PAH
as the integral of P' with respect to H within the limits M,

and H, is zero,

This last expresssion, is iﬂ fact ths equation for the
first moment of the derivative curve about the midpoint. It
follows from this therefore, that the ratio of the first moments
of the carbon spectrum and the imidazolyl radical spectrum will
also give the ratio of the number of spins in each sample,
Burgess has designed a balancz especially to determine the
first moments of the derivative curves, but it was found as
coﬁvenient and more accurate to calculate the valuc from

the relationship:

First moment of half derivative curve = Mxtd -

where m is the mass of each half of the derivative sigmal, and r

,
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is the distancs of its centre of gravity from-the centre
point (Figure 2,6), To do this, each half of each derivative
curve was traced onto the uniform card, cut out and weighed.

Phe centres of gravity were then ascertained by a plumb

line method,

Determination of Extinction Coefficient,

The extinction qoefficienf,e_, of a substance is given by
Beer's law to be
& Ld A .
cd
where A is the absorbance or optical density,c is the concentration

of the absorbing species and 4 is the path léngth in cm;

Using this equation, the values of € for the radicals under
investipgation were determined by measuring the number of spins
in a particular solution at a fixed temperature, in the way
described above, and the'optical density of the.fadicals in the
same solution and at the same temperature using ths Pye Unicam:
SPB800 spzctrophotometer, This determina;ion was carried out
at several temperatures for each solution, The variation of the
cavity temperature was effected using the apparatus shown in
Figure 2,7 in which nitrogén gas preheated by an electric coil,
was passed‘through ‘Dewar' tubing onto the sample, Thi; was
also contained in a'Dewar’vessel, and to prevent interference
with the electronic and magnetic properties of the instrument,
the vesscl ws left unsilvered in the cavity area, The rate
of flow of nitrogen was kept constant and in this way the
cavity temperature was kept to t 1%of the required temperature

during any measurcment;_
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This method unfortunately, though reasonable for the
2 metafluorophenyl and 2 parafluorophenyl 4,5 diphenyl
imidazolyl, and the 2, 4, 5 triphenylimidazolyl radicals, was
not sufficiently accurate for the 2 orthofluorophenyl 4,5 diphenyl -
imidazolylrﬂdicals'which’displayed very little thermochromic
behaviour, The problem was overcome however by comparing
kinetic runs of the decay process, carried out in the E.S.R.
apparatus with those carried out on the S,P,800 spectrophotometer,

(see Chapter 3),
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Preparation of Materials

The imidazoles

To prepare lophine and its flworinated derivatives the synthesis
due to Davidson " was employed. An cquimolar solution of benzaldehyde
and benzil, were refluxed together in acetic acid for about one hour
with the equivalent of eight moles of ammonium acetate. The solution
was then bouned onto crushed ice, and the precipitate produced was
filtered off using a Buchner funnel, The imidazole was recrystallized
once from ethanol/water mixture and dricd overnight in a vacuum dessicator.
The yield obtaincd was almost quantitative, The imidazoles substituted in
the 2-phenyl ring were produced using substituted benzaldehydes (al1
supplied from Koch Light Ltd,)

The bisimidazoles '

A 1% weight by volume (i.e. 1g per 100 ml.) aqueous solution of
potassium ferricyamde (4500ml) was added over a period of several hours
to an alcoholic solution (11.) of lophine (10é) containing potassium
hydroxide (120g). During the addition, stirring was maintained and the
temperature of the reaction mixture was kept below 5°C. The precipitate
produced, was washed many times with water and subsequently was dried
under vacuum for several hours, This compound was the piezochromic
form of the dimer which when dissolved in warm benzene, formed a deep

purple solution, The filtrate of this solution was evaporated to dryness

_under a reduced pressure using a rotary evaporator, and the photochromic

dimer obtained was recrystallized from an ethanol water mixture and dried
under vacuum., All the substituted bi-imidazoles were produced in this
way. A table of the melting points of the various dimers are given

below.

Dimer Mpt °c

2,2' 4,41, 5,5" hexaphenyl bi-imidazole 198-201
2,2' orthofluorophenyl l, 4", 5,5' tetraphenyl bi-imidazole| 206-207.5

2,2' metafluoro - " " " " 162.5=-163%

2,2' parafluoro " " " " 184,5-186
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Purification of Benzene

The purification of benzene was made essential because of the
existence of impurities in the solvent, obtained from BDH Labbratory
Chemicals Division, which acted as radical traps. 'The method used
was that given by Weissberger 48. |

A gquantity of b%?ene was shaken for 30 seconds with portions of
concentrated sulphuric acid, one quarter of the volume of the benzene,
to remove the sulphur compounds. The process was repeated until no
darkening of the acid layer was visible, It was found that usually
three successive shakings were sufficient, The benzene was then
washed with one portion of water, several portions of aqueous sodium
hydroxide solution andthree more times with water, After drying one
night over calcium chloride, and one night over phosphorus pentoxide,
the benzene was refluxed over phosphorus pentoxide for about 3 hours on

a 3 foot column of clean dry glass helices enclosed in a vacuum jacket,

For each litre of benzene being distilled, the first 100ml.were discarded

and the next 300ml. were collected (bpt.80,1 £ 0.5°C, 760mm Hg).



CHAPTER 3

RESULTS
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Photochremic Prcay Reaction

As mentioned previously, all results from U.VU/Visible

spactrophotometry were treated by analysing the optical density

readings with respect 10 time, Although this procedure did not

directly yield specific reaction rates, it did give an indication

of the order of the reaction, and could give specific rates if

the extinelion coefficient of the radicals concerned was tnken

into account,

lethods of analysis of results

(1)

(i)

Integration method

If A, is the optical density, at time b, of the species
involved in the photochromic decay reaction, and if Aco
is the optical density at infinite time, then by Beer's
Law, the concentration of the reacting species at timet,
Ce ,lis given by:

¢ =(A; - Al)/e  (for path length = 1 cm) 3.1
Where £ is the gxtinction coefficient,
For a reaction of the nth order, the rate equation will
be:

dey = -Kcv 3.2
dat

Integration of this gives

( 1_) el = Kt+const 3.3
n-1)C¢ ‘ '

or logg ¢g= -Kt+const

when n = 1,

Thus, to test for any order by this method, a plot of t
versus the necessary function of o}tical density must give
a straight line,

Half Period method

The integration method described above, can be further
extended so that knowledge of n need not be a prerequisite

condition. If limits are set to equation 3,3 above, one obtains:
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1 Ceo ’ . to
[n—1 C\?—1 ] — [Kt]f 34

Cto 2.
2

where t°is the time of start of the reaction and t1

is the time at which half the radicals have reverted

to the dimer. Rearrangement of equation 3.4 then gives

- 1 n-1 ¥ 1 n-1 =k T 3:5
n=1) Ce, Nn—1 ICeo

2
(where¥ is the half lifc of the reaction),

-l ne
or KY =/2n ! +1 -
(n=1) ( Cea/2)

Taking logarithms of both sides:

. 7
log KT = ]og/Qn ! +1 - (n-1) log Ceo 3.6
Zn—15 2

A plot of log¥ against log Cte/2 should therefore give a
straight line of gradient —(n-1).

" (iii) Cradient method

From the rate equation:
det = -Kc. B
v

. -dct
one may obtain log —a%- = log K + n log cty 3.7
Thus by simply plotting the logarithm of the rate of decay

of optical density against the logarithm of the optical
density itself, a straightline will be cbtained, the

gradient of which will be the order of reaction.

3¢1e2 Decay kinetics of solid 2,4,5 triphenyl imidazolvl radicals

Using the method described in section 2a, the kinetics of the solid
bi-imidazole were followed at various temperatures, ranging from
room temperature to about 60°C. A specimen of the type of data
received is given in Table 1, and the corresponding graph of

optical densgity Aagainst time is shown in Figure 3.1.



TABLE 1

Specimen data for the O0.D. decrease with time for lophinyl radicals

in the solid state.

Temp = 32°C

Time (Min,) (0.D. - 0.D. )
0 0. 1468
20 _ : 6.0604
40 0.0422
60 0.0340
80 ‘ 0.0301
100 : 0.0270
120 0.0242
140 0.0222
160 | 0.0208
180 0.0198
200 ) 0.0187
220 0.0178
240 ' 0.0169
260 0.0162
280 - ‘ 0.0156
300 0.0148
320 0.0140
340 | 0.0130
360 0.0127
380 0.0121
400 0.0115
420 0.0112
440 0.0106
460 0.0101
* 480 0.00S9
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Conclusiops

At temperatures around and slightly above that of room, i;e. in the
18—30?3range), the kinetic plots, obtained from both the integration
and gradient methods described above, showed the reaction to be 3rd
order with respect to the radical concentration in the initial
stages, and 1st order in the later stages (Figures 3.2, 3.3). At
slightly higher temperatures (around 400),the kinetic scheme altered
and 3rd order plots no longer gave straight lines. The gradient method.
of analysis on the beginning of the decay curve however (Figure 3.4)
indicated the order to ﬁe between 2nd and 3rd and indeed an integrated
plot for n=2,5 did give a straight line (Figure 3.5). Again 1st order
behaviour was observed towards the end of the reaction (Figure 3.6).
Around 45°C, the kinetics once again altered, this time to 2nd order
falling to first (Figures 3.7 and 3,8). Finally at temperatures of
around 55°C a 3/2 order plot gave linearity at the beginning of the
reaction, the 1st order part being retained at the end (Figures 3.9 and 3.10),
A comparison of temperature of run and reaction orders obtained is

given below in Table 2,

TABLE 2
Order of reaction at different temperatures for the decay reaction of

the lophinyl radicals in the solid state.

Temperature of Run Apparent Reaction Order

° At beginning At end

18
18
18
25
32
39
39
44.5
44.5
44.

54
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It must be said, however, that the orders quoted in Tuble
2 fcr the first part of the reaction may well only be approximate,
as very slight chonges to the value of n did not detract from
the linearity of fhé graphs, Also, it may be noticed +that in
many cases, for the first scveral minutes of the reaction,
the decay is fast ard deviates from the suggested order. 1If
the temperature dependent order has any mcaning, then, this
phenomenon may only be explained by postulation of fast complex
surface reactions,

In fact, the significance of a changing order with changing
temperature is rather obscure, and a physical interpretation in
these terms is difficult to appreciate. The kinetics are thus
eiplained in Chapter 4, by consjdering the process_to be some
sort of diffusion controlled reaction.

3.1.3 Decay kinetics of the fluorinated imidazolyl radicals

The decay kinetics of the threc fluorinated bi-imidazoles
at different concentrations were followed and the results analysed
using the integration method.

(a) 2,2', orthofluorophenyl 4,4',5,5' tetraphenyl bi-imidazole

At 1072M dimer concentration, the orthofluoro radicals

underwent recombination to the dimer following second order
_kinetics. A specimen set of the data is given in Table 3

and a plot of the reciprocal of optical density against time

o . .
at different temperatures in the 30-60 Crange, is shown in

Figure 3.11.
Now, the rate constant X, for the reaction is related
to the absolute temperature T, by the Arrhenius equation,

log, K = ~Ea/RT x 2.303 + log, A



Table 3

Specimen’ data for the decrease of optical density with time for a

10-3M solution of the orthofluoro dimer.

Temp = 34.4. OC

Time (min.)

(0.D. = 0.Dwo)

1/(0.D. = 0.D.c0)

0

1

N U s W

88

10
11
12
13
14
15
16
18
20
22
24
26

0.0758
0.0642
0.0561
0.0500
0.0442
0.0404
0.0359
0.0342
0.0321
0.0298
0.0264
0.0255
0.0240
0.0238
0.0220
0.0212
0.0198
0.0181
0.0174
0.0160
0.0146

0.0144

13.19
15.58
17.83
20.00
22,62
24.75
27.86
29.24
31.15
33.56
37.88
39.22
41.67
42,02
45.45
47.17
50.51
55+25
57.47
62.50
68.49
69.44
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where Fa is the activation enerygy of the process, and A
is the pre-exponeniial factor.. As the gradient
of the second ordgryplot (Table 4), is proportional
to K, a graph of the logarithm of G against the
reciprocal of the terperaturc in degrees absolute,
should then yield a straight linc of gradient -Ea/R x
2.303. This was indeed found to be true, (Iigure 3.12)
and the activation energy of the reccmbination prccess
from the plot was calculated to be (26 s 4) kjoules.

The kinetics of solutionsof the orthofluoro
compound at dimer concentrations much less than 10_3M
could not be accurately followed, due to the low quantity
of radicals produced by the illumination source, but
results at the higher concentration of 5.10—3M (e.g.
Table 5) showed that the reaction was ccmposed of twe
separate second orders., This situation is illustrated
in Figure 3.13. From the values of the gradients and
their behaviour with temperature variation (Table 6)
it was concluded that the later second order part of
the reaction was the same process as that obtained
from the 107 sclution. Indeed, £he activation
energy for this process (from Figure 3.14) was found
tc be similar (30 + 5K joules compared to the 26 k joules
forbthe more dilute solution). The second order process
at the beginning was found to have an activation energy
of 42 + 8kjoules (Figure 3.15).

2,2', parafluorophenyl 4,4',5,5' tetrapheny! bi-imidarzole

Tables 7, 8 and 9 show specimen data for the recombination

reaction for +the radicals of the parafluoro species
at dimer concentrations of 5.10—4M, 10724 ana 5.10_3M
\
respectively., Plots of AOLZagajnst time for all threc

concentrations (Figures 3.&6, 3.17 and 3.18). showed



Table 4.

10-3M orthofluoro dimer. Dependence of 02 upon temperature.

Temp K Gradient G, (min™') log G, |[1/1 x 10°
302.3 1.88 0;2742 3.308
302.2 1.88 0.2742 3.309
307.0 ' 2.32 0.3655 3.257
307.4 - 2,28 - 0.3579 3.253
307.0 2.32 0.3655 3.253
" 311.5 2.72 0.4346 3.210
311.5 . 2.52 0.4014 3.210
311.5 - 2,60 0.4150 3.210
315.5 3.00 0.4771 3.170
315.5 2.98 0.4742 3.170
315.5 3.125 0.4949 3.170
319.6 3.50 0.5441 3.129
319.6 3.38 0.5289 3.129
323.1 3.71 0.5694 3.090
323.1 3.87 0.5888 3.095
323.6 3.675 0.5653 3.095
329.1 4.40 0.6435 3.039
329.0 4.525 0.6551 [ 3.040
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Table 5

Spécimen data for the 0.D. decrease of a 5.10-3M solution

of the orthofluoro dimer.

Temp = 30.9°C

Time (secs)

(OoDa - O'Dow)

Y(0.D. - 0.D.c0)

0
20
40
60
80
100
120
140
160
180
200
240
280
320
360 -
400
440
480
520
560
600
640
700
780
860
920

1000

0.3036
0.2665
0.2340
0.2084
0. 1886
0.1722
0. 1580
0. 1460
0.1366
0.1276
0.1200
0.1050
0.0946
0.0853
0.0776
0.0719
0.0660
0.0601
0.0560
0.0530
0.0502
0.0480
0.0439
0.0397
0.0362
0.0352

0.0336

3.293
3.752
4.214
4.798
5.302
5.807
6.329
6.849
7.321
7.837
8.333
9.524
10.571
11,723
12,837
13.908
154152
16.639
17.857
18.868
19.920
20.833
22,779
25. 189
27.624
28,409
29.762
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Table 6

3

Se 10 °M' orthofluoro dimer

Variation of the gradients Gp(i) and G,(ii) with temperature.

Temp. G2(i) 1 e(ii)

K (min 71 | (min 7YY | 10g 02(1)|Log c2(ii) 3 x 10°
301.5 1.212 1.38 0.0835 | 0.1399 3.317
301.4 1.220 1.634 0.0864 | 0.2132 3.318
304.2 1.48 1.900 0.1703 | 0.2788 3.287 |
303.9 1.535 1.752 0.1861 [ 0.2435 3.290
311.5 2.014 2.143 0.3040 | 0.3310 3.210
311.4 1.987 2.326 0.2982 | 0.3666 3.211
316.4 2.52 2.75 0.4014 | 0.4393 3.161
3165 2.69 3.14 0.4298 | 0.4969 3. 160
316.4 2.60 2.60 0.4150 | 0.4150 3.161
320.2 - 3.425 - 0.5346 3.123
319.6 3.19 3.19 0.5038 | 0.5038 3.129
321 3.88 3.36 0.5888 | 0.5232 3.115
326. 1 4.224 3.86 0.6257 | 0.5866 3.066
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Table 1

Specimen data for the 0.D. decrease with time for a 5.10~4M

solution of the parafiuoro dimer,

Temp = 31°C
Time (min) (0.D. - 0.D.w) Y /0.5.0.Dwm)
0 0. 1958 - 2.259
P 0.1686 2.435
2 0. 1498 2.584
3 0.1340 2.732
4 0. 1200 | 2.887
5 0.1078 3.046
6 0. 1000 3.16'2
7 0.0917 3.302
8 0.0836 3.459
9 0.0764 3.618
10 0.0720 3.727
11 0.0662 3.887
12 0.0620 4.016
13 0.0586 44131
14 0.0560 4.226
16 0.0500 4.4172
18 0.0437 4.784
20 0.0400 5.0000
22 . 0.0346 5.376
24 0.0318 5.608




Table 8

Specimen data for the optical density decrease with time for
a 10;-3td solution of the parafluoro dimer

Temp = 32.4°C

Time (min) (0.D~ODeo) /(0.5 = obw)
0 0. 1966 2.255
1 0.1718 2.412
2 0. 1500 2,582
3 0.1322 2.751
4 0.1178 2.914
5 0. 1040 ’ 3,107
6 0.0940 3.262
T 0.0845 3.439
8 0.0776 3.591
9 0.0701 | 3.777
10 0.0642 3.947
11 0.0598 4.089

12 0.0555 4.245
13 0.0512 4.419
14 : 0.0468 4.623
15 | 0.0436 4.789
16 0.0402 4.988
18 0.0359 5.279
20 0.0320 2+590
22 0.0283 5.944
24 0.0259 6.214
26 0.0222 6.712
28 0.0206 6,969
30 0.0180 T.454




Table 9

Specimen data for the 0.D. decrease with time for a 5.10—3M

solution of the parafluoro dimer.

Temp = 30,1°C

Time (sec.)

(0.De = 0uDw

V(0D =60

0
40
80
120
160
200
240
280
320
360
400
440
480
520
560
600
640
680
720
800
880
960

1040

0.6720
0.5840
0.5130
0.4460
0.3940
0.3460
0.3110
0. 2800
0.2500
0.2250
0.2050
0. 1840
0.1700
0. 1550
0.1420
0. 1360
0.1210
0.1160
0.1050
0.0960
0.0840
0.0760

0.0660

1.220
1.309
1.396
1.497
1.593
1.700
1.793
1.890
2.000
2.108
2.209
24331
2.425
2.540
2.654
2.712
2.875
2,936
3.086
3.227
3.450
3.627
3.892
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that the reactions appeared to bé.3/2 order through—éut with
no change in behaviour for a change in dimer concentration.
Table 10 gives the value of the gradient of the 3/2 order plot
(for the 10_3M so]ution)'at different temperatures and Figure
3.19 is the corresponding Arrhenius plot. From this graph the
activation energy of the process was calculated tobe 51 + Tk
joules,

2,2" metafluoronhenyl 4,4'5,5' tetraphenyl bi~-imidazole

Again, specimen datq for the reactions in solutiors of
dimer concentrations 10—4M,A1d_3M and 5.10_3M are given in
Tables 11, 12 and 13. .

The reaction at 10-3M, was found to follow the same scheme
as that reported for a 10;3M solution of 2,¢',4,4'5,5" hexaphenyi
biimidazole1i in that an initial recombination followirg 3/2
order kinetics, gave way in the later stages to a first ordef
reaction (Figures 3,20 and 3.21). From the Arrhenius plots of
both parts (Table 14 and Figures 3.22 and 3.23) the activation
energy of the 3/2 order reaction was found to be 59+ 3 kjcules:
and that of the first order was found to be 65 + 7 Kjoules.

At 10-4M, some similarity to the hexapheayl system at the
same concentration "8 was again seen, some second order tehaviour
being obtained at the start of the decay reaction (Figure 3.24)
followed by a rccufrence of the 3/2 order towards the end
(Figure 3.25). Activation energies were found to be 54 + 6K
jéules and 53 + 9 kjoules, for the.scoond and 3/2 order reactions
respectively (Figures 3.26 and 3.27 , Table 15).

The more concentrated solution, 5.10-3M, gave a reaction of

which the data were indicative of an order between first and 3/2.

A graph of logTagainst log (A= Aoo) (from equation 3,6) pointed

2 LA

to an order of approximatcly 5/4 (Figure 3.28) and plols 1/(0.D. )%
v,

and 1/(O.D.)shgain3t time both gave good straight lines tlaroughout

the reaction, For the purpose of the discussion, the order of 6/5
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Table 10

M parafluoro dimer. Dependence of G3 A upon temperature.

Temp Gradient (min ! log G 3/, 14 x 10°
K G;,z x 10 +1
301.5 1.38 0.1399 3.317
302.0 1.33 0.1239 3.31
305.4 1.56 0.1931 3.275
305.4 1.52 0.1818 3.275
304.4 1.56 0.1931 3.285
311.2 2.18 0.3385 3.213
3111 2.24 0.3502 3.214
311.1 2.20 6,3424 3,214
315.2 2.84 0.4533 3.173
315.0 2.80 0.4472 3.175
315.9 2.84 0.4533 3.166
319.5 3.95 0-5966 37130
320.2 4.07 o,6o§6 3,123
320.2 4.00 0.6021 | 3,153
323.0 4.48 0,6508 3,096
324.8 5.48 0.7384 3.078
324.4 5.43 0.7344 3.082
328.7 5.80 0.7634 © 3.056
331,5 8.10 0.9085 3,017.
331,2 8.95 0.9518 3.019
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Table 11

4

Specimen data for the 0.D. decrease with time for a 10_4M solution
for the metafluorodimer,

Temp = 29.8°C,

Time (Secs) (0.D. = 0.D.co) T/(o.D.-o.D",). VoD =00,

0 0.1421 7.037 - 2.653
40 0.1307 T.651 2.766
80 0.1200. 8.333 2.887
120 071120 8.929 2_.988
160 0.1077 9.285 3.047
200 0.1000 10.000 3.162
240 0.0939 10.650 3.263
280 0.0880 11.364 3.371
320 0.0849 11,779 3.432
360 0.0792 12,626 3.553
400 0.0750 13.333 3.651
480 0.0690 14,493 3.807
560 0.0628 15.924 3.990
640 | 0.0572 17.483 4.181
720 0.0521 19.194 4.381
800 0.0417 |  20.964 4.579
880 0.0440 22,727 4.767
960 0.0423 23641 4.862
1040 0.0398 25.126 5.013
1120 0.0373 26.810 5.178
1200 0 0350 © 28,571 5. 345
1280 0.0322 31.056 5.573
1360 0.0310 32,258 5,680
1440 0.0300 33.333 | 5.774




Table 12

Specimen data for the 0.D. decrease with time for a 1073

solution of the metafluoro dimer..

Temp = 3o°c
Time Min, (0.0.~0.De 1/£0.D. =0.D2s) | 10ge (0. D. ~O. D.i
0 0. 3060 1.808 - 1.184
1 0. 2640 1.946 1‘.3'32
2 0.2226 2.119 1.502
3 0.1936 2.2713 1.642
4 0.1679 2.440 1.784
5 0.1498 2.584 11898
6 0.1216 2.867 2,107
7 0.1158 2.939 2.155
8 0,103‘3 3.111 2,210
§ 0.0907 3,320 2.400 |
10 0.0820 3.492 2.501
1 0.0738 3.681 2_.666
12 0.0660 3.892 2,718
13 0. 0602 4.076 2.810
14 0.0542 4-295 2.915
16 0.0460 4.663 3.079
18 0.0380 $5.130 $3.270
20 0.0318 5.608 3.448
22 0.0274‘ - 6.041 3.5917
24 0.0240 6,455 3,730
26 0.0199 7.089 3.917
28 0.0178 7.495 4.029
30 0.,0162 | 7.857 4.123
32 0.0140 8.452 4.269
34 0.0122 9.054 4.406




Table 13

Specimen data. for the 0.D. decrease with time for a 5.10"3M

solution of the metafluoro dimer.

Temp = 30. 6°c

Time (secs) (0.D. - 0.0..a) | (/ (0.0 --‘o.la.a.,)'S'g

0 0.6520 |- 1.089
40 ' 0.5735 | 1.118
80 0.5040 1.147
120 0.4420 11717
160 0.3880 1,208
200 : 0.3470 14236
240 0. 3080 1,266
280 0.2710 | 1.298
320 0.2385 1.332
360 0.2110 1,365
400 0.1885 1f396
440 ‘ 0.1690 1.427
480 0.1530 1,455
520 0.1400 1.482
560 B 0.1265 | 1.512
600 0.1140 1.544
640 0.1030 1.575
680 0.0930 - 1,608
720 0.0855 1.635
760 0.0775 1.667
800 ' 0.0715 1.695
840 0.0645 1.730
880 0.0595 1.754
920 0.0550 1.786
960 0.0505 1.817
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Table 14

-3 : o .
10 7 jetafluoro dimer, Variation of gradients

GS/;‘g' and G, with temperature.

Temp | Gy, (mir ') G,(min 1) | 1og Gz, [1og G1 |/ x 103
® x 10 x 10 +1 | +2 :

303.9 1.70 0.708 0.2304 | 0.8762 3.290
303.5 1,50 0,752 0.1818 | 0.8500 3.295
307.3 2.30 1.06 0.3617 | 1.0253 3.254
307.0 2,28 1.02 0.3579 | 1.0086 | 3.257
310.7 2.90 .55 | 0.4625 | 1.1903 3,219
311.2 2.925 1.40 0.4653 | 1.1461 {1 3.213
311.2 3.000 1.48 0.4771 '1,1703 3.213
316.4 4,25 1.95 0.6284 | 1.2900 | 3.161
316.0 4.25 1.90 C.6284 | 1.2776 3.165
321.5 | 6.30 3,30 0.7993 | 1.5180 3.110
321.2 6.04 - 0.7810 - 3,113
321.3 6.05 3.2 0.7818 | 1.4942 | 3.112
327.4 19.06 4.95 0.9571 | 1.6946 | 3.054
327.8 9.08 4.73 0.9581 | 1.6749 3.050
321.8 | 9.22 2.97 | 0.9647 | 1.6964 | 3.050
331.2 11.45 5.96 1.0589 | 1.7755 | 3.019
332.7 12,13 6.70 1.0839 1.8261 3.006




Metafluoro Radical Decay (107°M.Solution)
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Table 15

10—'4'M metafluoro dimer. Variation of gradients G2 and Gz/
. 2

with temperature.

Pemp. ¢, (min~ 1) Gy, (min~") | 10g G, fLog Gs7, | /2 x 10°
K x 10 x 10 + 1 + 1

302.9 9.40 1.27 0.9731 0.10138 3.301
302.8 9.28 1.30 0.967% 0.1139 | 3.302
302.8 9,40 1,37 0.9731 -0.1367 | 3.302
309.3 16.2 2.03 1.2094 0.3075 | 3.233
309.3 15.1 1.96 1.1790] 0.2923 37233
313.6 17.7 2.62 1.2480| 0.4183 3.189
311,8 17.8 2.66 1.25041 0.4249 | 3.201
317.1 26.1 3.33 1.4166 0.5230 3.154
317.2 - 3.78 = | 0.5775 3_.15‘3
318.0 24.7 3.76 1.3927| 0.5752 '3_.145
322.9 32.7 4.59 1.5145) 0.7114 | 3.097
322.9 33.9 4.64 1.5302| 0.7345 | 3.097
323.1 36,5 4.88 1.5623| 0.7499 | 3.095
323.5 39.9 4.92 1.6010] 0.7789 | 3.091
328,71 46,3 6.85 1.66561 0.8357 3.042
329.6 51.3 7.48 1.7101] 0.8739 | 3.034




Metafluoro Radical Decay (10*M.Solution)
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65

was adopted (Figure 3.29). The relationship between gradient
and temperature, shown in Table 16 and Figure 3,30, ~‘“gives
thé activation energy of the process to be 73 + § kjoules,

As the metafluoro compound behaved so much like the parent
dimer at all other concentirations, an investigation was carried
out to see if ; 5.10"3M .solution‘ of the hexaphenyl biimidazole
also gave a reaction of 6/5 order; An exa%nple of the results
obtained is ‘shown in Table 17, and Figure 3,31 illustrates the
fact that once more the behaviour, of both solutlons is parallel,
The Arrhenius plot (Table 18 and Figure 3. 32) gives the
activation energy to be 64 + T Kjoules.

[y

Calculation 6f Rate Constants

The integrated rate equation is given by equation 3.3 as
S
A = . 1
(mtn 1 = Kt + const, fornX |
or log e ¢t = -Kt + const, for n= 1

where K is the rate constant of the reaction (of order n)
Substituting ¢ = A/¢g from equation 3.1

(;%ﬁ/‘/g )n—-1 = Kt + const, for n¥1

or 1 K (n-1)t

Tn_1 = -—-’& - + const.

Now, if the gradient of the plot of optical density against time
is G,

K == 8]’1"‘1 G : 3.8
n-1 -
Thus from G and £ the rate constant K may be calculated. The

problem then lies in finding€.

Calibration of Spin Content of the Carbon Reference Sample

A)

The card .to be used in the de‘éermination of spin concentrations
(see Chapter 2) was tested for uniformity of area per unit weight,
and.the results are given in Table 19, Using this card, comparison
‘of the areasunder the constructed ESR absorption profiles, obtained
from the diphenylpicrylhydrazyl solution, with those from carbon
produced under identigal conditions was made, and the results

.é.loixg with the Q values for the cavity during cach run, are tabulated



62€ 2HNOI
0ZL 087 072 0

A

ESEN 096

7L

-06-1

1562 2,007 297 -80- ¢
3,77 2,108 (*V )

(UoynoS IW_QOIxG)AD28( D21PDY  oJonyipieiy




Table 16

5.10~3M, metafluoro dimer. Variation of gradient Geg with

temperalure,

Temp G/ (min~ ") log Ge/s Yo * 10°
K : + 2

302, 5 0.046 0. 6628 3. 306
3032 0.044 0.6435 3,298
307.4 0.068 0.8325 3,253
307.3 0,066 0.8195 3.254
313.2 0.113 1.0531 3.193
313.0 0.119 1.0755 34195
‘317'.6 0.170 1.2304 3,149
318.2 0.170 1.2304 3.143
318,1 0.160 1.2041 3.144
322,8 0.254 1.4048 3.098
323¢1 0.238 1.3766 3.095
322,6 0.243 1.3856 3.100
327.5 0. 360 1.5563 3.053




Metafluoro Radical Decay (5x10°M.Solution)
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Table 17

Spebimen data fpr the O0.D. decrease with time for a 5.10-3M

solution of the lophinyl radical dimer,

Temp = 30.2°C

Time (secs)

(OODO - OoD-w)

1/
/(o.p. - 0. Deo) >

.0
40
80

120
160
200
240
280
320
360
400
440
480
520
560
600
640
680
720
760
800
840
880

920
960

0. 8400
0.7150
0.6160
0.5330
0.4630
0. 3980
0. 3420
0. 3020
0. 2680
0.2380
0, 2100
0.1840
0.1650
0. 1460
0.1300
0.1180
0. 1060
0.0900
0.0860
0. 0800
0.0690
0.0610
0.0590

0. 0560
0.0520

1.0355
1.0694
1.1018
1 . 1341
1.1665
1l.20243
1.2394
1..270.6
1.3013
1.3326
1.3663
1.4029
1.4338
1.4694
1.5039
1.5333
1.5665
1.6186
1.6334
1.6572
177070
1.7496
17613

1.7798
1.8063
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Table 18

5.12)_3M lophinyl radical dimer., Variation of gradient G6/5

with temperature.

Temp Gefs log Ge/s 1/T
K min~ x10° + 2 x 103
.303'. 2 4.90 0.6902 ‘3'. 29“6
303.0 4.86 0.6866 .3329'8
302.1 472 0.6739 3,302
‘307,5 7.61 0.8814 ' 3.250
308'.'3 .71 0.8871 3.242
.31'3_.4 ' 11,32 1.0539 3;191
312.7 10.62 1.0261 3.196
31.3_.4 10.96 1.0399 3.191
-317_.1 13.72 11373 3.152
318.0 15.80 1.1987 3.143




Lophinyl Radical Decay (510°M.Solution!

) LOg GG/G+2

-—
—

1-04

091

08’

Q-7

310 318 326 334
Mo W0

FIGURE 332



Table 19

Uniformity of Card

Area (cn?) wt (g7) ' Area per unit weight

(cm2 g~1)
606 19.5920 30.6247
550 17. 9268 '30_. 680‘3
500 16, 2950 30. 6843
450 14.6223 30.7538
400 13. 0009 30_.7671
350 ) 11.3889 30.7317

Average area per unit weight 39.7070 cng‘1
Standard deviation = 0,0501

0.16%
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in Table 20, Using equation 2.1,then, the nuuber of spins contained
in the carbon sample were calculated (1.70 x 1016 spins).

Calculation of gfor the Radicals

Using the above value for carbon, the number of radicals
contained in each of the bi~imidazo?y1solutionswere then assessed
by comparing the first moments of their derivative ESR signals
with the carbbn, run at the same temperatuve, Tables 21, 22
and 23 give the number of spins in 5.10—3M solutions of 2, 2'
metafluorophenyl, 2, 2' parafluorophenyl 4,4 45,5 tetraphenyl‘
bi-imidazole , and 2, 2', 4, 4', 5, 5' hexaphenyl bi-imidazole
respectively, at various temperatures. As the ESR signal obtained
for the carbon showed no temperature variation, averages for its
first moment and Q value were taken, (Table 24 shows similar

3

results obtained from an experiment carried out on a 10 °M

solution of 2, 2', 4, 4', 5, 5' hexaphenyl bi-imidazole). The

radical concentrations were then calculated nsing the relationship

c = Sx
%.023xi0% x Vx 3.9

where ¢ is the radical concentration in moles per litre, Sx is

the number of spins in solution, and Vx is the volune of the
solution in litres (0.2 x 10-31). The values of ¢ for the
solutions, together with their optical density obtained at the
same temperatures are given in Tables 25, 26 and 27. As the path
lengtih nced to obtain the optical density was 1 cm, the ratio A/c
gives £, the extinction coefficient.Table 28 gives the corresponding

result for the 10“3M solution of the hexaphenyl biimiduazole,and

shows that variation of the dimer concentration had no meacurable

effect on the extinction coefficient,

As mentioned in the experimental ;cction, the extinction
cqefficient for the 2 orthofluorophenyl radical could not be
calculated in the same wny; owing Lo the lack of thermochroniom of
the {i-iwidazole. 7o overcome this problem, o kinetic run was

. -3 . . .
carried out on a 10 ¥ solution of the dimer, using the E.3.R.
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Table

Calibration of carbon sample

Concentration of d.p.p.hsolution = 1,222 x 1017 spins/0.2 ml,

d.p.p.h. carbon No. of spins
Wt. of area under curve}Q value | Wt. of area under curve|Q value inigaf?gn
1.3625 4085 0.1560 3464 1.652
1. '3625 , 4085 0.1480% .3492 1.557
177764 4080 0.2598 3500 2.099
1.7764 4080 0.2246 492 1,810
1,1888 4080 0.1238 3500 1.490
1.1888 4080 0.1312 3488 1.580

Average value for carbon sample = 1.70 x 10

16
spins/0,2 mil,

Standard deviation = 0,22

= 13%




Table 21

Spin count for a 0.2 ml. of a 5.10—3M golution of 2,2' meta~

fluorophenyl, 4,4' ,5,5'| tetraphenyl bi-imidazole,

Temp Bi-imidazole Carbon No. of spins in
solution
°c nr, Q Value mr. Q Value x 10‘15
58.1 0.3584 4150 _ | 2.950
67 0.5450 4140 1.6659 3500 4.710
63.2 0.4659 4120 4.042
48.9 0.5503 4100 1.919
Table 22

Spin count for 0.2 ml. of a 5.10—3M solution of 2,2' para~

fluorophenyl 4,4' ,5_,5' tetraphenyl bi-imidazole,

Temp Bi—-imidazole Carbon No., of spins in
- solution
°c f\r. Q. Value M. Q Value x 10'-'15

56.4 0.4540 4180 ) = 2.434

e ' % 2.7860 3680 o

66.4 0.6465 4140 3,508

63,0 0.5295 4180 ) ' 3. 300
g g 2.4656 3770 "

50,3 0. 3750 4180 2.335




Table 23

Spin count for O.? ml., of a 5.16_3M solution of 2,2',4,4',5,5'

hexaphenyl bi-imidazole.

Spin count for a 0.2 ml. of a 10~

hexaphenyl bi~imidazole.

3

Temp bi-imidazole Carbon No. of spins in
solution
v Mr Q Value | Mr Q Value x 1612
40.7 2,062 4300 % 3.452
59.9 4.365 4340 g 7.250
' 8.905 3770 '
52.9 3.516 4350 % 5.815
45 2,087 4380 3.434
Table 24

M solution of 2,2',4,4',5,5"

Temp bi-imidazole Carbon No. of spins in
Solution
¢ M Q Value | iy Q Value X 10'15
62°¢c 0.4582 4120 1.3218 3710 2.656




Table 25

Calculation of € for 2 metafluorophenyl 4, 5 diphenyl imidazolyl

radical.
Temp Concentration of radicals 0. D. €= A/c
°% o x 107 A
58.1 2.452 0.1765 7,215
67.0 3.914 0.2780 7,110
63.2 3.359 0.2268 6,770
48.9 1.574 0.1150 1,315
Average value for€= 7,103
Standard deviation = 237

Standard deviation of the mean =148

€= 17,100 + 120

Table 26

Calculation of € for 2 paraflucrophenyl 4,5 diphenylimidagzolyl radical

Temp Concentration of radicals 0.D. |[e=4A/c
°c © x 10° A

56,4 2,022 0.1700 8,320
66.4 2.918 0.2375 8,140
63.0 2.744 0.2118 7,725
50.3 1.941 0.1316 6,785

Average value foré& = 7,743
Standard deviation = 685

otandard deviation of the mean =
343

.« o B = 7,740 2 340



Table 27

Calculation ofe for 2, 4, 5 triphenyl imidazolylradical

Temp concentration of radicals 0. D. €= A/é
o ¢ x 10 A

40.7 2.865 0.160 5,590

59.9 . 6.020 0.406 6,740

52.9 4.838 0. 306 6.335

45.0 2.852 0,207 7,270

Average value for € = 6,484
standard deviation = 708

standard deviation of the mean = 354

. . €= 6,480 + 350

Table 28

Calculation of Efor 2, 4, 5 triphenyl imidazolyl radical (from

a 10—3M solution).

Temp concentration of radicals 0.D, €= Afe
¢ c X 105 A
62 2.656 0, 1806 5,730
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machine, and this was compared to a kinetic run obtained from the
same solution at the same temperature using the SP800 spectro-

-photometer. The relationship, then, between the two runs is

given by equation 3.8 as

to
€ - 22
G
where K., is the rate constant, and the gradient of the plot of

2

reciprocal of radical concentration against time (from E.S.R;)
and G is the gradient of the plot of reciprccal of the optical

density against time (from the U.V./Visible spectrometer).

Having already obtained G, Table 4, the reverse photochromic
process was followed using the E.S.R. spectrometer by recording
a spectrum at certain time intervals (after the period of
illumination) as the radicals recombined to form the bi-imidazole.
Now, as each derivative curve is of the same spectral line width
and shape function, and as experimental conditions were left
unalteréd for the duration of the run, the relative radical
concentration N1/N2 for two signals 1 and 2, should be equal to
h1/h2 the ratio of the peak heights of their derivative curves, i.e,
N1 o h1. The constant of proportionality, k,between N1 and h1 will
be the concentration of spins in a signal of unit height. Now ag
the reaction had already been found to be second order, a plot of
1/ht against t, the time of recording, was expected to give a
straight line with gradient equal to K2 x ks An example of a
plot of this kind is shown in Figure 3.33, with the corresponding
data in Table 29, A spin concentration determination was carried
out on the first three signals of the deéay run in the way
described above, and from these results an average value for k

was calculated (Table 30).
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Table 29

Decrease in height of the E.S.R. signal of a 10-3M orthofluoro

dimer solution with time, after illumination.

Time (secs) peak-peak ht. he — heo 1/111: = heo
h, om

0 8.28 7.76 0.1289

88.8 6.45 5.93 0.1686
175.4 5.70 5.18 0.1931
263.5 4.49 3.97 0.2519
348.4 3.89 3.37 0.2967
433.1 3.38 2.86 0.3497
519.1 3,26 2.74 0. 3650
604.3 2.74 2.22 0.4505
705.6 2.67 2.15 0.4651
793.3 2,46 1.94 0.5155
879.6 2,22 1.70 0,5882

he = 0.52 cm.

Spin concentration deter

E.5.R. kinetic run, 1t

per unit height (k).

Table 30

o determine the concentration in moles litre

mination on the first three peaks of the

1

(ht — heo) No. of spins in No. of spins k

cm. solution ver unit height X 106
7.76 3.135 x 101° 4.035 x 10 3,344
5.93 2.383 x 10'° 4.024 x 10'% 3.340
5.18 2.152 x 1017 4.160 x 10" 3,450

Av. k = 3.382 x 107°
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' Temp = 294.5°A
K = 3.38 x 10°% moles 1”7
Kk = 5.04 x 1074 sec™!
K, = 1.487 x 102 moles™ ! sec™ 1

G = 1.425 x 10~2 secs™ |

€ = 10,440

A second run of the same kind gave the following results

294.7°A

2.798 x 10_6 molesl”
-1

Temp

Kk 1

1l

Kk = 5.3 X 10-4 sec

K

¢ = 1.402 x 1072 seo

1

1.869 x 102 moles-1 sec 'l

-1

€= 13,330

Average value for € = 11890

The experimental values for€, for the four types of radical

investigated, are tabulated in Table 31 below.

Table 31

Radical Type extinotion coefficient

2 orthofluorophenyl 11,890
2 metafluorophenyl T, 100
2 parafluorophenyl 7,740

6,480

parent imidazolyl radical

From these values then, it is possible to calculate, using
equation 3.8, the rate constants of the various radical recombination
processes from the gradients of the plois of the respective functions
of optical density against time, G. Indeed, this was déne, and

Table 32 lists the rate constants for the processes at 303K,



Table 32

Values of the rate constants for the various reactions.

Radical Type

Dimer conc.

Reaction order

K

Orthofluoro 10‘%& 2 2.177 x 104 moles o1

min. 1
" 5.10'"3M 2(1) 1.458 x 104 mg]‘es"min".

" " 2(ii) 1.770 x 104 molgs
min 1%

parafluoro 10_3 3/2 2.334 x 10 molq%%'l
min'1

-3 3 -%

metafluoro 10 /2 2. 785 x 10 moles :%
min' 1
" " 1 7.52 x 107" sec?
" 1044 2 6.331xx 103 mole™

1"

5.10'3

mlnl1

1.153 x 10 mole 3
m1n?1+%

A/5  +1/5
1.316 moles mln'l.




%.5 Kinetics of the Gouneration of Radicslis in Sulution

The generaticin of radicals in 5.']0'"3 and 1077 solutions
of the ortho, meta and parafluoro dimers by light of wavclength
27,400 cm-_1 were studied as describaed in Section 2. A typical
set of datza is shown in Table 33, ani an crample of the optical
density increase with time of illumination, at several temperaturcs,
is given in Figure 3.34.:

Uedé,14, has related the intensity of E.S.R. absorption y,
with the time of illumination t of the dimer solution by the

s
equation,
kt

y = A(1-e )
From earlier discussion,, however, it has been scen that the
intensity of absorption is proporticnal to the concentration of

radicals Cy, which in turn is proportional to the optical density

due to the radicals (At — Aw). Thus the Ucda equation above, can

be rewritten,

kt

(A - Aw) = (8, - Ao )(1-e" ") 39

where (Ao - Aw) is the optical density of the solution when in

the photostationary state. This equation can then be recarranged

to
log (Agp-hy,) (4, - A,) = Kt
(Ao - Aw ) -3
Figures 3.35 to 3.37 show that for all three 10 "M solutions,

the generation of radicals follow this relationship, and what is
more,the gralie:its of the slopes are independent of %emperature
(Table 34). This seemingly concurs with work carried out by
Prochoda and Krongauz 49 who have found that the quantum yield of
triphenyl imidazolyl radicals in benzene,using light of wavelength

33,000 wavenumbers, vas about 1.0 indicating an unactivated process.,



Table 33

Specimen data for the O.D. increase with time of illumination

for a 10~°M solution of the parafluoro dimer solution.

Temp = 31.3%

(Ao ~ Aee)=(At = Aw) | 1og (Ao~Aes)~(At~Aw)

Time | (At-Ae) (Ao = Aeo) " (Ro-hew)
. + 2

0 0,000 .1.0000 2. 0000
30 0.0415 0.8312 1.9197
60 0.0754 6932 1.8409
90 0,1064 5671 1 ,7537.
120 0. 1240 0.4955 - 1.6951
150 0. 1426 0.4199 1,623
180 0.1564 0.3637 1.5608
210 0.1718 0. 3011 1.4786
240 0.1828 0.2563 1.4088
270 0.1904 0.2254 | 1.3529
300 0.1975 0.1965 1.2934
330 0.2024 0.1766 k 1.2461
360 0.2060 0.1619 1.2093
390 0.2116 0.1391 | C O 1.1434
420 0.2120 0.1375 1.1383
450 0.2150 0.1253 1.0980
480 0.2184 0.1115 1,0472
510 0.2240 0.0887 0.9479
540 0,2222 0.0960 0.9823

(Ao-Aw) = 0.2458
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Table 34

(2) Variation of the gradient of the Ueda plot with temperature
for a 10_3M solution of 2,2' orthofluoro phenyl 4,4',5,5'

tetraphenyl bi-imidazole.

Temp Gradient
K min~ !
302.2 0.244
307.0 0.240
307.4 0,180
311.5 0.180
315.5 0.180
323.6 0.244
(b) Variation of the gradient of the Ueda plot with temperature

for a 10_3M golution of 2,2' metafluworo phenyl 4,4',5,5' tetraphenyl

bi-imidazole,

Temp Gradient

K min~ !
307.0 0.660
307.3. 0.512
316.1 0.440
321.2 0.748
327.4 0.580
327.8 0.514




(c) Variation of the gradient of the Ueda plot with temperaturc
for a 10—3M solution of 2,2' parafluoro phenyl 4,4',5',5! tetraphenyl

bi-imidazgole.

Temp Gradient
K min~ !
301.5 0.202
304. 3 0.152
305.4 0.208
311.7 0.152
320.2 ' 0.286
324'6 0.242
328.7 0.374




All 5.10‘3m solutionshowever, (Figures 3.38 to 3.40) although
also obeying the Ueda relationship, do show temperature dependent
gradients (Table 35). The plots of logarithm of gradient against
temperature of run, for the three systems, are shown in Figures

3.41, 3.42 and 3.43. The reaction has apparently in some way

become an activated process.
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Table 35

(a) Variation of the gradient of the Ueda plot with temperature
for a 5.10—3M solution of 2,2' orthofluoro phenyl 4,4',5,5',

tetraphenyl bi-imidazole,

Temp Gradient log G g % 103
K. min 1 + 1

301.5 0.488 0.6884 3.317

301.4 0.488 0.6884 3.318

304.2 0.622 0.7938 3,287

303.9 0.540 0.7324 3.290

311.4 0.726 0.8609 3.211

316.4 0.774 0.8887 3.161

320,2 0.932 0.9694 3.123

(v) Variation of the gradient of the Ueda plot with temperature

for a 5.10_3M golution of 2,2' metafluoro phenyl 4,4',5,5'

tetraphenyl bi-imidazole.

Temp Gradient log G Vp X 10°
K min | + 1
" 303.2 0.308 - 0.4886 3.298
307.4 0.528 0.7226 3.253
313.2 0.580 0.7634 3.193
317.6 0.848 - 0.9284 3.149
322.6 1.142 1.0577 3.100




(c) Variation of the gradient of the Ueda plot with

temperature for a 5.16—3M solution of 2,2' orthofluorophenyl
4,4',5,5" tetraphenyl bi-imidazole,

Temp Gradient log G Vp x 107
K min~ " +1 -

303.1 0.496 0.6955 3.299

308.4 | 0.550 0.7407 3.243

313.5 0.622 0.7938 3.190

318.5 0.642 0.8075 3.140

323.3 0.812 0.9096 3.093
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CHAPTER 4

DISCUSSION



71

L.S.R, Spectra and Interpretation.

The spectra of the three fluorinated imidaiolyl radicals, were recorded
under conditions which allowed the best possible resolution, and the
results are shown in Figures 4.1, 4,2 and 4,3. Figure 4,4A shows the
spectrum obtained from the 2-paraflu§rophenyl 4,5 diphenyl imidazolyl
radical, deuterated on the 4 and 5 rings, used to aid tae determination

of the splitting due to the fluorine atom, It can be seen from this
figure, that the fluorine (spin quantum number of one half) has the effect
of splitting the E.S.R. signal into two parts, the separation of which
appears to indicate a splitting constant of around 11 gauss. The smaller
splitting observed in the spectrum, has been attributed to the nitrogens
because of the 5 line pattern of the lines (the ortho and.meta hydrogens

on the 2 ring should both only give 3 lines), ard because of the separation

of around 1.4 to 1.5 gauss, similar to the value suggested for nitrogen by

5
Wilks, ®

The only way to check that these valueé are correct, (as one can néver

be sure that the splittings indicatedwby the deuterium spectra are indeed
accurate) is to construct in some way, a simulated spectrum from the
splitting constants given, and compare this with the experimental result,

This simulation was achieved by using a computer program, written by

Dr. K, Kuwata of Osaka University and modified by Dr. N, Cyr of Nottingham,

A line shape function of Gaussian or Lorentzian character, in simple terms,

is generated by the program, and the half spectrum)after the successive

: splittinss)is calculated according to the assumed splitting constants,

The resulting half spectrum of specified line width and length is then

drawn out using the computer controlled line plotter, The actual program

is shown in Figure 4,5 and the data input is given below.
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FIGURE 4,5

*FORTRAN

C THIS PROGRAM WAS ORIGINALLY WRITTEN BY DR.K,KUWATA OF OSAKA UNIVERS ITY,

C MODIFIED BY N,CYR
DIMENSION ANAME(412),YA(3,6000),NQA(50),A(50),NQB(S0),B(50) ,NOCHAR(
15) :
2 READ (5,3) (ANAME(1),! = 1,12)
3 FORMAT ( 1246)
C NAME OF THE SPECTRUM
WRITE(6,5) (ANAME(L), | = 1,12)
5 FORMAT (1H1,1246/)
READ (5,7) NSPEX,KSHAPE
C NSPEX = NUMBER OF SPECTRA TO OVERLAP,KSHAPE « O FOR LORENTZ|AN,OTHERS FCR
C GAUSSIAN
7  FORMAT (214)
READ(5,9) WINC ,WMAX,WMIN
C WINC « EVERY NUMBER OF GAUSS TO PERFORM CALCULATION
C WMAX » FARTHEST POINT IN GAUSS FROM THE CENTER
C WMIN = NEAREST POINT IN GAUSS FROM THE CENTER
9 FORMAT(4F12,6)
WRITE(6,11) WINC,WMIN,WMAX
11 FORMAT(0X,12HINCREMENT = ,F12,6,6H GAUSS,/,10X,10HRANGE FROM,
F12,6,9H GAUSS TO,F12,6,6H GAUSS)
IF(NSPEX) 2,2,13
13 NSPEC » O
NHAFMX = O
DO 16 | = 1,6000
16 YA(3,1) = 0,0
NMIN = WMIN/WINC
NMAX = WMAX/WING
19  NSPEC « NSPEC + 1
20  READ (5,3) (ANAME(D),! = 1,12)
C NAME OF THE 1ST SPECIES
WRITE(6,22) (ANAME(1),1 = 1,12)
22 FORMAT(/2X,12A6)
READ(5,7) NA,NB
C NA = NUMBER OF GROUPS WITH EQUIVALENT SPIN 1/2 FOR THE 4st SPECIES(,LE, 4

CNUCE! IN A GROUP)
C NB » NUMBER OF GROUPS WITH EQUIVALENT SPIN 4 FOR THE 1ST SPECIES(,LE, 3 (N

C A GROLP)
READ (5,9) WEIGHT WL INE,PHASE WSHIFT
C WEIGHT = PART OF THE 1ST SPECIES
C WLINE = LINE WIDTH OF THE 1ST SPECIES IN GAUSS
C PHASE = POSITIVE FOR UP, NEGATIVE FCR DOWN
C WSHIFT = RELATIVE CENTER PBSITION IN GAUSS
IF(NA) 30,%0,26
26  READ(5,27) (NQ&(1),A(1), | = 1,NA)
C NQA(1) = NUMBER OF SPINI/2 NUCLEI IN GROUP |, A(l) » HFC OF GROUP I IN GAUSS
27  FORMAT(6(14,F8.3))
WRITE(6,29) (NQA(1),AL1), | = 1,NA)
29 FORMAT(10X,13,26HEQUIVALENT, 120,5,WITH A » ,F12,6,6H GAUSS)
30 IF(NB) 34,34,31
%1 READ(5,27) (NQ@3(1),B(1), | = 1,\B)
C NQB{1) » NUMBER OF SPIN 1 NUCLEL IN GROUP I, B(1) w HFC OF GROUP | IN GAUSS
WRITE(6,33) (Nao(1),B(1), 1 = 1,NB)
33 FORMAT(10X,13,27H EQUIVALENT ,1al,0,WITH A = , F12,6,6H GAUSS)



& &

42

46
47

51

61

69

71

(&
76

79

WRITE(6,35) WEIGHT WLINE WSHIFT .

FORMAT (10X, 47THSPECIES WEIGHT = ,F12,6,/13H,LINCWIOTH = ,F42,6,
16H GAUSS,/,22HSHIFT OF THE CENTER = ,F12,6,6H GAUSS)

D038 1 1,2

DO 28 J = 1,6000

YA(1,J) = 0,0

WID = 0,0

TENS = 1,

IF(NA) 46,46,42

DO 45 | = 1,NA

ANQ « NQA{1)

WID » WID + (ANQ*A(1))
TENS = TENS#{2,0%*ANQ)
IF(\B) 51 , 51 , 47

DOSO | » 1,08

BNQ = NG@B(I)

WID » WID + (2,0%BNQ*B(1))
TENS o TENS*(3,0%*BNQ)
PHAF = WID/2,

Nl o WLINEAWING

NSHIFT = WSHIFT/WING

NGEN w 16*NI

NORG = B*NI

ORIGIN = WINC*FLOAT (NORG)
PNWID = NGEN + IR({WIDAINC)
PNHAF = NORG + IR(HAF/WINC)
NEN = NSHIFT + NHAF = NMIN
IF(NEN - NMIN) 200,200,61
W e WLINE

TENFAC = PHASE*WEIGHT/TENS
{F(KSHAPE) 71,64,71

TA = =16,%(Wt*3)

TB w 3,%(W¥*2)

DO 69 | « 1,NGEN
Xl = |

XA = (XI®WINC) = ORIGIN
YA(1, 1) « (TENFACHTA*XA)/I (4,%( XA¥¥#2) +TB)##2)

GO TO 76
TA w JJWH2)/2,
DO 75 | = 1,NGEN

Xl = !
XA « (XI®WINC) - ORIGN
YA(1,1) = TENFACH ( XA/TAI¥EXP( (XA¥¥2)/TA)

LENGTH = NGEN

NY = 1

IF (NA) 126,126,79
DO 425 K = 1,NA

NEQ = NQA(K)

KUPL = A(KIAWING

PLENGTH = LENGTH + (NZQ*KUPL)
LENGTH = MINO(LENGTH,NEN,NW1D)
AK = A(K)

DO 120 ¥ w 4,LENGTH

6o TO (90,89,88,87) ,NEQ

Pid =t ~ {R(4, *AK/WINC)

13 | = IR(3,*AK/WINC)

‘I 24 1 = IR(2,*AK/WINC)

11 = ) = IR(AK/WINC)

YPLUS = 0,0
60 TO (93,96,101,108), NEQ



93  IF(11) 116,116,97
94  YPLUS = YA(NY ,11)
60 TO 116
96  IF(l1) 116,116,94
97  YPLUS = 2,*YA(NY,11)
IF (12) 116,116,99
99  YPLUS = YPLUS + YA(NY,!2)
60 TO 116
101 1F{14) 116,116,102
102 YPLUS w 3,*YA(NY,[1)
IF(12) 116,116,104
104  YPLUS w YPLUS + 3,*YA(NY,[2)
IF(13) 116,116,106
106 YPLUS = YPLUS 4+ YA(NY,13)
G0 TO 116
108 IF(11) 116,116,109
109  YPLUS  4,%*YA(NY,[1)
IF(12) 116,116,111
111 YPLUS « YPLUS + 6,%YA(NY,12)
IF(13) 116,116,113
113 YPLUS = YPLUS + 4,%YA(NY,13)
IF(14) 116,110,115
145  YPLUS = YPLUS + YA(NY,14)
116 GO TO (119,117) NY
117 YA(1,1) = YA(2,1) + YPLUS
60 TO 120
119 Ya(2,1) = YA(1,1) + YPLUS
420  CONTINUE
60 TO (122,124} ,NY

122 NY = 2
GO TO 125

124 NY = 1

125 CONTINUE

126 IF(NB) 179,179,127
127 DO 178 K = 1,N3

NEQ = NQB(K)

KUPL = B(K)/WINC

LENGTH = LENGTH + 2%NEQ*KUPL

LENGTH = MINO(LENGTH,NEN,NWiD)
132 BK = B(K)
0O 173 | = 1,LENGTH
60 To {139,137,135) ,NEQ
135 16 = | ~ IR(6,%K/WINC)
15 & | = IR(5,*BK/WINC)
137 14 = 1 = IR(4,%3K/WINC)
13 « | = IR(3,#BK/WINC)
439 12 w | = IR(2,%BK/WINC)
11 | ~ IR(BK/WINC)
YPLUS « 0,0
60 TO (143,146,157) ,NEQ
143 IF(11) 169,169,144
444  YPLUS = YA(NY, 11)
IF(12) 169,169,146
146  YPLUS = YPLUS + YA(NY, 12)
G0 TO 169
148 1F( 1) 169,169,149
149 YPLUS = 2,*YA(NY, 1)
IF(12) 169,169,131
151 YPLUS w YPLUS + 3,%YA(NY, 12)
IF(13) 169,169,153
453 YPLUS « YPLUS + 2, %YA(NY,[3),
IF(14) 169,167,155



155

157
158

160
162
164
166
168
169

170

172
173

175
177
178
179
182
184

186

333

193
194

196

197

YPLUS = YPLUS + YA(NY,14)
60 TO 169

IF(14) 169,169,158

YPLUS = 3,%YA(NY,[1)

IF(12) 169,169,160

YPLUS = YPLUS + 6,%YA(NY,12)
IF(13) 469,169,162

YPLUS = YPLUS + 7.%VA(NY,13)
IF(14) 169,169,164

YPLUS = YPLUS + 6,*YA(NY, 14)
IF(15) 169,169,166

YPLUS « YPLUS + 3.%YA(NY,15)
IF( 16),169,169,158

YPLUS = YPLUS + YA(NY, 16)
60 TO (172,170) ,NY

YA(4,!) = YA(2,1) + YPLUS
60'T0 173

YA(2,1) = YA(4,1) + YPLUS
CONT INUE

6o 10 {175,177) ,NY

NY « 2

G0 TO 178

NY w9

CONT INUE

IREAD « NEN + 1

DO 182 | = 1,NEN

IREAD = IREAD -~ 1

YA(3,1) = YA(3,1) + YA(NY,IREAD)
{F (NEN-NHAFMX) 186,186,184
NHAFMX = NEN

IF(NSPEX -~ NSPEC) 186,186,19
YMAX = 0,0

NMXMN = NMAX = NMIN

NHAFMX & MINC (NMXMN, NHAFMX)
WRITE (6,333) NHAFMX
FORMAT{ 27HNUMBER OF POINTS TO PLOT = , 16)
0O 194 | = 1,NHAFMX

YY = YA(3,1)

YY = ABS{YY)

IE(YY - YMAX) 194,194,193
YMAX = YY

CONT I NUE

DO 196 | = 1,NHAFMX

YA(3,1) = 50.*YA(3, 1)/YMAX
CALL FLABEL{4OHLITOBARSK1,10)
CALL INCPLT(1)

CALL CMS

READ{5,9) DIST

C DIST 1S NUMBER OF CENTIMETERS PER GAUSS

XM = WMAX*DIST

CALL LIMITS (0.,XM+10.,0,,27)
CALL REGION(S5, ,XM+5,,0,,25,)
CALL MSPACE

XMAXM = WMAX%100,

CALL REGION(q. ,XMAXM, =100, ,100,)

CALL AXESS!1(100,,20,)

" CALL CRSIZE(5),

CALL PLOTNC(300.,80.,22)
CALL FYPENC(149)

CALL TYPENC(30)

CALL TYPENC(25)

CALL PLOTNC(350,,65, ,24)
CALL TYPENC(25)



cALL TyPenc (37)
READ{5,350) (NOCHAR(1),1=n1,3)

C NOCHAR(1), 1S THE IMDENTIF1ER CHARACTER NUMBER FROM THE NPL CHARACTER SET §
350 FORMAT(1014)
DO 351 | = 1,3
354 CALL TYPENC(NO CHAR(1))
CALL POINT(O,,YA(3,1))
DO 352 | w 2,NHAFMX
F1 w FLOAT( }=1)
352 CALL JOIN(FI,YA(3, 1))
CALL INCPLT(0O)
CALL GREND
READ (5,7) NOXT
C IF THERE 1S NO MORE CALCULATIGN, NEXT = O
IF (NEXT,EQ,0) GO TO 200
60 TO 2
200 CALL EXIT
END
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Data iunp.t form,

The brackets following the identifiers contain the format for the

reading in of the data.

1.  ANAUE (112)

Up to 12 characters identifying the individual progranms,

2, NSPEX, KSHAPE (2I4)

Both of these paramcters are on the same card, NSPEX defines
the number of overlapping spectra, and for all calculations here,
NSPEX = 1. KSHAPE controls the character of the line, KXSHAPE = 0

for Lorentzian and £ O for Gaussian,

3,  WING, WMAX, WMIN (4712.6)

WINC gives the number of gauss at which each intensity calculation
is performed (0.01 gauss), WMAX is the farthest point from the
centre of the whole spectrum to which the calculation is made, and

WNIN is the nearest point in gauss from the centre (WMIN = O in

all cases)

4.  nA, NB, (214)
NA is the number of groups with equivalent spin cquantum number %3
(4 equivalent nucleionly being allowed in each group), and NB is the

nunber of groups with equivalent spin 1 (3 equivalent nuclei only

being allowed).

5, WEICHT, WLINE, PHASE, WSEIZT (4F12.6)

WEIGHT is the contribution to the overall spectrum, from each
overlapping spectrum, As there is only 6ne species involved here,
WEICHT = 1. WLINE is the line width of the splitting in gauss, and
PHASE defincs whether the spectrum starts from the centre, with a

"down peak™ or an "up peak" (=1 for up, -1 for down)., This serves to

,
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keep the simulated spectrum in phase with the experimental one.

WSHIFT is the relative centre position of the simulated spectrum

(set to O in all cases).

NQA(T), A(I) (6(14,F8.3))

NQA(I) defines the number of nuclei (spin &) in group ;, and A(I)

is the splitting constant of that group., The order of this data

input is, NQA(1), A(1), NQA(2), A(2)...NQA(NA), A(NA).

NQB(1),B(I) (6(I4,F8.3))

These are treated in the same way as the above parameters, but

represent groups with spin 1.

DIST

This parameter goverus the scale of the simulated plot, and is in

units of centimetres per gauss.,

NOCHAR (1) (1014)

NOCHAR is the identifier made up of 3 numbers from the NPL set,

used to characterise the spectira obtained from the line plotter.

NEXT (14)
If NEXT/0, the program restarts with a new set of data,

Infact, using the fluorine and nitrogen constants suggested by

experimental evidence, and keeping the hydrogen splitting constants
the same as those postulated by Dr. N, Cyr™ the simulated epectrum
of the deuterated parafluoro radical obtained with the above program -
bore little resemblance to the experimental result, Lowering of the
fluofine splitting however improved the correlation and the best fit

(Figure 4.4B) was achieved using the followin: pavam:ters,
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1. Linewidth = 1.44 gauss

2. Fluorine splitting = 7.60 Bauss

3. 2 o-protons splitting = 2,40 gauss
4. 2 m-protons splitting = 0.89 gauss

5. Nitrogen splitting = 1.44 gauss

Alteration of the nitrogen and hydrogen splittings from these values

made only marginal differences to this simulation, To determine these
smaller values, construction of the non deutcratcd spectrum was necessary
but this was found extremely difficult {o effect, in that seven splitting
parameters needed to be adjusted with no knowledge of the relative
magnitude of the perturbation to them caused by the fluorine. Because

of this difficulty, it was deqided that the best starting point would

be a determination of the spin densitics on the carbon atoms,

from which the hydrogen splitting constants could be estimated., & Program

based on McLachlan's calculation from Hickel molecular orbitals, shown in

Figure 4.6, was thus written in Algol for this purpose. The nature ang

order of the data input is given below.

1. M, the number of atoms in the molecule involved in the T systen

2, G..This parameter indicates whether a second set of calculations
with new data is to be undertaken after completion of ths first
set, (If G = 1 the program restarts)

3. A(M,M) This is the matrix related to the Huckel secular
determingnt, equation 1.19. Each term of the determinant is
divided byﬁo and the ratio ®e —¢ is putl to zero, 1eavir:g only

Bo
numerical values to put in the matrix e.g. for allyl the matrix

becomes,
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0 1 O
1 0 1
0 1 0

and for the C-N-C system in which hw = 0.9 (see equation 1,32),
Kex = 1,0 (see equation 1,33) and dx = 0,0 (from equation 1.35)
the matrix will be

0.0 1.0 0.0

1.0 0.9 1.0

0.0 1.0 0.0

4. The identifying name of the caloulation is read in here, and is
of any length providing that it lies between two stars (%),

Procedure "copytext" is razsponsible for this operation,

5. N, is the numter of fully filled molecular orbitals,

6. LAMBDA. This parameter is the coefficient A used in Mclachlan's

method of determination of spin density (equation 1.39).

Ths calculation of the molecular orbitals from the secular
determinant fed in, is executed by using a KDF9 procedure,
"Householder" (line 13 in Figure 4.6),and the eigenvalues and
eigenvectors of the wavefunciions so calculated are used to
determine the spin density on each atom contributing to the
network according to eqﬁation 1,39 (lines 30 to 60). Finally, the

TT bond ordersbetween the atoms are assessed.

The program was checkad against the calculations performed on
the anthracene cation by McLachlan in his original paperzf

using the parameters suggested by him, and the agreement of results

is shown below,
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FIGLRE 4.6

Spin Denslty Program

Begin!

Real'! LAMBDA, T,H;

YInteger! N,I ,J,5,M,G,K, R;

Start '.! M w READ;

G = READ ;

Begin'

'Array' A,B,C,E,P1 (1 ',V M, 1%.' M), W,SUM,TERM (4!, 'M);

Comment ¥ Huckel Solutlons;

In matr (A,M,M);

Rmatpr (A,M,M,1,2);

Newline (2);

Matcop (B,A,M,M);

Househ (B,W,M,1); .

Writeboxt ('{! Huckel "™*! Molecular '#! Opbitals 1#? Fop t#t );

Copytext ; '

Newllne (5);

'For'l « 1 'Step? {1 fUntil' M'DO!

Begin! ' o

Writetext ('('?7(?CC')! wavefunctlion %1 Fop %1 Energy MIE

we o txt Alpha')'){

Print (W (J),2,6);

Writetext ('(M1*1BETA('C)!1)!);

"For'l = 1'Step?1tUnt 11 'M'DO!

Print (B(J,I) 1,6);

'End!;

Newline (5);

tComment ! tuckel Molecular Orbital calculations complete,
calculate spin densitles

N = READ;

- LAMBDA = Read;

NulL(PI M M)
For! Rut'Siep" 'Untl W00 '

Begin!

For'Seq 1Step! 'Until'M!DO!

Begint

For'l « 1 'Step! 1 fUntilN!DO!

For'lJ « N+1'Step‘1'Untll'M'DO'

'Begln'

T = W(J)-W(1);

£ 'Abs(T) 'LT10,00001 'Then'tGo tolEnd;

Pl (R,S) = PI(R,S) + (B(1,R) * 8(J,5) * B(i,5) * B(UR));
ENDY, V1End!;

Start ',1'End';

tEnd';

Writetext ('(''('P')Mutual ™! Polarisability *(fcr)'t)?);
'For?! | = 1'Step? 1 'Until? MIDO!

Begin' )

Fort J = 1 'Step! 1f'Untift MIDO!

Pl (1,J) » -4 Pl (1,J);

'End';

RMatpr (PI,M,M,1,8);

Writetext (H(''('PY)I1)1);

For Wmj 'Step? 1 'UntiltMIDOY

Begin?!

Sum (R)=0;
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"Begint’

Term (R) « Pl (R,S) *# B(N+1,5) * B{N+4,5) * LAMBDA:

SUM(R) = SUM{R) + TERM(R);

e 1ot
E 1(11(ct) ! McLachlan "' Spin '#V Density

e On "1 Atom '#' Number ')!);

PRINT (R,2,0);

H = (B(N+1,R)) * (B(N+1,R}) + SUM (R);

Print (M,1,9);

1End?; .

Writetext ('(V'('P')'1)T);

'For' | « 9 "STEP! 4 'UNTIL® M'DO!

or! J u {1 'Step! 1 'Unt i1 M 10O

'Begin'

erfetext (1(*1(1Ct)? Bond "' Order '#! For '#1 Afomg t#1t)!),

Print (1,2,0};

Space (2);

Print (J,2,0);

C(1,J)0; '

'For!' K m 1 'Step! 1 SUntil' N 'DO

Cll,J) = C(1,J) « (B(K, 1) * B(K,J}) * 2;

COI,J) = CUILJ) + (B(N+1,1) *B(N+1,J))g

Weitext (P('e(1sSY)r 1S M(!SS')'M)' )5

Print (C(1,J), 1, 5);

Newiine (1);

'End!;

YEnd?';

Weitext (1('t(1P1)11)");

IfY G 'EQ' 4 'Then! 'Go to! Start;

YEnd*

*Algol*

'"Procedure! Copytext;

'Begln'

Vinteger! |;

L'.'lnch (l);

I | 'NE'43'Then' 'Go to' L;

L1, % Inch |;

Y{fY | VEQ' 13 'Then! 'Go to' End;

Outch (1);

6o to! L1;

End ¥,t 'End?

*Data,
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- > ) .
Anthrapene cation
N=7
A= 1.14
Atom number ‘ 1 2 10 1i
Spin density (Mcl.achlan) 0.118 0.032 0.256 0.028
Spin density (present work) ‘ 0.118 0.032 0.255 0,027

Secondly, the program was used to compute the spin densities on the
triphenyl imidazolyl radical, for comparison with those values found

by Cyr, Wilks and Willis, given in Chapter 1. As the agreement between the
two was exact when using the same parameters, the program was assumed

to work correctly and was applied to the fluorine substituted radicals,

The values for the various‘parameters used to construct the secular
determinant were kept in the main, the same as those used by Cyr et al
to successfully predict the spin densities on the lophinyl radical, with
the fluorine being considered to contribute two electrons to the

M -molecular framework. l'Hayasz in a similar treatment, considered
problems involving moleculeé oontaininé fluorine, and has used a range of
values for the correcting factors applied to the Coulombic (hF ) and the
reéonance (KcF) integrals involving the halogens, He postulated that hF
could -vary from 1.5 to 2,1, while KcF was in the ranse 0.5 to 0.7. The
auxiliurx inductive parameter 8¢ for the adjoining carbon atom, he put
to lie between 0.220 and 0,280, With these additions, then, to the

. 4
secular determinant for the lophinyl radical, the program was run in
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conjunction with the simulation program, in an attempt to reproduce
theoretically the experimental spectrum of the parafluoro radical.
In converting the spin densities to splitting constants for the
hydrogens, McConnell's relationship

Ay = czr
was used, with the value of @ being 30 gauss as suggested by Cyr, Wilks
and Willis. The fluorine and nitrogen splitiings were kept to the value
indicated by the spectrum of the deuterated radical., Again, however,
no success was obtained and using values for the fluorine integrdls in and

around those given by l'Haya, little similarity beiween the simulated and

experimental spectra was obtained,

The reason for ths lack of success, it was thought, was because the Hiickel
and McLachlan Method of computation of spin density, known to be unreliable
for molecules containing heteroatoms, was being taken beyond its limit

by the addition of a fluorine atom to the molecular framework, already

containing two nitrogens., Because of this, a more sophisticated method

was sought,

Pariéer, Pople and Parr Self Consistent Ficld Molecular Orbital Approach

As has been shown in the preliminary chapter, the P.P,P semi empirical
approximation to the celf consistent field molecular orbital equations,
provides a much more rigorous ani satisfactory method of determination of
molecular wavefunctions than does Huckel, Indeed, considerable success
has already been achieved with the P,P,P. semi-empirical theory, and a
large number of calculations for molecules containing hetero atoms have
been bésed on the method, It was thus decided +to use it on the
imidazolyl radicals, and to this end, a compulcr program, written in
Fortran IV by John Packer and modified by Dr.D, Brailcford, was supplied
by the M&ths Department of Nettingham University.

’
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The Spin polarised S.C.F. program, with spin projection

The program, shown in Figure 4.7, has been designed basically for
treatment of open shell systems (molecules in which not all electrons

are paired), in that it calculates the S.C.F, spin polarised wavefunctions
(discussed in Chapter 1) for half closed shell states, i.e. it considers

the o and B spin electrons separately.

Despite the rathar complex compuling tecyniques involved, the program is
relatively simple to use because of the simplicity of the data input,

In the following description of the form of this, a;l matrices have their
size specified in brackets e.g. H(N,N) and all formats aré indicated

for individual and variable lists, Where the variable list is enclosed in
slashes, a sequence of cards of identical format, one card for each
element in the matrix, is indicated, e.g./H(N,N)/. Also, in reading

in all symmetrical doubly dimensioned matrices, only the upper triénglee
are used,

Data input form,

N33, ICV, 1CON, (3I3)

All three are read in on the same card, N33 controls the use of the

spin pglarising routine PURV, which is only called if N33=5, The
subroutine is used to obtain spin polarised ground states, by alternating
the dand ﬁ gpin density. For non ground states N33¥5.

ICV, controls the subroutine VSORT, which is used for making treatment of
states with unusudl configuration possible, It is only used when ICV¥1.
ICON, is used to decide whether the sfmple spin projection routine due to
Amos and Hail, or the full projection operation, given in Chapter 1, are
.employed. When ICON = 2 only the simple operator is used, but when

ICON = 3, the morz accurate projection is carried out,

Title card (¥ree formu.t)

This simply allows a program title to be read in.

,



FIGRE 4,7

MASTER FRED
DIMENSION A1(30),E(30),2(30) ,ANA(30) ,ANB(30) ,BETA(30,30),
1 6AMA(30,30) ,ENA(30) ,PA(30,30),PB(30,30) FA(30,30),
2 F8(30,30),QA(30,30) ,08(30,30),C({30,30) ,H(30,30),
3 CH(30,30),CA(30,30),58(30,%0) ,%(30,30) ,CF(30,30),D(30)
c MOLECULE OPEN SHELL LCAO,MO,SCF,
208 READ(5,984)N33,ICV,ICON
984 FORMAT(313)
c N33 LABELS TITLE REQUIRED
CALL RITE(N33)
500 READ(5,1)N
c N GIVES THE NUMBER OF ATOMS IN THE MOLECULE
1 FORMAT(13)
READ(5,1INIT
READ(S,900)GN,CONVG ,D\C
900 FORMAT{3F20,8)
NSw1
DO 2 1wi,N
DO 2 Jui,N
READ(5,3) PAll,J)
2 PA(J,1)ePA(1,])
3 FORMAT(F20,8)
READ(5,3) (A1(1),0u1,N)
READ(S,3) (E(1),la1,N)
READ(S,3) (2(1),1a1,N)
DO 9 I=4,N
D0 9 Jul,N
READ(5,3) H{,J)
BETA(1,J)aH(1,J)
BETA(J, 1) eH(1,J)
9 H(J,11aH(1,J)
c READ THE HUCKEL MATRIX
C RESONANCE INTEGRAL MATRIX
DO 10 1m1,N
40 BETA(1,1)0.0
WRITE(6,23)
23 FORMAT(44H HUCKEL MATRIX,//)
DO 24 lat,N
24 WRITE(6,301) -(H(1,J),Ju1,N)
301 FORMAT(42F8.3)
WRITE(6,51)
51 FORMAT(4H,///,21H 1ONIZAT ION POTENT IAL,//)
WRITE(6,301) (AL(1),1a1,N)
WRITE(6,52)
52 FORMAT (1H,///18H ELECTRON AFFINITY,//)
WRITE(6,301) (E(1),1=1,N)
WRITE(6,56)
56 FORMAT(1H,///,14H R(1,J} MATRIX,//)
DO 57 lu1,N .
57 WRITE(6,301) (PA(1,J) ,J«1,N)
WRITE(6,58)
58 FORMAT (1H,///17H RESONANCE MATRIX,//)
D0 59 l«1,N
59 WRITE(6,301) (BETA(l,J) Jwt,N)
WRITE(6,53)
53 FORMAT(1hi,///,23H NUMBER OF P} ELECTRONS,//)
WRITE(6,301) (2(1),11,N)
CALL. COUL(AL,E,PA,GAMA,N)
DO 753 1ut,N



0088

0089
0090

0092
0093
0094

0096
0097
0098
0099
0100
0101
0102
0103
0104
0105
0106
0107
0108
0109
0110
0111
0142
0113
0114
0115
016
0117
0118
0119
0120
0121
7122
0123
0124
0125
0126
0127
0129

c

00 753 Ju1,N

753 GAMA(1,J) SGNWGAMA( 1 ,J)

WRITE(6,754) GN

754 FORMAT(4H,///,13H GAMA FACTOR«,F6.3,//)

GAMA(1,J) MATRIX

800 READ(S,3) (ANA(1),1a1,N)

READ{5,3) (ANB(1),4x1,N)
WRITE(6,54)

54 FORMAT(1H,///,17H ALPHA OCCUPATION,//)

WRITE(6,301) (ANA{1),l1u1,N)
WRITE(6,55)

55 FORMAT (1H,///,16H BETA OCCUPATION,//)

WRITE(6,301) (ANB(1),l1a1,N)
WRITE(6,901)

‘904 FORMAT(4H,///31H CLOSED SHELL SCF APPROXIMAT ION,//)

* {F(NS,NE. 1) CALL PUTIN(CH,PA,PB ,ANA, AIB ,N)

§F (NS, NE,1) 60 TO 584

CALL SCFCS(H,BETA GAMA,ALE,2,FA,CA 0B PA,PB ,ANA,AND ENA,D N)
IF(N33. £Q,5) CALL PURV(PA,PB N)

00 902 la1,N

DO 902 Ju1,N

902 CH(1,J)=CA(1,J)
581 WRITE(6,60)
60 FORMAT(1H,///,10H PA VATRIX,//)

DO 61 ll1‘N

61 WRITE(6.302) (PA(1,J),Jw1,N)
302 FORMAT (1H ,10F10.5)

WRITE(6,62)

62 FORMAT (1H ,///,104 PB MATRIX,//)

63

903

757

00 63 1u1,N

WRITE(6,302) (PB(1,J),Jm1,N)

WR1TE(6,903)

FORMAT (1H ,///,19H SPIN POLARIZED SCF,//)
00 11 Lw1,NIT

VCa150-DVC*FLOAT(L)

{F{VC,LT,0,0)VCa0;0

VCMa1.0-VC

CONVaVC*CONVG

CALL FMAT (Al,E,PA,PB,Z,GAMA BETA,N,FA Fi3)
F MATRICES ALPHA AND BETA

CALL RECAL(FA,Qh,ANA,N,CA,X,CF,D,ICV)
CALL RECAL(FB,Q8,ANB,N,CB,X,CF,D,ICV)
RECALCULATES P MATRICES AS QA AND B
PEN=POLEN(FA ,FB,QA 08 ,A1 ,BETA,Z ,GAMA,N)
WRITE(6,757) PEN

FORMAT (1H ,///,17H TOTAL Pl ENERGYa,F10.4,//)
IF(L.EQ,NIT) GO TO 81

DO 13 1awi,N

D0 13 Ja1,N

13 1F(ABS{PA(1,J)=RA(1,J)), GT CONV,OR,

904
81
31

15

1

aBS(PB(1,J)=0B(1,J}).6T, CONV) 60 TO 91
WRITE(6,904) CONV
FORMAT (1H ,//,28H METHOD HAS CONVERGED, CONVAF8.5,/)
WRITE(6,39) L
FORMAT(1H ,///,22H NUMBER OF ITERATIONS.,13 1/
WRITE(6,16)

FORMAT (15H F INAL PA MATRIX,//)

DO 64 |n1,N

WRITE(6,302) (Qa(1,J),J=1,N)
WRITE(6,17)

FORMAT{1H ,///,15H FINAL PB MATRIX,//)
DO 65 |-1,N

WRITE(6,302) (QB(1,J),Jn1,N)



0129 WRITE(6,905)

0130 . 905 FORMAT (4H ,//,29H CHARGE AND BOND=ODER MATR IX J/)
0131 00 906 let,N

0132 DO 906 Ju1,N

0133 906 C(1,J)=QA(1,)+Q8(1,J)

0134 DO 907 la1,N

0135 907 WRITE(6,302) (C(1,J) ,Ju1,N)

0136 WRITE(6,908) »

0137 908 FORMAT(1H ,///,5H ATOM,10X,13H SP{N DENSITY,10X,
0138 1154 CHARGE DEMSITY,/)

0139 DO 909 la1,N

0140 . “X(1,1)=Qa(1,1) -G8 (1,1)

0141 WRITL(E,755) 1,X(1,1),C(1,1)

0142 755 FORMAT{1H ,13,14X,F8.5,14X,F8,5,/)

0143 909 CONT | NUE

0144 CALL QLRV(FA,C,ENA,D,N,IFA{L)

(3712 IF(IFAIL,EQ, 1) CALL ARCRT

0146 © CALL VS(RY(C,CA,X,CF,ENA,N,ICV)

0147 WRITE(€,69)

0148 69 FORMAT(1H,///,48H ALPHA EIGENVALUES,//)
0149 WRITE(6,302) (ENA(1),lu1,N)

0150 WRITE(6,7C)

0151 70 FORMAT(1h ,///,19H ALPHA EIGENVECTORS,//}
0152 DO 71 l=1,N

0153 71 WRITE(6,302) (C(1,J),Ju1,N)

0154 CALL QLRV(FB,C,ENA,D,N,IFAIL)

0155 IF(IFAILJEQ, 1) CALL ABORY

0156 CALL VSORT{C,CE,X,CF ,ENA,M,ICV)

0157 WRITE(6,72)

0158 72 FORMAT(4H ,///,17H BETA EIGENVALUES,//)
0159 WR1TE(6,302) (ENA(1),1a1,N)

0160 WRITE(6,73)

0161 73 FORMAY( H ,///,18H BETA E1GENWVECTURS //)
0162 DO 74 l=1,N

0163 74 WRITE(6,302) (C(1,J),Ju1,N)

0164 CALL SPIN(QA,QB,PA,PB FA,FB,CA,CB,C,CF,H,X,BETA AL ,E,Z SAMA ,
0165 1N, ICON,ANA ,AMB)

0166 60 TO 205

0167 99 DO 32 la1,N

0168 DO 32 Jui,M

0169 PA(L,0)=VC*PA(] ,J)+\CHQA( 1 ,J)

0170 32 PB(1,J)aVC#B(1,J)+\CMeGB(1,J)

0171 14 CONT INUE

0172 205 READ(E,1) NS

0173 IF(NS»EQ.5) GO TO 208

0174 1F(N5.EQe1) GO TO 754

0175 WRITE(6,752)

0176 752 FORMAT!4M ,///,14H EXCITED STATL,//)
0177 60 TO 800

0178 751 STOP

0179 END

END OF SEGMENT, LENGTH 1445, NAME FRED
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0181 . SUBROUT INE SPIN(Qa,CB ,FA,PB,FA,FB,CA,CE,C,CF H,X,BETA,AL,E,2,
0182 1 GAMA,N, ICON,ANA ,ANB) :
0183 ‘ DIMERY (G QA(30,30) ,QB(30,30) ,PA(30,30) ,PB(30,30) ,FA{30,20),
0484 1 F8(30,30) ,CA(30,30) ,CB(30,30) ,C(30,50) ,CF (30,30 ,H(30,30) ,
0185 4 X(30,30) ,BETA(30,30) ,A1(30),E(30) ,2(30) ,6AMA(30,30) '
0186 1 ,ANA(30),ANB(30)

0187 Qu0,0

0188 Px0,0

0189 DO 1 Ix=1,N

0190 PuP+ANA(1)

0191 1 QuQ+ANS(1)

0192 PPQuP+Q

0193 PMQmABS (P-Q)

0194 SZePMI*0,5

0195 SMmSZ&(SZ4+1,0)

0196 1alFIX{PMQ)+1

0197 WRITE(6,2)

0198 2 FORMAT (4, ,/// ,S1HE*RSP N PROJECT 10} ROUT INE®### //)
-0199 wRITE(6,3) 1,52,SM

0200 3 FORMAT(Z3H MULTIFLICITY OF STATEw,12,10X,18H Z<SPIN COMPONENT«,
0201 5,2,//,25H SP{N OF PLREL STATE,(S2)«,F5,2,//)

0202 CALL AMAT{CA,QB,FA,N)

0203 c STORES{PQ) IN FA

0204 TWSECTR(FA,N)

0205 c Tw=TRACE{FG)

0206 SMa0, 25%PMQ +0. S*PPQ-T .

0207 WRITE(6.4) SM

0208 4 FORMAT (23H UNPROJECTED SPIN,(52)w,F9,6,//)

0209 WRITE(6,5)

0210 5 FORMAT(27H SIMFLIFIED SPIN PROJECTION,//)

0211 00 6 lut,N

0212 DO 6 Jui,N

0213 6 X(1,J)=FA(1,J)

0214 CALL AMKT(FA,X,FB,N)

0215 c STORES(PQPQ) IN FB

0216 T2aSECTR(FB,N)

0217 c T2TRACE(PLPQ)

0218 X(1,1)=(5241,0)*(52+2,0) -SM

0219 SMaSM={ (P-T)*#(Q=T)+2,0%(T-T2) )/X(1,1)

0220 WRITE(6,7) SM

0221 7 FORMAT(23H AFTER PROJECT ION,(S2)s,F9,6,//)

0222 CALL AMAT(FA,QA,CA,N)

0223 CALL AMAT(GB,FA,CB,N)

0224 CALL AMAT(Q8,QA,CF,N)

0225 c CA=(PQP) CBu(QPQ)  CFa{QP)

0226 DO 8 lu1,N

0227 DO 8wl N

0228 PA(1 ,J)=GA( L ,J)={CALT,J)=0,5*(FALI WS LE,00))/%(1,1)
0229 PalJ,1)ePA(1,0)

0230 PB(1,J) QB 1,J)=(CB(1,J)=0,5%(FAL1,0)4CF (1,J)))/%(1,1)
0231 8 PB{J,1)=PB(1,J)

0232 c PA AND PB ARE NEW ShiN FROJECTED MATRICES

0233 WRITE(6,9)

0234 9 FORMAT(Z9H SPIN PRCJECT LD BOND MATRICES,//)

0235 WRITE(6,10)

0236 10 FORMAT( it ALPHA SPIN,//)

0237 DO 11 lw1,N

0238 11 WRITE(6,12) (PA(1,J),du1,N)

0239 12 FORMAT(1GF10,6)

0240 . WRITE(6,13)

0241 13 FORMAT(1H ,///,1CH BETA SPI,//)

0242 00 14 ta1,N

0243 18 WRITE(6712)  (PB(1,J) ,Jud,N)



0244
0245
0246
0247
0248
0249
0250
0251
0252
0253
0254
0255
0256
0257
0258
0259
0260
0267
0262
0263
0264
0265
0266
0267
0268
0269
0270
0271
0272
0273
0274
0275
0276
0277
0278
0279
0280
0281
0282
283
0284
0285
0286
0287
0288
0289
0230
0291
0292
0293
0294
0295
0296
0297
0298
0299
0300
0301
0302
0303
0304
0305
0206

15

16

17

18

19

DO 15 It N

DO 15 Juml N

H{1,0)ePA(1,J)+PB(1,J)

H{J, D H(1,J)

WRITE(6,16)

FORMAT(1H ,//,18H TOTAL ECND mmlx,//)

DO 17 l=1,N

WRITE(6,12) (H(1,J) ,Jut,N)

CALL SPWRT(PA,PB,H,X,N)

CALL PROJEN(BETA,AL,E,Z,GAMA,QA,Q8,FA,PA,PB, X H,C,N)
1F(1CON,EQ.2) GO TO 26

WRITE(6,18)

FORMAT (37H*#*#MORE ACCURATE SPIN PROJECT ICN##» //)
X(1,2)wP

IF(P.6T.Q) X(1,2)=Q

X(1,2)uX(1,2)+52%(5241,0)

X(1,2)=A

X(1,3)uX(1,2)%X(1,2)

X(1,3) =A*A

T3.TRACE(FB,FA,N)

T3=TRACE { PQPQPQ)

X(1,4)uX(1,2)=T

X(1,4)=5*%S
X(1,5)=X(1,3)sP¥Qe2, 0% (THTT2) -T*(2, 0%X(1,2) +PPQ-2, 0)
X{(1,5) uS*S*5*S
X(1,6)=X(1,3)%X(1,2)4X(1,2)*PrQuPrQe(2, 0%Xh,2) +#PQ-2,0)
X(1,6).x(1,6)4T*(3.0*X(1,3)+3.0*X(1,2)*(PPQ-2.0)+(PPQ-2.0)*
4 (PPQu2,0)+P*Qs4, 0% (P~1,0)*(Q~1,0))
X(1,6)wX(1,6)+2,0%(3,0#X(1,2)43, 0*PPQ=10, 0)*({T*#T-T2)
X(1,6)uX(1,6) =5, 0% (THTHT=3, O¥T2¥T 42, O*T3)

X(1,6) wSHSHOHSHERS

X(1,7) =(5241,0)%(52+2,0)

X(1.8)mx(1,7)%X(1,7)
SMeX(1,6)=2,0%X(1,7)%X(1,5)+X{1,8)%#X(1,4)
SMaSM/(X(1,5)=2,0¢X(1,7)#X(1,4)+X(1,8))

WRITE(6,19) SM

FORMAT (23H AFTER PROJECTION,(S2)a,F9,6,//)

CALL AMAT(GB,CA,H,N)

CALL AMAT(FB,QA,C,N)

CALL AMAT{(H,G8,PB,N)

Hu (QPQP) C={PQPGP) PBa(QPQPQ)
X(1,2)uX(1,2)=52%(5241,0)-2, 0% (SZ+1,0)
x(4,3)=X(1,2)%X(1,2)

NEW A AND A*A VALUES

X(2,1) =X(1,3)+P*QsT*(3, 042, 0T-2,0%X (1,2) -PPQ) -
X(2,1) sA*A+PQeTRACE (PQ) (3-2TRACE(PC) =2A-N)

X(2,2) uPPQ-4, 0¥T 3,042, 0%X(1,2)

X(2,2) aN-4TRACE(PQ) <3424,

%(2,3) »2,0%T+1,0-X(1,2)

X(2,3)a2TRACE(PQ)+1.:A
X(2,4)nX(1,3)4P*QsT*(2,042,0%T=2, 0%X(1,2) -FPQ)
X(2,4) A*A+PQ+TRACE(PQ)(2+2TRACE(PQ)-2A-N)
T3=SECTR(H,N)

T3-TRACE(QPQPQ)

DO 21 |-1,N

DO 21 Jul,N

CUI,J) 4,00 (1,J)4QAL1,)*(X(2,1)G-2, 0*T2)
Cl1,J)aC(1,0)+{P=T)*GB(1,J)4CB{1,J)

CO1,I (1,00 4x(2,2)%CACL,J) +(FACT,I)4CF(1,))%(X(2,3)-P)
C(1,0)aC{1,d)=2,0¢(FB(1,J)*H(1,J))
Cl1,AL(1,9)/(x(2,4)=2,0%T2)

C(J,Null1,0)

PB(I,J) wd. OFPR(1,J)+@B(1,J)*{X(2,1)P~2, 0*T3)



0307
0308
0309
0310
0311
0312
0313
G4
0315
0316
0317
0318
0319
0320
0321
0322
0323
0324
0325
0326
w27
0328
0329
0330
0331

21

22

25

26

PB(1,J)mPB(1,J)+(Q-TI*QA(1,J)4CA(1,J)
PBLI, I aPB(1,J)4X(2,2)%CB(1,J)+(FALT ,J)4CF(1,0))*(X(2,3)=Q)
PB(1,J)wPB(1,J)-2,0%(H(1,J)+FB(1,J))
PB(1.J)=PB(1.J)/(X(2,4)-T3%2,0)

PB(J, 1)=PB(1,J)

CONT INUE

C AND PB ARE NEW DENSITY MATRICES
WRITE (6,9)

WRITE (6,10)

DO 22 |-1,N

WRITE(6, 12) (C(1,J),J=1,N)
WRITE(6,13)

D0 23 lat,N

WRITE(6,12) (PB(1,J},Jw1,N)

00 24 l=1,N

D0 24 Jui,N

PA(1,J)C(1,J)4PB(1,J)

PA(J, 1)aPA(1,J)

WRITE(6,16)

D0 25 |-1,N

WRITE (6,12) (PA(1,J) ,J=1,N)

CALL SPWRT(C,PB,PA,X,N)

CALL PROJEN(BETA,A!,E,Z,GAMA,QA,QB,FA,C,PB,X,PA H,N)
RETLRN

END

END OF SEGMENT, LENGTH 1859, NAME SPIN



0332

0333 SUBROUT INE SPWRT(PA,PB,H X N)
0334 C PRINTS OUT RESULTS FROM SPINPOL

0335 DIMENSION PA(30,30),P8(30,30),X(30,30) ,H{30,30)
0336 WRITE (6,1)

0337 1 FORMAT(1H ,//,5H ATOM,10X,13H SPIN DENSITY, 10X,
0338 1 15H CHARGE DENSITY,/)

0339 00 2 la1,N

0340 X(4,2)=PA(1, 1)=PB(1,1)

0341 WRITE (6,3) 1,X(1,2) ,H(1,1)

0342 2 CONT INUE

0343 3 FORMAT(4H ,13,14X,F8,5,14X,F8,5,/)

0344 RETURN

0345 END

END OF SEGMENT, LENGTH 400, NAME SPWRT



0347 SUBROUTINE AMAT(A,B,C,N)

0348 DIMENSION A(30,30),B(30,30),C(30,30)
0349 DO 1 lui,N

0350 DO 1 Jut,N

0351 c(1,4)=0,0

0352 D0 1 Kei,N

0353 1 Clt,d)aC(1,J)+A(1,K)4B(K,J)

0354 RETWRN

0355 END

END OF SEGMENT, LENGTH 106, MAME AMAT



0357 REAL FUNCT [ON TRACE (A,B,N)
0358 DIMENSION A(30,30),8(30,30)
0359 TRACEO, 0

0360 D0 1 1aq,N

364 0O 4 Jut,N

0362 1 TRACESTRACE+A(1,J)*8(J, 1)
0363 RETURN

0364 END

END OF SEGMENT, LENGTH 74, NAME TRACE



0366 SUBROUT INE HUCK(H,NF ,CA,ENA,PA,D,N)
0367 € HUCKEL APPROXIMATION

0368 DIMENSION H(30,30),CA(30,30),ENA(30),PA(30,30),0(30)
0369 CALL QLRV(H,CA,ENA,D,N,IFAIL)

0370 IF(1FAIL,EQ,4) CALL ABORT

0371 DO 1 |-1,N

0372 DO 9 Ja1,N

w73 PA(1.J)<0,0

0374 DO 1 Kut,NF

0375 1 PA(1,J)=PA(1,J)4CA(K, 1)*CA(K,J)*2,0
0376 RETLRN

0377 END

END OF SEGMENT, LENGTH 141, NAME HUCK



0378

0379 . SUBROUTINE COUL(AI,E,R,GAMA,N)

0380 C EVALUATES COULOMB INTEGRALS _

0381 DIMENSION A1(30),E(30),R{30,30),6AMA(30,30)

0382 C  EQUATION 8 , MONOMIR , OPEN SHELL

0383 00 1 lu1,N

0384 DO 1 Jui,N

0385 1 GAMA(1,J)mt O/((R{1,J)/14.41)4(2,0/(AL(1)-E(1)+A1(J)
0386 1-£(N)))

0387 RETURN

0388 END

END OF SEGMENT, LENGTH 103, NAME COUL



0389
0390
0391
0392
0393
394
0395
0396
0397
0398
0399
0400

SUBROUT INE PUT IN(CH,PA,PB ,ANA ,ANB,N)
DIMENSION CH(30,30) ,PA(30,30) ,PB(30,30) ,ANA(30),ANB(30)
DO 1 laf,N

0O 1 Ju1,N

PA(14J)=0,0

PB(1,J)=0,0

001 Ku1,N

PA{1,0)aPA(T J)4CH(K, 1)*CH{K,J)*ANA(K)
PB(1,J)aPB(1,J)+CH(K, 1) ¥CH(K,J)*ANB(K)
RETURN

END

END OF SEGMENT, LENGTH 162, NAME PUTIN



0401
0402
0403
0404
0405
0406
0407
0408
0409
0410
0441
0412
0443
0414
0415
0416
0417
0418
0419
0420

SUBROUT INE FMAT(A!,E,PA,PB,Z,GAMA,BETA,N,FA,FB)
C SETS UP F MATRIX
DIMENSION A1(30),E(30),PA(30,30),PB(30,30),2(30),
1G6AMA (30,30) ,BETA(30,30) ,FA(30,30) ,FB(3030)
€ EQUATION 3 AND 4 ,OPEN SHELL MOLECULE
DO 2 la1,N
FA(1,1)=0.0
FB(1,1)=0,0
00 1 Ju1,N
IF(1,EQ.J) 60 TO 1
- FA{1,J) wBETA(1,J)~PA{ 1,J)%GAMA( | ,J)
FB(1,J)wBETA{1,J)=PB{1,J)*GAMA(1,J)
FACL, 1) aFA(T, 1)+GAMACT J)*(PA(J,J)+FB(J,J)=Z(J))
FB(1,1)FB(1,1)4GAMA(1 ,J)*(PB(J,J)+PA(J,J)-2(J))
4 CONT INUE
FACL, 1) aFACT, 1) =ALCH BT, 1) *(AT(1)-E(1))
2 FB(I,1)afB{I, 1)=AL{1)+PACY, 1) *(AT(1)-E(1))
RETURN
END

END OF SEGMENT, LENGTH 331, NAME FMAT



0421
0422
0423
0424
0425
0426
0427
0428
0429
0430
0431
0432

REAL FUNCTION POLEN(FA,FB,PA,PB,Al ,BETA,Z,GAMA,N)
C CALCULATES TOTAL ENERGY
DIMENSION FA(30,30),FB(30,30),PA(30,30),PB(30,30),A1(30),
12(30),BETA(30,30) ,6AMA(30,30)
POLEN=O, 0 '
DO 1 I=1,N
X=0,0
DO 2 Ju1,N
IF(1,EQ.J) GO TO 2
POLEN=POLEN+PA(J, 1)#(FA(1,J)+BETA(1,J))+PB(J,1)%(FB(1,J)+
1BETA(1,J))
XuX+Z(J)*GAMA(J, 1)
2 CONTINUE
1 POLENWPOLEN+PA(1, 1)#(FALT,1)=X=A1(1))+PB{1,1)*(FB(1,1)X~
1 at{n)
POLEN=0, 5*POLEN
RETURN
END

END OF SEGMENT, LENGTH 211, NAME POLEN



0441 SUBROUT INE PURV(PA,PB(N)

0442 C PERFORMS ALTERNATION ON BOND ORDER MATRICES FOR CLOSED SHELL STATES.
0443 DIMENSION PA(30,30),PB(30,30)

0444 WRITE (6,1)

0445 1 FORMAT(1H ,//,26H PA AND PB ANTISYMMETRIZED,/)
0446 00 2 1w1,N,2

0447 PA(1, V) aPA(T,1)%1,3

0448 2 PB(1,1)=PB(1,1)*0,7

0449 DO 3 le2,N,2

0450 PB(1,1)aPB(1,1)%1,3

0451 3 PA(1,1)PA(1,1)%0,7

0452 RETIRN

0453 END

END OF SEGMENT, LENGTH 120, NAME PURV



0454
0455

0457
0459

0460
0461

SUBROUT INE RITE(N)
DIMENSION CHAR(42)

READ(5,1) (CHAR(1),la1,12)
FORMAT{ 124 6)

WRITE(6,2) (CHAR(1),1w1,12)
FORMAT (1H1,1H ,1246,///)
RETWRN

END

END OF SEGMENT, LENGTH 56, NAME RITE



0463

0464 REAL FUNCTION SECTR(A,N)
0465 DIMENSION A(30,30)
0466 5ECTRw0, 0

0467 DO 1 Iw=1,N

0468 1 SECTRWSECTR+A(1,1)
0469 RET(RN

0470 END

END OF SEGMENT, LENGTH 51, NAME SECTR



0471

0472 SUBROUT INE FROJEN(BETA,AL,E,Z,GAMA QA ,QB ,FA,PA,PB,X,H,C,N)
0473 C CALCULATES TOTAL ENERGY AFTER PROJECTION

0474 DIMENS|ON BETA(30,30) ,A1(30  ),E(30),2(30),6AMA(30,30),QA(30 30)
0475 108(30,30),FA(30,30) ,PA(30,30) ,PB(30,30) ,X(30,30) ,H(30,30), Y
1476 2¢(30,30)

0477 D0 1 let,N

0478 c(1,1)=0,0

0479 00 2 Jut,N

0480 IF (1.€Q.,J) 60 TO 2

0484 Cl1, 1)L, 1)-Z(J)*GAMA(1,J)

o482 C(1,J)sBETA(Y,J)

0483 2 CONTINUE

0484 1 Cl1,4)sL(1,1)=-A0(1)

0485 X(1,3)«TRACE(H,C N}

0486 DO 3 l=t,N

0487 H(1,1)<0,0

0483 C(1,1)=0,0

0489 DO 4 Jai,N

0490 1F{1,EQ,J) GO TO 4

0491 C(1,1)eCl1,1)+(QA(J,0)+QB(J,J) J*GAMA( L ,J)

0492 c(1,J)=-08(1,J)*GAMA(1,J)

0493 H(1,J)==QA( 1, J)¥GAMALL ,J)

0494 4 CONTINUE

0495 HOE, D0, D48 D*(AN(1-E(D)

0496 3 C(1,1)aC(1,1)4QA01, I (ALLN-E()

0497 X(1,3)=X(1,3)+0,5% (TRACE(PA,H,N)+ TRACE(PB,C,N)

0498 X(1,4)=0,0

0499 DO 5 1=1,N

0500 DO 6 Jui,N

0501 IF(1.€Q.J) 6O TO 6

0502 X(1,4)aX(1,8)+(QA01,J)FALL,J)I*IFALS, 1)=QB(J, 1) J*GAMAC 1 ,J)
0503 6 CONTINUE

0504 5 x(1,4)-x(1,4)+(0A(I,|)-—FA(I,l))*(FA(I,I)-—QB(I,l)*(Al(l)-E(l))
05 X(1,4)40,5%X(1,4)/X(1,1)

0506 WRITE (6,7) X(1,4)

0507 7 FORMAT (1H ,//,17H CORRECTION TERMx,F10,6,//)

0508 X(1,3)aX(1,3)-X(1,4)

0509 WwRITE (6,8) X(1,3)

0510 8 FORMAT(34H TOTAL ENERGY WITH SPIN PROJECTEDs,F12,6//)

0511 RETURN

0512 END

END OF SEGMENT, LENGTH 637, NAME PROJEN



0513

0514 SUBROUT INE RECAL(F,Q,AN,N,CH,X CF,D,ICV)

0515 DIMENSION F(30,30),Q(30,30) ,AN(30) ,ENA(30),C(30,30) ,CH(30,30)
0516 4 ,X(30,30),CF(30,30),0(30)

0517 C  RECALCULATES P FROM F EIGENVECTORS RETURNS AS Q
0518 CALL QLRV{F,C,ENA,D,N,IFAIL)

0519 : IF {IFAIL.EQ.1) CALL ABORT

0520 CALL VSORT(C,CH,X,CF,ENA,N,ICV)

0524 o2 l«1,N

0522 D0 2 Jui,N

0523 Q(1,J)=0.0

0524 - D0 2 Ka1,N

0525 2 Ql1,J)=Q0 1) +ANCK)¥CIK, 1)*CUK ,J)

0526 D0 3 1=1,N

0527 DO 3 Ju1,N

0528 3 CH(1,J)eC{1J)

0529 RETIRN

0530 END '

END OFSSEGMENT, LENGTH 202, NAME RECAL



0532 . SUBROUT INE SCFCS(H,BETA,GAMA Al ,E,2Z,FA,CA,CB,PA,PB,ANA
0533 1ANB , ENA,D,N) T
0534 DIMENSION H(30,30) ,BETA(30,30),6AMA(30,30),A1(30),E(30)
0535 1 FA(30,30).CA(30,30).w(so,so),PA(so,so),Pa(so,so; 1(30'
0536 2 ANA{30),ANB{30) ,ENA(30) ,D(30) ’
0537 - NIT=S
0538 W=0.0
0539 DO 1 ta1,N
0540 4 WaW+ANA(1)+ANB(1)
0541 W=W*0,5
0542 NE= IF1X(W)
0543 D0 24 la1,N
0544 24 WRITE(6,301) (H(1,J), J=1,N)
0545 301 FORMAT(12F8,3)
0546 CALL HUCK{H,NF,CA,ENA,PA,D,N)
0547 DO 3 L«1,NIT
- 0548 ) |=1,N
- 0549 FA(1,1)<0.0
0550 DO 5 J=1,N
0551 1F(1,EQ.J) GO TO S
0552 FA(1,J)=BETA(1,J)=0.5*PA(1,J)*GAMA(1,J)
0553 EALL,1)<PAL, 1)+ (PA(J,J)-Z(J) ) #GAMA (1, J)
0554 5 CONT INUE
0555 4 FA(L,D)aFACT, D)=ATC1)40.5*PACL, 1) *(AL(1)-E(1))
0556 IF(L.EQ.NIT) NFaN
0557 CALL QLRV(FA,CA,ENA,D,N,IFAIL)
0558 \F(IFAIL EQ,1) CALL ABORT
0559 \F(L.EQ.NIT) GO TO 7
0560 Do 6 la1,N
0561 Do 6 J=1,N
0562 PA(1,J) =040
0563 DO 6 K=1,NF
0564 6 PALL,J)aPA(T,J)4CA(K, 1) %CA(K,J)*2.0
0565 3 CONT INUE
0566 7 00 8 l«1,N
0567 DO 8 J=1,N
0568 cB(1,J)=CA{1,J)
0569 PA(1,J}=0.0
0570 PB(1,J)=0.0
0571 PB(1,4)=0,0
0572 DO 8 Ka1,N
0573 PA(1,J)=PAL1,J)+CA(K, 1 )*CA(K,J)*ANA(K)
0574 8 PB(1,J)=PB(1,J)+CA(K,1)%CA(K,J)*ANB(K)
0575 RETURN
0576 END

END OF SEGMENT, LENGTH 583, NAME SCFCS



0577

0578 . SUBROUT INE VSORT(C,CH,X,CF ,ENA,N, 1CV)

0579 C SORTS EIGENVECTORS TO ENSURL THAT THE ELECTRONS ARE ASSIGNED TO THE
0580 C INTENDED ORBITALS EVEN IF THEY CHANCE TO BECOME ENERGETICALLY
0581 C UNFAVOURABLE DWRING THE COURSE OF THE SCF ITERAT IONS
0582 DIMENSION C(30,30) ,CH(30,30),X(30,30) ,CF(30,30)
0585 1 ENA(30) ,ENAF(30), IM(30) Y
0584 IF{1CV, EQ.1) GO TO 18

0585 DO 1 M=1,N

0585 DO 1 1=1,N

0587 X(M,1)=0.0

0588 00 4 J=1,N

0589 1 X(M, 1) =X(M,1)4CH(1,J)*C(M,J)

0590 - DO 2 Mai,N

0-914 IM(M) =1

0592 DO 2 J=2,N

0593 IF{X{M,J).LE.X(M,1)) 6O TO 2

0594 X(M,1)=X{M,J)

0595 IM{(M) =J

0596 2 CONT INUE

0597 1Y=0

0598 DO 3 1a1,N

0599 C 3 1Y=1Y+IM(1)

0600 1Z=N*(N+1)/2

0601 IF(1Y.EQ.1Z) GO TO 15

0602 NM1aN=1

0603 DO 10 l=1,MM1

0604 |P1-|+1

0605 D0 10 JalP1,N

0606 IECIM(1). EQ. IM{J)) 6O TO 11

0607 10 CONT INUE

0608 11 IF(X(1,1).6E.X{J,1)) 6O TO 12

0609 IM(1)=1Z-1Y+IM(1)

0610 60 Y0 13

0611 12 IM{J) =1Z=1Y+1M(J)

0613 00 14 1=1,N

0614 14 1YalY+IM(1)

0615 IF(1Y.EQ.12) 6O TO 15

0616 WRITE(6,16)

0617 16 FORMAT(43H DOUBLE DEGEN,/)

0618 15 00 6 1=1,N

0620 ENAF (K) <ENA( 1)

0624 D0 6 J=1,N

0622 6 CF(K,J)«C(1,J)

0623 DO 7 1-1,N

0524 ENA(1)=ENAF{1)

0625 D0 7 J=1,N

0626 7 C(1,0)=CF{1,J)

0627 18 RETURN

0628 END

END OF SEGMENT, LENGTH 505, NAME VSORT



0663
0664
0665

0667

0570
0671
0672
0673
0674
0675
0676
0677
0678
0679
0680
0684
0682
0683
0584
0685
0686
0687
0688
0689
0690
0691
0692

ES

5

8

10

@O

11

15

14
13

16
12

,

SUBROUT INE QLRV(A,Z,D,E,N,IFAIL)
DIMENSION A(30,30),D(30),2(30,30),E(30)
IFAIL=0

TOL=1,46E-28

00 1 {=1,N

DO 1 Jui, i

(1,5 =A1,0)

DO 2 l1a2,N

1=N+2~} 1

Lul=2

Fe2(1,1-1)

6+0.0

IF{L,EQ.0) GO TO 3

DO 4 K= 1,L

8=2(1,K)

GuG+BH*B

HeG+F*F

{F(6.6T,TOL) GO TO 5
E(1)wF

Ha0.0

60 Y0 2

L-L+1
6,E(1)=-SIGN(SQRT(H) ,F)
HuH-F*G

2(1,1-1)aF-G

Fa0.0

00 7 Je1,L
7(J,1)=Z{1, /M

60.0

DO 8 K=1,J
G=G+Z(J,K)1*Z(1,K)

MaJe

IF(M.G.L) GO TO 9

DO 10 KaM,L
GuG+Z{K,J)*2( 1 ,K)
E(J)u6/H

FaF46%2{J,1)
HHaF/(2.0%H)

DO 11 Ju1,L

Fe2(1,J)
6,E(JYE{J}-HH#F

DO 41 Kai,J
2(J,K)=2(J,K) -F*E(K)-G*Z (1 ,K)
D{1)e=H

D{1),6(1)=0.0

D0 12 1=1,N

Lal-t

IF{D1).EQ,0,0) 60 TO 13
IF(L.EQ.0) GO TO 13

0O 14 Ja1, L

60,0

00 15 Ka1,bL
GuG+Z(1,K)}*Z(K,J)

DO 14 K=1,L

2{K, D)2 (K,0)-6*2{K,1)
D(1)=2(1,1)

2(1,1)=1,0
IF(L.EQ.0) GO TO 12
00 16 J=1,L
2(1,J),2(J,1)=0.0
CONT INUE
ACHLF'S.:0 , 00000000001

00 17 1=2,N



0693
0694
0695
0696
0697
0698
0699
0700
0701
0702
0703
0704
0705
0706
0707
0708
0709

. 070

0711
0712
0743
0714
0715
0716
0747
0718
0719
0720
0724
0722
0723
0724
0725
0726
Vg
0728
0729
0730
0731
0732
0733
0734
0735
0736

0738
0739
0740
0741
0742
0743
0744
0745
0746
0747
0748
0749
0750
0751
0752
0753
0754

17

19
20
18

80
81

23

26

28
24

21

E(1-1)=E(1)
E(N),B,F=0.,0

DO 21 La1,N

Js0

HaACHEPS* {ABS{D{L))+ABS{E(L)))
BaAMAX1(B,H)

DO 19 M=L,N
IF{ABS{E(M)).LE,B) GO TO 20
CONT INUE

\F(M,EQ,L) GO TO 21
IF(J.EQ.30) 6O TO 22
JuJ+i
Pa{D(L+1)-D(L))/(2,0%E(L))
R=SQRT{P*P+1.0)
IF{P,LT,TOL) GO TO 80
HaD{L)=(E(L)/(P+SIGN(1.0,P)*R))
60 TO 81

HaD(L)-E(L)

CONT INUE

D0 23 el ,N
D(1)=D{1)-H

FaF+H

PaD(M)

Cu1.0

$=0.0

MMaM-1

[F(MM.LT.L) GO TO 24
DO 28 11=L,MM

1 =MMeL=11

6=C*E(1)

HaC* R
IF(ABS{P).LT.ABS({E(1))) GO TO 26
C-E(1)/P
ReSQRT(C*C+1.0)
E(1+1)=5*PER

S«C/R

Cu1.O/R

60 TO 27

CxP/E(1)

RuSQRT (C#C41.0)
E(1+41)=S*E(1)*R
S=1.0/R

c=C/R

PaC*D{ | ) 5%

D(1+1) =H+S*(C*G4S*D( 1))
DO 28 K=1,N

HaZ(K,141)
Z(K,1+1)aS*2{K, 1) +C*H
2(K,1)=C*Z(K,1)-S*H
E(L)=S*P

D(L)=C*P
IF{ABS{E(L)).GT.B) GO TO 18
D(L)=D(L)+F

D0 29 1=1,N

Kal

1F{1.EQ.N) 60 TO 30
1T=1*l

DO 39 J=1L N
tF(D(J).GE.P) GO TO 31
K-J

P0(J)



0755
0756
0757
0758
0759
0760
0761
0762
0763
0764
0765
0766
0767
0768

34 CONT INUE
30 IF(K.EQ.1) GO TO 20
D(K)=D(1)
D(1)aP
DO 32 Ju1,N
- Pa2ld,1)
2(J4,1)aZ(J,K)
32 2{J,K)wP
29 CONT INUE
CALL ROWS(Z,N)
RETURN
22 IFAIL=1
RETURN
END

END OF SEGMENT, LENGTH 1370, NAME QLRV



0770 SUBROUT INE ROWS(Z ,N)

0774 . DIMENSION 2(30,30),E(30,30)
0772 DO 40 1S0Dm1,N

0773 DO 40 JSOD=1,N

0774 40 E(150D,JS0D) =2 (JS0D, 1SOD)
0775 CONT INUE

0776 DO 41 150Dm1,N

orre DO 41 JSOD=1,N

0778 41 2(150D,J50D) «E( 1S0D,JS0D)
0779 RETLRN

0780 END

END OF SEGMENT, LENGTH 101, NAME ROWS

oT¢ QUBROUTINE RGOAT
0792 weite (6,99)

o793 qq Fornay (///, 'QR Fans')
Oy sToP

o78s E~nD

KNO  oF SEQMENT, LEN%‘TH 2‘1 NAME ABORTY



0786 . SUBROUTINE MRITE(A,N,5)

0787 DIMENSION A(30,30},5(2)
0788 WRITE(6,1) §

0789 00 3 fa1,N

0790 3 WRITE(6,2) (A(1,J), Ja1,N)
0794 RETLRN

0792 1 FORMAT(2x,248)

0793 2 FORMAT(10(1X,F10.5))

0794 END

END OF SEGMENT, LENGTH 71, NAME MRITE
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N (I3)
N is thé number of donating atoms in themolecule<&30.
NIT (I3)

This represents the maximum number of iterations,g50,

GN, CONVG,DVC (3F20.8)

Again, all three parameters are fed in on the same card.

GN is the constant by which the Mataga, Nishimoto approximation for

the Coulomb i;tegrals is multiplied. Normally this is set to 1.

CONVG is the convergence criterion, which sets the degrec of consistency
to which the bond order matrices must converge, Usually CONVG = 0,001,
DVC is a parameter used to control a feedback routine for successive

bond matrices. This technique, which involves mixing some of the previous

bond order with the new one calculated after each iteration, is normally

essential to help the results converge, A typical value for the DVC would

be 0,3,

/R(N,N)/  (F20.8)

This represents the geometric matrix R, in which all interatomic distances
within the molecule are specified. As it is a symmetrical matrix, only
the upper triangle is fed in i.e. the matrix is presented as Ry, R,

Ris.... Rw, Reo.... Ran, Rsz etc.

/JAI(N)/ (F20.8)

This matrix contains the ionization potential of each atom contributing

to the molecular system.

/E(N)/  (F20.8)

E(I) is the electron affinity of atom I.

/5(N)/  (F20.8)

7(1I) is the virtual chavge of atom I, and is cqual to the number of electrons

atom I contributes to the system,
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/H(N,N)/ (¥20.8)

H(N,N) is the matrix for the core resonance integrals ﬁ%u»

Like the distance matrix, it is symmetirical and only the top

triangle is needed,

/ANA(N)/ (¥20.8)

This matrix specifies theolorbital occupation, counting from the

lowest occupied orbital upwards. ANA(I) = 1 for an occupied orbital
. .

otharwise it is zero.

/ANB(N)/ (F20.8)

The similar matrix for theP occupation,

N3 (13)
If N5 = 5, th2 prograd restarts, If N5 = 1 however, the program stops

In all cases, both the accurate and simple spin projection routines were

employed, and the spin and charge densities were written out at the

conclusion of each step.

The program was first tried out on the parent lophinyl radical, with the
preliminary objective being to ascertain reasonable assignments for the
stereochemistry and the other parameters needed for the P,P,P, calculation
of the spin densities. This involved. choosing an initial set of data,

and riaking then, reasonable adjusiment to it, until the spin

shown below,

dersities obtained were in close agreement to those given by Cyr Wilke

- . 0 44
and Willis,

(1) Distance_maitrix.

To corstruct the distance matrix, crystallographic data was eseential
: 1
but uwnfortunately, this was not available for the triphenyl imidazolyl

radical and a conpromise was thus uced in its counstruction
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The disilance between the adjacent carbon atoms in the three pendant
rings were taken as equal to that distance in a benzene moleculesj
o .
i.e 1,39A. The interatomic distances between the atoms in the
imidazolyl ring were based upon the crystallographic evidence
obtained from other molecules containing nitrogen, especially
52 '

pyrimidine , and the angles within the five menbered ring. were

s 53 o 54
estimated by considering the data for pyrrole , and imidazole”,

'As a result, the distances in this were put as follows

]

Cs Cy Ny~ Ca= N3y- C = 1,334

/ \ Ny - Cs = N3z - @ 1.35%
: o
Cs - Cy 1.394

]

1}

N Ny
\\\\‘Cz e LN, Cp Ny = 113°
. 4}

. ZCZ N1 Cs 106
Finally, the seperation between the phenyl rings and the five

membered imidazolyl ring were needed, The C2- C18 distance
(see Figure 1.11) was caleulated simply from its bond order
(given by the Hickel method) using the relationship of bond order
with distance given by Robert;%, whilé the C4 - C12and Cs - Ce
distances were estimated by considering the déta given for
diphenyl aund its halo—derivativeé%. This parallel would seem
quite rcasonable, as both the rings (with respect to each
other) in the diphenyl compound, ani the 4 and 5 phenyl rings
(with respsct to the imidazolylring) in the triphenyl imidazolyl radical
(see below) are considered to be twisted at about the same angle
i.e, 450, Using these approximations then,
Co - Cas= 1.44A

Ch — CR= C5- C¢= 1.48-1.542

After a number of trials with the program, a C4 - C12 and Cs ~ Cg

o
distance of 1.51A was decided upon,
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Having calculated the individual distances beilween adjacent
atoms, the whole molecule was drawn out accurately, bearing in
mind the angle of twist of the 4 and 5 phenyl rings, and the

whole distance matrix was constructed.

(ii) Huckel matrix
From the completed distance matrix, then, the core resonance
integrals (for neighbouring atoms ,,.,\))}'3}»; could be calculated

using the equation (1.66) given by Stout and Bell,

- -5.0 % >
P = 2524 {-5.047 ((‘y Zv2_2> Sy )

Zc

2,318 and 3¢ = 2,095

where &g

Infact, graphs illustrating the variation of ﬁbug with Tuy for
carbon — carbon bonds and for carbon nitrogen bonds are shown in
Figures 4.8 and 4.9 respectively., Now Cyr, Wilks and Willis |

in their discussion of the ESR spzctrum of the radical, have suggesteqd
that the 4 and 5 rings must be twisted to some degree out of

plane to avoid steric clashing, and have suggested that this angle
would be about 400. Indeed, models show this estimate to be
reasonable, and accordingly, the resonance integrals for the

4-12 and 5-6 bonds were multiplisd by the cosine of the angle of

twist, a relationship often used in Huckel calculations.,

(4ii) Valence state electron affinity and ionization potential,

There exist two common sets of valence state ionization
potentials ani electron affinities for carbon and nitrogen atoms,

. : . 7
the first being due to Pritchard and Skinner and the oilir due to

,32
Hinze and Jaffe
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These are; -

e

Atom ‘ (Pé?tchard and Skinner) |- (Hinze and Jd??é)
V.S.1I.P, V.S, E.A, V.S.I.P, V.S.E,A,
c 11,22 0.62 11.16 0.03
N as in -N= 14.51 1,20 14,12 1,58

It can be seen, that there is a very large discrepancy between both
sets of electron affinities, énd which set is used would seem to be
dépendent upon.the property under investigation i,e, it has been
shown‘that‘differenﬁ electron affinities and ionization potentials
are required for correlation of differént ground state properties
with experiment. Aé little work has been done to evaluate their
relative ﬁerits, each set was taken in turn as a starting point

for the calculations of the spin densities on the lophinyl radical,
Using both sets however, no reasonable amount of alteration of the
distance or core resonance integral matrices, could bring good

agreement between these valuesand those given by Cyr, Wilks and Willis

Adjustment of the electron affinities and ionization potentials did
lead to better results, and eventually feasonable agreement wasg
reached for the ortho and para positions of the 3 phenyl rings with
the electron affinities for carbon and nitrogen of 0.600 and 1.80,
and their ionization potenﬁials of 11,16 and 14.12‘respectively.
The spin densities on the meta positions on the other hand,were

still many times too great.

It was at first thought, that there was an inherent fault in the
spin polarising rouline of theg program, resulting in negative
"spin densities becoming larger than expected. lHowever, Tifo

has shown that the value for Q as given in the relationship

QH ’:' QP
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is not constant as assumed by Cyr et al, but is strongly dépendent

upon a) thas sign of tﬁe spin density and b) upon the method uéed

to calculate then. Considering a number of radicals, TiTio has compare&
the spin densities §btained for each, from various molecular orbital
methods with experimental, splitting constants, and has made

statistical conclusions about the results, Tor instance the
Unrestricted Hartree Fock method due to Berthicr > and Pople and

Nesbet62 gives spin densities which must have the following values

of Q
| Q
a) positions with negative spin densities = 11,40
b) positions with positive spin densities = 20,50

¢) positions having one carbon bonded to central sz = 24.46

Thus, if one assumes that the splitting constants of Cyr et al, are .

correct, and that these values of @ are applicable to the results

from the spin polarising progra given in this thesis, then the
spin densities now requic:d, are as follows,
position o m p o! m pr

spin density  0.0624  -0.0439  0.0659 0.1020 -0.0637  0.1039

One may sce, that the value for the meta positions is much higher

. than previously thought"and the program now app=zared to be giving

reasonsble rcsults, Table 35 shows the spin densities obtained

using the data given in Figure 4,10
Table 35

position o : m P o' me Pt

spin density 0.0621 -0.0452 0.0593 0,0897 ~-0,0610 0.0856
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"H(N,N) Matrix

1

2

3

%

6 |7 1819 1iolipi21i3 141516 Jy7li8lialzo]21 |22 23
1 100 [-32510.0 |0.0:2790.0 0.0 [0.040.0|0.0|0.0l0.0[0.0]0.0 |00 000000 ]oolo.0l00 oo 00
12 52510.0 132510.0/00|00|00[000.0/0010.0/0.0/00]|00]00[00 |00 -79{00]/00]0.0|0.0 [0.0
3 100 F32610.0 27310000100 |00 100 100 |00 [00[00 0000 (0ol onlooloolooloo| 0o (0o
+ 10.0 100 F279100(-238100 100 |00 00| 00100 H.22]00 [00loo]0.0]loo]oolooloo ool ooloo
S 279 10.010.0 23810014221 0.0/00/0010.0|00]00]00 00|00 ]0.0]oo]ocolooloo (oo |00 |00
e 100 100/0.010.0[-12210.01-238/00/00 |00 [233/0.0/0.0 |00 |00 00 |aoloc|oolocoloo oo loo
17 {00100[00 0000 |:238 00233100 |0.0/00|00|0.0]00 [0.0|0olocolooloolo.olco (00 oo
18 100 |000.9|00]|0.0]00 2380023800 00000000 [00 [00]oolooloolnolooloo oo
q |0.0]00!0.0!0.0{0.0{00|0.0123| 00|23 0.0/0.0|0.0/0.0|0.0/0.0! c.0loolodoolooclooloo
10100 100/0.0/00|0.0|0.0|00|0-01233]|0-01238/00|00[0.0/00/00 |0oloo|ooloolocoloo (0o
100 {00100 10.0/00[238] 0.0 |00]|0.0[233/0.0[00]|0.0/0.0/0.0/0.0{00/00]/0c0bo Iooloo (oo
12 {00 {0000 H2R2|00|D0(00 |oniooooloolnol2®R|00 00 0o 2330000100 lonino loo
13100 100100(00[{00l00/0000/00|00[0.01233/0023%/00{00/00(00|00/coloo!colco
4100 100 100100100]00[0.0100(0.010.0{0C.0|00R3R|0.0 [238/00(0.0{00|00looloolooloo
5100 |00{00|00{00]0.0{00 10.0}0.0]0.0/0.0{00[0.0]238/00|23{00 [0.0|00l00 |00 ooloo
16 10.0 10.0{0.0/00{0.0/00/00/00]00|0.0/00/0.0/0.0/002330.0|238/00[0.0/00 |looleoo | 60
17100 |0.010.0[00[0:0/0.0[00/00{00|00[00|23R[0.0[00]00[{23800|00lo00l00 00100[00
18100 H79100|00!00]00{00[00;06]00/00/00]00]00[00loolonlool2=R 00 00100 22s
419100 {0000 |0-0looloolo0|o0 0.0100 10:0{0.0] 0.0|0.0|0.0|0.0/0.033 0023300 |00 O.O .
20100 100]00j00p-0lo.0looloolo.0lo.0looloolool0o]ooloolaolo.o 238 00 233100 (0D
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FIGURE 410
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It is suggested, then, as Tiflo has indicated that the value for Q
is strongly dependent upon the method of calzulation, that the
next logical step would be to '"calibrate" the spin polarising
program with well documented radicals in a similar way to Tifo.,
Havingthen obtained the ''best" factors, it may be easier to
explain the lophinyl splitfings and from these to interpret the

E.S.R. spectra of the fluorinated radicals,



The Photochromic Process in the S»lid.

The kinetic data in chapter 3, has shown that the decay reaction in
the solid dis influenced to a large extent by temperature, in that
the apparent order decreases as the temperature increases, An
explanation of tais behaviour in terms of normal chemical kinetics
is difficult to imagine, and it would thus seem, that the nature of

the reaction in solid is fundamentally different to that in solution,

Nature of radical decay in solid.

It is envisaged, that during the generation process in the solid,

two species which contribute to the photochromic colour are forined,
the first being tne simple radical (shown in the schemes below as [*)
and the second being the radical-dimer complex (D10 ),

postulated by Wilks in 19685 to provide an explanation for the

decay kinetics of the triphenyl imidazolyl radicals in solution.

It must be noted, that as yet no indication as to the exact form

of this complexation has been found, but it scems reasonable to

assume that T overlap is responsible for the bonding between the

two parts,

Interaction of a photon with the dimer molecules (D4 ), then,
may have one of several effects., Tt could for instance K lead to the
formation of a pair of radicals only, which because of the cage

effect, would tend to recombine very rapidly according to second

order kinetics.
hY
< b D4 = D<o D
% rapid

> > >4
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On the other hand, it is also possible that a pair of complex species
would be formed, and these because of their size and lack of
mobility would be relati%ely inactive,

a4 D > e [>T [ D]

A _ \ very slowly
A third possibility, and because of the rates of the previous

recombination processes, an important one, is that theilight is of
sufficient energy, not only to cause dissocation of the dimer, but

also to bring about rotation of one of the radicals foraed, leaving
the situation as

A . .
In order then, to recombine, the free radical must undergo rotational
diffusion, If it is assumed that this process is the rate determining
step, and that recombination once the reactants are in the correct
configuration. is iﬁstantaneous, the reaction may be treated as being

diffusion controlled.

waiteﬁt has considered the irregular motion of reacting particles
with initial random distribution, and has solved the differential
equation for the rate. Although the general form of this solution is
complicated in its full form, it may be simplificd by considering the
limiting case for which diffusion is the rate determining step. 1In

such a case, for a rcaction A + B-»AB, the equation becomes

df = -dB - hme (DasDe) Y Lﬂ]EB]
™ ) [ Tf(Dg" 3)!2)’2] 41



where Df and Dp are the diffusion cocfficients for species A and
B respectively and fe is lhe capture radius of the two reactants.
Figure 4,11 the type of curve obtained for the decay of radicals
in solid, illustrates the fact that the pre-illumination value for
the optical density (taken as the arbitrary zero), is slightly less
- than that used for the infinity reading. The difference between
the two, Ae répresents the excess of the comparatively unreactive
radical-dimer complax, laft after all the free radicals have
reacted. Presumably, these species will eventually recombine to
give the dimer, but no noticeable change in the infinity reading
was observed even after a period of szveral days. As the reaction
involves the disappearAHCe of both radical and complex at the same

. rate i.e, L+ + L.L?2—> 2L2, one may write:

[L.L], « 258° + R

- A
L], o 252

where At is the optical density at time t, taking the pre-

illunination value as zecro. Substitution of these values into

equation 4,1 then, will give

di- - dLl.l - k(l+ ¢ e~ Ao At-ANee ., Ao
o = o\tz ( +7E')(HT_)(_—9- 4 Aw)
Where k = 4“(0 (DL- T DL;_I.')

o

('W ( DL- + DL,.L.))‘/J'

and ¢ =

or, as dqt; - gl_.k__ -+ (1.1-7.1-'
e d.t d.t

d.0c —- 2K (‘+-C—)(n"-~n°° R. - A oo
5 £) (e -fe )( Ao 4 A)
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Now, at low valuss, it is expected that the factor €/¢¢
will be greater than 1, and the value of At-Awwill be much larger

than Aee, so that the above equation will approxiﬁate to

SL_qL = K._Q_ (ﬂt-ﬂmY'
dt vt

This, on integration yields,
| ot [E
—— t
(Re = Poo)
At long times, however, the opposite situation must exist, in that
c :
/I becomes smaller than 1, and Agbecomes larger than Ay - Ay

This means that equation 4,71 rearranges to:

dfe = K' (Ae-Rea) (A
A —z
s K" (ﬂe—ﬂaﬂ
2

If indeed diffusion is the important step in the reaction, one

should obtain, according to the above considerations, two distinct
parts for the kinetic behaviour. The first part, at short time,

will obey equation 4.1, and a plot of 1/At - Aes against ft for the
first few minutes of the reaction should give a straight line. This
was in fact proved to be so0, and such plots for several temperatures
are shown in Figures 4.12 to 4.15. The second part, at longer times,
should according to equation 4.1 follow first order kinetics. As this
" has already been shown to be true in Chapter 3, it would appear that
the postulate of the reactidn in solid being diffusion controlled, is
a reasonable one.

Arrheni us plots for both parts of the reaction scheme were constructed,
but unfortunately neither yielded a straight line, It is thought that
this deviation could well be caused by either noa-uniform generation
of radicals on the surface, quite possible due to the polycrystalline

nature of the sample, or by a permanent degradation oif the photochromic
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dimer, confusing the radical decay data., The latter reason is
supported by the fact that a completely new sample could_not be
used for each kinetic run (because of the quantity of material-
needed), and often only the surface layer of the sampie could

be removed after a decay. This was indeed reflected by a gradual
reduction in the initial radical concentration obtained at the

beginning of subsequent decays run on the same sample,
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by The Paotochromic Processes in Solution

Decay kinetics in solution

The decay kinetics of the imidazdyl radicals have been shown in
Chapter 3, to be dependent to a great extent upon the concentration
of the dimer solution, The only rcasonable ecxplanation to this
behaviour would seem to be based upon the ﬁostulate, of Wilks and
Willigs, of the existence of some sort of radical-dimer complex.
Tﬁe recombination of the fluorinated imidazolyl radicals in benzeﬁe

solutions have thus been interpreted in these terms,

4.4,1  Decay of 2 metafluorophenyl 4, 5 diphenyl imidazolyl radicals

It has been shown, that radicals generated from a 10° M, dimer
solution, recombine in a similar way to the parent lophinyl
radicals, in that the decay obeys 3/é order kinetics at the
beginning and 1st order kinetics in the later stages. Wilks
and.Willis, as mentioned in Chapter 1, have suggested a mechanism
to explain this behaviour, in which they postulate the existence

of not only the radical-dimer complex, but also of ionic species i.e

K2 L+ - Ko
L +- LeL> — L + LL2 - Le + I._an - L= + I L"2
or
- K
Lo I, &5 L+ Ly Li2 3 Les+ 1
o X1,

Now, the existence of ionic species in low polar media such as
benzene does not seem favourable, and for this reason, the following

similar scheme is suggested as an alternative:-

. L, K, Lo+ Ip
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Again the existence of the complex species L¢ Ly is

assumed, but it is surggested that instead of the interaction
of L.L» with the simple radical Le. giving an ionic species,
the stereochemistry of the complex will result in 1’ attacking
in such a way that the piezochromic dimer L} must be formed, |
This is then eonsidzred to be long lived enough to reaét with

the complex species,

If one then assumes that the back reactions of the above
scheme are much slower than the forward reactions, and this
assumption seems quite reasonable as the readings of optical
density taken during a kinetic run were significantly greater
than the equilibrium readings, and if it is also assumed that
the loss of L.L, is responsible for the disappearance of the
photochromic colour, a steady state treatment on L° and Lo*

will give the following result

4Ll = dlle’] =0
it
d[:i:*] - K2 [ L'J [L2 L.] - K3 [Lz*J [L‘ LQJ = 0
“. K2 [I,'] [L2 L‘] = K3 [LQ*] [L'L2]

...d[ L'J = o K1 [L‘ L2] + K2 [Lo][Lo L2] - }% [LZ*][L‘ L2]

+ K4 [LI2 = 0O

2
. Ky (L) = Kq [Le L]

Considering the disappearance of [L,L2 1 with time, one obtains:

-l [L° L2} = KqllL* Lol + % [LILL: Ip) + K [Lo*] [Le Lo]
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which from the above conciderations becomes

~dli.12] = KylLalad + 26 (K1 /Kad Y [LLin] 2
clt -

Thus,.if 2K, (K1/K4)£r is greater thanKq the reaction will appear

to follow ﬁhé observcd kinetic secheme of éé order, falling to first
ordzr when fhé concentration of L.Ip becomes small,

On altering the dimer concentration from 10™°M to 10", the kinetic
scheme changes from being ;é falling to first, to being 2nd order
falling to 72 ; Again this behaviour has been oxhibited by the imidazolyl
radicals and the second order part hés been interpreted18as $cing due to
the straight radical rccombination (L + Le-+L2), This is thought

to be an acceptable postulate in that the low concentration of the

dimer at the beginning of the reaction, means that ths conceniration

of LeL, will be low comparad to that of the radical. As .the reaction
proceceds however, the free radicals will be consumaed, and the
concentration of the complex will become relatively more significant,

so that the reaction reverts to that given for the 103 M solution,.

At dimer concentrations of 5 x 10'3M, the kinetics change complctely,
and the decay appcars to follow an order of approximately 1% throuzhout,
Thnis complicated reaction order once again must suggest that dimer-radical

complexes arc involved.

In fact, no scheme similar to that postulated for the more dilute
solutions could be found to fit the data, and the only explanation of
the behaviour that could be found, involves the formulation of an
order of 1.2, and the postulate that the reaction is comprised of a

series of cquilibria with one rate determining step in which a new



ok

complex L2 L. L2 is featured:

1 L+ = L
2, Lo + Ip :;25 L-L2
3 L+ L L=X IL-a
L, L L, v 1-X4 3,

Considering the eqﬁiiibria:

from 1 [L.12 = k, [Ly1
from [Lo][L2 1=k, [Le La1
or { L.1% = k, k, (L L,

from 3 M3 (Le L,1= ky (Lol ]

2
k1 k2 k3 [Lz Le L2]

K' [L2 1. L2}

or [L1°

If then the species L2 L+ L2 is responsible for the colour of the
photochromic solution, the kinetics may be represented by:

k4 (Le){Lo L. L2j

i

- d [L2 L L2}

Lt
ke (KND% @, 1. 1%

Although Fhis scheme may not appear entirely satisfactory, in that
it requires a completely new kinetic scheme, it does explain an
order which fits the data, and at the same time, does not iﬁtroduce
any species too far removed from any élready encountered, Indecd,
as the existence of a complex LeI, has already been suggested, it
scems quite plausible, that in a more conceuntrated solution, in
Qﬁich many more dimer molecules are present, a specics such ag

L2 Ir Lz could be formed,

’
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As expected the unsubstituted imldazolyl radicals once more gave

parallel results.

The sLmilArity between the behaviour of the two species of radicals
Qiscussed above . is not too difficult to understand, as a fluorine
substituted into thé meta position of the 2 phenyl ring of the
triphenyl imidazolyl radical, would not be expected to make any

major difference to either the electronic or steric properties of

the compound.

L. 4,2 Decay of 2-parafluorophcnyl L, 5 diphenyl imidazolyl radicals.

The kinetics of decay'of the paraflﬁoro radicals may be

explained in a simiiar way to the scheme given above for the

decay of the meta fluoro radicals in a 10-3M dimer solution,
. with the additional pﬁstulate that K1 becomes so small that

the first order part of the reaction becomes lost in the noise

at the end of the decay.

Second order behaviour was not observed for the parafluoro
radical, but as it was very difficult to follow the reaction

at dimer concentrations much lower than 1045M, no conclusions
may be drawn from this fact. _Similarly no 9, order was found for
the parafluoro radical decay, This could pogsibly be due to the

unfavourability of the existence of the L2L' Lp complex, but

without information as to the.exact nature of that complex, this

remains as an hypothesis,

b, 4,3 Decay of the 2 .. orthofliorophenyl &, 5 diphenyl imidazolyl radicals

The dzcay kKinetics of the orthofluoro radicals in solution
have shown that two separate second orders exist, one taking
blace in both 107 M and 5.10‘3M. dimer solutions, the other

being found only at 5,107°M, Interpretation of this behaviour

, -
can only be made by suggesting that two straight recombination
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processes are taking place i.e.

ke
2, Lel2 + L-L2—33L;

If (1) is considered to be the reaction occuwing at both
concentrations, which seems reasonable, as one would expect the
reaction involving the radical-dimer complex to occur at the

higher dimer concentration, then the results indicate ko to be

greater thankg.

Since the complex I’ L2 is present in solution s one would think,

- that the reaction scheme for the metafluoro, parafluoro énd

lophinyl radicals would also be applicable to the orthofluoro

compound i.e, one would expect to find an order of ;, at sone
: 2

stage. The fact that no indication of this was found, led to

the belief that the piezochromic dimer of the orthofluoro radical

vwas a highl& unstable entity., Indeed, it was found upon

investigation that oxidation of 2 orthofluoro 4, 5 diphenyl

.imidazole with potassium ferricyanide did not give the

piezochromic dimer as experienced with the other imidazoles, but
resulted rather in the formation of the photochromic dimer. This

evidence thus, not only gave an explanation for the different

behaviour of the orthofluoro radical, but also suppofted the

postulation of the participation of the piezochromic dimer in the
reactions of the other compounds. Again, as with the parafluoro

compound, no 9, order was found.

-

J

The nature of the radical-dimer complex

It has been secen, that the kinetic studies in both the solution
and the.solid state, have strongly sugpgested the existence of

some kind of radical-dimer complex, but unfortunately, no cvidence
’

as to the cxact nature of the inleraction between the species is



(1)

(i)

9?7

available., Such interactions, however, are not unknown
and Lyons and Watsonazhave observed c;nglomeration Setween
free radicals and solvent moleculesy but have drawn no
conclusion as to the way in which the two interact., In the

bi-imidazolyl system, there would appear to be three possible

ways in which interaction could occur, They are:

Delocalisation of the unpaired electron

This interaction involves the delocalisation of the
radical's unpaired electron over the whole structure
of the L,L complex leading to subsequent stabilisation
of the free radical with contributions from the resonance
structures

L -L .....es.1 and L°® .,e00,.L ~L
Because of the delocalisation of the electron, it might
be expected that the E.S.R, spectrum of the radical, would
be greatly affected by such an interaction, but as yet,
no such effect has been observed. Possibly, this may
be due to the fact that the interaction may be too small
to obtain noticeable splittings from the pfotons of the

dimer,

Dipolar interactions.

The asymmetric structure of the bi-imidazole dimer, should
lead to a significant dipole in the compound, which could
well further induce a dipoie into the highly polarizable
radical. Indeed J.N, Murrelland V.M,S, Gillé3have provided

strong evidence, using  n.m.r., for self association in

solutions of hetecrocyclic aromatics such as pyridine.



9

(iii) Solvation at polar centres,

Studies of solvent shifts by n.m.nr have suggested that
aromaticlsolvents such as benzene can solvate polar
centres in other molecule;“. It may then be quite |
possible, that a similar type of interaction will take

place between, say, the pendant phenyl rings of the

radical and the nitrogens of the dimer,

Although all three types of interaction exist as strong
possibilities, in the absence of definitive experimental
information, no further speculation as to the cxact nature

and geometry of the complex may be made,

4,4,5 Generation kinctics in Solution

In Chapter 3, it was shown, that although for 10° M dimer
solutions the generation of radicéls is an unactivated process,
an increasc in dimertconcentration leads to a temperature
depeﬁdcnt rate, The way in which this process has become

activated, is thoughtto involve a sort of cage effect,

In dilute solutions, the dimer molecules will exist as

separate entities, and with the wavelength of light used, the
absorption of a photon will give immediate dissociation, In
more ﬁoncentr;ted soldtions, however, it is envisaged, that

the dimer molccules form small aggregates e.g,

—]
D—

Absorption of a photon still results in the dissociation of the

molecule, but the cage effect means that the two radicals

formed, will be so close that they will dimerize at once., As the
) :

temperature is increased, then, the thermal enerszy will tend to

break up these groups leading to a faster yield of photochromic

radicals.,



The activation cnergies quoted for these processes in
Chapter 3, give an idea of the forces involved in the dimer

association,
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Suggestions for Further Work

it has already been indicated that further work, probably

along the lines suggested in Chapter L, will be necessary if the
P.P.P. molecular orbital program is to be used to draw up reasonable
electronic pictures of the lophinyl radical and its three flourinated
derivatiws The completion of accurate molecular orbital calculations
are not only essential to enable theoretical reproductions of the
experimental electron spin resonance spectra to be made, but may also
prove to be useful in obtaining some proof of existence of the species
and schemes postulated for the decay kinetics by giving one an idea of
the energies involved in the reactions,

| At tﬁe same time, definite experimental evidence is required if
one is to prove the existence of the complex species invoked for the
scheﬁes. Preliminary investigations using E.S.R. and molecular weight
methods have been carried out, but have given no suggestion of
complexation. This does not rean, however, that more accurate
experiments using these methods and othergincluding boiling point
elevation, freezing point depression, viscosity etc., will not furnish
tae proof needed., Certainly, until some positive indication as to the
feasiﬁility of these complex species is obtained, the kinetic schemes

given in this thesis can only remain as postulates,
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