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ABSTRACT 

This study investigated how the predicted increase in global temperature would affect 

the interaction between the cereal aphid, Sitobion avenae F. (Hemiptera: Aphididae), 

and its coccinellid predator, Coccinella septempunctata L. (Coleoptera: CoccinelIidae). 

A model describing the summer population dynamics of S. avenae (Carter et al., 1982) 

was modified and updated. New equations describing the dependence of aphid 

development and reproduction on temperature were formulated. A new submodel, 

describing the population dynamics of C. septempunctata, was incorporated into the 

model. The predatory interaction between C. septempunctata and S. aveizae was 

described using a modified form of the temperature-mediated functional response 

equation proposed by Mack et al. (1981). A sensitivity analysis showed that the output 

of the model, which compared well with field observations, was not greatly affected 

by small changes to the parameters of the equations used in the submodel. Stochastic 

elements were incorporated into the model; aphid and coccinellid immigration were 

simulated by sampling randomly from distributions fitted to observed patterns of 

immigration. Three temperature regimes: hot, moderate and cold, were defined by 

ranking and splitting the years from 1965 to 1992 according to the mean temperature 

between April and August. The temperature data from the years assigned to each 

regime were then used to formulate an equation to describe the daily temperatures 

within the five months. 

The model was run for each regime, and the output showed that both coccinellid 

predation and increased temperatures caused a decrease in aphid abundance. The 

model also highlighted several more subtle effects of increased temperature on the 
interaction between S. avenae and C. septempunctata. The importance of the model 

predictions for future control of aphid populations in cereal crops is discussed. 
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Chapter 1: INTRODUCTION 

1.1 GENERAL INTRODUCTION 

1.1.1 Aim of the study 

The aim of this study. was to produce a simulation model that enabled qualitative estimates to 
be made of the effect of the predicted increase in mean global temperatures on the outcome of 

the interaction between the cereal aphid, Sitobion avenae F. (Homoptera: Aphididae) and its 

coccinellid predator, Coccinella septempunctata L. (Coleoptera: Coccinellidae). 

1.1.2 Cereal aphids as pests 

Three species of cereal aphid are commonly found in the crops in the United Kingdom, Sitobion 

avenae, Rhopalosiphum padi (L. ) and Metopolophium dirhodum (Wlk. ). Of these, S. avenae is 

usually found in the greatest numbers (Carter et al., 1980; Carter et a1., 1982; Vereijken, 1979; 

Vickerman and Wratten, 1979). The losses due to damage caused by these species can be up to 

£100 million in an average year (Tatchell, 1991). 

Damage is caused in several ways; one of the most important is the direct damage caused by 

feeding, which causes yield loss due to a reduction in the number of heads, 1000 grain weight 

and grain number (Vickerman and Wratten, 1979). S. avenae causes the greatest losses via direct 

damage because of its tendency to feed on the ears of cereals at the base of the spikelets (Kolbe, 

1969; Rabbinge et al., 1979; Vereijken, 1979; Vickerman and Wratten, 1979; Watson and Dixon, 

1984). By feeding on the ears, S. avenae reduces the supply of assimilates to the grain, leading 

to a reduction in grain size and weight (Wratten, 1975). S. avenae also affects the grain quality, 

reducing the percentage of grain protein by imposing a direct reduction in nitrogen available to 

the plants. Kolbe (1969) estimated that S. avenae feeding on the ears of winter wheat at a density 

of 25 to 50 aphids per ear, which is not uncommon in Britain, caused a yield reduction of 25 

percent. 



Indirect damage can be caused by the production of honeydew, which encourages the growth of 

fungi and moulds (Tatchell, 1991; Vereijken 1979). Fungal growth can account for as much as 

50 percent of the total yield losses in Britain. This led Vereijken (1979) to state that fungal 

growth is as important as direct damage. 

Cereal aphids also act as vectors for many plant viruses, including Barley Yellow Dwarf Virus 

(BYDV), which is a major problem in winter sown cereal crops in Britain (Dean, 1974a; Kolbe, 

1969; Tatchell, 1991; Vereijken, 1979). Plant viruses reduce the yield of crops directly, by up 

to 30 percent in the case of BYDV (Kolbe, 1969), and may even persist through to the next 

generation of crops. 

Aphids can be controlled to prevent the direct yield losses, and the spread of viruses, either by 

spraying or by natural enemies. It is possible that enhanced control by natural enemies caused 

by increasing global temperatures could lead to a reduction in the use of pesticides. A reduction 

in pesticide use is beneficial because it decreases the chance of environmental damage to the field 

and also the chance of the pest developing resistance through overuse, and there is an economic 

benefit through reduced inputs. 

1.1.3 Natural control of cereal aphids 

Control of pest populations has been defined in many ways (Beddington et al., 1978; Milne, 

1957; Solomon, 1949; Solomon, 1964; Thompson, 1930; Watt, 1965). These definitions all 

contain one essential element, the regulation of population numbers. With aphids. the concern 

is to regulate the population numbers below the threshold at which economic injury occurs, which 

is usually defined as five aphids per tiller (Oakley and Walters, 1994). 

The natural regulation of population numbers is controlled by many factors, which are either 

density-dependent or density-independent (Milne, 1957; Solomon, 1949; Solomon. 1964; Van 

Emden, 1972). Density-independent factors, such as climate (Solomon, 1949; Van Emden, 1972) 

act on the whole population with the same effect regardless of the density of the population. 

Density-dependent factors, however, show an effect that depends upon the density of the 
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population at the time when the factor is acting. 

Density-dependent factors can act either directly, where the effect increases as the density of the 

population increases, or inversely, where the effect decreases as the population density increases 

(Solomon, 1964). This thesis is concerned with a direct density-dependent factor, predation by 

the natural enemies. 

There are three categories of natural enemies of the cereal aphid S. avenae: pathogens, parasites 

and predators. The pathogens, which do not always act in a density dependent manner, comprise 

mainly fungal species belonging to the genus Ento, nophthera. Three species commonly attack 

S. avenae: Eplanchiana, E. aphidis and E. thaxteriana (Hagen and Van den Bosch, 1965; 

Vickerman and Wratten, 1979; Wilding, 1970. ). These fungal species have no strict specificity 

and the severity of their attack is determined by moisture factors, such as rainfall and relative 

humidity (Hagen and Van den Bosch, 1965; Vickerman and Wratten, 1979). 

The main parasites belong to the families Aphidiidae and Aphelinidae (Carter et al., 1982; Hagen 

and Van den Bosch, 1965; Powell, 1982; Powell and Wright, 1988 ). The Aphididae are host 

specific; whereas the Aphelinidae can parasitize several hosts, but both genera attack mainly first 

and second instar aphids, which prevents the aphids from reaching reproductive maturity (Hagen 

and Van den Bosch, 1965). Superparasitism, the depositing of more than one egg in a host, is 

rare in both genera. 

Predators can be split into two categories, the polyphagous predators that feed on several types 

of prey and the aphid-specific species. The polyphagous species belong to many taxa including 

Carabidae (ground beetles), Staphylinidae (rove beetles), Dermaptera and (Linyphiidae) money 

spiders (Dennis and Fry, 1992). The aphid specific species are generally members of the families 

Chrysopidae, Syrphidae (hoverflies) and Coccinellidae (ladybirds) (Dennis and Fry, 1992; Hagen 

and Van den Bosch, 1965; Rautapaa, 1972; Vickerman and Wratten, 1979). 

The effectiveness of these natural enemies in controlling aphid numbers is governed by many 

factors. The most important factor is synchronisation (Dean, 1974c; Van Emden, 1966; 
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Vickerman and Wratten, 1979), as is stressed in the following quote from Dean (1974c): 

"Synchronisation of a natural enemy and aphid population is essential if natural enemies 
are to exert any kind of control. " 

In the case of an aphidophagous insect, synchronisation is defined as the time relationship 
between the attack on the aphid population and the lifespan of an individual aphid (Van Emden, 
1966). It is generally acknowledged that the earlier the natural enemy species attack the aphid 
population, the better is likely to be the control. 

Pathogens are not well synchronised, due to their dependence on moisture factors. They generally 

only reach high levels of infestation when the aphids have already reached the threshold for 

damage (Hagen and Van den Bosch, 1965). Parasites, however, have a high degree of synchrony 

with the aphids and can be an effective controlling agent (Dean, 1974c; Hagen and Van den 

Bosch, 1965; Vickerman and Wratten, 1979). 

Polyphagous predators are present early in the season and are therefore generally well 

synchronised with the aphid populations. The effect of predation by polyphagous predators is not 
fully understood, and their full importance in the field ecosystem is still emerging. Of the aphid- 
specific predators, chrysopids are known to enter the crop only when the density of aphids is 
high. This means that there is very little synchrony and chrysopids are unlikely to be effective 
controls (Hagen and Van den Bosch, 1965). Syrphids have been shown to be effective in 

controlling aphid numbers (Hagen and Van den Bosch, 1965), but parasitism of the syrphids 
themselves affects the degree of control that they can exert. 

In the United Kingdom, the aphid-specific predators that receive the most attention from 

scientists because of their abundance and ease of study, are the ladybirds or coccinellids (Banks, 

1954a, 1954b, 1955,1956,1957; Carter, 1982,1985; Carter and Dixon, 1982,1986; Carter et 

al., 1984; Dixon, 1959; Mills, 1981,1982; McLean, 1980; Perrin, 1974; Wratten, 1973). These 

species also appear in large numbers when aphid density is high (Hagen and Van den Bosch, 

1965), but their synchronisation is dependent upon climatic variables (Hagen and Van den Bosch, 
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1965; Rautapaa, 1972), which makes their effectiveness variable. 

The major coccinellid attacking S. avenae is Coccinella septempunctata. Rautapaa (1975) has 

shown, in cages, that control can be obtained with this species. In the United Kingdom, possible 

control of S. avenae by C. septempunctata was observed in the field in 1980 (Carter et al., 1982; 

Chambers et al., 1986). 

Overall, instead of a single species being the major controlling factor, all the natural enemies 

interact to form a complex which acts to regulate the number of aphids (Chambers et al., 1982, 

1986; Thompson, 1930; Vickerman and Wratten, 1979), for which climatic factors determine the 

relative efficacy of the component natural enemies at different times. 

1.1.4 The effect of climate change on pests and their natural enemies 

The predicted increase in mean temperature for the United Kingdom, due to climate change, is 

between 1°C and 5°C by the year 2045 (Cammell and Knight, 1992; Parry et al., 1989; Porter 

et al., 1991; UK Climate Change Impacts Review Group (UKCCIRG), 1991; Warrick et al., 

1990). The warming is predicted to be greater in the winter compared to the summer (Cammell 

and Knight, 1992; Houghton et al., 1990; Parry et al., 1989; Porter et al., 1991; UKCCIRG, 

1991; Warrick et al., 1990). The warmer temperatures will probably cause the development rates 

of pests, such as aphids, to increase (Cammell and Knight, 1992; Harrington and Woiwod 1995; 

Parry et al., 1989; Parry et al., 1990; Porter et al., 1991), leading to more generations per season 

and greater numbers (Parry, 1992; Porter et al., 1991). The natural enemies are likely also to 

show increased development rates, and could exert greater control if their response to temperature 

increase was proportionally greater than that of the aphids (Cammell and Knight 1992). 

Higher temperatures might also effect natural enemy functional response (i. e. the response to the 

prey density), searching rate and handling time (Cammell and Knight, 1992). Hodek (1973) has 

shown that C. septempunctata can control Aphisfabae during hot seasons, but cannot in cooler 

seasons. This suggests that it might be possible for C. septempunctata to control S. avenae in the 

warmer climate predicted for the United Kingdom in the future. 
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By contrast the warmer winters may allow pests, such as aphids, to survive and develop over the 

winter (Parry et al., 1989; Porter et al., 1991), possibly resulting in larger numbers of aphids 

early in the season when crops are more vulnerable to attack (Parry, 1992). Indeed, in the UK, 

the winter of 1988/1989 was exceptionally mild and the large number of overwintering aphids 
led to heavy infestations (Porter et al., 1991; UKCCIRG, 1991). 

Natural enemies might also show enhanced survival and activity in milder winters (Cammell and 
Knight, 1992), leading to a greater synchrony with pests and resulting in an early collapse of the 

pest populations. However, greater synchrony may not occur if the natural enemy species has to 

enter an obligatory diapause, as do many parasites (Cammell and Knight, 1992). Then, the pest 

would benefit from enhanced reproduction and development due to the higher temperatures and 

could escape control, either through its increased numbers or because it was in an unfavourable 

stage for the parasite to attack (Cammell and Knight, 1992). 

In general, the effect of an increase in mean temperatures upon the natural control of pests is 

uncertain. The determining factor is likely to be the differential response of the natural enemies 

in relation to the pests (Cammell and Knight, 1992; Farrow, 1991; Porter et al., 1991). 

1.1.5 Approaches to the problem 

In this study, it was decided to concentrate on the two specific species, S. avenae and C. 

septempunctata rather than produce a model describing all the aphid and natural enemy species, 

as this would lead to an extremely complex model which would be tedious to use and hard to 

validate since insufficient data are available for validation. Concentration on specific species 

meant that a realistic model, which was relatively easy to validate, could be constructed from 

data available in the literature. The model was kept simple so that it could be adapted for other 

aphid and predator species and would require minimal computing time. 

The aphid species chosen was S. avenae because it had been well studied previously, is a major 

pest species in the cereal ecosystem, and an existing model describing its biology was available 

in the literature (Carter et al., 1982). A strategy of adaptation of the available model allowed 
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more time to be devoted to modelling the biology of the predator, and the interaction between 
the two species. 

Coccinella septempunctata was chosen as the predator species because it has been well studied, 
due to its wide distribution throughout Europe, and it is also a major predator of S. avenae in 
Europe. 

Once the two species had been chosen, a general approach to the problem was outlined, and 
details of this are given below. Several sequential stages were identified, leading to the 

production of a model that would enable qualitative predictions of the likelihood of aphid 
outbreaks under predicted increases in global mean temperatures. 

The initial step was a review of S. avenae and C. septempunctata biology, focusing particularly 

on the interaction between the two species, which was felt to be an important prerequisite to the 

construction of a biologically realistic model. A review of the general modelling literature was 

also conducted to identify the advantages and disadvantages of different types of model and 

approaches to modelling. This allowed the possible pitfalls to be identified and avoided. 

After completing these reviews, which form the rest of this chapter, the model simulating the 

summer population dynamics of S. avenae published by Carter et al. (1982) was examined with 

specific reference to the biology of S. avenae. Each section of the model was assessed separately 
for biological realism, and any necessary changes were made. A detailed description of the 

model, the changes made and their validation are given in Chapter two. 

Attention was then focused on modelling the biology of C. septempunctata, and its predation of 
S. avenae. Three, possible approaches were available for modelling the biology of C. 

septenipunctata: constructing a model ab initio, constructing a separate model based on the 

approach used in the construction of the existing S. avenae model, and modification of the S. 

avenge model. A combination of the middle and latter options was chosen, and involved building 

a separate sub-model for the coccinellids which was incorporated into the existing model for S. 

avenae This approach was followed for several reasons: modification of the existing model kept 
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the construction time to a minimum and provided the simplest solution to the problem, many of 

the components required for modelling the biology of C. septempunctata were included in the 

existing model, and since the layout of the model was known, it was a simple task to incorporate 

equations describing the biology of C. septempunctata into the appropriate section of the model 

and relatively easy to pinpoint problems. 

The predatory interaction was thought to be crucial with respect to possible control. A review 

was undertaken to determine the advantages and disadvantages of the large number of coccinellid 

predation models available, which ranged from a simple empirical function (Tamaki et al., 1974) 

to a complex spatially dynamic model (Frazer and Gilbert, 1976). Because the aim was to 

discover the effect of increased temperatures on populations, the approach chosen was a 

temperature mediated functional response model (Mack and Smilowitz, 1982). This incorporated 

the effect of temperature on the important parameters of the interaction directly, used equations 

that were simple but realistic, and required parameters that were available in the literature. 

The review of predator and coccinellid models, and details of how the C. septempunctata model 

was constructed are given in Chapter 3. 

Once a complete model describing the dynamics of S. avenae, C. septempunctata and the 

interaction between the two had been constructed and validated, the next step was to convert the 

deterministic retrospective model into a stochastic predictive model, in order to allow a range of 

possible outcomes to be simulated, mimicking natural variation, instead of producing a single 

answer. 

The incorporation of stochastic elements was achieved by removing the reliance of the model on 

field observations, which made it retrospective, since it could only mimic events that had already 

occurred and not predict future events. The driving variable (the variable which affects the 

majority of processes within the model), temperature, was considered first. Under the predicted 

changes in climate, the average temperatures seen in the future might well be similar to those 

presently considered as hot years, and so previous summer temperatures for 28 years were 

classified into three regimes, cold, average or hot. The process of classification is described in 
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Chapter 5. 

Secondly, to remove the dependence of the input to the model on counts made in the field and 
in suction traps, distributions were fitted to immigration data for both the aphids and 

coccinellids. This approach enabled the starting point of the distributions to be shifted between 

temperature regimes, since immigration is likely to occur earlier at the higher temperatures; data 

to fit most of these distributions was available. The fitting of the distributions and the differences 

between the temperature regimes are described in Chapter 5. 

The final stage was to run the model using the different temperature regimes for a range of 

scenarios and to compare the results. The results and a discussion of their significance for future 

aphid control are given in Chapter 5. 

1.2 BIOLOGY OF SITOBION AVENAE 

1.2.1 Life Cycle 

The aphid life cycle is complex, with a high degree of polymorphism found throughout the 

world. In Britain, S. avenae is a non-host alternating species spending the whole year on 

Granzinae (Carter et al., 1980; Carter et al., 1982; Phillips, 1916; Watt, 1984; Williams and 

Wratten, 1987). In Britain., the population of S. avenae usually consists of holocyclic clones, 

which overwinter as eggs, and anholocyclic clones, which overwinter parthenogenetically and are 

usually the most numerous (Carter et al., 1980; Carter et al., 1982; Dixon, 1973,1977; Hand, 

1980,1983; Höller, 1990; Parish and Bale, 1990; Phillips, 1916; Weber, 1985; Williams, 1987; 

Williams and Wratten, 1987). 

This section provides a general description of the life cycle of S. avenae (Fig. 1.1) , with the 

main features being covered in more depth later. In Spring, the eggs laid by the oviparae on 

Graniinae the previous winter hatch producing parthenogenetic fundatrices. The fundatrices then 

produce one or more parthenogenetic generations before winged alate emigrants appear, fly off 

and colonize cereal crops (Carter et al., 1980; Phillips, 1916). Once the emigrants have colonized 
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the cereals in early summer, reproduction throughout the summer is parthenogenetic, with the 

production of apterous exules. These apterae (wingless aphids) have a high reproductive rate 

which allows the rapid increase in numbers characteristic of aphids (Ankersmit and Rabbinge, 

1980; Carter et al., 1980; Carter et aA., 1982; Kieckhefer et al., 1989; Markkula and Myllymaki, 

1963; Parish and Bale, 1990; Vereijken, 1979; Watt, 1984). In late summer, the increasing 

number of aphids on the plants combines with the decreasing quality of the host plant and the 

shortening daylength to act as a stimulus for the production of alatae (winged aphids) (Carter et 

al., 1980, Carter et al., 1982; Dixon, 1973,1977; Rabbinge et al., 1979; Vereijken, 1979; Watt 

and Dixon, 1981). When alatae reach the adult stage they migrate from the crop to other 

Graminae. 

Spth, g 
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AL 
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Figure 1.1: Life Cycle of Sitobion avenae . 

In holocyclic or sexual clones, the apterae produce alatae in two phases between which 

reproduction ceases. The first phase is the production of gynoparae, which give birth 

parthenogenetically to the apterous, egg-laying oviparae. The second phase consists exclusively 

of alate males (Carter et al., 1980; Carter et al., 1982; Dixon, 1973; Watt, 1984). The pause 
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between the production of gynoparae and males leads to a synchronisation in the appearance of 

males and oviparae, making mating more likely (Carter et al., 1980: Carter et al., 1982; Dixon, 

1973; Watt, 1984). After mating, oviparae lay cold-hardy eggs, which undergo an obligatory 
diapause and do not hatch until the next spring. 

In asexual clones, the alatae produced migrate either within the crop or to other Gra, ninae, where 

the aphids overwinter and reproduce parthenogenetically (Carter et al., 1980; Carter et al., 1982; 

Dixon, 1973; Hö1ler, 1990; Parish and Bale, 1990; Williams, 1987; Williams and Wratten, 1987). 

1.2.2 Phenology and population development 

In this section the actual timings of each part of the life cycle are given. Since the majority of 

the work performed on S. avenge in Britain has taken place in Southern England, the timings 

presented here relate specifically to this area and may not be valid for more northerly areas. 

The Spring egg hatch usually occurs in April (Carter et al., 1980; Phillips, 1916), and the rapid 

increase in numbers due to reproduction of the fundatrices takes place throughout April, so that 

by the end of April the alate emigrants are beginning to appear. Migration into the crop 

commences in May, with the alates predominant before the onset of flowering, especially in 

wheat (Carter et al., 1982; Dean, 1977; Rabbinge et al., 1979). The alatae settle on the leaves 

of wheat and produce the more fecund apterae, which reproduce quickly and allow numbers to 

build up (Ankersmit and Rabbinge, 1980). Parthenogenetic reproduction by the apterae continues 

throughout June and July on the leaves and on the ears once they have emerged, due to the 

movement of the adults to the ears (Carter et al., 1982; Dean, 1978). Dispersal through the crop 

in June and July is aided by the restlessness of newly emerged adult apterae. Temperatures in 

June and July can have a major effect on reproduction and development and hence on the aphid 

population, which led Dixon (1977) to suggest that above average temperatures in June combined 

with early infestation of the crop were the most likely circumstances that would cause 

populations to reach damaging levels. 

Towards the end of June and in early July, the high densities of aphids, deteriorating crop state 

11 



in terms of food quality for the aphids, and shorter daylengths promote the production of large 

numbers of winged alatae (Carter et al., 1982; Dean, 1978). The alatae then emigrate from the 

crop, and by early August few if any aphids remain in the crop (Dean, 1978). The emigrant 

alatae settle on Graminae in late July and early August and overwinter there as parthenogenetic 

apterae, although some eggs may be produced (Carter et al., 1980; Dean, 1978). The whole 

process then begins again in April when the warmer temperatures promote egg hatch and cause 

the reproductive rate of the apterae to increase. 

1.2.3 Polymorphism in S. avenae 

In S. avenae there are two main morphs, the wingless apterous morphs and the winged alate 

morph. The apterae, which reproduce parthenogenetically, are generally heavier than the alatae 

and more fecund (Carter et al., 1980; Carter et al., 1982; Dixon, 1973; Parish and Bale, 1990; 

Simon et al., 1991; Wratten, 1977), although fecundity varies with several factors including crop 

growth stage, aphid size and age (Carter et al., 1982; Watt, 1979,1984; Weber, 1985), and 

temperature (Dean, 1974b). The greater fecundity of the apterae is presumed to be due to the lack 

of wing muscles, since wing muscle development competes with developing embryos for limited 

nitrogen supplies (Dixon, 1976; Wratten, 1977). 

Reproduction in apterae begins early in adult life after a short pre-reproductive period (Dean, 

1974b; Simon et al., 1991). The reproductive rate is greatest early in life (Watt, 1979) and Simon 

et al. (1991) observed that the reproductive rate was greatest on the first day, declining 

exponentially thereafter. The reproductive life of approximately four weeks is followed by a post- 

reproductive phase which may last up to ten days (Lopez et al., 1989). The post-reproductive 

phase provides an advantage to the population via aggregative feeding (Simon et al., 1991). 

Due to their long reproductive life and high fecundity, apterae are primarily responsible for the 

rapid build up of aphid numbers and the dispersal of aphids through a crop (Dean, 1978). 

The alate morphs can be either sexual, gynoparae or males, or parthenogenetic alate exules. The 

alate exules are produced by apterae in response to many stimuli, which include crowding, host 
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plant quality, temperature and the developmental stage of the crop (Carter et al., 1978; Carter et 

al., 1982; Dixon, 1973,1977; Rabbinge et al., 1979; Vereijken, 1979). In S. avenae crowding is 

thought to be the main stimulus involved in the induction of alatae. Crowding acts both pre- 

natally and post-natally (Carter et al., 1980) via tactile stimulation (Dixon, 1976). Alatae are 

produced almost exclusively by apterae although Dean (1978) observed that alatae that have not 

flown produce alatae as easily as apterae. 

Alatae have a longer development time than apterae (Lopez et al., 1989; Markkula and 

Myllymaki, 1963; Simon et al., 1991) and fly as soon as they have moulted to the adult stage 

(Carter et al., 1980; Vereijken, 1979), but if prevented from flying, the newly-emerged adults 

show a pronounced restlessness (Williams and Wratten, 1987). Alate aphids show two distinct 

peaks in diurnal flight activity, which generally occurs before reproduction, especially if the alate 

nymph has been crowded (Dean, 1973). The peaks occur in the morning and the evening and are 

caused by the aläte adults requiring a teneral period, after moulting, before flight can occur. 

Dixon (1973) suggested that the early morning peak consisted mainly of aphids that had moulted 

the previous evening and completed their teneral period overnight, whereas the evening peak 

consisted of aphids that had moulted and completed their teneral period during the day. 

In flight, alates are at the mercy of the wind currents due to their small size, but most flights last 

no longer than two hours (Dixon, 1973). Initially, aphids fly away from long-wavelength light 

and towards short-wavelength light, but after flying for a while they become attracted by the 

long-wavelength light emitted by cereal crops, with a further attraction to yellow drawing the 

aphids towards plants of optimum physiological age (Dixon, 1973). After migrating, the alate 

adults lose their wing muscles and begin to reproduce, achieving a higher daily fecundity than 

apterae (Wratten, 1987). 

The sexual morphs, gynoparae and males are produced in response to a shortening photoperiod 

in the autumn months, in two phases. The gynoparae appear first, followed by a brief 

reproductive pause before the males are produced (Carter et al., 1980; Carter et al., 1982; Dixon, 

1973; Watt, 1984). This brief pause allows the males to develop at the same time as the apterous 

oviparae. On moulting to the adult stage, the males fly to the oviparae and mate with them. After 
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mating, the oviparae lay cold-hardy eggs. 

The response to short daylength is controlled by a photoperiodic receptor located in the mid- 

dorsal region of the head, but low temperature is also able to promote the production of sexual 

morphs (Dixon, 1973). The fact that the sexual morphs are not produced under short daylength 

conditions in the spring has led to the postulation of an "interval timer" which prevents the 

induction of sexual morphs in the spring, although it is possible that the aphids react to the rate 

of change of daylength rather than to daylength itself (Williams, unpublished). 

1.2.4 Overwintering of aphids 

As outlined earlier, S. avenue is able to overwinter either as eggs or as parthenogenetic apterae. 

In Britain, S. avenae mainly overwinters parthenogenetically, although in particularly severe 

winters only eggs, which are better able to withstand extreme temperatures, are likely to survive 

(Höller, 1990). The eggs are elliptical and yellow when' first laid, but change colour on exposure 

to the environment, eventually turning black (Phillips, 1916). The egg shell consists of three 

layers (Peterson, 1917), an outer semi-transparent layer, an inner black and elastic membrane and 

an innermost thin transparent membrane. The outer layer is initially soft, but hardens upon 

exposure to weather conditions, becoming tough and impervious to water, while the inner black 

and elastic layer remains permeable to water (Peterson, 1920). 

The hatching of the eggs is determined by temperature and humidity (Hand, 1983; Peterson, 

1920), with low temperatures breaking the diapause. However a prolonged exposure to low 

temperatures may act to prevent hatching in some cases (Hand, 1983). Before hatching occurs, 

the outer layer of the egg splits, the timing of which is influenced by evaporation. Once the outer 

layer of the egg has split, the air humidity is extremely important in determining the number of 

aphids that eventually emerge (Hand, 1983; Peterson, 1917,1920). Humidity is important because 

the outer layer prevents the developing embryo' from water loss; once this protection has been 

removed the embryo is very susceptible to desiccation. This led Peterson (1920) to suggest that 

an early rupture of the of the outer layer is likely to be detrimental, with hot weather causing the 

egg to dehydrate. 
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Although some eggs have been found in winter (Hand, 1980), S. avenge is more commonly found 

as parthenogenetic apterae. The apterae are able to withstand cold temperatures by using their 

ability to supercool (Knight and Bale, 1986), and it has been noted that if nymphs are exposed 

to subzero temperatures for short periods, high proportions develop as apterae (Parish and Bale, 

1990). Aphids are able to acclimatize to low winter temperatures (Williams, 1987; Williams and 

Wratten, 1987); during a normal winter nymphal survival is approximately ninety-seven percent 
in clip-caged aphids. 

Acclimatized apterae have a later reproductive peak than normal, but total nymphal production 
is similar to that found in the summer (Williams and Wratten, 1987). Although most 

overwintering aphids are apterae, some alatae are found, but in very low numbers, possibly due 

to their susceptibility to wind and rain (Parish and Bale 1990). Overwintering alatae show a 

slowed development, a shorter lifespan and poorer reproduction than apterae. The alate 

reproductive effort has two peaks, with more progeny produced late in their reproductive lives. 

The alates are therefore at a disadvantage compared to the apterae during the winter. 

The overwintering survival of the parthenogenetic apterae and alatae is very important. It 

influences the timing and amount of alate immigration in the spring and therefore the summer 

population dynamics (Williams, 1987). 

1.3 BIOLOGY OF COCCINELLA SEPTEMPUNCTATA 

1.3.1 Life cycle of C. septempunctata 

C. septempunctata is common throughout Europe (Butler, 1982; Hagen, 1962; Hodek, 1973), 

and shows geographical variation in life cycle characteristics throughout its range. In Britain, the 

life cycle consists usually of one generation per year (univoltine) with dormancy in the form of 

hibernation throughout the winter (Bodenheimer, 1943; Hagen, 1962; Hodek, 1973; McLean, 

1980; Sundby, 1968). A generalised life cycle is shown in Fig. 1.2, followed by a full 

description. 
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Figure 1.2: Life cycle of Coccinella septempunctata. 

In spring, coccinellid dormancy is broken by lengthening days and rising temperature, and the 

adults become more active (Hodek, 1962; Honek, 1990; Shand et al., 1972; Sundby, 1966). 

Copulation takes place while the coccinellids are still aggregated at the hibernation site (Hodek, 

1973; Singh & Malhotra, 1979). Migration into field breeding sites occurs throughout April and 

May (Hagen, 1962; Hodek, 1965,1973; Shand et al., 1972; Sundby, 1966). The adults remain 
in the field only if aphid density exceeds a threshold (Adams, 1984). There is a slight delay 

before reproduction begins, during which ovariole maturation occurs in the females (Sundby, 

1968). Reproduction begins as soon as the female coccinellids have eaten enough food to produce 

eggs, which usually occurs above a threshold aphid density (Ghanim et al., 1984; Honek, 1978). 

The female coccinellids lay their eggs in clusters close to aphid colonies (Dixon and Guo, 1994; 

Hodek, 1975; Singh and Malhotra, 1979); ovipositing behaviour lasts up to 3 months in some 

cases (Rhamalingham, 1987; Sundby, 1966,1968), after which the females die. The males live 

longer than the females, but none survive to the autumn. 

Migrating 
Adults 
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The coccinellid eggs hatch after approximately one week (Banks, 1956) and the newly hatched 
larvae remain with the egg shells for twelve to twenty-four hours before dispersal (Banks, 1956, 
1957; Hodek, 1973). The larvae then develop through four instars before pupating to the adult 
form (Hodek, 1973; Singh and Malhotra, 1979). The development time of the immature 

coccinellids from egg through to adult varies with temperature (Hodek, 1958,1973; Kawauchi, 
1983,1986; Michels and Behle, 1991; Sethi and Atwal, 1964; Singh and Malhotra, 1979), but 
the adults emerge usually in July/August (Hagen, 1962; Honek, 1990). The newly emerged adults 
feed in the field for approximately three to five days before they emigrate to the hibernation sites 
(Zaslovsky and Semyanov, 1986) in August and September (Hagen, 1962; Honek, 1990; Sundby, 
1966) where they overwinter before emerging in the next spring. 

In summary, the coccinellid life cycle consists of four main stages: emergence of old adults and 
their immigration into field breeding sites; oviposition by female coccinellid adults and the 
development of this new generation to adults; emigration of this new generation of adults to 
hibernation sites; hibernation of the new generation. This style of life cycle is extremely plastic 
(Honek, 1990) and enables the coccinellids to take full advantage of their major prey source, the 

ephemeral aphids. . 

1.3.2 Phenology and population development 

During late April and early May coccinellid adults that overwintered emerge from their 
hibernation sites (Hagen, 1962; Shands et al., 1972; Sundby, 1966) due to the rise in air 
temperature (Hodek, 1962). Ovariole maturation and copulation occur a few days after 
emergence, while the adults are still aggregated at the hibernation sites (Hodek, 1973). 

The adult coccinellids migrate to the fields shortly after emergence; this migration lasts from 

April to June (Honek, 1990). The adult coccinellids will remain in the field only if there is 

enough food available (Adams, 1984; Honek, 1980). Adams (1984) estimated that the threshold 

abundance of aphids required for a coccinellid adult to remain in the field was 10 aphids per m2. 

Once the coccinellids adults have settled in the field, ovariole maturation in the females 

continues, but only if the aphid density is above a threshold (Adams, 1984; Honek, 1978,1980), 
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estimated to be 0.1 aphids per tiller or approximately 38 aphids per m2 (Adams 1984). Honek 

(1980) noticed that these thresholds seemed to remain constant between years, showing only a 
very small variation. 

The time taken to complete ovariole maturation constitutes the pre-reproductive delay which lasts 

up to a maximum of 10 days (Rhamalingham, 1987). As soon as ovariole maturation is complete, 

oviposition by the female coccinellid begins. 

The eggs, which are laid in the vicinity of the prey (Hodek, 1973), are spindle-shaped or oval, 

and yellow in colour (Hodek, 1973; Singh and Malhotra, 1979). The eggs are usually deposited 

in clusters on the underside of the leaves of the plant, with cluster size varying from 29 up to 
71 eggs (Hodek, 1973; Singh and Malhotra, 1979). A few hours before the eggs hatch, they 
darken and turn light grey (Banks, 1956; Singh and Malhotra, 1979); hatching usually occurs 

after approximately seven days (Banks 1956). 

The newly hatched larvae emerge through an apical split in the chorion of the egg. The head, 

thorax and legs are gradually drawn free of the embryonic cuticle and chorion by slow forward 

and backward movements (Banks, 1956). Once the larva is free, it rests on top of the egg shell 

where it remains for one hour while its cuticle hardens. The larvae then eat the egg shells, and 

remain in the proximity of the egg-shells for twelve to twenty-four hours after eclosion (Banks, 

1956,1957; Hagen, 1962; Hodek, 1973). The newly hatched larvae often eat unfertilized eggs 
(Banks, 1956; Hagen, 1962; Hodek, 1973), and will also eat unhatched eggs, although Banks 

(1956) observed that in small egg batches the larvae often show a synchrony in hatching which 

acts to prevent cannibalism. The consumption of unfertilized and unhatched eggs allows the 
larvae to survive longer (Banks, 1954a), and allows them more time to find their first aphid. 

The first instar larvae are black with four dark black patches on each abdominal segment. They 

have pronounced spines, and prominent white areas (Singh and Malhotra, 1979). The second 

instar larvae have some orange patches on the abdomen, and on moulting to the third instar, the 

orange patches appear on the thorax, while the fourth instar larvae have white/yellow patches 

on the head. Just prior to pupation, the fourth instar larvae become inactive and attached to the 
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leaf surface using the posterior of the abdomen; this stage is known as the prepupa (Singh and 
Malhotra, 1979; Hodek, 1973). The pupa varies in colour from a shining yellow through to a 

yellowish black (Singh and Malhotra, 1979) depending on the environment. However, the pupa 
is not totally immobile and may wave around, especially if disturbed (Hodek, 1973). The whole 
developmental process from egg through to adult takes approximately ten to fifteen days (Hagen, 

1962). 

Adult coccinellids are spherical in shape and have orange or red elytra with black spots of an 

irregular shape (Singh and Malhotra, 1979). On emergence from the pupa, the elytra of the adult 

are soft, matt and light coloured, without ä pattern. The hind wings protrude from under the 

elytra and normal coloration is acquired with age (Hodek 1973). 

Approximately three to five days after the imaginal moult, the newly emerged adults experience 

a migratory urge, which is not influenced by photoperiod, and occurs before reproduction or 
diapause (Zaslavsky and Semyanov, 1986). Adults migrating to overwintering sites are attracted 

to raised areas in the landscape where they aggregate at the base of plants or in small cracks 

under tree bark, stones, etc. (Hodek, 1973; Hagen, 1962; Honek, 1989). After feeding to increase 

fat levels the coccinellids enter dormancy, which is discussed in detail in the next section. 

1.3.3 Dormancy in C. septempunc. tata 

C. septempunctata shows a range of dormancies depending on geographical location. In Britain 

and Europe, the dormancy usually takes the form of hibernation (Hagen, 1962; Hemptinne, 1988; 

Hodek, 1962,1973; Hodek and Cerkasov, 1961; Honek, 1989,1990; Mariedra et al., 1992; 

Okuda and Hodek, 1989; Sundby, 1966). The precise mechanisms which induce diapause in 

coccinellids are unknown, but it is thought that temperature and photoperiod are important factors 

in Britain (Hagen, 1962; Hodek, 1973; Hodek and Cerkasov, 1961; Hodek et al., 1984; Honek, 

1989,1990; Zaslavsky and Semyanov, 1986). Kawauchi (1986) suggested that low temperature 

and short photoperiod induces diapause in C. septempunctata. This supports the main reason 

proposed to explain diapause, that is the avoidance of periods unfavourable for growth and 

development (Hodek, 1973; Hodek and Cerkasov, 1961; Hodek et al., 1984). 
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Hodek and Cerkasov (1961) found that the hibernation of C. septempunctata had two distinct 

phases. The first phase was an obligatory diapause (Hagen, 1962) that occurred whilst 

environmental conditions still favoured growth and development. The second was a quiescent 

period during which resumption of activity and development can be evoked by favourable 

conditions (Hodek and Cerkasov, 1961). This observation led to the hypothesis that imaginal 

diapause synchronized life history with seasonal changes in environmental conditions, resulting 
in coccinellids being active only when the environment was most favourable. Hodek (1962) 

suggested that diapause was most likely caused by an inherited tendency to an obligatory 

univoltine life cycle. 

Hibernation takes place at the same sites every year, although during years of high coccinellid 

abundance, new sites may be used. These sites all have several characteristics noted by Honek 

(1989). They are usually positioned so that they have access to sunshine, oriented to the south- 

west, south or southeast. If the sites are on a slope, the preference is for a small gradient between 

0" and 20°. Most coccinellids tend to hibernate where there is bare ground or discontinuous plant 

cover, and the site must have a warm and dry microclimate. These characteristics lead to 

hibernation mainly in grass tussocks, under loose stones, or under dead leaves and other debris. 

During their migration to hibernation sites, coccinellid show a hypsotactic response (Hagen, 1962; 

Hodek, 1973) which leads to large aggregations at the overwintering sites. Once the coccinellids 

arrive at the hibernation site, they use geotactic and thigmotactic responses to hide in small 

places, such as under stones or in cracks in rocks. Hagen (1962) suggested that odour may be 

important in the formation of aggregations, allowing the coccinellids to return to the same site 

each year. 

Dormancy is broken by photoperiod in the Spring (Hodek, 1973), but temperature may also have 

an effect (Hodek, 1962), since dormant coccinellids may be active during sunny days in winter. 

Resumption of activity occurs whilst the temperature is rising and the days are lengthening, but 

full details are still unknown. 
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Before entering hibernation, the coccinellids undergo several physiological changes. Firstly, the 

adults empty their digestive tract, after extensive feeding to develop large fat bodies (Hagen, 

1962; Hodek, 1973) and stores of glycogen (Hagen, 1962; Hodek, 1973). Ovarian development 

ceases and many dormant female coccinellids have undifferentiated germaria (Hodek and 

Cerkasov, 1961). Spermatogenesis in males continues throughout hibernation, although it is often 

arrested by low temperatures during the winter months (Hodek, 1973). During dormancy, their 

metabolic rate is very low and the fat stores are used as the main source of energy, although 

glycogen may be used, especially if the temperatures are less than 0°C (Hodek, 1973). 

The search for food is quite intense, and a more detailed description of the strategies used by 

coccinellids is given in the next section. 

1.3.4 Feeding and searching behaviour of C. septempunctata 

The main food source of C. septeinpunctata is aphids, which by their nature have patchy 

distributions. The coccinellids have therefore adapted their searching behaviour so that they are 

more efficient predators when food is clumped (Murakami and Tsubaki, 1984). 

Coccinellids show two main types of searching behaviour, a rapid random walk and intensive 

searching ( Carter and Dixon, 1984; Ferran and Deconchat, 1992; Hagen, 1962; Hodek, 1973; 

Marks, 1977; Murakami and Tsubaki, 1984; Nakamuta, 1982,1985,1986). The rapid random 

walk occurs before the coccinellid encounters a prey and is characterized by a linear path and 

high walking speed (Ferran and Deconchat, 1992). They tend to move along leaf edges, or raised 

surfaces such as veins (Hodek, 1973; Marks, 1977) and it is believed that this increases the 

chance of them encountering aphids, which feed on the veins of leaves. The coccinellids show 

positive phototaxis and negative geotaxis (Hagen, 1962; Hodek, 1973; Marks, 1977), although 

the negative geotaxis declines as searching continues (Marks, 1977) and if the coccinellid reaches 

the ground, then it traverses across the ground for a set interval of time before it will begin to 

climb again, preventing the coccinellid from climbing the plant that it has just left (Hodek, 1973). 

Nakamuta (1983) has observed that during both searching behaviours, coccinellids keep their 
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antennae parallel to the searching substrate and the maxillary palps perpendicular to the substrate, 
but there is occasionally some movement of the head which is associated with vibration of the 

maxillary palps, which are used to detect aphid body fluids (Nakamuta, 1985). 

The rapid random search enables movement between prey patches to be as quick as possible, and 

is designed to increase the chance of the coccinellid encountering a prey patch. Early studies of 

the searching behaviour of coccinellids gave rise to the idea that coccinellids could detect prey 

only by direct contact (Hagen, 1962; Hodek, 1973; Marks, 1977), but it has now been shown that 

coccinellids can perceive prey visually, even if only from close range (Ferran and Deconchat, 

1992; Nakamuta, 1985; Stubbs, 1980). Stubbs (1980) calculated the distance at which the visual 

perception of aphids occurred for adult coccinellids as 1.04cm, and 0.69cm for fourth instar 

larvae. There is some variation in perception distance and some coccinellids appear to detect prey 

only by direct contact. Stubbs (1980) also suggested that the level of hunger experienced by the 

coccinellid may affect prey perception. 

Once a prey has been contacted, the coccinellid switches its searching behaviour to intensive 

searching. This type of searching is characterized by much slower movements, with fan-shaped 

movements of the body and much greater turning resulting in a tortuous or sinuous path (Ferran 

and Deconchat, 1992; Hagen, 1962; Hodek, 1973; Marks, 1977; Murakami and Tsubaki, 1984; 

Nakamuta, 1985). Marks (1977) identified two main components in this intensive searching by 

larvae. In the first stage, the abdomen is fixed to the substrate and head and legs are moved 

through 180°; this lasts for approximately five to ten seconds. In the second stage larvae make 

frequent turns through 360°, with head and legs moving to alternate sides of the mid-line of the 

abdomen. This pattern of searching increases the probability of encountering another prey within 

a patch (Carter and Dixon, 1984; Murakami and Tsubaki, 1984; Nakamuta, 1985). The 

switchover from random walk to intensive searching is elicited by prey contact (Carter and 

Dixon, 1984; Nakamuta, 1985,1986); the prey does not necessarily have to be captured or 

consumed. 

If a second prey is not found, then the coccinellid reverts back to the random walk behaviour 

described earlier in this section. The time taken for reversion is determined by the type of prey 
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contact (touching or eating), and also the size of the most recently consumed prey (Nakamuta, 

1986). 

If a prey is captured the coccinellid consumes its prey in one of two ways. The first method is 

external digestion, where the coccinellid sucks some of the body fluids out of the aphid and then 

regurgitates them back into the aphid along with digestive juices. The coccinellid then sucks back 

the pre-digested food (Hagen, 1962; -Hodek, 1973); this method is usually used by the smaller 

coccinellid instars. The second method is to eat the entire prey using a chewing action; this 

method is usually used by the larger coccinellid instars and adults (Hagen, 1962; Hodek, 1973). 

However, aphids are not totally helpless and they possess several defence mechanisms which can 

prevent capture, including kicking the coccinellid, shedding an appendage, dropping off the plant 

or moving out of the way (Hodek, 1973). The latter method is not always successful as during 

a search coccinellids often retrace their steps and may find aphids that had moved during a later 

traverse of a previously searched area (Marks, 1977). Cannibalism of smaller coccinellid instars 

may also occur if, while searching a hungry coccinellid encounters a smaller larva or egg. 

In summary, coccinellids have adapted to the patchy distribution of their prey by developing two 

searching behaviours: a fast random walk which minimizes the time spent moving between 

patches, and a slow sinuous intensive search which is elicited by prey contact and maximises the 

probability of discovery of further prey within a patch. 

1.4 MODELLING 

1.4.1 What is a model? 

Modelling is often used in biology and ecology, but what exactly is the definition of a model ? 

Frenkiel and Goodall (1978) defined a model as a representation of some part of the real world 

in another form. This is a very broad description covering physical, descriptive and mathematical 

models (Jeffers, 1982). Mathematical models are used in ecology because of their ability to cope 

with the large numbers of complex relationships often found in ecological systems. Mathematics 
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can be thought of as a language which minimizes the difficulties of incorrect interpretation, a 

common problem when using word-based languages, and which expresses ideas of great 

complexity in a simple fashion (Jeffers, 1982). 

Most ecologists think of a mathematical model as consisting of a set of equations representing 

the concepts of the behaviour of a system found in nature (Barlow and Dixon, 1980; France and 

Thornley, 1984; Frenkiel and Goodall, 1978; Streifer, 1974), but it is more than this. A model 

encompasses the whole conceptual construct concerned (Association of Applied Biologists, 1991; 

Skellam, 1973). This conceptual structure is addressed later in this chapter. 

1.4.2 Uses of ecological models 

Ecological models are orderly and logical representations of complex and dynamic relationships 

(Jeffers, 1982). They have a wide range of uses, the three main ones being: as an aid to the 

understanding of a relationship; as an aid to the identification of areas that may require further 

research due to a lack of understanding or data, and hence act as a guide for future research 

(Frenkiel and Goodall, 1978; Gilbert and Gutierrez, 1973; Norton, 1979); and for prediction. This 

last point is an area fraught with many difficulties. A model is useful for prediction only if it is 

able to mimic existing data, and a measure of the error in the predictions is incorporated 

(Gardner et al., 1980). The dangers of prediction are hinted at in the following quote by Skellam 

(1973). 

" Roughly speaking a model is a peculiar blend of fact and fantasy, of truth, half-truth 

and falsehood. In some ways a model may be reliable, in other ways only helpful and at times 

and in some respects thoroughly misleading. " 

In addition to these three main uses, 'Worner (1991) suggests that models can be used to define 

problems, organise thoughts, generate interesting hypotheses and as standards for comparison. 

Carter (1985) suggests that models can be used as experimental tools for examining the effects 

of changes on ecological systems. 
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1.4.3 Types of model 

There are several types of model, which can be used to describe population dynamics (Hodek 

and Kindlmann, 1988; May, 1973), ranging from simple analytical models, such as those 
described by Wyatt (1983), through to complex simulations, such as the model described later 
in this thesis. Analytical models contain only a few equations and enable a complete or partial 
mathematical analysis of the behaviour of the model. Simulation models, however, are designed 

to include the majority of the features of the modelled population, because they strive for reality 
(Hodek and Kindlmann, 1988), but with the penalty of producing often very complex models, 
the behaviour of which can be understood, if at all, only by actually running the model and 
examining its output. 

Simulation models were used in this project because of their ability to take account of the 

complex ecological processes involved in population dynamics (Ankersmit and Rabbinge, 1980; 
Fransz, 1974; Frenkiel and Goodall, 1978). The reality of a simulation model is dependent upon 
the closeness of the analogies used to the real world (Frenkiel and Goodall, 1978). Here, the 

complexity of aphid and coccinellid behaviour warranted the use of a simulation model, and in 

fact Carter and Rabbinge (1980) stated: 

"Simulation models are not an end in themselves but a means to an end, and the only 
means for a thorough aphid study. " 

The fact that simulation models are tools rather than answers to problems is reinforced by the 
following statement from Gilbert and Hughes (1971). 

" Only if we choose the right criteria and ask the right questions .... will we get any 

enlightenment from a model. " 

1.4.3.1 Types of simulation model 

Simulation models can be differentiated into several types according to their properties and the 
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level at which they work (France and Thornley, 1984; Frenkiel and Goodall, 1978; Jeffers, 1982). 

However, there are only two major types: deterministic and stochastic. 

Deterministic models work on the basis of logical deduction, and once the state of the system 
has been entered into the model, along with initial inputs, the future state of the system is 

uniquely defined (France and Thornley. 1984; Fransz, 1974; Frenkiel and Goodall, 1978). This 

means that the model has a set trajectory which is able to be predicted exactly from the initial 

and boundary conditions (Association of Applied Biologists, 1991). The unique solution of 
deterministic models is their main disadvantage, since random events occur frequently in 

ecological systems. 

Stochastic models, on the other hand, are able to account for random events because they include 

random variables in the form of statistical treatments or explicit variables (France and Thornley, 

1984; Fransz, 1974; Frenkiel and Goodall, 1984; Jeffers, 1982; Smith, 1952). In this case there 

is no set trajectory, and only the probability distribution of the trajectory can be determined from 

the initial and boundary conditions (Association of Applied Biologists, 1991). The ability to 

account for random events makes stochastic models more realistic and hence more useful for 

prediction (Watt 1961), but only if the equations used in the model are biologically meaningful 

and realistic. There are three major drawbacks associated with stochastic models: the greater 

complexity of the model leads to longer running times; the variability of the models makes them 

difficult to validate; and the increased complexity may hamper interpretation of its behaviour. 

1.4.4 Constructing a model 

As was mentioned earlier, a model is not just a set of equations, but the whole process of 

building and testing. This process has been split into a number of stages (Association of Applied 

Biologists, 1991; Carter, 1980; DeWit and Rabbinge, 1979; France and Thornley, 1984; Gutierrez 

et al., 1984; Murthy et al., 1990), detailed below: 

The first stage involves defining the objectives of the proposed model (Association of Applied 

Biologists, 1991; Carter, 1980; DeWit and Rabbinge, 1979; France and Thornley, 1984; Gutierrez 
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et al., 1984; Murthy et al., 1990). This is an extremely important step as these chosen objectives 

will determine the structure of the model that is required (Carter, 1980). 

Once the objectives of-the model have been defined, the next step is to determine its structure 

'(Carter, 1980; DeWit and Rabbinge, 1979; Murthy et al., 1990). The initial model structure may 

be determined by listing all the components, interactions and mechanisms that are important in 

the model ( Association of Applied biologists, 1991; Carter and Rabbinge, 1980). This list can 

be continually refined throughout the modelling process (Carter and Rabbinge, 1980). Having 

produced a complete list of all the model components, a diagrammatic representation of the 

conceptual structure of the model (Carter and Rabbinge, 1980) can be produced and decisions 

made about how to represent the included items (Association of Applied Biologists, 1991). 

Any model component can be represented as one of the three main types of variable: driving, 

state or rate (Carter and Rabbinge, 1980; DeWit and Goudriaan, 1978; DeWit and Rabbinge, 

1979; France and Thornley, 1984). Driving variables are continuously measured variables, which 

influence the system from outside and characterise interactions at the boundaries of the system, 

such as the effect of temperature, which can be considered as data inputs varying autonomously 

with time (Carter and Rabbinge, 1980; DeWit and Rabbinge, 1979; France and Thornley, 1984). 

State variables can be considered as variables which quantify the state of the system at any time 

(Carter and Rabbinge, 1980; DeWit and Rabbinge, 1979; France and Thornley, 1984), although 

DeWit and Rabbinge (1979) further defined state variables as variables which can be measured 

instantaneously, even when time stands still. State and driving variables affect the third major 

type, the rate variable. Rate variables give the values of flows of materials between state 

variables and their value is determined from the state and driving variables using rules based 

upon knowledge of the biological processes taking place (Carter and Rabbinge, 1980; DeWit and 

Rabbinge, 1979; France and Thornley, 1984). Rate variables also determine how state variables 

change with time (France and Thornley, 1984). 

Carter and Rabbinge (1980)'define two further variables, auxiliary variables, also described by 

France and. Thornley (1984), which are intermediate variables used to enhance understanding, and 

output variables, which are the values that the model produces for the user. 
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The third stage in model construction is model formulation (Association of Applied Biologists, 

1991; Carter and Rabbinge, 1980; DeWit and Rabbinge, 1979; France and Thornley, 1984; 

Murthy et al., 1990). The aim in this stage is to quantify the relationships that make up the 

model and to define the output of the model (Carter and Rabbinge, 1980). This produces a model 

blueprint (Association of Applied Biologists, 1991) that may be constructed using well defined 

techniques (DeWit and Rabbinge, 1979). 

Once the model has been constructed and output is able to be produced, the next step is to 

validate and verify the model (Carter and Rabbinge, 1980; DeWit and Rabbinge, 1979; Murthy 

et al., 1990). Verification is the comparison of the structure and behaviour of the model with that 

of the real system (Carter and Rabbinge, 1980). This process is important as it is able to identify 

any areas of the model where the behaviour of the model differs from the real system, which 

may indicate a possible lack of understanding. DeWit and Goudriaan (1978) believe that 

verification can take place at several levels from the level of the individual, through the level of 

the population, to the field level. 

Validation, on the other hand, is the quantitative comparison of output from a model with the 

observed results (Carter and Rabbinge, 1980; Gutierrez et al., 1979; Jeffers, 1982; Rabbinge et 

al., 1979; Zhou and Carter, 1989). Validation should be an ongoing process (Frenkiel and 

Goodall, 1978), and any data used for validation should be independent of the data used to build 

the model (Carter and Rabbinge, 1980; Jeffers, 1982; Rabbinge et al., 1979). Feldman et al. 

(1984) noted that validation is often aimed only at the end values of a simulation, whereas the 

validation of a sequence of modelled variables representing the time-dependent behaviour of a 

process is also important. They developed a statistical process which quantified the closeness of 

model prediction to observed values. 

Carter and Rabbinge (1980) warned that calibration of models to obtain a better fit, during 

validation, was undesirable as it lowered the explanatory value of the model and often 

degenerated into little more than a sophisticated curve fitting process. 

If a model fails to be validated then it is inadequate for the goal in mind (Murthy et al., 1990). 
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The model's assumptions have then to be examined and new assumptions made. 

Once the model has been verified and validated, the final stage is its manipulation and 

implementation, which can be defined as the process of experimenting with the model (Carter 

and Rabbinge, 1980). Sensitivity analyses are often conducted at this stage because of their 

usefulness in detecting errors (DeWit and Goudriaan, 1978). There are two types of sensitivity 

analysis, fine and coarse (Carter and. Rabbinge, 1980). For a coarse sensitivity analysis, whole 

processes are omitted from the model (Ankersmit and Rabbinge, 1979). In a fine sensitivity 

analysis, small positive and negative changes are made to the model parameters. Both coarse and 

fine sensitivity analyses can be used to show which parameters have the greatest influence on the 

model, and which parameters are responsible for deviations between predicted and observed 

values (DeWit and Goudriaan, 1978; Kocabas et al., 1992; Jeffers, 1982; Rabbinge et al., 1979). 

Sensitivity analyses can also be used to obtain coefficients of variance for parameters (France 

and Thornley, 1984), which can then be ranked in an aid to model simplification, although this 

would of course lead to a loss id realism, and is not immediately useful in determine how 

parameters effect the fit of the model to observed data. By varying several parameters 

concurrently, the effects of interactions between parameters can be tested (Jeffers, 1982). The 

results of a sensitivity analysis can also help to improve insight into the system and to suggest 

further experiments (Rabbinge, Ankersmit and Pak, 1979), and may also provide an accurate 

measurement of the confidence merited by a model (Worner, 1991). 

1.4.5 Problems with simulation models 

Simulation models, although being able to handle complexity, are not without their problems. The 

main drawback with simulation models is estimation of the values for the large number of 

parameters that are required by the model (Carter and Rabbinge, 1980). This problem stems from 

the complexity of the ecological system being modelled, although Gilbert and Hughes (1971) felt 

that a simulation model did not have to be very sophisticated to throw some light on an 

ecological relationship. Another difficulty related to the complexity of the model is the logistical 
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problem associated with gathering all the data necessary for its construction and validation (Watt, 

1961). Worner (1991) calculated that an adequate sample size for the validation of a simulation 

model was twelve populations monitored for twelve seasons, which would require a large long 

term sampling effort, and is outside the scope of most modelling projects, which tend to be short 

term. Gutierrez et al. (1984) also referred to this problem in relation to predator-prey models, 

which are rarely tested in the field due to the lack of data. They concluded that modelling efforts 

should be closely linked to detailed field and laboratory studies. 

A model will be of limited use if it contains little understanding of individual functions in the 

model (DeAngelis et al., 1975), or if a clear understanding of the behaviour of the major 

components of a model and their interactions is lacking. These are required in order to discern 

the behaviour of the total system. This means that before a model is constructed, suitable 

mathematical formulations for the mechanisms of each type of factor are required by the modeller 

(Watt, 1959); this is again related to the availability of adequate data. 

Another major drawback with simulation models is the variance associated with model output. 

It has been estimated that a four percent error in model parameters can lead to up to forty percent 

variation in model output (Gardner et al., 1980; Worner, 1991). Such large error terms imply that 

only gross changes in the system can be reliably predicted. However the use of stochastic models 

may relieve this problem, by producing a distribution of possible outputs. 

As long as the limitations of simulation models are recognised, they will remain important in 

gaining qualitative insights into ecological systems, provided that they are based on a prior 

understanding of the process involved (Onstad, 1988). 
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Chapter 2. THE SITOBION AVENAE POPULATION DYNAMICS MODEL 

Carter et al. (1982) proposed a simulation model (SAMT) to describe the summer 

population dynamics of S. avenae on winter wheat. It was felt that SAMT was 
inadequate in its representation of aphid development and reproduction, due to the use 

of a linear representation of development, in spite of evidence of curvature (Dean 

1974b), and also because reproduction was assumed to only occur between 10"C and 
30"C. This chapter provides a brief description of SAMT, before detailing the changes 

made to the aphid development and reproduction processes. 

2.1 DESCRIPTION OF THE MODEL 

SAMT uses an hourly time step, with temperature as the driving variable. The hourly 

temperatures are assumed to follow a sine curve, estimated from the daily maximum 

and minimum temperatures. The maximum temperature is assumed to occur at 1400 

hours and the minimum temperature at sunrise. The times for sunrise are calculated 

according to the latitude of the site being modelled. 

The model is divided into three main submodels; crop, aphid and natural enemy. A 

description of the processes involved in each submodel is given below. 

2.1.1 The crop submodel 

The crop submodel calculates the growth stage of the crop at the end of each day, 

based on an algorithm proposed by Frazer and Gilbert (1976) that uses a polynomial 

equation based on the accumulated number of day-degrees (D°) above 6°C The number 

of day-degrees above 6°C is calculated following the equations shown below. 

D,, =0.25 *Y Tm. r > 6.0, T, 
�� >6.0 

D� = 0.125 *Y* (1.0-0.64Tr )+0.0795 * (Tmz - T��) * cos(T, ) 

D,, = 0.0 

Tmx > 6.0, Tinn < 6.0 

T, 
n. r < 6.0, T,,,,, < 6.0 
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ý. or 

where: D,, = number of day degrees (D°) above 6°C; Y=T,,,, + T- 12.0; T,,,, = 
daily maximum temperature (°C); T,,,,, = daily minimum temperature (°C); and T, = 
asin(Y /(T,,,,, - T, 

�. 
). 

Carter et al. (1982) used this simplified equation because the primary objective of 
SAMT was to model the aphid population dynamics. The full model ends when the 

crop submodel predicts that crop growth stage is greater than 86.3 (Zadoks et al., 
1974); at this stage the crop is no longer suitable for aphids. 

2.1.2 The aphid submodel 

The aphid submodel can be split into several sub-processes which describe basic aphid 
biology in a crop during the summer. The first sub-process is immigration. The 

number of alatae entering the field is estimated from the number of alatae caught in 

a Rothamsted Insect Survey (Woiwod and Harrington, 1994) suction trap by 

multiplying the trap catch by a deposition factor (Taylor and Palmer, 1972). 

The model then considers the development and survival of the aphids. Aphids develop 

by accumulating hour-degrees (H°), calculated from a threshold of -3.6°C, towards a 

total for each instar using the following equation. 

H=T-(-3.6)=T+3.6 

where: H= hour-degrees (H°) accumulated during hourly timestep; and T= 

temperature during hourly time step (°C). 

On reaching this total for an instar, those aphids are moved into the next instar and 

the process reiterates. This is often referred to as a BOXCAR routine (DeWit and 

Goudriaan, 1978), and it means that all aphids of the same physiological age develop 

simultaneously through the various life stages. Fourth instar alate nymphs are assumed 

to emigrate immediately after moulting to the adult stage. 

The longevity of adult aphids varies with crop growth stage, becoming shorter as the 
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crop ages. In order to cope with this, the model assigns different longevities according 

to the age of the crop. The model also assumes that fourth instar alate nymphs take 

longer to develop than fourth instar apterae due to their need to produce wings. 

The proportion of aphids that survive an instar is set. Survival is calculated hourly 

from the assumed probability that an aphid survives the instar by adjusting for the 

proportion of the instar completed by the aphid concerned. This adjustment is required 

since the length of each aphid instar is dependant upon temperature. The equation used 
is shown below. 

(Lo810(I)l 
N+) Hh 

S=10 Nu 
=I 

Hi 

where: S= proportion of aphids surviving for the hour; I= proportion of aphids 

surviving to complete instar (Dean, 1974b); H; = Length of instar in hour degrees 

(H°); Hh = hour degrees (H°) accumulated in hour being considered. 

The third sub-process deals with the reproduction of aphids. It is assumed in SAMT 

that alate adults immigrating into the field are reproductively mature, but that apterous 

adults that develop within the modelled field are subject to a pre-reproductive delay. 

Reproduction is assumed to occur only in the temperature range 10°C to 30"C. The 

reproductive rate is assumed dependent upon the morph of the adult aphid, 

temperature and crop growth stage. Apterae have a higher reproductive rate than alatae 

(Wratten, 1977). The maximum reproductive rate is assumed to occur at 20°C, and 

was estimated from the data of Dean (1974b). When the crop growth stage is between 

59 and 73 the reproductive rate' is increased, in accordance with the observation of 

Watt (1979) that reproduction is greater on ears than on leaves. 

The number of nymphs produced by the aphids in a given hour is calculated by 

multiplying the reproductive rate by the number of H° accumulated over that hour and 

by the number of aphids. The proportion of nymphs that will be alate is the calculated 

from the equation shown below. 
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Al = 2.60D, + 0.847C - 27.189 

where: Al = percentage of nymphs that will be alate; Da = density of aphids (/tiller); 
C= crop growth stage according to the decimal scale of Zadoks et a! (1974). 

2.1.3 Natural enemies submodel 

The natural enemies included in the model are the seven-spot ladybird, Coccinella 

septenipunctata, parasitoids and fungal pathogens. 

The effects of parasitoids and fungal pathogens are calculated directly from data input 

from field counts of the number of mummified or infected aphids. The effect of C. 

septempunctata is covered in more detail below 

The number of aphids in each instar is first converted to aphid units (Lowe, 1974), 

where one aphid unit is equivalent to one adult, 1.5 fourth instar nymphs, 2 third 
instar nymphs, 3.5 second instar nymphs or 5 first instar nymphs. The aphid units are 

then summed to give an overall total, and a subtotal is formed of the number of aphid 

units in the first three nymphal instars. 

Predation is assumed to occur only if the temperature is in the range 1S°C to 30°C. 

The number of predators in each instar is obtained from field counts. The number of 

aphid units assumed to be killed by the predators in a given hour is calculated from 

the consumption rates of the predator for each instar, the number of predators in each 
instar, and the number of H° accumulated for that hour. 

If the number of aphid units is less than three, the number of aphids surviving is 

assumed to increase linearly as the aphid density decreases. This allows for the fact 

that at low aphid densities, coccinellids do not eat aphids at the maximum rate. 
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2.2 CHANGES MADE TO THE MODEL 

2.2.1 Changes to aphid development 

SAM7 was inadequate to describe aphid development, due to the use of a lower 

development threshold of -3.6°C, which is very low compared to the value of 3°C 

suggested by Williams and Wratten (1987). This value was obtained by Carter et al. 

(1982) by fitting a linear regression through the data of Dean (1974b) (Figure 2.1), for 

which the standard errors are unavailable. They assumed aphid development, D, was 

linearly related to temperature, t, in the range 10°C to 22.5°C, with H° accumulated 

calculated by adding 3.6 to the temperature. Between 5°C and 10°C, the number of H° 

accumulated increased linearly from 0.1 to 13.6, and below 5°C, the number of H° 

accumulated was set to 0.1. Between 22.5°C and 25°C the number of H° accumulated 

was set to 26.1, and between 25°C and 30°C, the number of H° accumulated was 

decreased linearly towards 0.1, being set at 0.1 for all temperatures above 30°C. 
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Figure 2.1: A graph showing the regression line fitted to the pooled 

developmental data of Dean (1974b) by Carter et al. (1982), and the 

representation of development used in SAMT. 
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More recent data were reviewed concerning the effect of temperature on the 

development of S. avenge (Lykouressis, 1985; Kieckhefer et al., 1989) in addition to 

the data of Dean (1974b). All three datasets showed evidence of curvature at high 

temperatures, but the data of Dean (1974b) were a different shape to the data form the 

other two sets, which had been monitored less frequently and covered a narrower 

range of temperatures. These two sets also predicted higher development rates, with 

the data of Lykouressis (1985) showing little curvature, but that of Kieckhefer et al. 

(1989) showing curvature occurring as low as 22°C. 

In order to choose the most appropriate dataset, the experimental methods used in 

obtaining the data were examined critically. The dataset of Dean (1974b) was chosen 

because it had the largest number of replicates; also sampling was done more often 

than in the other two experiments. Another advantage was that this was the dataset 

used to parameterize SAMT, and so the new model would be directly comparable. 

To account for curvature in the data, it was decided to follow the example of Stinner 

et al. (1974), who suggested that a sigmoid relationship could be used to describe the 

effect of temperature on insect developmental rate. Dean (1974b) reported separate 

results for each instar, so separate generalized logistic relationships were derived for 

each instar, instead of using a general curve for all instars, which was the method 

adopted in SAMT. The data were fitted using non-linear regression in the package 

GENSTAT (Payne et al., 1978). 

A major problem of the logistic curve was that the abscissa (temperature) was an 

asymptote to the curve, so that a value for the lower developmental threshold, to, 

where D=0, could not be obtained. A solution to this problem was obtained by 

linearizing the curves below their point of inflexion. To do this, the gradient of the 

line was set equal to that of the curve at the inflexion point and this was calculated 

by differentiating the generalised form of the logistic curve, to give the equation 

shown below. 

where: D= development rate (/hour); C= value of upper asymptote of curve; b=a 

slope parameter; in = value of dependent variable at the inflexion point; and x= the 
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dD 
_ -C(-b)(e -b(x-m)) 

dt [1 +e -b(x-m)]2 

dependent variable (temperature (°C)). 

At the inflexion point, x=m, which when substituted into the above equation gives a 

value of Cb14 for the gradient. At the inflexion point D= C/2. Since the gradient was 

now known, the value of the threshold was calculated by rearranging the following 

equation: 

C 
2 Cb 

m -to 4 

i. e to =m- 2/b. 

The appropriate values were substituted in this equation, and the values for the lower 

development threshold of each aphid instar were calculated (Table 2.1) via linear 

interpolation. 

Based on recent studies (Williams, 1987; Williams and Wratten, 1987), it was felt that 

a negative value for the lower development threshold was unrealistic for instars I and 

IV, and therefore a threshold of 0°C was adopted for all instars, as this was close to 

the mean value (-0.53°C); this also made the calculation of H° easier. 

Instar Lower Development Threshold 

I 0.965°C 

II -1.05°C 

III 0.967°C 

IV -3.013°C 

i apse B. 1: i ne lower aeveiopmentai tnresnoias gor uie apIHU I, ºSLUL N. 

37 



Equations describing the linear effect of temperature on the developmental rate of the 

aphid instars below the point of inflexion were then calculated using the revised lower 

development thresholds. 

The decision to linearize the curves below their inflexion point was supported by the 

work of Williams and Wratten (1987), who showed that there was no curvature in the 

relationship between developmental rate and temperature in the temperature range 3"C 

to 13°C. Since temperatures in the model do not often drop below 5°C, the assumption 

of a linear relationship below the point of inflexion was reasonable. 

The next step was to determine how the developmental rate of the aphid instars was 

affected by temperatures above 25°C. The data of Dean (1974b) showed a decline in 

rate at 27.5°C. A line was fitted through the value predicted by the logistic curve at 

25°C and the data-point at 27.5°C, which gave the upper developmental thresholds 

shown in Table 2.2, via linear interpolation. 

Instar Upper Development Threshold 

I 41.0"C 

II 41.3"C 

III 39.0"C 

IV 42.0"C 

lance z. L: upper aeveiopmentai tnresnoius of tue upniu insuars i0tacºuaru cuotb we 

unavailable since the values were derived via linear interpolation, since data were 

limited). 

The equations describing the effect of temperature on the development of aphid instars 

(Figure 2.2. ) are shown in general form below, with the parameter estimates shown 

in Table 2.3 

D=0.0 

D=b,; t 

t<_0.0 

0.0<tSt,; 
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D=a; /(1 + exp(-xj (m; - t)) 

D=c; -b2, t 

D=0.0 

ti; <t<_25.0 

25.0<t<t2; 

t2 i <t 

where: D= Development rate (1/time); the subscript, i, relates to the instar concerned; 

b= constant (slope of regression line); c= constant (intercept of regression line); a 

= constant (lower asymptote of the logistic equation); m= constant (upper asymptote 

of logistic equation ); x= constant (slope parameter of logistic equation); and t= 

temperature (°C). The standard errors of the regression coefficients are given in Table 

2.3, where they were able to be estimated. The linear relationships were derived by 

linear interpolations and therefore, standard errors are not available for these 

parameters. 

0.03- 

0.025- 
L 

I 0 

0.02 
III 
IV 

E FITTED II 

0.015 

A\'\ 

FITTED I 

0'01 FITTED III 
FITTED IV 

0.005- 

0.0- 
05 10 15 20 25 30 35 40 

Temperature ("C) 

Figure 2.2: Graph showing the equations fitted to the data of Dean (1974b) to 

describe the effect of temperature on the developmental rate of the aphid 

instars. 

The development of adult aphids was treated in a similar way to that in SAM7, via 

the accumulation of H° towards a total. This method was used due to the lack of data 

describing the effect of temperature on the developmental rate of adult aphids. Also 
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there was no way of estimating the age of the number of aphids which were estimated 

as immigrating into the field. Consequently, the longevity of these adults was assigned 

a constant value derived from the data of Dean (1974b). 

Instar 
bir tri a, X, in, tzi c, b2l 

0.02718 0.1602 13.45 
1 0.00101 13.45 41.0 0.0600 0.00146 

±0.003 ±0.038 ±1.54 

0.02903 0.1423 13.0 
2 0.00112 13.00 41.3 0.0620 0.00150 

±0.003 ±0.034 ±1.75 

12.67 
0.02849 0.1709 

3 0.00112 12.67 ±1.33 39.0 0.0702 0.00180 
±0.003 ±0.044 

0.02461 0.1326 12.07 
4 0.00102 12.07 42.0 0.0517 0.00123 

±0.004 ±0.046 ±2.46 

lame L. 3: 1 ne parameter estimates in the equations aescri ing one re, auuIlsIllp 

between temperature and development rate in the four aphid instars. 

2.2.2 Changes to aphid reproduction. 

In SAMT, reproduction was assumed to occur only in the range 10°C to 30°C. Data 

from Williams and Wratten (1987) and Dean (1974b) suggested that aphids were able 

to reproduce at temperatures below 5°C, and even at temperatures close to 0°C. 

Therefore, it was decided to use a lower threshold of 0°C, as with development, which 

ensured continuity throughout the model, and was computationally convenient. 

In SAM7, the reproductive rate (nymphs/adult/H°) was treated as a constant, with a 
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value equivalent to the maximum value observed by Dean (1974b). Only the number 

of H" changed with respect to temperature. However, a constant reproductive rate is 

unlikely, and in the amended model the reproductive rate was allowed to vary with 

respect to temperature. The relationship between temperature, t, and reproductive rate, 
R, was assumed linear as there was no evidence of curvature in the data. The line was 

fitted between the data at (R = 0, t= 0) and the maximum value observed by Dean 

(1974b) at t= 20°C. Above 20°C, the reproductive rate was assumed to decrease 

linearly to zero at 30"C. The equations, which were derived separately for each morph 

to take account for the differing reproductive rates between apterous and alate morphs 

(Dean 1974), are shown below and the parameter estimates are presented in Table 2.4. 

R =b, t 0.0: 5 t<_ 20.0 

R =a, -b, t 20.0<t<_30.0 

where: R= reproductive rate (Nymphs/adult/H°); a= constant (intercept of regression 

equation); and b= constant (slope of regression equation). The standard errors of the 

parameters in this equation were unable to be estimated since the relationships were 

derived by linear interpolation. 

Morph b, a2 b2 

Apterous 0.00031 0.0186 0.00062 

Alate 0.00024 0.0144 0.00048 

tame h. 4: rarameter estimates ror equations uescnolllg u1C CILCGL Ul LCI11jJýLULULý .. ii 

reproductive rate. 

Watt (1979) observed that the reproductive rate of S. avenae was greater on the ear 

than on the leaf. Therefore, the reproductive rate obtained from the above equations 

is accurate only when the crop growth stage is outside the range 59 to 73. Within this 

range the assumed reproductive rate is increased by a factor of 1.6 to account for the 

observations of Watt (1979). If the crop growth stage is greater than 80, then the 
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reproductive rate is set to zero, since the crop is then no longer suitable for aphid 

reproduction. 

The number of nymphs produced per female per hour is obtained by multiplying the 

reproductive rate by the number of hour degrees for each hour, and this value is 

shown at different temperatures in Figure 2.3. The total number of nymphs produced 

in any hour is then obtained by multiplying this value by the number of adults. 

The predicted nymphal production of S. avenae was compared with data available 

from the literature (Dean 1973, Chaudhury et al. 1969, Ferreres et al. 1989 
, 

Kieckhefer and Gellner 1988, Lykouressis 1984, Sotherton and Van Emden 1982) 

(Figure 2.3). The figure shows that there is a general agreement between the new 

equations and the published data. However, the published data consisted mainly of 

studies performed at single temperatures. Several wheat varieties were used in the 

studies, and the variety of wheat can have a large affect on aphid reproductive rate, 

according to the resistance of the wheat variety to aphid feeding. These two factors 

meant that accurate estimation of the fit of the new equations to actual data was 

hampered by interstudy variability. 
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Figure 2.3: The effect of temperature on the production of nymphs by adult 

apterous S. avenae. 
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2.3 COMPARING THE PERFORMANCE OF THE AMENDED MODEL WITH 
SAM7 

2.3.1 Comparison of SAMT and the amended model with field data 

To determine the effects of the changes to SAMT, it was necessary to compare the 

output of the new model (SACSIM) to that of SAM7. It was decided to compare the 

two models with data for the year 1976, as this was one of the years used to validate 
SAMT. The field data for this year was obtained from the University of East Anglia 

(A. F. G. Dixon pers. comm. ), and only data from two fields in 1976, and one field in 

1977 were available with counts in the form of numbers per tiller, which could be 

easily compared with the output of SAMT and SACSIM, other fields having counts 

made by D-vac suction sampling. 

During the lengthy process of comparing the output of SAMT with that published by 

Carter et al. (1982), it was noticed that there was a discrepancy between the 

published results and the output of SAMT; some of the lines of code used in SAMT 

were longer than the permitted length, and hence information and decimal places were 

being missed when running the model. Once this had been corrected, the published 

model and SAM7 produced similar output. After further investigation it was 

discovered that the fourth instar apterae in SAM7 were not accumulating H° correctly; 

this was corrected also. 

Having corrected these errors, the models were run and SAM7 and the published 

model were found to agree closely. The small discrepancy remaining was due to an 

amendment in SAMT, which produced a more efficient predation routine, that was 

absent from the published model. 

Initial comparison revealed some errors in SACSIM, which were corrected before a 

full comparison was made. SAMT and SACSIM were then run using the data from 

1976 (Figures 2.4 and 2.5) and 1977 (Figure 2.6). Data were used from two fields in 

1976 and one in 1977. The data came from the field counts used by Carter et al. 
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