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Abstract 
 

 

 

In recent years, electromagnetic interference (EMI) has raised serious 

issues in terms of the unintentional radiation that disrupts the near 

proximity equipment from working properly. One solution to reduce the 

effects of EMI is the use of electromagnetic shielding. Carbon fibre 

composite (CFC) material is a promising customised product that has 

entered numerous industrial areas due to its attractive properties like 

high strength, low weight, and the resistance to chemical substances and 

corrosion. CFC has started to be used as electromagnetic shields, for 

example modern computer cases. However, not much is known about its 

electromagnetic behaviour. 

This research derives various models for CFC materials for the purpose 

of achieving better understanding to their interaction with 

electromagnetic waves at microwave frequencies. 

Throughout this research, the electrical properties of different materials 

have been investigated in terms of their shielding effectiveness (SE). The 

modelling was performed using the transmission-line modelling (TLM) 

method. The digital filter (DF) technique was used for small structures 

that are embedded in the system under modelling. In this way, the space 

mesh can be turned into coarser mesh. While maintaining the same 

accuracy, this technique has substantially saved on computational 
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 VIII

resources and has increased the speed of the modelling process. This in 

turn, has made it more feasible to model large scale practical systems. 

The formulae of DF cascading were derived to allow modelling systems 

of multiple embedded structures. Simulated models were validated by 

comparing them with the corresponding conventional fine mesh results. 

One-dimensional models were validated with the available analytic 

solution. Experimental measurements were conducted on panels made of 

this anisotropic material, which has manifested frequency-dependent 

characteristics that satisfy Drude model. These measurements have 

validated the corresponding numerical electromagnetic models. 

The final product of this study is gaining better knowledge about the 

electromagnetic behaviour of different materials. This knowledge can 

help in predicting the shielding performance when these materials are 

used within large-scale systems. 
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§5.5.3.2 Eq. 5.32 p.100 

n1 Refraction index of medium 1 §5.3.1 Fig. 5.5 p.78 
no Refraction index of medium 0 §5.3.1 Fig. 5.5 p.78 
N Integer number §5.7 p.113 
NP Number of poles §5.1.2 p.69 
NPr Number of poles of reflection 

DF 
§6.3 Table 6.1 p.136 

NPt Number of poles of transmission 
DF 

§6.3 Table 6.1 p.136 

Ns Number of samples used in 
invfreqs.m 

§5.3.2.1 p.80 

NT Total number of iterations §4.6 p.56 
NTmin Minimum number of iterations 

for a complete pulse reflection 
§6.2.1.2.2 Eq. 6.4 p.125 

NX Number of TLM nodes in the x-
dimension of the object 

§5.7 p.113 

NY Number of TLM nodes in the y-
dimension of the object 

§5.7 p.113 

NZ Number of zeros §5.1.2 p.69 
NZ Number of TLM nodes in the z-

dimension of the object 
§5.7 p.113 

p Number of half wavelengths in 
z-dimension 

§5.5.3.2 Eq. 5.32 p.100 

R Resistance per unit distance §2.3 p.15 
R Reflection loss in dB §3.6.2 Eq. 3.1 p.39 
RL Load resistance §5.4.1 Eq. 5.15 p.85 
RS Source resistance §5.3 Fig. 5.4 p.75 
S Simulation speedup §5.7 p.113 
S21 Transmission S parameter §1.3 p.6 
S21

panel Transmission S parameter with 
the presence of the panel 

§6.5 p.160 

S21
ref Transmission S parameter §6.5 p.160 



 
List of Symbols and Acronyms 

 

 XVI

without the presence of the panel 
SEx x-component of SE §6.4.4.1 Eq. 6.9 p.146 
SEy y-component of SE §6.4.4.1 Eq. 6.10 p.146 
SEz z-component of SE §6.4.4.1 Eq. 6.11 p.146 
t Time variable §2.3 p.15 
T Time delay by one sample §5.1.2 Eq. 5.2 p.68 
T Transmission coefficient §5.3 p.74 
T The ABCD matrix §5.4.1 Fig. 5.9 p.85 
T1 Field point that receives at θ = 0o §5.5.1 Fig. 5.10 p.88 
T2 Field point that receives at θ = 

25.5o 
§5.5.1 Fig. 5.10 p.88 

TeDF Elapsed run time of digital filter 
simulation 

§5.7 Eq. 5.34 p.113 

Tem Elapsed run time of fine mesh 
simulation 

§5.7 Eq. 5.34 p.113 

TS Simulation time §5.7 p.115 
tT1 Pulse propagation delay to reach 

point T1 from excitation 
§5.5.3.5 p.103 

tT2 Pulse propagation delay to reach 
point T1 from excitation 

§5.5.3.5 p.104 

u Speed of light in medium §4.7.1 Eq. 4.14 p.58 
v Input voltage of a transmission-

line section 
§2.3 p.15 

Vf Volume fraction of fibre §3.6.2 Eq. 3.2 p.39 
Vi Input voltage §7.3 p.178 
Vo Output voltage §7.3 p.178 
Vout

panel Voltage received at output point 
with the presence of the panel 

§6.5 Eq. 6.13 p.160 

Vout
ref Voltage received at output point 

without the presence of the panel 
§6.5 Eq. 6.14 p.160 

Vr Volume fraction of resin 
(matrix) 

§3.6.2 Eq. 3.2 p.39 

VS Source voltage §5.3 Fig. 5.4 p.75 
x Distance variable §2.3 p.15 
Zo Characteristics impedance of 

free space 
§4.7 p.56 

Z1 Characteristics impedance of a 
medium/material 

§5.2.1 Fig. 5.2 p.71 

ZF Output impedance of digital 
filter F 

§5.4 Fig. 5.8 p.84 

ZG Input impedance of digital filter 
G 

§5.4 Fig. 5.8 p.84 

Z-k Delay by k samples in the z-
domain 

§5.1.2 Eq. 5.3 p.68 

ZL Load impedance §5.3 Fig. 5.4 p.75 
ZS Source impedance §5.4 Fig. 5.8 p.84 
 

 



 
List of Symbols and Acronyms 

 

 XVII
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excitation source is at the left of the 
reader 

§5.5.4.1 p.106 

DR One-dimensional DF setup when the 
excitation source is at the right of the 
reader 

§5.5.4.1 p.106 

EM Electromagnetic §2.4 Fig. 2.2 p.16 
EMC Electromagnetic compatibility §1.1 p.2 
EMI Electromagnetic interference §1.1 p.2 
FDTD Finite difference time domain §4.1 p.50 
FE Finite element §4.1 p.50 
FFT fast Fourier transform §5.5.1.1 p.90 
FIR Finite impulse response §5.1.1 p.67 
GTEM Gigahertz transverse electromagnetic §8.2 p.210 
IEEE Institute of Electrical and Electronics 

Engineers 
§5.5.2.1.4 p.96 

IIR Infinite impulse response §5.1.1 p.67 
KCL Kirchhoff’s current law §2.3 p.15 
KVL Kirchhoff’s voltage law §2.3 p.15 
M Matched boundary §5.5.1 Fig. 5.10 p.88 
ML One-dimensional fine mesh setup 

when the excitation source is at the 
left of the reader 

§5.5.4.2 Fig. 5.30 
p.108 

MoM Method of moment §4.1 p.50 
MR One-dimensional fine mesh setup 

when the excitation source is at the 
right of the reader 

§5.5.4.2 Fig. 5.30 
p.108 

PEC Perfect electric conductor §5.5.1 Fig. 5.10 p.88 
PMC Perfect magnetic conductor §5.5.4.1 p.107 
PML Perfectly matched layer §4.5 p.55 
RAM Radiation absorbing material §2.2 p.14 
RF Radio frequency §7.4 Table 7.1 p.183 
SCN Symmetrical condensed node §4.7 p.56 
SE Shielding effectiveness §2.4 p.17 
SEe Electric shielding effectiveness §2.4 p.17 
SEm Magnetic shielding effectiveness §2.4 p.17 
TE Transverse electric §5.5.1.1 p.91 
TEM Transverse electromagnetic §5.5.4.2 p.109 
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This chapter presents an overview of this study. It starts with a concise 

work plan supported with some representative references. More 

references will be cited in the relevant chapters. The project objectives 

are stated afterwards, followed by the thesis organisation structure. 

 

1.1 Road Map of the Work Plan 

The electromagnetic environment is an integral part of the world in 

which we live. The emergence of digital electronic systems has called 

for the necessity to reshape the electronic systems in a way to cope with 

resultant Electromagnetic Interference (EMI). Moreover, possible 

harmful effects due to EMI were increased with the developments of the 

wireless technologies. The goal of coping with EMI has triggered the 

need to understand the EMI generation and effects. This has lead to the 

emergence of the science of Electromagnetic Compatibility (EMC) [1.1-

1.4] which investigates the means of minimising the harmful effects of 

EMI by various ways. One treatment is by using electromagnetic shields. 

These shields should be implemented from special material in a special 

structure to be suited for a particular application in a given environment. 

This has necessitated the need to understand the “behaviour” of shields. 

Understanding practical systems can be accomplished by modelling 

them. Here, electromagnetic numerical models [1.5] have to be 

developed. There is a number of candidate techniques that can serve this 

purpose. Each technique has its own strong aspects and weaknesses. This 

makes some technique superior to others for a specific case. Among 

these approaches, the Transmission-Line Modelling (TLM) method [1.6-
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1.7] was found to be effective for the cases studied here. The last years 

have witnessed the introduction of newly designed customised materials 

to be used as shields. Reference [1.8] has used these materials as shields 

of EMI in aerospace structures. Reference [1.9] presented their 

numerical simulation when used for EMI shielding. Reference [1.10] has 

studied their shielding effectiveness. Reference [1.11] has suggested the 

use of activated carbon fibres to increase their shielding effectiveness. 

Reference [1.12] has studied the shielding effectiveness of their woven 

structure type. Reference [1.13] has studied their shielding properties in 

avionic systems. The major drive for this tendency is their attractive 

material properties that attempt to fulfil the modern industrial 

requirements of producing strong and light products. These customised 

materials are composites of more than one constituent material. A 

promising example of composites is the Carbon Fibre Composite (CFC) 

panels that are formed of a number of thin layers stacked together [1.14-

1.22]. This has initiated a technical computational problem to model 

CFC panels. Therefore, there were researches trying to cope with thin 

structures whether they are thin panels within the system or thin layers 

within the CFC panels. A suggested treatment is the use of digital filters 

[1.23-1.25] that resemble the behaviour of these physical tiny structures 

rendering them into a mathematical entity within the model of the entire 

system. Digital filters were used with materials having frequency-

dependent properties. Also, digital filters were used to characterise thin 

structures in EMC problems. The concept of digital filtering [1.26-1.29] 

provides the capability of cascading different structures and thereby 
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forming a combination of structures of various features. Having 

developed a theoretical model based on electromagnetic properties, the 

next step is to develop the confidence that this model is reliable in 

representing the shield system. Such confidence can be achieved by 

validating the developed models. There is no analytic solution ready for 

all practical objects apart from some limited cases when solving a simple 

structure. This leads us to adopt the experimental measurements [1.30] 

as an available choice. By conducting experimental sessions, the error 

between the model and the laboratory results should be examined. Until 

the error becomes acceptable [1.31], further modifications are required 

for the developed model. If the error is acceptable, the modelling 

approach can get a confidence and used within the presumed constraints. 

Conclusions now can be drawn regarding what have been achieved out 

of the main objectives that were set at the start of the work and carried 

out according to this road map of the research plan.  

 

1.2 Project Objectives 

The research work is focused on the modelling of the electromagnetic 

properties of materials, in particular at microwave frequencies. Typical 

materials are the composite materials. The objectives of this research 

project are: 

• Develop and investigate numerical models of such materials to 

predict electromagnetic properties of large-scale behaviour, 

• Tackle the case of cascades of different structures within the same 

system, 
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• Save computational efforts required in modelling thin embedded 

structures,  

• Validate the simulated models experimentally using practical 

objects and materials, 

The outcome will be a better understanding of how to use materials for 

electromagnetic design to meet particular specifications. 

 

1.3 Thesis Outline 

The purpose of this section is to present an overview of the following 

chapters. 

Chapter 2 presents the subject of electromagnetic compatibility and the 

theory of electromagnetic shielding. The necessary transmission-line 

equations are derived to be used in distinguishing the wave behaviour 

from the diffusion behaviour. The main effects of frequency on the 

shielding effectiveness are explained. 

Chapter 3 introduces the composite materials in general and the Carbon 

Fibre Composite (CFC) material in particular. The two main constituents 

of composite material are explained. Its strong points are demonstrated 

and its limitations are highlighted along with some possible treatments 

for improvements. A number of applications are stated including the 

electrical applications as shields. The CFC structure and features are 

given. The anisotropy feature is presented along with how it can affect 

their modelling. A brief word is stated regarding the future of CFC. 

Chapter 4 reviews briefly the theory of the Transmission-Line 

Modelling (TLM). It classifies numerical modelling methods in terms of 
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the working domain and the mathematical operator. The advantages and 

weak points of the TLM method are stated. The scattering and the 

connection formulae are presented. The boundary representation is 

discussed for the cases of boundaries used in this project. At the end, 

some practical issues in implementing the TLM method are highlighted. 

Chapter 5 describes how the digital filters can be applied to represent 

the tiny structures embedded within the object under modelling. It starts 

with introducing the concept of digital filtering. Thin panels are then 

presented as the structures that need some special treatment when 

modelled. Digital filter implementation and cascading is exemplified 

through a detailed example, through which comparisons were made 

between the derived digital filters and the corresponding conventional 

fine mesh. The stability issue is discussed. The chapter ends with 

deriving a formula that predicts the speedup rate in terms of the run time 

when using digital filters.  

Chapter 6 is the main result part. It starts with choosing the simulation 

parameters and the post-processing settings. Verification with fine mesh 

is provided for a three-dimensional geometry. The main two aspects of 

simulations are the shielding effectiveness and the transmission S 

parameter (S21). Results are stated concerning the change of 

conductivity, dimensions, mesh size, and the effect of monopoles. The 

character of shielding effectiveness variation with frequency is analysed.  

Chapter 7 is concerned with the experimental measurements that were 

used to validate the developed models. It starts with an overview of other 

available measurement methods. Then a comparison is presented 
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between the method used in this study and the already known methods in 

the literature. A number of advantages over the reviewed methods are 

found in the method adopted in this study. The experimental 

configuration and the procedure are stated. The measurements are 

analysed and compared with the simulated results. It was found that the 

measured panels show frequency-dependent characteristics. Therefore, a 

Drude model was derived that supports the measurement results. 

Chapter 8 starts with an overall discussion of the main results. 

Suggestions for future work are stated. The final conclusion of the 

research project is then given. 

 

The main achievement of this work is the application of digital filtering 

techniques for studying the shielding effectiveness of thin panel 

consisting of several layers of composite material. The resulting 

reduction on computational costs has been evaluated. The efficiency of 

this approach has permitted the study by numerical simulation of the 

shielding effectiveness of complex practical structures and thus gave an 

insight on electromagnetic shielding. This has lead to acquiring better 

understanding of the electromagnetic behaviour of shields to EMI. Such 

understanding can lead to more efficient use of shields. Moreover, this is 

the first time cascaded materials have been put in TLM thin panel 

models, where throughout this work, the formulae of cascading digital 

filters were derived and used successfully. 
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On the practical side, measurements were conducted for an anisotropic 

material (CFC material) using a method that supports multiple modes 

over broader range of frequencies with less hardware equipment.  
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This chapter will give the background on the science of electromagnetic 

compatibility along with the reasons to its emergence. Special attention 

will be directed to the concept of shielding. 

 

2.1 Introduction 

In the last decade, issues of electromagnetic noise have started to be 

more serious and received more attention. The term “noise” in this study 

will be used to refer to any electrical signal present in a circuit other than 

the desired signal. Sources of noise can be classified under three main 

categories [2.1]. 

1) Intrinsic noise. This includes any random fluctuations within the 

same physical system. 

2) Man-made noise. This can be a result from motors, switches, 

computers, digital electronics, radio transmitters, etc. 

3) Natural disturbances. These are mainly dominated by lightning 

and sunspot activity. 

The electromagnetic interference (EMI) is the undesirable effect of 

noise. 

In the following sections, the science of the electromagnetic 

compatibility will be introduced. Shielding will be briefly discussed 

along with its measure, the shielding effectiveness. 

 

2.2 Electromagnetic Compatibility 

During the last few years, the operating frequency of electronic devices 

has increased by a significant amount. This reason, accompanied with 
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the decrease of digital devices threshold and the trend toward designing 

compact products [2.2] have led to the emergence of the electromagnetic 

compatibility science as a vital part of the overall process of equipment 

design. 

Electromagnetic compatibility science is concerned with the ability of a 

system to operate in the presence of electromagnetic interference (EMI) 

from other electrical equipment and not to interfere with the operation of 

other equipment or other parts of itself [2.3]. However, if not in all cases, 

in the majority of cases, the EMI is not cancelled completely but 

partially. 

The aim of EMC research is to increase the immunity to EMI in one or 

more of the following ways [2.2]. It can be achieved by minimizing EMI 

at its source, choosing proper layout, design hardware or/and software 

with inherent immunity to EMI, proper grounding, filtering, and 

shielding. This study is concerned with the use of shields (also called 

screens). This can also involve the use of radiation absorbing material 

(RAM) to protect some parts of the system from EMI. The importance of 

shields in EMC is due to the high degree of flexibility, where shielding 

remains under the full control of the designer [2.2]. However, the 

reduction of EMI is usually achieved with some side effects. Usually 

EMI can be reduced at the expense of affecting the normal operating 

characteristics; appearance (due to the special shape of the shielding 

structure), size and weight (by the amount of the size and the weight of 

the shield). According to [2.4], shielding is a fundamental step in 

establishing or improving the EMC of active and of passive devices. 
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2.3 Shielding Theory 

An electromagnetic wave can go through a barrier in two basic forms or 

processes. The first process is the “leaking” of the electromagnetic 

energy through apertures. The second is the penetration of the wave 

energy through the barrier material by diffusion. These two processes 

usually take place simultaneously. Obviously, if there are no apertures 

then only diffusion takes place.  

Consider the transmission line section that is composed of inductance 

per unit distance (L), capacitance per unit distance (C), and resistance per 

unit distance (R) as shown in Figure 2.1. The voltage (v) and current (i) 

on the line are functions of time (t) and distance (x). By applying 

Kirchhoff‘s voltage law (KVL) and Kirchhoff’s current law (KCL) and 

assuming that the length of the transmission line section, ∆x, tends to 

zero we get [2.5] 
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Figure 2.1 A lossy transmission line section used to derive equations 2.1 and 
2.2. 
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By differentiating equation (2.1) and equation (2.2) with respect to t and 

x respectively, it will be possible to cancel out the voltage term and 

thereby obtaining 
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Current density (J) can be determined using 
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where µ, ε, and σ are the medium magnetic permeability, electric 

permittivity, and electrical conductivity respectively. Assuming a 

sinusoidal signal, the current density will be J(x,t)=Jo cos(ωt-βx) where 

ω is the radian frequency, β is the medium phase constant per unit metre, 

and Jo is the amplitude of the sinusoidal current density . Now, equation 

2.4 will be 
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This means that if ωε >> σ then wave behaviour dominates, while if 

ωε<<σ then diffusion behaviour will be the dominating factor, which is 

the case with good conductors [2.6]. In this study, the ratio described in 

equation (2.6) ranges between the order of 10-6 and 10-3. This means that 

throughout this work, if we are considering ordinary lossy materials then 

for penetration through the barrier the diffusion mode dominates.  
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2.4 Shielding Effectiveness 

A shield is a material, which is conductive or includes some conductive 

parts. This material is used to block or at least attenuate the 

electromagnetic radiation power in order to reduce the electromagnetic 

interference effects in a process called shielding [2.2]. Figure 2.2 

illustrates the basic concept of shielding. 
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Figure 2.2. The concept of shielding in its general form. Notice that either the 
source or the equipment can be the device required to be shielded. 

 

In general, the efficiency of shielding is characterized by its shielding 

effectiveness [2.7]. The shielding effectiveness (SE) basic definition is 

the ratio of the electromagnetic field without the presence of the shield 

(which is the field incident into the shield, Ei) to the field in the presence 

of the shield (which is the field transmitted through the shield, Et). The 

two common definitions for shielding effectiveness are the electric 

shielding effectiveness (SEe) and the magnetic shielding effectiveness 

(SEm) given by [2.2] 
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However, Klinkenbusch [2.4] has pointed out to two other definitions of 

shielding effectiveness to be used with enclosures. They are 

combinations of SEe and SEm. They are called the electromagnetic 

shielding effectiveness and the transient shielding effectiveness. 

Shielding effectiveness varies depending upon a number of parameters 

such as material conductivity, permittivity, permeability, thickness, 

geometry of the panel, the surroundings and the distance between the 

electromagnetic radiation source and the shield and the distance between 

the shield and the equipment. A typical acceptable value of shielding 

effectiveness in most of the practical problems is between 50dB and 

60dB [2.2]. 

In addition to the experimental method to find the SE, various techniques 

have been developed to find the SE by analytical and numerical 

approaches. One of the numerical methods will be the subject of Chapter 

4. 

 

2.5 Frequency Effects 

Since almost every practical shield contains apertures [2.4], the 

electromagnetic radiation will penetrate into the interior of the shield and 

then interfere with the device that supposed to be shielded. This is due to 

the small size of the operating wavelength which becomes comparable 
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with the unavoidable apertures that result from the fabrication of the 

shield e.g., in the joints of the lid to the rest of the shield. Other effects 

are the resonances within the shielded equipment. Since resonant 

frequencies tend to be more numerous at higher frequencies, more 

complex shielding behaviour is obtained at these high frequencies. On 

the other hand, at low frequencies (approaching the DC), where high 

values of conductivity and permeability are required to produce some 

shielding effectiveness [2.4], the electric and magnetic shielding 

effectiveness are generally not related. In this case, if the shield is thin 

(its thickness is much less than the skin depth) then it will not provide 

magnetic shielding if it is a non-magnetic material (relative permeability, 

µr is about one). The skin depth (δ) is the depth that a wave at a given 

frequency (ω in radian per second) will penetrate a specific material till 

the wave amplitude decays by 1/e (which is around 0.37). It is given by 

[2.2] 

)9.2(
2

ωµσ
δ =  

A thick shield may provide a degree of magnetic shielding effectiveness 

if its relative permeability is much higher than one [2.8]. From what is 

mentioned, one can conclude, broadly speaking, that the permeability is 

the dominant factor that affects the magnetic shielding effectiveness at 

low frequency, while at high frequency; the material conductivity is the 

dominant factor that affects the electric shielding effectiveness [2.2]. 
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2.6 Summary 

This chapter has introduced the science of electromagnetic compatibility 

(EMC) and electromagnetic interference (EMI). Shielding from 

interference at low- and at high-frequencies was discussed. Accordingly, 

the key characteristics were identified for specifying the right shield for a 

given frequency and shield material. The shielding effectiveness was 

introduced as a measure that describes the effectiveness of a shield in 

reducing the penetration of EMI. 
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This chapter will describe the composite material that was used in the 

experimental part of this study. Its main features along with its 

applications will be briefly introduced. Some aspects of modelling will 

also be introduced. 

 

3.1 Introduction 

Advanced composites represent a growing industry due to their distinct 

advantages over competing metallic materials, including lighter weight, 

higher strength performance, and corrosion resistance. Composites have 

been studied extensively over the past decades for a number of reasons. 

The first is obviously their usefulness, which is characterised in their 

mechanical characteristics and led to the wide spectrum of applications. 

A second reason is that some researchers [3.1] believe that what can be 

learnt from the field of composites could have far-reaching implications 

in many fields of science. 

A third reason is that as more understanding scientists can have on 

composites, the more opportunities can arise in solving challenging 

outstanding questions. This will open new frontiers, e.g., new 

mathematical tools [3.1]. 

The next section will give a definition for composite materials along 

with their constituents and types. Advantages and weak points will be 

described in §3.3 and §3.4 respectively, which will be followed by the 

main applications. Section 3.6 is dedicated to the carbon fibre composite 

(CFC) materials. Their modelling difficulties will be presented in §3.7. 

Lastly, the future of such materials will be briefly described. 
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3.2 Composite Materials 

A composite material can be defined as [3.2] a combination of two or 

more materials that results in better properties than those of the 

individual components used alone. In contrast to metallic alloys, each 

material retains its separate chemical, physical, and mechanical 

properties. The two constituents (also called phases) usually are: a 

reinforcement and a matrix. Table 3.1 states the main features of each 

phase of a general composite material. 

 

Feature Matrix Reinforcement 
Function Transfers load into and out of the fibres; 

maintains the fibres in the proper 
orientation and spacing to prevent failure 
of adjacent fibres when one fails; also 
protects them from abrasion and the 
environment 

Provides the strength 
and stiffness 

Strength Usually it is weaker Usually it is harder, 
stronger and stiffer 

Material Mainly it can be polymer, metal, or 
ceramic 

Glass, polymer, 
ceramic, carbon, and 
sometimes metallic 

Table 3.1. The main features of the matrix and the reinforcement phases [3.2, 
3.3, 3.4, 3.5]. 
 

3.2.1 The Basic Idea of Composites 

As pointed out in more than one source [3.3, 3.6], composites like CFC 

can be looked at in two ways. Both view points present an attempt to use 

the fibres as well as the matrix in practical devices.  

The first view point is that it is an attempt towards improving the carbon 

fibres by introducing the matrix. The carbon fibres enjoy a number of 

attractive properties. However, being tiny and breakable, carbon fibres 
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are delicate to handle. Thus, a solution is to embed them in a matrix 

which will distribute the mechanical stress. 

The second view point is that it is an attempt towards improving the 

matrix by introducing the carbon fibres. Polymeric materials have good 

mechanical properties. However, they are insulators and poor thermal 

conductors. Thus, a solution is to “fill” them with conductive fibres. 

On either way, the solution was connecting the microworld (i.e., the 

carbon fibres) to the macroworld (i.e., the composites). 

 

3.2.2 Matrix Types 

The matrix phase (also called the continuous phase) is made mostly1 of 

one of the following three material types [3.2, 3.4, 3.5] 

• Polymers: They have low strength and stiffness 

• Metals: They have intermediate strength and stiffness but high 

ductility 

• Ceramics: They have high strength and stiffness but are brittle 

In the case of polymer and metal matrix composites that form a strong 

bond between the fibre and the matrix, the matrix transmits loads from 

the matrix to the fibres through shear loading at the interface. In ceramic 

matrix composites, the objective is often to increase the toughness rather 

than the strength and stiffness; therefore, a low interfacial strength bond 

is desirable. However, the type and quantity of the reinforcement 

determine the final properties. In general, because metal and ceramic 

matrix composites require very high temperatures and sometimes high 

                                                 
1 Sometimes, a fourth type matrix can be made from carbon. The carbon-type matrix is 
also brittle, just like the ceramic-type matrix. 
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pressures for processing [3.2], they are normally much more expensive 

than polymer matrix composites. However, they have much better 

thermal stability, an important requirement in applications where the 

composite is exposed to high temperatures. 

 

3.2.3 Reinforcement Types 

In terms of the geometrical shape, reinforcement phase can be one of two 

types: particulate and fibre type. Table 3.2 states the main differences 

between the two types. 

 

Feature Particulate Reinforcement Fibre Reinforcement 
Dimensions Dimensions are 

approximately equal in all 
directions 

Length is much greater 
than its diameter 

Geometry Geometry can be spherical, 
platelets or any other regular 
or irregular geometry 

The ratio of length to 
diameter is greater than 
ten in practical 

Strength Much weaker and less stiff 
than continuous fibre 
composites 

Stronger and stiffer in 
general 

Cost Much less expensive Much more expensive 
Reinforcement 
volume percentage 

Up to 40-50% 60-70% 

Factor that limits 
the reinforcement 
volume percentage 

Their composites contain less 
reinforcement due to 
processing difficulties and 
brittleness 

At higher percentages 
than 70% there is too 
little matrix to support 
the fibres effectively 

Material Typically ceramic with metal 
matrix 

Typically glass, aramid 
(a polymer), ceramic, 
carbon, and sometimes 
metallic 

Table 3.2. The main differences between the particulate and the fibre 
reinforcement [3.2, 3.3, 3.4, 3.7]. 
 

Fibre reinforcement can in turn be classified into two types according to 

their aspect ratio, which is the length-to-diameter ratio. These two types 

of fibres are called continuous and discontinuous fibres. Table 3.3 states 
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the main differences between the two types of fibre reinforcement. As 

shown in this table each type has found its own applications according to 

its structure. 

 

Feature Continuous Fibres Discontinuous Fibres 
Aspect ratio Long Short 
Orientation Normally have a preferred 

orientation 
Have random orientations 

Examples Unidirectional, woven, and 
helical winding 

Examples are chopped fibres 
and random mat 

Strength Often made into laminates 
to obtain the desired 
strength and stiffness 

The random alignment reduces 
its strength and modulus 

Cost Much more expensive Much less expensive 
Uses Used where higher strength 

and stiffness are required 
Used where the cost is the main 
driver and strength and stiffness 
are less important 

Table 3.3. The main differences between the continuous and the discontinuous 
fibre [3.2, 3.4]. 
 

From the above overview of types of composites, one can expect many 

types of composite final products by combining a matrix type with a 

suitable reinforcement type. For instance, the composite example in this 

study is the carbon fibre composite. It has a polymer-type matrix and a 

continuous-fibre-type reinforcement as indicated in Figure 3.1. 

���

 

Figure 3.1. The Carbon Fibre Composite (CFC) example is most commonly 
made of continuous fibres within a polymer matrix. 
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3.3 Advantages of Composite materials 

There are many advantages of composites such as light weight, the 

ability to tailor the lay-up2 for optimum strength and stiffness, improved 

fatigue life, corrosion resistance, and, with good design practice, reduced 

assembly costs can be achieved due to fewer detailed parts and fasteners. 

 

3.3.1 Strength 

The specific strength (strength per density) and specific modulus 

(modulus per density) of high strength fibres (especially carbon) are 

higher than those of other comparable aerospace metallic alloys [3.2]. 

The reason composites are often considered for aircraft design is because 

of their strength to weight ratio [3.8]. A high strength to weight ratio will 

result in a lighter aircraft structure. This translates into greater weight 

savings resulting in improved performance, greater payloads, longer 

range, and fuel savings. 

 

3.3.2 Corrosion Resistance 

Corrosion of aluminium alloys is a major cost and a constant 

maintenance problem for both commercial and military aircraft [3.2]. 

The high corrosion resistance of composites can result in major savings 

in supportability costs. 

 

 

                                                 
2 A lay-up is the stack of a number of composite layers. Each layer is one sheet of a 
matrix with embedded reinforcement material. Further explanation will be stated in 
§3.6.1 for the CFC case. 
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3.3.3 CFC Fatigue 

As long as reasonable strain levels [3.2] are used during design, fatigue 

of carbon fibre composites should not be a problem. 

 

3.4 Limitations and Drawbacks 

The disadvantages of composites include high raw material costs and 

usually high fabrication and assembly costs; adverse effects of both 

temperature and moisture; poor strength in the out-of plane direction 

where the matrix carries the primary load; susceptibility to impact 

damage and delaminations (ply separations); and greater difficulty in 

repairing them compared to metallic structures. However, the proper 

selection [3.2] of materials (fibre and matrix), product forms, and 

processes can have a major impact on lowering the cost of the finished 

part. 

In this section some important drawbacks of composites are discussed 

briefly. The anisotropy effect is addressed in §3.7. 

 

3.4.1 Fabrication and Assembly Cost 

The major cost driver in fabrication for a composite part using 

conventional hand lay-up is the cost of laying up the plies (layers). This 

cost is generally 40 to 60 percent [3.2] of the fabrication cost, depending 

on part complexity. Assembly cost is another major cost driver. 

However, one of the potential advantages of composites is the ability to 

cure or bond a number of detail parts together to reduce assembly costs 

and the number of required fasteners. 
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3.4.2 Temperature 

Temperature has an effect on composite mechanical properties. 

Typically, matrix-dominated mechanical properties decrease [3.2, 3.9] 

with increasing temperature. Fibre-dominated properties are somewhat 

affected by cold temperatures, but the effects are not as severe as those 

of elevated temperature on the matrix-dominated properties. 

 

3.4.3 Humidity 

The amount of absorbed moisture depends on the matrix material and the 

relative humidity. Elevated temperatures increase the rate of moisture 

absorption. Absorbed moisture reduces the matrix-dominated mechanical 

properties and causes the matrix to swell [3.2, 3.9], which relieves 

locked-in thermal strains from elevated-temperature curing. 

 

3.4.4 Delaminations 

Composites are susceptible to delaminations (ply separations) during 

fabrication, during assembly, and in service [3.2, 3.3, 3.9]. During 

fabrication, foreign materials can be inadvertently left in the lay-up. 

During assembly, improper part handling or incorrectly installed 

fasteners can cause delaminations. In service, low-velocity impact 

damage from dropped tools or forklifts running into aircraft can cause 

damage. 
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3.4.5 Environmental degradation 

Exposure of composites to various environmental conditions may or may 

not cause degradation, depending on the specific material system and the 

specific environment. However, when environmental degradation does 

occur, it is usually, but not always, the matrix that is affected [3.2]. 

In addition to humidity and temperature (discussed above) other 

environmental effects can change the properties of the composites. These 

include [3.3] wind conditions, rainfall, ultraviolet and infrared radiation 

levels. Aircraft components are also subjected to a wide range of 

chemicals, including fuel and paint. 

 

3.4.6 Strain Limit 

Carbon fibre composite has low strain limit in compression [3.10]. This 

is because its CAI (Compression After Impact) is weaker than metal 

[3.11]. This has limited its use as a primary structure in aircraft 

manufacturing. However, a number of methods have been suggested to 

improve the matrix toughness [3.9]. 

 

3.4.7 Electrical Conductivity 

The conductivity of CFC in general is nearly 1000 times lower than that 

of most metals [3.12]. Therefore, it might explode [3.8] when struck by 

lightning, which its current can reach up to 200 kA [3.13] for a direct 

attachment. This is because of the generated heat inside the composite 

due to the dissipation of such a high current in the relatively high 

resistance of the composite material. Aeroplanes and yacht masts made 
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of carbon fibre must be fitted with lightning conductors unless the cross-

sections of the components are so big that they can absorb a lightning 

strike without overheating. For aircraft this usually means building 

copper conductors into the wing around carbon spars or adding a 

conductive layer, such as aluminium mesh, over the outside of the whole 

aircraft [3.8]. 

Electromagnetic wave absorbing fillers (made from the Radiation 

Absorption Material, RAM) can be used [3.14] in producing composites 

with enhanced electromagnetic shielding performance as it is the case of 

carbon fibre composites. 

 

3.5 Applications 

Due to the decreasing price of carbon fibres, the applications of carbon 

fibre composites are rapidly widening to include the aerospace, 

automobile, marine, construction, biomedical, and other industries. In 

general, high-performance but more costly CFC materials are used 

where high strength and stiffness along with light weight are required, 

and much lower-cost fibreglass composites are used in less demanding 

applications where weight is not as critical.  

 

3.5.1 Aerospace 

In military aircraft, low weight is a key factor for performance and 

payload reasons, and composites often approach 20 to 40 percent [3.2] of 

the airframe weight. In recent years helicopter airframes have been built 

largely from carbon-fibre composites. Both small and large commercial 
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aircraft rely on composites [3.2, 3.3, 3.8] to decrease weight and increase 

fuel performance, the most striking example being the 50 percent 

composite airframe for the new Boeing 787 (The Dreamliner) where its 

first test flight took place in December 2009. All future Airbus and 

Boeing aircraft are expected to use large amounts of high-performance 

composites. Composites are also used extensively in both weight-critical 

reusable and expendable launch vehicles and satellite structures. Weight 

savings due to the use of composite materials in aerospace applications 

generally range from 15 to 25 percent. 

 

3.5.2 Land transportations 

The major automakers are increasingly turning to composites to help 

them meet performance and weight requirements, thus improving fuel 

efficiency. Cost is a major driver for commercial transportation, and 

composites offer lower weight and lower [3.2] maintenance costs. 

 

3.5.3 Marine Transportations 

Corrosion is a major expense for the marine industry. Composites help 

minimize these problems, primarily because they do not corrode like 

metals or rot like wood [3.2]. Hulls of boats ranging from small fishing 

boats to large racing yachts are routinely made of glass fibres and 

polyester or vinyl ester resins. Masts are frequently fabricated from 

carbon fibre composites. 
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3.5.4 Construction and Infrastructure 

Using composites to improve the infrastructure of roads and bridges 

[3.2] is a relatively new. Many of the world’s roads and bridges are 

badly corroded and in need of continual maintenance or replacement. 

Composites offer much longer life with less maintenance due to their 

corrosion resistance. The blades for large wind turbines are normally 

made of composites to improve electrical energy generation efficiency. 

 

3.5.5 Recreation 

Tennis racquets have been made of glass fibre composites for years, and 

many golf club shafts are made of carbon fibre composites. 

 

3.5.6 Electrical Applications 

Carbon fibre composites are being considered for electromagnetic 

interference (EMI) shields. This study takes this application in particular 

and investigates the behaviour of CFC shields by means of deriving 

high-frequency models that describe their electrical properties. This 

work can have an impact on reaching better fabrication of the CFC 

panels designed for a specific purpose to work in given circumstances. 

Chapter 5 deals with implementing digital filters that represent small 

embedded structures in the system under modelling. The fibres of the 

carbon in the CFC materials can be these small embedded structures 

inside the matrix system. The succession of fibres can be regarded as a 

cascade system that was the subject in §5.4. In the macroscale, the entire 

CFC panels can be regarded as the embedded structure (after being 
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homogenised3) within the system under modelling. The stack of a 

number of CFC layers can be dealt with as a cascade system. Two CFC 

panels were used in the laboratory measurements (Chapter 7) in order to 

validate the derived models in this study. 

The fibres are sometimes coated with nickel [3.5] by electroplating to 

increase the electrical conductivity, and moulded in the form of sheets 

with a specific polymer. Nickel is more commonly used than copper for 

the coating because of the superior oxidation resistance of nickel [3.9]. 

Another approach to making composites more highly electrically 

conducting is to use intercalated graphite fibres. Intercalation is the 

process of introducing “guest” atoms or molecules between the 

graphene4 layers of graphite [3.15]. 

 

3.6 Carbon Fibre Composites 

A carbon fibre composite (also called graphite fibre composite) material 

consists of a carbon filamentary phase embedded in a continuous matrix 

phase [3.3, 3.9]. Epoxy [3.16] is the dominant matrix used for carbon 

fibre polymer-matrix structural composites. This is mainly due to its 

high-strength matrix [3.5]. 

The composites with the highest strength and modulus are the 

continuous-fibre composites [3.2]. Fibres produce high-strength 

composites because of their small diameter. As a general rule, the 

smaller the diameter of the fibre, the higher its strength, but often the 

                                                 
3 Homogenisation will be explained in §3.7.1. 
4 Graphene is a special form of carbon whose structure is one-atom-thick planar sheets 
of carbon atoms that are densely packed in a honeycomb crystal lattice [3.17]. Thus 
graphite consists of many graphene sheets stacked together. 
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cost increases as the diameter becomes smaller. In addition, smaller-

diameter high-strength fibres have greater flexibility and are more 

amenable to fabrication processes such as weaving or forming over radii. 

There are two main varieties of carbon fibre composites [3.8]. They are 

called ‘high-modulus’ and ‘high-strength’, which are caused by variation 

of the manufacturing technique. 

The matrix of carbon fibre composites can be a polymer, a ceramic, a 

metal, or carbon itself [3.5] (which produces carbon-carbon composite). 

The most common matrix materials of carbon-fibre composites are the 

polymers, also called resins or plastics. Carbon-reinforced polymers are 

low-density, high-strength, and high-modulus composites with extensive 

applications, especially in aerospace as mentioned in §3.5.1. Their cost is 

still relatively high but is gradually decreasing as the fabrication 

techniques are becoming less labour-intensive. 

 

3.6.1 The CFC Structure 

When there is a single ply or a lay-up in which all of the layers or plies 

are stacked in the same orientation (Figure 3.2.a), the lay-up is called a 

lamina. When the plies are stacked at various angles (Figure 3.2.b), the 

lay-up is called a laminate [3.2]. Continuous-fibre composites are 

normally laminated materials in which the individual layers, plies, or 

laminae are oriented in directions that will enhance the strength in the 

primary load direction. Unidirectional (0°) laminae are extremely strong 

and stiff in the 0° direction. However, they are very weak in the 90° 
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direction because the load must be carried by the much weaker 

polymeric matrix. 

 

Figure 3.2. Lamina and laminate lay-up structures [3.2]. The stated angle per a 
given layer represents the orientation of fibres in that layer. 
 

3.6.2 Electrical Properties of Carbon Fibre Composites 

When assessing a given material in terms of its electrical properties, 

there are three parameters that can describe its electrical status. Being a 

product of composition, CFC properties can vary considerably according 

to the design. However, typical values of the three properties of the CFC 

materials are stated as follows.  
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• Electrical conductivity (σ) of 1.8kS/m [3.18], 10kS/m [3.19], 

20kS/m [3.20, 3.21, 3.22], or 28kS/m [3.23] up to around 55kS/m 

[3.24]. 

• Electric permittivity (ε) of 1.1 to 5 [3.14, 3.18, 3.23] times the 

free space permittivity that equals 8.854x10-12 F/m 

• Magnetic permeability (µ) of that of the free space that equals 

4πx10-7 H/m. This is because it is not a magnetic material. 

The length of the fibre is important in deciding [3.25] the shielding 

effectiveness (SE). For effective use of the entire cross-section [3.26] of 

a fibre for shielding, the fibre size should be comparable to or less than 

the skin depth. Another factor that affects the SE is the fibre content, 

where at a given frequency, SE is increased with increasing the fibre 

content [3.25]. 

Polymer-matrix composites containing fillers are attractive for shielding 

due to their mouldability, which helps to reduce [3.26] or eliminate the 

seams in the housing, which forms the shield. This is an advantage over 

metal shields as they tend to allow leakage of the radiation and diminish 

the effectiveness of the shield. 

CFC materials have lower density [3.23] (1.6 – 2 g/cm3) than 

comparable metals (2.5 – 3 g/cm3). This has allowed for significant 

weight savings on aircraft. However, unlike metals, CFC materials do 

not provide high conductivity. Moreover, the conductivity of carbon 

fibre polymer-matrix composites decreases with increasing frequency 

[3.9] as will be demonstrated in Figure 7.18. To take an idea about the 

conductivity of a typical CFC sample, let us consider for example the 
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sample that was used in [3.23] and [3.27], which is made up of three 

individual plies of woven CFC. The carbon in each ply is bundled into 

tows of 6000 filaments. The fibre is continuous and has a diameter of 7 

µm. The weight percentage of carbon is approximately 58%. The 

remainder 42% is a resin that is made of epoxy, which has a dielectric 

constant of around 4. The density (also called specific gravity) of the 

carbon and resin are 1.76 g/cm3 and 1.3 g/cm3 respectively. The 

conductivity of the carbon is 55555 S/m and the thickness of the 

composite panel is 1.14mm. Applying plane wave shielding theory, the 

total shielding effectiveness of a solid material with no apertures is 

defined as [3.28] 

)1.3(BRASEdB ++=  

where A is the absorption loss in dB, R is the reflection loss in dB, and B 

is a correction factor that accounts for internal multiple reflections within 

thin shields that were discussed in §5.2.1. This correction factor 

(measured in dB) may be either positive or negative and is negligible 

when A is greater than 15dB [3.29]. 

To calculate the conductivity, the rule of mixtures has been suggested 

and used by a number of references [3.2, 3.23, 3.30]. It states that for a 

unidirectional continuous-fibre lamina or laminate, the longitudinal (i.e., 

in the direction parallel to the fibres) property of a composite (in this 

case electrical conductivity, σcm) is equal to the conductivity of its 

component parts weighted by the volume fraction of each part as given 

by 

)2.3(rrffcm VV σσσ +=  
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where σf and σr are the conductivity of the fibre and the resin 

respectively, and Vf and Vr are the volume fraction of fibre and resin 

respectively. 

Assuming a non-conducting resin, σr can be set to zero. The volume 

fraction of the carbon is 0.505. According to equation (3.2) the 

composite conductivity is found to be 0.505 x 55555 = 28055 S/m. The 

calculated shielding effectiveness of this panel has given a value of 76dB 

at 10MHz and it increases to reach 150dB at 1GHz [3.23] and 370dB at 

10GHz [3.27]. 

Another SE example can be obtained from [3.26] where shielding 

effectiveness of 19dB was obtained over frequencies from 1-2GHz with 

CFC of 20-percent-volume (Vf =0.2) carbon fibres of 10µm diameter and 

400µm length. 

CFC panels have found extensive use in the manufacturing of spacecraft 

structures and their shielding effectiveness was tested [3.31]. 

 

3.7 Anisotropy 

Anisotropic media exhibit directionally dependent electromagnetic 

properties [3.32] (in terms of one or more of conductivity, permittivity 

and permeability). This means, the electric flux density (D) becomes not 

aligned with the electric field intensity (E) or the magnetic field intensity 

(H) becomes not aligned with the magnetic flux density (B). In this case, 

tensors [3.1, 3.33] (instead of scalars) will be needed to relate D with E 

and H with B. 
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Anisotropy is not an attribute of all composite materials. For instance, 

the particulate-reinforced composites are not directional; therefore, 

properties of particulate composites are essentially isotropic [3.3]. This is 

due to the random orientation of the particulate reinforcement. 

Typically, fibre composite materials exhibit anisotropy. Thus, some 

properties vary depending upon which geometric axis or plane they are 

measured along. For a composite to be isotropic in a specific property, 

such as the conductivity, all reinforcing elements (whether fibres or 

particles) have to be randomly oriented [3.7]. This is not easily achieved 

for discontinuous fibres, since most processing methods tend to impart a 

certain orientation to the fibres. Continuous fibres in the form of sheets 

are usually used to deliberately make the composite anisotropic in a 

particular direction that is known to be the principally loaded axis or 

plane. 

 

3.7.1 Homogenisation 

Usually, in modelling CFC, researchers seek to define an equivalent 

material of single permittivity and single conductivity. The conversion 

from the actual case to the simplified (homogeneous) structure is 

referred to as a homogenisation process. The resultant (homogenised) 

panel will be in the same size and with a single permittivity (and a single 

conductivity) that is a function of the permittivity (and the conductivity) 

of both the fibres and the matrix and also a function of the fibre/matrix 

volume ratio. 
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According to [3.32], a mixture of two or more different mediums may be 

viewed as being effectively homogeneous, provided that wavelengths are 

much longer than the length–scales of the mixture’s nonhomogeneities. 

Homogenisation is important in the interpretation of experimental 

measurements and in material design [3.32]. A number of procedures of 

homogenising composites have been proposed [3.33]. 

 

3.7.2 Modelling of CFC 

Being a complicated substance, the CFC electrical properties (and hence 

its SE) can not be determined in a straight forward [3.12]. Therefore, full 

numerical approaches [3.19] should be used to analyse the 

electromagnetic interaction of a fibre composite. In this study, the 

Transmission-Line Modelling (TLM) method was adopted due to its 

attractive attributes (such as its absolute stability) as explained in §4.4. 

Numerical methods, in general, have good accuracy yet they can impose 

a heavy burden on the computational effort in terms of time and 

memory. The reason for that is that the numerical approaches require 

thin multilayered panels and fibres of composite material to be spatially 

resolved by very small discretisation steps. These discretisation steps 

will result in prohibitive computational time and storing memory. More 

discussion of this subject can be found in §5.2.2. One way to reduce this 

computational effort is by using digital filters as exemplified in Chapter 

5. 

To model layers, homogenisation can be applied where an "average" 

property for the combination of resin and fibres has to be defined [3.3]. 



3. Composite Materials 

 43

This averaging can be applied on a particular layer within the composite 

panel or on the whole panel [3.19]. 

 

3.8 Tailored Composites and the Future 

As Milton forecasted ten years ago [3.1], it is getting increasingly 

possible to produce “designer composites”, where the microstructure has 

been tailored to produce desirable properties. Obviously, a better 

understanding of the link between the microstructure and the 

macrostructure properties will be essential in this endeavour. In addition 

to the microscopic level, tailoring can also be applied at the macroscopic 

level [3.6], where composites allow tailoring the properties of a given 

material. 

In November 2011, an assessment of the CFC future [3.34] was made by 

stating that the CFC global demand was roughly £7 billion in 2010, and 

it was estimated that it will achieve £9 billion by 2012, and is expected 

to reach £12 billion by 2015 experiencing an average annual growth rate 

of 8%. The strongest demand is expected in aerospace, wind energy, and 

automotive manufacturing. The good availability at a reasonable price 

level of £5-6/kilogram (in November 2011) can trigger a large-scale use 

of carbon fibre based composites. 

 

3.9 Summary  

This chapter has introduced composite materials in general and the 

carbon fibre composites in particular, which is the material that was used 

in this study. It was shown that these materials have some attractive 
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properties that make it competitive with the comparable material in the 

market. It was also shown that they have some drawbacks that limit 

commercial use. However, some of these weak points can be overcome. 

The main applications were reviewed highlighting the properties to be 

optimised for specific application. The material anisotropy was 

introduced and it was shown how anisotropy can affect the composite 

material modelling. One solution to modelling problems is the use of 

homogenised properties. The chapter concluded with a look at the future 

of these promising materials. 
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This chapter briefly introduces the Transmission-Line Modelling (TLM) 

method as the numerical modelling technique that is adopted in this 

study. The method is compared to other numerical modelling methods 

and its strong features are stated with its weak points. Some practical 

implementation issues will be explained. 

 

4.1 Introduction 

Models help us predict the behaviour of components, circuits, and 

systems. Modelling of a particular object (or system) is the process of 

generating a conceptual object used in the creation of a predictive 

formula. This is achieved by presenting a pattern or representation 

designed to show the object structure [4.1]. 

Generally, configurations under test may be treated using analytical 

formulations or approximate techniques (i.e., numerical simulation) 

[4.2]. However, a numerical simulation is recommended for complex 

structures, although it requires much computing time and memory. 

Moreover, it is difficult for designers to investigate the effect of design 

parameters on the shielding effectiveness [4.3]. Examples of numerical 

simulation methods are the finite difference time domain (FDTD), 

method of moment (MoM), finite-element (FE), and the transmission-

line modelling (TLM) methods. 

 

4.2 Classifications of Numerical Methods 

Numerical modelling methods can be classified according to the working 

domain into time domain methods and frequency domain methods. The 
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solution of a numerical method may be in a form of numbers, so if the 

input is sinusoidal (single frequency), then the transfer function relates to 

this specific frequency and the problem solution method is denoted as 

frequency-domain type. Alternatively, if the input signal is in a form of 

an impulse function (contains all the frequencies) then the impulse 

response of the system is obtained and the problem solution method is 

denoted as time-domain type [4.2]. Table 4.1 illustrates the essential 

differences between the methods of the two domains. 

 

Item Time-domain 
method 

Frequency-
domain method 

Result at a single 
frequency 

Less suitable More suitable 

Results at many 
frequencies or for 
transient problems 

More suitable Less suitable 

Frequency-dependent 
parameters 

Less suitable More suitable 

Non-linearity or time-
variation problems 

More suitable Less suitable 

Example of a method FDTD and TLM FE and MoM 
Table 4.1. Comparison between time- and frequency-domain numerical 
techniques [4.2, 4.4]. 
 

For a time-domain method, the excitation waveform is usually a time-

domain pulse which contains a broad range of frequencies, which makes 

it more suitable if results are required at a frequency range. On the other 

hand, the frequency-domain method excites a single-frequency 

waveform which makes it more suitable if the results are required at a 

single frequency. Since the frequency-domain method excites a single 

frequency waveform, any frequency-dependency feature can be easily 

identified; therefore, frequency-domain method is more suitable in this 
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regard. In the same way, any time-dependency feature can be easily 

identified using time-domain method. 

Numerical modelling techniques can also be classified according to the 

operator nature into integral-form and differential-form. A brief 

comparison between the two forms is shown in Table 4.2. 

 

Item Integral method Differential method 
Discretisation region Only structure 

boundaries (coarse) 
Entire volume (fine) 

Discretisation resolution Lower Higher 
Represented details Thin structures Thin slots, wires, or 

films 
Resulting equations Complex Simpler 
Open boundary problem Quite rigorous 

(easily obtained) 
Approximate 
techniques (difficult 
to be obtained) 

Inhomogeneous, 
nonlinear with complex 
boundaries and apertures 

Less suitable More suitable 

Example of a method MoM FE, FDTD and TLM 
Table 4.2. Comparison between Integral and differential numerical modelling 
techniques [4.2, 4.4, 4.5]. 
 

The discretisation region can cover only the structure boundaries or a 

specific thin structure within the system with the use of integral methods, 

where the mesh can be set to be coarse mesh. A higher discretisation 

resolution is needed with differential methods where the entire volume 

should be covered by the mesh. Therefore, differential methods are more 

suitable in modelling thin slots, wires, and films. The mathematical 

resultant equations of the integral method are harder to be solved, which 

make it not suitable for any nonlinearity or complex structure but 

produce a rigorous solution with open boundary problem. On the other 

hand, simpler equations are obtained with the differential method, which 
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make it more suitable for modelling complex structures but the open 

boundary problem can only be solved with approximate techniques. 

From the above discussion, one can see that each method has its own 

uses; therefore, for a given application a hybrid method, combining the 

advantages of each method, may perform better than either one of them. 

An example is the hybrid method derived from the time-domain TLM 

and the frequency-domain mode-matching technique. The method 

adopted in this study is the transmission-line modelling (TLM) method. 

 

4.3 TLM Definition 

The transmission-line modelling method (also called transmission-line 

matrix method [4.5, 4.6, 4.7]) is a time-domain differential-type 

numerical modelling technique that models the electromagnetic fields by 

analogy to Huygens’s principle (in a discrete form) in both space and 

time. Thus, it uses an interconnection of transmission-lines. These 

transmission lines form an equivalent network for the propagation of 

waves in space. When voltage pulses (pulses are used since it is a time-

domain method) travel down the lines, they scatter at the 

interconnections, which are called nodes [4.5]. The aim of performing 

the TLM is to determine the voltages at all the transmission line nodes 

by finding the transient response at these nodes including boundary 

nodes, where the loads or terminations are located. This also applies to 

the currents that pass through all the transmission line sections. 
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4.4 Main Features of the TLM method 

The TLM method has a number of features that make it well suited to 

electromagnetic compatibility (EMC) problems [4.4, 4.8, 4.9]. 

• Accurate. TLM is a discrete model which can be solved exactly; 

whereas the approximations are only introduced at the 

discritisation stage. This is a major difference from the tradition 

approach in which an idealised continuous model is first obtained 

and then this model is solved approximately [4.10], 

• Simple. The method is expressed in terms of the already-familiar 

circuit concepts. Thus, the user has a good knowledge of the 

properties and behaviour of the model; the nature and 

significance of errors and the manner in which material 

properties can be introduced, 

• Stable. The stability problems do not arise due to the absence of 

any active components, since the model is a distributed collection 

of capacitors, inductors and resistors, 

• Flexible. Increased resolution can be applied only in areas where 

it is required, which can be done by applying variable mesh size, 

• Efficient. A single calculation will give information over a wide 

range of frequencies. Also, the internal as well as external 

environment can be modelled simultaneously, 

• Wide Applications. The range of applications includes complex 

shapes, inhomogeneous materials, and source regions with non-

linearities. 
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4.5 Weak Points of the TLM Method 

Normally, every devised method has its own strong features as well as 

some weak points. This makes it more suited to specific areas of 

applications at the expense of other areas. However, these points are 

subjects of researches and a number of treatments were developed to 

tackle them. Below is a list of a number of weak points [4.8, 4.11]. 

• The most basic mesh uses uniform cubic cells. This means stair 

case approximations should be used for curved surfaces, 

• Resolving small feature dictates a very fine grid. This leads to 

heavy computational efforts (memory and time). One treatment is 

the use of digital filters, which is the subject of Chapter 5, 

• Not easy to solve closely spaced resonances. This is because 

interference between the sinc terms associated with the two 

adjacent resonance peaks can cause an error in the value of the 

resonance frequency. Therefore it is not recommended with 

filters, 

• Not easy to implement Perfectly Matched Layers (PML) that 

resemble open boundaries. 

 

4.6 Implementation of TLM 

The modelling of electromagnetic fields with the TLM method can be 

regarded as the application of a discrete version of Huygen’s continuous 

wave model. At each time step, k, voltage pulses, [kVi], are incident 

upon the node from each of the link lines (transmission line sections 

forming the TLM interconnection of network). These pulses are then 
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scattered to produce a set of scattered voltages, [kVr], which become 

incident on adjacent nodes at the next time step. The processes of scatter 

and connect can be written as [kVr] = [S][kVi] and [k+1Vi] = [C][kVr] 

respectively, where [S] is the scattering matrix and [C] is the connection 

matrix. The time iterations are repeated for NT times. The constraints 

that govern the total number of iterations (NT) are discussed in 

§6.2.1.2.2.  

 

4.7 The Three-Dimensional TLM Node 

In its basic form, the symmetrical condensed node (SCN) is the 

intersection of twelve transmission lines, each of characteristic 

impedance Zo. The SCN cube has a side length of ∆l *as shown in Figure 

4.1. The two polarisations in any direction of propagation are carried on 

two pairs of transmission lines, which do not couple with each other. The 

scattering matrix can be derived from Maxwell’s equations using the 

concepts of charge and energy conservation. 

As illustrated in Figure 4.1, the labels of the twelve ports were chosen 

according to reference [4.12]. In this scheme, each port is assigned a 

three-character name: the first character gives the direction parallel to the 

link line, the second character can be either “p” or “n” to indicate 

whether the port is on the positive or negative side of the node, and the 

third indicates the polarisation. In this way, Vxpy refers to the voltage 

pulse on the link line parallel to the x-axis, on the positive side of the 

node, polarised in the y-direction. 

                                                 
* The dimension of the TLM node (∆l) will be called dl when the TLM is put into 
implementation in the subsequent chapters. 
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Figure 4.1. The 12-port symmetric condensed node, which is the basic building 
brick in the three-dimensional models used with the TLM method. The x-, y-, 
and z-polarised voltages are shown in purple, green, and red respectively. 
 

 

4.7.1 The Scattering Formulae 

The twelve-port node can be used to model regions of space with a 

uniform mesh. The intrinsic impedance of the medium is determined by 

the characteristic impedance of the link lines. The scattered pulses are 

given as: 
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For a uniform mesh 
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and thus the time step can be written as 
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where u is the speed of light in the medium defined by permeability (µ) 

and permittivity (ε) as 
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4.7.2 The Connection Formulae 

As noticed from the above discussion, the scattering process finds the 

reflected (and hence the name scattered) components from the incident 

components for the same node and at the same time iteration. The 

connection process, on the other hand, finds the incident components 

from the reflected components for the adjacent node found at the 

previous time iteration. Assuming the terminology used in Figure 4.1, 

the connection formulae will “connect” the scattered voltages to their 

nearby node. In this way, these same voltages will be the incident 

voltages at the next time iteration. For a TLM node located at coordinate 

(x, y, z), the connection formulae concerning its twelve ports are given 

by 

)16.4(),,1(),,(1 zyxVzyxV r
xnyk

i
xpyk +=+  

)17.4()1,,(),,(1 −=+ zyxVzyxV r
zpyk

i
znyk  

)18.4(),,1(),,(1 zyxVzyxV r
xpyk

i
xnyk −=+  

)19.4()1,,(),,(1 +=+ zyxVzyxV r
znyk

i
zpyk  

)20.4(),,1(),,(1 zyxVzyxV r
xnzk

i
xpzk +=+  

)21.4(),1,(),,(1 zyxVzyxV r
ynzk

i
ypzk +=+  

)22.4(),,1(),,(1 zyxVzyxV r
xpzk

i
xnzk −=+  

)23.4(),1,(),,(1 zyxVzyxV r
ypzk

i
ynzk −=+  

)24.4()1,,(),,(1 −=+ zyxVzyxV r
zpxk

i
znxk  

)25.4(),1,(),,(1 zyxVzyxV r
ynxk

i
ypxk +=+  

)26.4()1,,(),,(1 +=+ zyxVzyxV r
znxk

i
zpxk  



4. The Implementation of the Transmission-Line Modelling Method 

 60
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4.8 Boundary Representation 

The boundary conditions [4.4, 4.8, 4.9, 4.12] can be imposed on link 

lines to model an internal or an external wall. Also, boundary conditions 

can be imposed at the nodes to model a material with certain properties. 

Boundary conditions at the node are implemented in the Scattering 

matrix, while on the link lines; they are implemented in the Connection 

matrix. An open circuit boundary describes a plane of symmetry that acts 

like a mirror. In general, the material or a wall can be implemented 

whether they are lossless (σ = 0), lossy (0 > σ >∞) or perfect conductor 

(σ → ∞). Open boundary is modelled by a load that terminates the mesh 

node at the boundary side. This load is matched to the medium that 

bounds the panel under modelling. 

 

4.9 Practical Implementation Issues 

A complete process of the application of the TLM method is shown in 

Figure 4.2. The problem is defined according to the initial requirements. 

The model is then developed by setting the space discritisation (∆l), 

initial conditions and the boundary conditions along with the type of 

excitation. If needed, the preprocessing stage will reshape the input data 

to the TLM solver so that the input data is within the limits of the solver. 

The TLM solver apply the scatter-connect operations in an iterative 

form. The values of the TLM network stored in the output nodes are 

eventually processed in the postprocessing stage to make it a useful data 
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that can make sense for the next stage, which interprets them for 

analysing the outcome. The postprocessing usually applies the discrete 

Fourier transform (DFT) to transfer the time-domain data into frequency-

domain. Sometimes, low-pass filtering and windowing are also applied. 

The final step is to draw conclusions from the analysed data. 
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Figure 4.2. General block diagram that is streamlining a practical 
implementation of a TLM application. 
 

In this study all models were developed using three-dimensional TLM 

nodes, even the one- and two-dimensional objects. In this case, the time 

step (∆t) can be obtained from the space step (∆l) by equation (4.14). As 

mentioned earlier, the space step (∆l) is chosen by the user when setting 

the model parameters in the second stage (called model development) of 

Figure 4.2. However, there are some constraints that the user should be 

aware of. These constraints define the valid range of ∆l. These 

constraints should be determined to avoid excessive error in the results. 

In the case of the conventional use of TLM (no digital filters are used), 

two factors should be taken into consideration: 
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• Dimensions of the object under modelling. In order to fully 

resolve an object there should be typically 5 TLM nodes (Figure 

4.3) describing its minimum dimension. In this way, the wave 

amplitudes are described with enough resolution. Moreover, the 

lossier the material is, the more TLM nodes will be required to 

represent the associated dimension. This is because the lossier 

material produces more dispersive wave. The exception to this is 

the case of good conductor or perfect conductor, in which case 

only one TLM node is adequate. A “layer” of free space can also 

be represented by one TLM node, 

 

 

Figure 4.3. The minimum dimension in the object (under conventional 
modelling) needs to be represented by at least 5 space steps to be resolved. 
 

• Frequency range of excitation. In order to resolve a frequency 

component, it is recommended to represent its wavelength by at 

least 10 TLM nodes. This defines the minimum useable 

wavelength (λmin) as illustrated in Figure 4.4, 
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Figure 4.4. The minimum useful wavelength needs to be represented by at least 
10 space steps to be resolved. 
 

In the case of the use of digital filters, a third factor needs to be added. It 

is the thickness of the thin panel (Ld) that the digital filter is representing. 

The digital filter represents the panel as an internal boundary to be 

placed in between of two adjacent TLM nodes; therefore, ∆l should be 

chosen such that it keeps the panel thickness to be regarded as a “zero-

thickness” boundary between nodes and does not introduce a greater 

separation between the adjacent nodes as illustrated in Figure 4.5. 

Further explanation will be given in §5.2.2 and §6.2.1.2.1. 

 

l

Ld

l

 

Figure 4.5. The thickness of the panel (under TLM modelling represented by a 
digital filter) needs to be at most one-fifth of the space step. 
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4.10 Summary 

This chapter has briefly introduced the Transmission-Line Modelling 

(TLM) method. This is the method that was adopted in this study for 

modelling the panels. Its attractive features were presented to show that 

it supports certain cases better than the other candidate methods. Some 

treatments have been devised in coping with some of its drawbacks. One 

solution is the use of digital filters to reduce the computational burden, 

which will be investigated in Chapter 5. A brief review of modelling 

simple boundaries was presented. Finally, some implementation issues 

were clarified. 
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This chapter starts with a general introduction to digital filters. In this 

study digital filters are used for the purpose of representing thin layers in 

electromagnetic simulations. After introducing thin panels, the relevant 

digital filter structure is derived and illustrated with an example. 

Cascading of digital filters is discussed for the case of two different 

layers attached together. Then, the filter stability issue is studied for the 

digital filters used in this project. The chapter concludes with discussing 

how digital filter application can save modelling time. 

 

5.1 Introduction 

Generally, a filter is a network that selectively changes the wave shape, 

amplitude-frequency and/or phase-frequency characteristics of a signal 

in a desired manner. For a digital input data, a digital filter (DF) is used, 

which is a mathematical algorithm implemented in hardware and/or 

software that produces a digital output data for the purpose of achieving 

a filtering objective [5.1].  

 

5.1.1 Filter Types 

Digital filters can be divided into two classes, namely the infinite 

impulse response (IIR) and the finite impulse response (FIR). The IIR 

digital filter can be implemented with fewer coefficients than the 

corresponding FIR filter. This leads to a more economical filter in both 

computational and storage requirements than the FIR filter. It is shown 

[5.1] that for the same amplitude response specifications, the number of 

FIR filter-coefficients is typically six times the order of the IIR transfer 
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function. For example, a digital filter of type IIR that has two poles and 

two zeros will have a filter order of two. This IIR filter can represent the 

same amplitude response of an FIR filter that has twelve coefficients. It 

is important here to produce efficient filters in implementing physical 

systems. Moreover, the IIR filters are more efficient than FIR filters in 

terms of their computational effort. Accordingly, the digital filters 

developed in this project are all of IIR type. Unlike FIR filters, the 

stability of IIR filters can not always be guaranteed. This point is 

discussed in §5.6. 

 

5.1.2 IIR Filter Realisation 

Being a system that processes discrete-time input signal, the digital filter 

is best modelled using the z-transform. The z-transform of the filter unit 

impulse response, h(n), is given as H(z) as 
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where H(z) is the filter transfer function, with the complex variable z 

given by 
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where ω is the radian frequency and T is a constant that represents time-

delay by one sample. 

A typical digital filter used in this project can be expressed by the Padé 

form given by 
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The filter coefficients bi, i=0..NZ and ai, i=1..NP are real constants, with 

NZ and NP representing the number of zeros and the number of poles 

respectively. The filter order equals the number of poles, which are the 

roots of the denominator of equation (5.3). 

The implementation of a digital filter requires three different types of 

functional elements: one-sample-time delay elements, multipliers by 

constants, and adders. The general structure of a digital filter that is 

given by equation (5.3) is shown in Figure 5.1. 

 

 

Figure 5.1. General realisation diagram of an IIR digital filter with NP poles 
and NZ zeros. Its coefficients are given in equation (5.3). 
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5.2 Thin Panels 

A conductive panel with thickness much less than the skin depth is 

defined as a thin panel. The skin depth (δ) was introduced in §2.5 and its 

expression is restated in equation (5.4). 

)4.5(
2

ωµσ
δ =  

where ω is the radian frequency, µ and σ are the permeability and 

conductivity of the panel material respectively. 

Thin panels can be found when examining any structure that includes 

fine conductive elements or features that satisfy the definition of thin 

panels. Examples can include thin panels with or without perforation or 

fine conductive tracks [5.2]. 

 

5.2.1 Multiple Reflections 

Thin panels require special treatment when they are modelled in terms of 

their electromagnetic properties. This is because of the multiple 

reflections that are encountered within the thin conductive panels as 

shown in Figure 5.2. These internal multiple reflections can often be 

neglected in the case of a thick conductive panel due to the high 

absorption loss [5.3]. The shielding effectiveness of a thin shield is 

normally dominated by reflection not absorption [5.4]. 
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Figure 5.2. Multiple reflections occur in thin panels, whereas they are 
negligible in thick panels, where Zo and Z1 are the characteristic impedances of 
free space and the panel material respectively. 
 

5.2.2 Modelling Difficulties 

As shown in Chapter 4, modelling requires representing the object under 

modelling with TLM virtual cubes (TLM cells or nodes). Unlike thick 

panels, applying a regular mesh on a thin panel would produce an 

impractical computational burden in terms of memory storage and 

simulation time. This is because of the high density of TLM cells that 

would be required. As a guideline, there should be at least five TLM 

space segments (dl) representing the thickness of the panel. Furthermore, 

the higher the conductivity of the material is, the more TLM nodes are 

required to characterise the panel thickness. In terms of the excitation 

frequency, the minimum used wavelength should be represented by at 

least ten TLM space segments. Basically, the maximum size of the TLM 

space step (dl) is dictated by the minimum dimension in the setup (Lmin) 

and by the minimum relevant wavelength size (λmin). For completeness, 
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the constraint for the minimum dl will be stated in the case of using 

digital filters that represent embedded thin panels. The digital filter 

approach is applied by assuming that the digital filter plane (representing 

the panel) has an infinitesimal thickness. This means that the TLM space 

step should be significantly larger than the panel thickness (Ld) and 

hence the choice of dl to be at least five times the panel thickness. The 

complete constraint can be formulised as 

)5.5(
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MindlLd  

In the case of the conventional fine mesh, there is no minimum limit for 

dl; therefore, a thin panel will force dl and hence the time step (dt = 

dl/2c) to a very small value and hence requires very long computation 

times. Note that c is the speed of light in free space, which equals 

2.99792458x108m/s. 

 

5.2.3 Multi-Scale Modelling 

Basically, there are two main approaches to cope with systems that have 

embedded fine features [5.2]. The first approach is by introducing local 

mesh modification. This is done by having refined or distorted mesh. 

This modification increases the spatial resolution in the near proximity to 

the relevant fine features. However, this approach introduces an interface 

error between the fine and coarse mesh regions. This approach has been 

applied to diffusion problem [5.5 to 5.7] and to thermal problems [5.8]. 

The second approach is to introduce a local solution for the field 

components near the relevant fine features. The main challenge in this 
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approach is to find this local solution and to devise the corresponding 

interface. Relevant solutions were found for different materials with 

different properties like frequency-dependent properties, anisotropic 

properties, nonlinear properties, thin ferrite layers, and perforated walls 

[5.9 to 5.14]. 

In this project, a version of the second approach is adopted because it 

minimises errors that are produced when connecting the fine grid to the 

coarse grid. Moreover, this local solution is implemented by digital 

filters to characterise fine features like thin panels. Digital filters are 

represented as ‘functional’ boundaries, which means the simulation does 

not need to take the relevant panel into account explicitly as a physical 

body embedded within the system under modelling. It is thus not 

necessary to set the space step (dl) according to the thickness of the 

panel. In this way, it is possible to choose a larger value for dl. The 

resultant coarser mesh lowers significantly the computational effort 

required for simulation. 

 

 

5.3 Filter Structure 

A layer of material of thickness '� located in free space can be modelled 

as shown in Figure 5.3. This model takes the net reflection (Er) and 

transmission (Et) through the layer. Thus, all the internal progressive 

reflections (Erm) and transmissions (Etm) are accounted for in the final 

system. 
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Figure 5.3. Modelling of a thin layer located in free space with incident field 
(Ei) from left. The final transmitted field (Et) is the sum of the first transmitted 
field (Etf) and the transmitted fields due to multiple reflections (Etm). Similarly, 
Er = Erm + Erf. 
 

 

The coefficients of the reflection and transmission processes can be 

represented as digital filters since these processes ‘reshape’ their input 

waves. Having two ports, this means four digital filters are required to 

implement the model shown in Figure 5.3. The net reflected (Er) and 

transmitted (Et) fields are used in Figure 5.4 to show the complete model 

for the general case when the load is not matched to free space. The 

transmission coefficient (T) and reflection coefficient (Γ) triangular 

blocks can be realised using the general structure of a digital filter that is 

presented in Figure 5.1. 
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Figure 5.4. Material layer in free space is replaced with its corresponding four 
digital filters. The material is inserted between two transmission line sections 
representing free space. The green digital filters process the reflection from the 
load. 
 

Generally, this model requires four distinct filters. However, if the panel 

material is isotropic then there will be one filter type to represent the 

transmission coefficient. This is because the incident wave will suffer the 

same attenuation from both sides of the panel. This is not the case with 

the anisotropic materials. The two reflection coefficient filters are also 

identical if the medium surrounding the material is the same on both 

sides. 

 

The typical number of poles for digital filters used in this project ranged 

from three poles to nine poles. The choice of the number of poles 

depends on the complexity of the response of the filter as a function of 

frequency. As a rule of thumb, the more features (e.g., peaks and nulls) 

there are in the filter coefficient (reflection or transmission), the more 

poles are required to describe the response. 
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5.3.1 Filter Realisation 

Assuming three poles and three zeros, the reflection coefficient (Γ) and 

the transmission coefficient (T) functions in the discrete z-domain will 

be given by equations (5.6) and (5.7) respectively. 
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where the real coefficients are scaled by ar0 and at0 for Γ(z) and T(z) 

respectively. 

 

These coefficients can be determined uniquely for given material 

properties, digital filter properties, and the angle of incidence (θ) 

measured from the line normal to the panel edge. Material properties 

consist of the material conductivity (σ), relative permittivity (εr), relative 

permeability (µr), and the material thickness (Ld). This study treats non-

magnetic materials; therefore, one can always assume that µr =1. Digital 

filter properties include the number of poles (NP) and the number of 

zeros (NZ). If not otherwise stated, they will be taken to be equal 

throughout this project. This is because if the number of poles is greater 

than the number of zeros then the magnitude of the frequency response 

will tend to zero as the frequency becomes large. On the other hand, if 

the number of zeros is greater than the number of poles then the gain will 

increase without bound when the frequency increases. This case can not 

happen in passive systems because it implies a power gain through the 
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system [5.15]. For normal incidence the angle of incidence is zero. The 

overall reflection and transmission coefficients can be found as follows 

[5.16, 5.17]. 
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ΓF is the Fresnel reflection coefficient for the half-plane, which is given 

by equation (5.11) when the electric field is perpendicular to the plane of 

incidence as illustrated in Figure 5.5.a. 
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Alternatively, when the electric field is parallel to the plane of incidence 

(Figure 5.5.b), ΓF is given by 
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The angular frequency is ω = 2πf. Speed of light in free space is c, which 

equals 2.99792458x108 m/s. Throughout this project, the excitation 

electric field is perpendicular to the incident plane. This makes 

parameter ΓF be defined by equation (5.11), supported by Figure 5.5.a. 
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Figure 5.5. Reflection and transmission of a plane wave at a plane dielectric 
boundary with two cases of the relationship between the electric field and the 
plane of incidence [5.18]. 
 

However, the other polarisation (illustrated in Figure 5.5.b) has been 

tested and the method has proved to produce an agreement between fine 

mesh and coarse mesh/digital filter configurations. 

By applying equations (5.8 to 5.12), the complex data of reflection and 

transmission coefficients will be defined over the relevant frequency 

points stored as the discrete-frequency values in vector ω. Complex 

vector fitting can now be applied to Γ(ω) and T(ω) to generate the ai and 

bi coefficients of the Padé form that is given by equations (5.6) and (5.7). 

This fitting process can be performed using the Matlab function 

invfreqs twice: one for the reflection coefficient and one for the 

transmission coefficient. The use of invfreqs is discussed in the next 

section. 
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5.3.2 The Matlab function invfreqs 

The Matlab function invfreqs, defined by the Matlab file 

invfreqs.m, provides complex-data fitting in a form of rational 

polynomials using least-squares fitting [5.19, 5.20]. The application of 

invfreqs will result the set of real coefficients (Ai and Bi) defined in 

the s-domain as 
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where s is the frequency-domain complex variable. These coefficients 

are used by the electromagnetic solver regSolve. The solver applies the 

bilinear transformation to derive the corresponding digital filter defined 

in the z-domain [5.21]. Equation (5.3) can be obtained from equation 

(5.13) by applying the bilinear z-transform as illustrated in 
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where the bilinear z-transform is performed by substituting s variable in 

equation (5.13) as 
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where ∆t is the simulation time step, which will be explained (as dt) in 

§5.5.1.1. An overview of the process is illustrated in Figure 5.6. 
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Figure 5.6. Pictorial summary of how invfreqs function prepares the 
frequency data for the TLM solver. 
 

5.3.2.1 Basic Use 

The basic application of invfreqs is illustrated in Figure 5.7. 

 

Figure 5.7. Complex vector fitting by invfreqs Matlab function. The letter w 
stands for the angular frequency. 
 

The following format calls the function invfreqs after defining the 

four quantities in the right-hand side parentheses. Notice that the letter 

‘w’ is used to denote the radian frequency, ω. The function returns the 

two vectors in the left-hand side brackets. 

[B,A]=invfreqs(H,w,NZ,NP); 

where the input parameters are defined as: 

H: Ns×1 vector where its elements are generally complex, 

w=2πf       H(ω) 
0.1   1+j3 
0.2 0.7-j2 
0.3  -4+j0.5 
  .                . 
  .                . 
  .                . 
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w: Ns×1 vector where its elements (real values) represent the frequency 

points at which the corresponding elements of vector H are specified, 

NZ: the number of zeros that represents the order of the numerator 

polynomial in equation (5.13), 

NP: the number of poles that represents the order of the denominator 

polynomial in equation (5.13), 

Ns: the number of samples used for this complex fitting. 

The output parameters are defined as: 

A: (NP+1) ×1 vector where its elements are the real coefficients of the 

denominator polynomial in equation (5.13), 

B: (NZ+1) ×1 vector where its elements are the real coefficients of the 

numerator polynomial in equation (5.13). 

 

5.3.2.2 invfreqs Example 

It is required to find a mathematical Padé expression for the following 

complex function specified on the stated frequency points as shown in 

Table 5.1 

Point number w values 
(x 1010) 

H(w) 

1 0.0000 -0.9947 - 0.0000j 

2 0.0287 -0.9947 - 0.0006j 

3 0.0575 -0.9947 - 0.0013j 

4 0.0862 -0.9946 - 0.0019j 

5 0.1150 -0.9945 - 0.0025j 

6 0.1437 -0.9943 - 0.0031j 

7 0.1725 -0.9942 - 0.0037j 

8 0.2012 -0.9940 - 0.0043j 

9 0.2299 -0.9938 - 0.0048j 

10 0.2587 -0.9936 - 0.0054j 

11 0.2874 -0.9933 - 0.0059j 

12 0.3162 -0.9931 - 0.0064j 

13 0.3449 -0.9928 - 0.0069j 

14 0.3737 -0.9925 - 0.0073j 
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15 0.4024 -0.9923 - 0.0077j 

16 0.4311 -0.9920 - 0.0082j 

17 0.4599 -0.9917 - 0.0085j 

Table 5.1. The complex data that should be fitted to a padé expression using 
invfreqs Matlab function. 
 

H(w) given in Table 5.1 could be the reflection coefficient or the 

transmission coefficient derived by equations (5.8) and (5.9) 

respectively. 

Here the number of samples is Ns=17 

Let us find the rational expression of a general example in which the 

numerator polynomial order (NZ) will be set to a different value from the 

denominator polynomial order (NP). In this case, let NZ be equal to 2 

and NP be equal to 3. 

The execution of the following statement will produce the required s-

domain coefficients. 

[B,A]=invfreqs(H,w,2,3); 

The length of vectors B and A will be NZ+1=3 and NP+1=4 

respectively. These vectors contain the required mathematical 

expression, which will be given as  

B=[-2.9721e+12        -1.4171e+23         -9.3041e+32] and 

A=[1                           3.1322e+12           1.4455e+23           9.3535e+32] 

 

This is equivalent to the following mathematical expression that 

represents the s-domain transfer function. 

32232123
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This example is concerned only with the use of invfreqs function. 

Issues of selecting the design parameters are presented in §5.5 when a 

digital filter design is exemplified in detail. 

 

5.4 Filter Cascading 

It is required to investigate the possibility of developing a method 

through which one can derive the overall system performance of a 

sandwich of layers in terms of its reflection and transmission parameters. 

This is to be done without building a filter (from first principles) for the 

entire sandwich that represents the relevant system. In this way, the 

system characteristics can be derived from the characteristics of each 

individual layer in the sandwich. This can simplify the system 

simulation. Moreover, using digital filters reduces the memory usage and 

simulation time. This is because each individual digital filter can 

represent a certain feature in the system. This feature may appear more 

than once in the system under modelling. Thus, one can have ready 

simple (i.e., low order) digital filters which can be used as part of the 

main system modelling whenever its relevant feature is part of the 

system. The overall system characteristics can be obtained by cascading 

the relevant simple digital filters in the right sequence. 

 

The question now is: Given the reflection and transmission coefficients 

of the individual digital filters, as shown in Figure 5.8, how can we relate 

them to the relevant coefficients for the overall cascade?  
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Figure 5.8. Cascading digital filters F and G. 
 

Assuming a system that characterizes a reciprocal medium, the S matrix 

is symmetric*. The system source impedance is referred to as ZS while ZL 

is the system load impedance. ZF is the source impedance for digital 

filter G, which is the output impedance for digital filter F. In the same 

logic ZG is the load impedance for digital filter F, which is the input 

impedance for digital filter G. The letters ‘F’ and ‘G’ have been chosen 

to name the two filters in order to remove any confusion that might 

happen with using the ABCD parameters. 

Unlike the ABCD matrix, S matrix can not be used to derive cascaded 

filters by simply multiplying the individual S matrices of the cascaded 

stages. Some intermediate transformation need to be applied first. 

Frickey [5.22] has presented a transformation between S parameters and 

the ABCD parameters. This transformation was used to relate the S 

parameters of two individual filters with the overall filter of their 

cascade.  

                                                 
* This is not the case with the anisotropic material (see §3.7) in which a change of 
polarisation may occur upon propagating through the material. 
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5.4.1 The Cascade S-parameters 

In this section, a cascade of two systems will be considered. Both 

systems are two-port networks that can represent digital filters in this 

study. The aim here is to derive a relationship between the overall 

cascade S parameters and the S parameters of each individual filter. 

 The approach that will be followed is by making use of Frickey’s 

transformation as shown in Figure 5.9. 

 

Figure 5.9. The summary of deriving the cascade S parameters from the 
individual filter S parameters. 
 

To derive the ABCD parameters from the S parameters of the relevant 

system, the following formulae can be applied [5.22]. 
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where RS and RL are the real part of the complex impedance ZS and ZL 

respectively. The asterisk symbol in Z* means a complex conjugate. By 

applying equations (5.15 to 5.18) on filter F and filter G, eight quantities 

will be generated, which are given by the matrices TF and TG as shown in 

Figure 5.9. Now, being expressed as a T matrix, the cascade T matrix can 

be obtained by direct matrix multiplication as 
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Matrix multiplication gives 
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where the ABCD parameters for filter F and filter G are defined 

according to equations (5.15 to 5.18). 

To transform the ABCD parameters to the S parameters, the following 

formulae can be applied [5.22]. 
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After some manipulation and simplification, the following results can be 

obtained. 
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Only one of the parameters S12 and S21 need to be used here since in this 

project reciprocal media are treated. This means that S matrix is 

symmetric, meaning S12 equals S21. 

When ZF and ZG are equal and are both real, equations (5.25 to 5.27) can 

be reduced to equations (5.28 to 5.30) respectively. 
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5.5 Digital Filter Example 

This example is intended to simulate a two-dimensional setup with the 

purpose of modelling a cascade of two materials using a fine mesh then 
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to find the equivalent coarse mesh/digital filter model. The two materials 

properties are shown in Table 5.2. 

Material A B Units 

Conductivity (σσσσ) 500 1000 S/m 

Relative permittivity (εεεεr) 5 5 _ 

Material width (Ld) 1 1 mm 

Table 5.2. Properties of materials A and B. 
 

5.5.1 Fine mesh setup 

Figure 5.10 shows the xy-plane view of the setups that will be used to 

simulate the fine-mesh structure. 

 

Figure 5.10. The xy-plane view of the two-dimensional setups used for fine-
mesh simulation. 
 

Boundary condition M stands for Matched or absorbing boundary. PEC 

stands for Perfect Electric Conductor that has a reflection coefficient of 

minus one to provide total reflection for electromagnetic waves. 

Figure 5.11 shows the general template of the fine mesh setups. The 

coordinates shown on the setup geometry represent the number of TLM 

cells. This means that the distance between point (881,0,0) and point 

(0,440,0) is 881dl in the x-direction and 440dl in y-direction. Thus, by 

knowing that dl=0.1mm for the fine mesh, one can find that distance in 
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metres. Two cases are used for boundary conditions; each case is used 

for different setup: 

1. All sidewalls (geometrically expressed as planes: x=0, x=881, 

y=0, and y=440) are set in a matched condition as shown in 

Figure 5.10.a. 

2. Only the excitation part (i.e., the half of the cavity with the 

excitation source) is set to have a perfect electric conductor 

(PEC) side walls. The excitation part sidewalls are geometrically 

expressed as planes x=0, y=0: x<430, and y=440: x<430. The 

remaining side walls are set to have a matched condition as 

shown in Figure 5.10.c. 

 

Figure 5.11. Geometry that is used with the fine mesh setups. The angle of 
incidence θ equals 0o and 25.5o for the path of the wave received by T1 and T2 
respectively. 

 

The reference setup is used to provide the corresponding results when no 

thin panel is used. As shown in Figure 5.10.b, the reference setup is 

exactly like the matched setup after removing the two materials. Two 

points have been chosen to receive the transmitted pulse. Point T1 

receives the normal-incident field (i.e., θ = 0o) while point T2 receives 
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the off-normal field at θ = 25.5o. This assumption is valid provided that 

matched boundary condition is applied on all side-walls. 

 

5.5.1.1 Design Parameters 

In order to resolve the thin panel and obtain accurate responses, the 

space step (dl) should be set to be less than one-fifth of the panel 

thickness (Ld) according to §4.9 where it was stated that the lossier the 

material is, the more TLM cells are required to represent the panel 

thickness. Therefore, dl will be set to be as fine as one-tenth of the panel 

thickness (Ld). This criterion ensures high resolution in modelling the 

any object within the main space under modelling. Since Ld is equal to 

1mm, dl can be set to 0.1mm. 

The physical dimensions (in mm) are set to 88.2 x 44.1 x 0.1 so that it 

can be scaled by 21 dl to compare with the coarse mesh/digital filter 

version. 

The number of time iterations (NT) is set to 217 = 131072 in order to 

obtain the steady state condition and resolve low frequencies. It was 

chosen in a form of the number two raised to a power of integer for 

compatibility with the Fast Fourier Transform (FFT). 

The excitation is set as a Gaussian pulse to avoid the abrupt change of 

the rectangular pulse at the rising and falling edges. This arrangement is 

important to minimise Gibbs phenomenon that produces some extra 

high-frequency error in the frequency domain. The excitation pulse 

duration is set to 132ps. The excitation duration should be greater than 

20 to 40 times the time step (dt), where 40dt = 40 dl/2c = 20x10-4/3x108 
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= 6.7ps. This is because the Gaussian Pulse will then be well represented 

by these 20 to 40 samples. Moreover, the lower the excitation duration 

is, the higher the frequencies it can resolve. Furthermore, the maximum 

useful frequency should be taken into consideration such that the 

minimum useful wavelength should be resolved by 10 segments (dl) for 

a good representation of one cycle of a sine wave. Polarisation of the 

excited pulse is set in z-direction since z=0 and z=1 planes are set to be 

PEC. This arrangement has made the cavity capable of supporting TE 

wave. 

 

5.5.2 Digital filter setup 

This section will discuss the coarse mesh/digital filter (or simply the 

digital filter) setup for the same cases as in §5.5.1. By scaling down the 

fine mesh space step (dl) and dimensions by 21 a new setup is obtained. 

Table 5.3 shows the scaling effect on the setup mesh. 

Design parameter Fine mesh Coarse mesh/digital filter unit 

X dimension 882 882 / 21 = 42 dl 
Y dimension 441 441 / 21 = 21 dl 
dl 0.1 0.1 x 21 = 2.1 mm 
Table 5.3. Scaling by 21 for the fine mesh to obtain its coarse mesh version. 
 

As with the fine mesh configurations, three setups are prepared for the 

digital filter simulations as shown in Figure 5.12. 

 

Figure 5.12. The two-dimensional setups used for the digital filter simulation. 
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The general template of the digital filter setups is shown in Figure 5.13. 

 

 

Figure 5.13. Geometry that is used with the digital filter setups. 
 

5.5.2.1 Digital Filter Implementation 

The frequency range and the number of poles need to be specified along 

with the properties of the two materials before setting the digital filter 

coefficients that are used in the regSolve code. 

 

5.5.2.1.1 Frequency Range 

A frequency range has to be determined at which the filter coefficients 

should be calculated. The frequency step decides the resolution of the 

frequency response. The number of frequency samples in the frequency 

vector should be chosen such that it does not over burden the simulation 

memory and at the same time, the frequency range can describe the 

frequency response with sufficient resolution that allows us to extract the 

required information within an acceptable accuracy.  

Before determining the frequency resolution, the maximum frequency 

needs to be specified. The maximum usable frequency is determined 
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assuming that its corresponding wavelength (λmin) should be represented 

by 10 TLM cells. Hence fmax = c/λmin = c/10dl = 3x108/2.1x10-2 = 

14.3GHz. Thus fmax was chosen to be 15GHz. 

 

5.5.2.1.2 Filter Design 

The frequency vector has been determined to be up to 15GHz with a 

frequency step of 45.745MHz to get 328 frequency samples in the 

frequency vector. The transmission coefficient (T) and reflection 

coefficient (Γ) can be computed for materials A and B by applying 

equations (5.8 to 5.12) for each material. Figure 5.14 illustrates the 

reflection coefficient and transmission coefficient for material A. 

Similarly, Figure 5.15 shows the two coefficients for material B. 

 

 

Figure 5.14. The computed reflection and transmission coefficients of material 
A over the defined frequency range. 
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Figure 5.15. The computed reflection and transmission coefficients of material 
B over the defined frequency range. 
 
 
5.5.2.1.3 Filter Cascading 

Up to this point, four analytic complex vectors have been computed. 

These are the reflection coefficient and transmission coefficient for 

material A and material B. Next step is to apply the cascading formulae 

of equations (5.25 to 5.27) and setting their reference impedances (ZA 

and ZB) to equal real values, say 50 Ohms each. 

Since each of the two materials is an isotropic material when considered 

alone, the following simplification can be made: 

ΓA = S11A = S22A 

TA = S21A = S12A 

ΓB = S11B = S22B 

TB = S21B = S12B 

The S matrix of the resultant cascade is symmetric with the following 

parameters. The S11 is the analytic value of reflection coefficient from 
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material-A side. As it was verified, the transmission coefficient of the 

cascade is the same from either side of the cascade. Therefore, S12 has 

the same value of S21. The S22 is the analytic value of reflection 

coefficient from material-B side. The analytic values of the reflection 

coefficients and the transmission coefficient are plotted in Figure 5.16. 

 

Figure 5.16. The reflection and transmission analytical coefficients from the 
two sides of the cascade of material A and material B. 
 

5.5.2.1.4 Complex Fitting 

Complex fitting should be applied to each of the three coefficients (S11, 

S21, and S22) to generate the corresponding Padé form. In this study, the 

number of poles is taken to be equal to the number of zeros unless 

otherwise stated. The number of poles (NP) is chosen such that it is the 

minimum number that can provide an acceptable fit to the analytic curve 

that gives a stable response. The term “acceptable” here is based on a 

subjective judgement of the fitting results as will be clarified in Figure 

5.17 and Figure 5.18. However, in case a subjective judgement is hard to 
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be made, an objective judgement based on the IEEE standard 1597.1 can 

be made [5.23]. This fitting process for each of the three coefficients can 

be performed using the Matlab function invfreqs.m which produces 

two sets of real constants, namely Ai and Bi as illustrated in Figure 5.7, 

where H(ω) can be S11, S21, or S22. 

Figure 5.17 shows the complex fitting of S11 and S22 to three-pole filters; 

and the complex fitting of S21 to a four-pole filter. It is clear that a four-

pole fitting for S21 demonstrates a poor verification. To less extent, three-

pole fitting for S11 and S22 also suffers from poor verification with the 

analytic curve at frequencies below 1GHz. 

 

Figure 5.17. Complex fitting of the reflection coefficients (S11 and S22) to three-
pole filters while the transmission coefficient (S21) is fit to four-pole filter. The 
fit curve is dotted while the analytic curve is solid. 
 

By adding another pole for each coefficient an acceptable fit is achieved. 

Thus, the number of poles that was chosen for reflection coefficient and 

transmission coefficients is four and five poles respectively. Table 5.4 

shows the Padé constants of S11, S21, and S22. These coefficients 
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represent the digital filter that is a resultant of cascading the two 

materials A and B. 

 

 S11 S21 S22 
NP 4� 5� 4�
bo %0/7)83� %)/3)63�X�)0%6� %0/7856�
b1 %6/4)34�X�)0))� )/4598�X�)05� %7/))69�X�)0))�

b2 %6/83*)�X�)0**� %*/*604�X�)0)6� %7/83*8�X�)0**�

b3 %)/547*�X�)033� )/4550�X�)0*7� %)/856*�X�)033�

b4 %5/5706�X�)04*� %7/6496�X�)037� %7/4708�X�)04*�

b5 � )/648)�X�)048� �
a1 7/))79�X�)0))� 5/754)�X�)0)0� 7/67*9�X�)0))�

a2 7/)694�X�)0**� */5*59�X�)0*)� 8/))07�X�)0**�

a3 )/5803�X�)033� 3/66)4�X�)03)� )/885*�X�)033�

a4 5/5933�X�)04*� */775*�X�)04)� 7/500)�X�)04*�

a5 � 4/5456�X�)050� �
Table 5.4. The three coefficients of the digital filter given in terms of their real 
constants. 

 

Figure 5.18 shows the fitting using these values of the number of poles 

and compares with analytic results. 

 

Figure 5.18. Complex fitting of the reflection coefficients (S11 and S22) to four-
pole filters while the transmission coefficient (S21) is fit to five-pole filter. The 
fit curve is dotted while the analytic curve is solid. 
 



 
5. Digital Filter Implementation 

 

 98

The values of poles and zeros are stated in Table 5.5. 

S11 S21 S22 
Poles Zeros Poles Zeros Poles Zeros 
X�)0))� X�)0))� X�)0)0� X�)0)0� X�)0))� X�)0))�

%5/9590� %7/7350�
%)/9680�
+3/55)4j�

)/0356�
+9/6594j�

%6/46*7� %7/8*34�

%0/8675� %0/8975�
%)/9680�
%3/55)4j�

)/0356�
%9/6594j�

%0/9035� %0/9*57�

%0/*477� %0/*5*)�
%0/8005�
+0/7933j�

*/8384�
+5/6*45j�

%0/*566� %0/*599�

%0/0437� %0/0443�
%0/8005�
%0/7933j�

*/8384�
%5/6*45j�

%0/050)� %0/0505�

� � %0/*)7)� 3/34*6� � �
Table 5.5. The complex values of poles and zeros of the cascaded digital filter. 
 

5.5.3 Results 

With the application of the six generated regSolve cases (demonstrated 

in Figures 5.10 and 5.12), a set of results were obtained. The shielding 

effectiveness (SE) is found for the developed setups in the frequency 

domain as 

)31.5(
)(

)(
)(

_

_

objectwithTat

eferenceRTat

fE

fE
fSE =  

 

This applies on point T1 and T2. The “Reference” subscript refers to the 

case when there is no object (material or the corresponding digital filter) 

as illustrated in Figure 5.10(b) and 5.12(b). The “with object” subscript 

can be the matched case shown in Figures 5.10(a) and 5.12(a) or it can 

be the resonant case shown in Figures 5.10(c) and 5.12(c). 

 

5.5.3.1 Fine mesh – Matched case 

Shielding effectiveness at points T1 and T2 is shown in Figure 5.19. 
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Figure 5.19. Shielding effectiveness for two different angles of incidence. 
 

By comparing the SE curve at T1 with that at T2 one can observe that 

the magnitude of shielding effectiveness is almost the same in these two 

points. 

The time-domain signal observed at T1 and T2 is shown in Figure 5.20 

for the two cases: with and without the panel. It is obvious that the 

Gaussian pulse has experienced attenuation, delay, and dispersion due to 

the lossy material panel. The time delay the pulse has experienced when 

it penetrated the material panel will be called the penetration time. 

Further explanation will be given in §6.2.2.3. Penetration time can be 

defined for the radiation path at a given point as the time difference 

between the peaks of two pulses: the transmitted pulse through the 

material and the free space propagated pulse (without the material). 

Penetration time through the meshed cascade is found to be 479.4 ps and 

501.0 ps for paths linking the source to T1 and T2 respectively. 
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Figure 5.20. Fine-mesh excited pulse with and without the object for the two 
points. 
 
 
5.5.3.2 Fine mesh – Resonant case 

Shielding effectiveness for points T1 and T2 are shown in Figure 5.21. 

The analytic values of the resonant frequencies are defined for a given 

conducting rectangular cavity as 

)32.5(
2
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
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mu

f mnp  

where u is the speed of light in the medium that fills the cavity, a, b, and 

d represent the x, y, and z-dimensions of the cavity, respectively. The 

integers m, n, and p represent the number of half wavelengths in the x-, 

y-, and z-dimensions respectively. Further clarification will be given in 

§6.2.2.2. 

The analytic values of resonant frequencies show a good agreement with 

the simulated model. Due to non-matched conditions, the two points 

receive the field transmitted pulse reflected from all directions. The 
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difference between the two points is more obvious for frequencies above 

6GHz. 

 
Figure 5.21. Shielding effectiveness for the resonant case. 
 
 
5.5.3.3 Coarse mesh/digital filter – Matched case 

The shielding effectiveness at points T1 and T2 are shown in Figure 

5.22. 

 

Figure 5.22. Shielding effectiveness for two different angles of incidence. 
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As with the case of fine mesh, the shielding effectiveness curves are 

smooth as expected with no features representing resonant frequencies. 

Again, like for the fine mesh case, there is a negligible effect of the angle 

of incidence on the shielding effectiveness response. 

Time-domain signal at T1 and T2 are shown in Figure 5.23 with and 

without the object. Penetration time through the digital filter plane is 

found to be 472.9 ps and 493.8 ps for paths linking the source to T1 and 

T2 respectively. 

 
  

 
Figure 5.23. Coarse-mesh excited pulse with and without the object for the two 
points. 
 
 
5.5.3.4 Coarse mesh/digital filter – Resonant case 

The shielding effectiveness at points T1 and T2 are shown in Figure 

5.24. The effect of the angle of incidence is noticeable for frequencies 

over 7.5GHz, which is an expected case with non-matched cavity walls. 

The resonant frequencies are calculated which agree with the shielding 

effectiveness response. 
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Figure 5.24. Shielding effectiveness for the resonant case. The vertical lines 
indicate the theoretical resonance frequencies. 
 

5.5.3.5 Fine Mesh versus Coarse Mesh 

Figures 5.25, 5.26, and 5.27 compare the fine mesh with the coarse 

mesh/digital filter results. From these figures, one can deduce that this 

method is applicable with incident angle other than the normal angle. 

The normal angle case is represented by the transmitted pulse received 

by T1. An off-normal incident wave by an angle of 25.5o with the normal 

line to the edge of the panel is received by T2.  

In Figure 5.25, there is a noticeable time delay between the pulses 

received by T1 and T2 by 17.6ps without the presence of the material. 

This difference is expected due to the difference in the path length for 

the two pulses to propagate. Taking the fine mesh case, the coordinates 

of the excitation, T1, and T2 points are specified in Figure 5.11. The 

time required for the wave to reach T1 from the excitation is 
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Similarly, the time for the wave to reach T2 from the excitation is 

 

8

22

2 1099792458.2

)115325()220661(|2|
×

−+−
==

dl
c

ET
tT  
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=
×
××

=
−

 

 

Thus the time difference is 162.9 – 147.1 = 15.8ps, which is close to 

17.6ps that is found from Figure 5.25. 

 

 

 

Figure 5.25. The transmitted pulse received by points T1 and T2 for the two 
cases of with and without the material. 
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Figure 5.26. The matched case magnitude of shielding effectiveness for the two 
points T1 and T2 for the two cases of with and without the material. 
 

 

 

 

Figure 5.27. The resonant case magnitude of shielding effectiveness for the two 
points T1 and T2 for the two cases of with and without the material. 
 
 



 
5. Digital Filter Implementation 

 

 106

5.5.4 Test of Symmetry 

The principle of reciprocity [5.24, 5.25] is the basis from which S21 can 

be found to be equal to S12; however, S11 does not equal S22 in general. In 

this section, we check by numerical experimentation that reciprocity 

holds for the two materials used in the current example. This statement 

was verified by simulation for the cascade of three materials as well. 

 

5.5.4.1 Symmetry with Digital Filter setup 

Setup DL in Figure 5.28 represents a one-dimensional setup that has the 

same digital filter that is used in the two-dimensional setups explained in 

the previous sections. A new setup can be derived from the first one by 

swapping the excitation and receiving points around the digital filter 

plane. This is Setup DR in Figure 5.28. 

 

 

Figure 5.28. Two one-dimensional digital filter setups. The excitation source is 
to the left of the reader in Setup DL. The excitation source is to the right of the 
reader in Setup DR. The reference setups are not shown. 
 

Simulation parameters are set as follows: The space step (dl) is 2mm. 

The number of time iterations is 217 = 131072, which makes a total 
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simulation time* of 0.437µs. The setup size is 15 x 1 x 1 measured in dl. 

The excitation is a Gaussian pulse with duration of 132ps. The boundary 

conditions are set to characterise a TEM transmission line, where the 

setup ends (planes x = 0 and x = 14) are set to the matched condition. 

The y-direction walls (planes y = 0 and y = 1) are set as perfect magnetic 

conductor (PMC). The z-direction walls (planes z = 0 and z = 1) are set 

as perfect electric conductor (PEC). The excitation is polarised in z-

direction. It is expressed as a vertical arrow in Figure 5.28. Points R and 

T represent the field points that receive the reflected and transmitted 

pulse respectively. 

Figure 5.29 shows the reflection coefficients and transmission 

coefficients when comparing setup DL with setup DR. It is clear that the 

transmission coefficients for the two setups are identical while there is a 

difference between the reflection coefficients. This agrees with the fact 

that the higher the conductivity is, the closer the reflection coefficient 

magnitude will be to one. Since material A has a lower conductivity (500 

S/m) than material B (1k S/m), more energy penetrates A-material’s side 

so less energy is reflected from this side. Therefore, the relevant 

reflection coefficient to B-material is closer to one. 

                                                 
* The name simulation time will be used to denote the transient time that is simulated, 
which is given by (time step) x (total number of time iterations). It will be further 
clarified in §5.7 and §6.2.1.2. 
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Figure 5.29. Reflection coefficients and transmission coefficients for the two 
setups DL and DR. 
 
 
5.5.4.2 Symmetry with Fine Mesh setup 

As a verification of the digital filter setup, consider the following pair of 

setups shown in Figure 5.30. They represent the fine mesh version of 

setups DL and DR discussed above. These setups use the same two 

materials that were used in the two-dimensional setups in the previous 

sections. 

 

Figure 5.30. Two one-dimensional fine mesh setups. The excitation source is to 
the left of the reader in Setup ML. The excitation source is to the right of the 
reader in Setup MR. The reference setups are not shown. 
 
The simulation parameters were set as follows: The space step (dl) is 

0.05mm. The number of time iterations is 217 = 131072, which yields a 
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simulation time of 0.011µs. The setup size is 95 x 1 x 1 measured in dl. 

The excitation is a Gaussian pulse with duration of 132ps. As with the 

digital filter setups, the boundary conditions are set to characterise a 

TEM transmission line, i.e., the setup ends (planes x = 0 and x = 94) are 

set to matched condition. The y-direction walls (planes y = 0 and y = 1) 

are set as perfect magnetic conductor (PMC). The z-direction walls 

(planes z = 0 and z = 1) are set as perfect electric conductor (PEC). 

Figure 5.31 shows the reflection coefficients and transmission 

coefficients for the two setups ML and MR. This result verifies the 

conclusion that was drawn from setups DL and DR. 

 

Figure 5.31. Reflection coefficients and transmission coefficients for the two 
setups ML and MR. 
 
Finally, Figure 5.32 shows the reflection coefficients and transmission 

coefficients of the four setups: DL, DR, ML, and MR. The agreement 

between the fine mesh and the coarse mesh/digital filter setups are 

clearly illustrated. 
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Figure 5.32. Reflection coefficients and transmission coefficients for the four 
setups DL, DR, ML, and MR. 
 

5.6 Filter Stability 

It is important to ensure that IIR filters are stable. This is because, in 

general, when a stable system is disturbed by a small input, the response 

of the system will eventually decay to zero or a constant value, or at 

most be bounded within a finite limit [5.26]. A linear time-invariant 

system is stable if its impulse response, h(k), is absolutely summable or 

so called convergent [5.27]. This condition can be expressed 

mathematically as 

)33.5()( ∞<∑
∞

−∞=k

kh  

The physical meaning is that the area under the discrete curve of the 

filter impulse response must be finite [5.28]. Throughout this project all 

the designed digital filters have been tested and proved to be stable. 

Using the complex plane, if at least one pole is located on the right-hand 
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side (i.e., if it has a positive real part), the filter is said to be unstable. 

Thus, to ensure stability, all the poles must not have a positive real part. 

This is ensured on all the filters involved in modelling the setup. Figures 

5.33, 5.34, and 5.35 show the locations of poles and zeros for the filters 

that model the cascade coefficients S11, S21, and S22 respectively as they 

have been derived in the example discussed in §5.5. Poles are drawn as 

crosses and zeros are drawn as circles. The values of these poles and 

zeros are listed in Table 5.5 stated in §5.5.2.1.4. 

 

 

Figure 5.33. A Pole-zero diagram for parameter S11. A Pole is shown as a cross 
and a zero is shown as a circle. 
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Figure 5.34. A Pole-zero diagram for parameter S21. A Pole is shown as a cross 
and a zero is shown as a circle. 
 
 

 

Figure 5.35. A Pole-zero diagram for parameter S22. A Pole is shown as a cross 
and a zero is shown as a circle. 
 

5.7 Speedup with Digital Filtering 

Speeding up modelling simulation was achieved when replacing the fine 

mesh of a thin layer with a digital filter and a coarse mesh. This section 
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will deduce a relationship between speedup and the frequency range over 

which the shielding effectiveness is calculated. Simulation speedup (S) 

in terms of elapsed time can be defined as 

)34.5(
eDF

em

T
T

S =  

where Tem is elapsed time of fine mesh simulation and TeDF is elapsed 

time of simulation of digital filter with coarse mesh. 

It was found that speedup (S) can be given as 

)35.5(
DF

m

C
C

FS =  

where Cm and CDF are the total number of TLM cells for the meshed 

setup, and the digital filter with coarser mesh respectively. Cm and CDF 

can be found from regSolve input file as the multiplication of NX by NY 

by NZ of the relevant case to obtain the volume of the space under 

modelling in units of dl3. F is a factor that ranges between 0.7 and 0.9. 

The use of factor F is because, in regSolve, N TLM cells can be 

modelled within shorter time than if there is a digital filter defined in 

these N cells. It has been found that simulation with no digital filter is 

faster so that it takes less run time by a factor of 0.7 to 0.9 and hence the 

use of F. This can be expressed as follows. 
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where F is less than one. 

It is possible to write 
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since dl (space step) is scaled in the opposite way of scaling the 

dimensions in x, y, and z. Notice that dlm and dlDF are  the space steps 

chosen for the meshed case and the digital filter with coarser mesh cases 

respectively. D can be 1, 2, or 3 depending whether the object under 

modelling is 1-D, 2-D, or 3-D in terms of TLM cells. 

The valid frequency range is up to fmax which can be given by 

)37.5(
10max dl

c
f =  

assuming 10 samples per wavelength as a minimum number of samples 

for a sufficient representation of one wavelength. c is the speed of light 

in free space.  

Solving equation (5.37) for dl for the case of the digital filter setup yields  
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DF f
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Substituting equation (5.38) in equation (5.36) implies 
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By substituting equation (5.39) in equation (5.35) we obtain 
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which is the speedup amount assuming that the number of time iterations 

(NT) is adjusted to obtain the same simulation time (TS) for the fine and 

the coarse mesh as well. The following example demonstrates the use of 

the equations of this section. 
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Example 

Consider a digital filter setup that is used for modelling with a total 

number of TLM cells of 50 x 60 x 50 = 150000 cells with dlDF of 1mm. 

It is required to estimate the maximum useful frequency for this run and 

also the execution time of the corresponding fine mesh setup if dlm is 

0.1mm i.e., 10 times finer mesh. The simulation time for the DF case is 

14 hours and 42 minutes = 882 minutes. 

Let F be taken as 0.8 then speedup will be given as 
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where Cm =500 x 600 x 500 = 150 000 000 cells 

Tem = S (TeDF) = 800 x 882 = 705600 minutes = 11760 hours = 490 days 

Applying equation (5.40) we get 
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Solving for fmaxDF yields fmaxDF = 30GHz. 

 

However, the actual maximum frequency may be less than the calculated 

value depending on the physical model of the material under modelling. 

Another important point is that it is necessary when comparing between 

fine mesh and coarse mesh to run both of them for the same amount of 

simulation time (TS). This can be set by adjusting the total number of 

time iterations (NT) in regSolve simulation. This is because the 

simulation time is 

)41.5(
2c
dl

NTdtNTTS ⋅=⋅=  
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where dt is the time step in TLM method. 

 

5.8 Summary 

This chapter has introduced the development of digital filters and has 

presented the reasons for adopting them for the thin panel problem. The 

presence of a thin panel can overburden the simulation with heavy 

computational costs in terms of memory and run time. The use of digital 

filters turns the modelling problem from fine mesh to coarse mesh. In 

this case, the limiting factor in equation (5.5) will probably be the second 

term, which is fulfilling that dl<λmin/10. The need for filter cascading is 

also discussed. The cascading formulae are derived to cover cases where 

more than one embedded material panel is present in a sandwich. A 

speedup formula is derived to be used in assessing simulation speed 

compared to the conventional fine mesh method. It was demonstrated 

that the use of digital filter results in a substantial speed up in 

computation and also facilitates the modelling of complex configurations 

comprising several composite layers in different parts of the structure. 
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The purpose of this chapter is to present an overview of the results that 

were achieved by simulating the developed models. A discussion of the 

simulation design parameters will be followed by presenting the effect of 

certain features in the model. Some noticeable observations will be 

demonstrated along with their interpretation. The key simulation results 

will be shown along with their discussion and analysis. 

 

6.1 Introduction 

The main work was simulating different setups of objects with various 

features and excitation sources. Results are presented starting with the 

geometry of the setup. The simulation settings are listed in tables after 

each result figure. If not otherwise stated, the implemented digital filters 

have the same number of poles (NP) and that of zeros (NZ). Assuming 

that the number of poles equals the number of zeros, then each digital 

filter has a set of 2(NPr+1) coefficients characterising its reflection 

parameter and 2(NPt+1) coefficients for its transmission parameter, 

where NPr is the number of poles in the reflection coefficient and NPt is 

the number of poles in the transmission coefficient. The digital filter 

coefficients are listed in Appendix A.  

Simulations were performed using regSolve* software [6.1] with 

permission from Dr J. D. Paul. Pre-processing and Post-processing with 

plotting the results were performed using Matlab script [6.2]. 

 

 

                                                 
* regSolve code was developed by Dr John D. Paul using C programming language. It 
is based on the TLM method. 
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6.2 Simulation Design 

There are a number of parameters that affect model performance. Models 

are applicable over a range of parameters. All these factors need to be 

taken into consideration when post-processing the simulation results. 

 

6.2.1 Simulation Parameters 

A simulation requires setting of a number of parameters. Among these 

are the source of excitation, time iterations, and the boundary conditions. 

 

6.2.1.1 Excitation Source 

Throughout this work, the source of excitation was chosen according to 

specific set of parameters. These parameters provide the required 

stimulus. 

The excitation was chosen to be a Gaussian pulse since it has a smooth 

rising edge and smooth falling edge. This is necessary to obtain a 

Gaussian-shape frequency spectrum and has no pre-ripple and post-

ripple caused by Gibbs phenomenon as it is the case with a rectangular 

pulse shaped excitation. A Gaussian pulse has a limited frequency range 

when compared with the rectangular pulse. The Gaussian pulse duration 

is set to 132ps which gives a frequency range that extends from DC up to 

around 10.7GHz when the amplitude spectrum falls into its 3dB point. 

This choice results in the desired simulation maximum frequency range 

as well as the available laboratory equipment frequency range. 
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6.2.1.2 Time Iterations 

The total simulation time (TS) can be found by  

)1.6(dtNTTS ⋅=  

where NT is the total number of iterations and dt is the time 

discretisation step. The next two subsections will comment on the choice 

of dt and NT. 

 

6.2.1.2.1 Discretisation 

The time step is determined according to the space discretisation step 

(dl) as given by 

)2.6(
2c
dl

dt =  

where c is the speed of light in free space, which equals 2.99792458x108 

m/s. For a given object dimensions, minimum excitation wavelength 

(λmin), and the thickness of the panel (Ld) to be represented by a digital 

filter, then the space step (dl) can be determined according to equation 

(5.5) which is revisited here as 

)3.6(
10

,
5

5 minmin







≤≤
λL

MindlLd    

where Lmin is the thickness of the panel that is modelled by a digital 

filter. 

To let the time step (dt) adequately resolve the excitation pulse, the 

excitation pulse duration needs to be at least twenty to forty times the 

time step.   
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6.2.1.2.2 Number of Time Steps 

The basic condition for choosing an adequate number of time steps (NT) 

is that it should be at least twice the maximum number of the object 

dimensions expressed in numbers of TLM cells. This is expressed as 

( )[ ] )4.6(,,2min NZNYNXMaxNT ×≥   

where NX, NY, and NZ represent the dimensions of the object under 

modelling with units of dl metres in the directions of x, y, and z 

respectively. This condition will allow at least one complete pulse 

reflection from all the walls. In practice, several transitions are necessary 

for good accuracy. For lossy material NT needs to be increased to a 

higher number in order to cope with the pulse dispersion. Setting the 

right number of NT is important to obtain a reliable frequency response 

in the lower frequency region. Finally, it is always recommended to 

round up the resultant NT value from the above discussion to be in a 

form of two raised to a power of an integer. This will eliminate the need 

to add padded zeros when computing the Fast Fourier Transform (FFT) 

to find its frequency response. Adding padded zeros can affect the 

resolution of the frequency domain response which produces a non-

smooth curve especially at lower frequencies. 

 

6.2.1.3 Boundary Conditions 

The walls of the modelled cavity that contains the panel must be set 

appropriately. In the examples shown, one or more of the following 

boundary states have been used.  
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• Perfect Electric Conductor (PEC) that has a reflection coefficient 

of minus one and hence shows total reflection that is out of phase 

of the incident field, 

• Perfect Magnetic Conductor (PMC) that has a reflection 

coefficient of one and hence shows total reflection that is in-

phase with the incident field. In real life, this state is not easily 

obtained. However, in simulation, it is the choice of an open 

boundary and used as a periodic boundary condition, 

• Matched (M) that can be thought of as applying a total absorption 

of the incident field. 

In the one-dimensional case, the Transverse Electromagnetic (TEM) 

waveguide has been chosen to be simulated. This arrangement requires 

periodic boundaries to be set as shown in Figure 6.1. 

 

Figure 6.1. One-dimensional model resembling TEM waveguide arrangement. 
Boundary conditions are set such as M in x, PMC in y, and PEC in z. 
 

The choice of setting the z planes (the upper and lower planes) to PEC is 

necessary to let the setup support the TEM mode and hence getting a 

propagating wave along the waveguide. 

Two- and three-dimensional cases can be simulated as a rectangular 

waveguide. This arrangement requires boundaries to be set as shown in 

Figure 6.2. 

x 
y 

z 



 
6. Model Evaluation Based on Simulated Results for SE and S21 

 

 127

 

Figure 6.2. Two- and three-dimensional model that represent a metallic 
waveguide with boundary conditions are set such as M in x, PEC in y and z. 
 

When a cavity is simulated using a conducting walls, it will act as a 

cavity resonator, which is a feature that can be used to check the 

resonant frequencies of the relevant laboratory measurements. 

 

6.2.2 Post Processing 

Simulation using regSolve produces a set of data files that can be 

processed and displayed using Matlab script. Certain issues need to be 

taken into consideration when processing these data files. 

 

6.2.2.1 Frequency Range 

Every simulated model has a frequency range that is defined by the 

minimum frequency (fmin) and the maximum frequency (fmax). This 

frequency range defines the domain over which reliable data can be used 

and displayed. 

 

6.2.2.1.1 Minimum Frequency 

In a three-dimensional TLM simulation, every one time step (dt), the 

excitation pulse traverses a distance of half the space discretisation (dl/2) 

metre. Thus, larger wavelengths (lower frequency components) require 

x 
y 

z 
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longer simulation time (NT x dt) in order to be fully resolved. Therefore, 

there is a lower frequency limit below which the frequency components 

are not fully resolved and hence should be excluded when post-

processing the simulated data. From the above, one can deduce that for a 

given space step (dl), the minimum frequency (fmin) can be improved 

(lowered) by increasing the number of time iterations (NT). More 

analysis for the steady-state solution by TLM can be found in [6.3]. 

The minimum useful frequency (fmin) can be determined by producing a 

frequency response plot of the simulated data using the total number of 

time iterations (NT). This first plot will be regarded as the reference plot 

that is assumed to have lower fmin than the next plot. Then, the same plot 

is re-produced using the number of points which is half the number of 

time iterations, i.e., NT/2. A third plot can be produced by further 

halving the last number of points to work on NT/4 points. By plotting the 

produced plots on the same grid, the minimum frequency for each case 

of the two cases can be determined. To decide fmin for a given simulation, 

a relatively large number of time iterations (NT) is required since NT/2 

and NT/4 should still satisfy equation (6.4). 

An example of estimating the minimum frequency is illustrated in Figure 

6.3. The magnitude of S21 is shown for two cases (with and without the 

material) for the same setup. For each of the two cases, the simulation is 

carried out with five values of the number of time iterations (NT). 

Obviously, at higher frequencies, all these curves agree. It is noticeable 

that the case of no material needs more time iterations to reach the same 

fmin value of the case with a lossy material. This can be explained by the 
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fact that the excitation wave decays (and hence reaches the steady state) 

faster in lossy materials. 

 

 

 

Figure 6.3. The effect of the number of time iterations (NT) on the magnitude 
of S21 is less prominent with the presence of a lossy material. 
 

 

Figure 6.4 takes a closer look at the case when there is no material. 

Presuming that the case of NT = 220 (the blue curve) is the reference 

curve to compare with; the other curves show “departure” from the 

reference at different frequencies. These departure frequencies are 

regarded in this study as the minimum frequencies corresponding to the 

relevant value of NT. 
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Figure 6.4. The first 1.2GHz of the set of curves obtained in Figure 6.3 above 
showing the case when no material present. 
 
Similarly, Figure 6.5 shows the case with a lossy material. It is 

interesting to notice here that the case of NT=216 has a minimum 

frequency of about 450MHz while the rest of the curves have minimum 

frequencies which are less than 150MHz. The last two numbers are 

stated assuming that a difference by more than 0.5dB is unacceptable. 

 

Figure 6.5. The first 0.5GHz of the set of curves obtained in Figure 6.3 above 
showing the case when a lossy material with σ = 20k S/m present. 
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6.2.2.1.2 Maximum Frequency 

For an object with a panel made of a given material, the maximum useful 

frequency can be determined according to two factors. These are space 

discretisation and excitation pulse spectrum. 

 

1. Space Discritisation: The minimum wavelength of the excitation 

needs to be represented by typically ten samples. The relevant 

maximum useable frequency is hence given by 

)5.6(
10max

min
max dl

c
f

c
f =⇒=

λ
 

 where the constant c is the speed of light in free space and it 

equals 2.99792458x108m/s. 

 

2. Excitation Spectrum: It was noticed from simulation that the 

narrower the Gaussian pulse is, the higher the maximum useful 

frequency can be achieved. This is because of the increased 

bandwidth in the frequency domain. It was found from 

simulation that the Gaussian pulse spectrum can still have enough 

energy to represent wide range of frequencies. In this case, a 

bandwidth of up to the point of around -60dB from the maximum 

response can still give reliable interpretations for the reflection 

and transmission coefficients. 

 

In general, space discritisation is the dominant factor with coarse mesh 

setups. On the other hand, the excitation spectrum is the dominant factor 
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in the case of fine mesh. This is because in the case of fine mesh, the 

space step (dl) is much smaller than that with the coarse mesh. This leads 

to producing a value for fmax defined by equation (6.5), which is greater 

than the 60-dB bandwidth. Thus, a unified statement can be made as 

shown in equation (6.6) for a given material properties. 

)6.6(,
10max 








= GaussianBW

dl
c

Minf  

where BWGaussian is the Gaussian pulse 60dB-bandwidth. 

 

6.2.2.2 Resonant Frequencies 

When exciting a cavity with conducting walls, a resonant pattern is 

formed in the cavity at certain frequencies. Rectangular cavities were 

used in this project. The values of resonant frequencies in a rectangular 

cavity are given by [6.4] 

)7.6(
2

222





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

+



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

+
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



=
d
p

b
n

a
mu

f mnp  

Equation (6.7) is valid for both TEmnp and TMmnp modes, where u is the 

speed of light in the medium that fills the cavity. It is given by equation 

(6.8) in terms of the permeability (µ) and permittivity (ε) of the medium. 

)8.6(
1

µε
=u  

The three constants a, b, and d are the inner dimensions of the cavity 

along the x, y, and z coordinates respectively as shown in Figure 6.6. 
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Figure 6.6. Coordinates of a rectangular cavity. 
 

The three integers m, n, and p represent the number of half-wave 

periodicity in the x, y, and z directions respectively. There are some 

restrictions [6.5] on the possible values of m, n, and p. In the TEmnp 

modes, p should not equal zero; also, m and n should not both be equal to 

zero. In the TMmnp modes, neither m nor n should equal zero. 

In the next figures, wherever applicable, the resonant frequencies will be 

indicated on the same grid in a form of vertical lines. These lines extend 

to the same height and are located at the relevant resonant frequencies 

calculated according to equation (6.7). 

 

6.2.2.3 Penetration Time 

The time of penetration shows the amount of delay that the incident 

pulse has experienced when penetrating the object by diffusion. When 

post-processing the simulated time-domain pulses, the penetration time 

can be found as the time difference between the peaks of two pulses. The 

first is the free space pulse in the case when no object is present and the 

z 

y 

x 

a 

b
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second is the transmitted pulse through the object, as demonstrated by 

Figure 6.7. 

 

 

Figure 6.7. An example on how to find the penetration time where the pulse 
transmitted through the material is multiplied by 1000 to get comparable 
amplitude with the free space pulse.  
 

 

6.3 Verification with Fine Mesh 

It was shown in §5.5.3 that there is an agreement between fine mesh and 

the corresponding coarse mesh in terms of the reflection/transmission 

properties. Two-dimensional models were used for that purpose. In this 

section, a comparison between fine and coarse-mesh setups will be 

performed in terms of the shielding effectiveness for a three-dimensional 

model as shown in Figure 6.8. 

 



 
6. Model Evaluation Based on Simulated Results for SE and S21 

 

 135

 

Figure 6.8. The geometry that is used in verifying coarse mesh with fine mesh. 
 

Figure 6.8 represents a closed rectangular cavity with matched (M) 

boundary conditions in the x- and y-dimension side walls. Perfect 

Electric Conductor (PEC) boundary conditions were used for the z-

dimension planes. The digital filter plane splits the cavity into two sub-

cavities; each one has half the original volume. The excitation pulse has 

a Gaussian shape with a time-duration of 132ps and it is linearly-

polarised in z-direction. As indicated in Table 6.1, the coarse 

mesh/digital filter model was derived from the fine mesh configuration 

by scaling up the space discretisation (dl) by a factor of 21. Accordingly, 

the space dimensions were scaled down by the same factor (21 times). It 

was not feasible to scale all the dimensions by 21. This is because of the 

large computation effort that would be produced in the fine mesh model. 

Therefore, this scaling has been applied on x- and y-dimensions only 

because they are more crucial than the z-dimension, which is parallel to 

the excitation polarisation. The highest feasible z-dimension is chosen as 

0.5mm for the fine mesh compared to the coarse mesh of 6.3mm. 
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It is obvious from Figure 6.9 that there is a good agreement up to around 

8GHz after which a difference of about 2dB of shielding effectiveness is 

introduced. 

 

Figure 6.9. The magnitude of shielding effectiveness of a fine mesh 
conventional setup and its corresponding coarse mesh setup after using a digital 
filter to represent the embedded material. 
 

Parameter Fine mesh Coarse mesh/DF 
NT 131072 
NX.NY.NZ 882 x 441 x 5 42 x 21 x 3 
dl (mm) 0.1 2.1 
dt (ps) 0.166782 3.50242 
Excitation signal Gaussian pulse at z 
Excitation point (220,115,1) (10,5,1) 
Number of poles n/a NPr=3 ;  NPt=5 
σ (S/m) Cascade 0.5k + 1k 
Ld (mm) Cascade 1 + 1 
εr 5 
Receiving point (661,325,1) (31,15,1) 

Table 6.1. The simulation settings that produced Figure 6.9. 
 

6.4 Shielding Effectiveness Simulation 

A conductive box with one face including a panel made of a dielectric 

lossy material is simulated as illustrated in Figure 6.10. The aim is to 

find the shielding effectiveness of the box and the panel. In the following 
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sections, the effect of the material conductivity, panel dimensions, mesh 

size, excitation, position of the receiving point, and the panel thickness 

will be discussed. 

 

 

Figure 6.10. The setup that represents the model of the conductive box with the 
lossy material square panel on one face. 
 

 

6.4.1 The Effect of Panel Material Conductivity 

The geometry shown in Figure 6.10 has been used as a template to 

model the effect of the material conductivity. Figure 6.11 illustrates the 

shielding effectiveness for six different values of conductivity ranging 

between 500 S/m and 8000 S/m. In addition to that, the bottom curve 

shows the case when removing the panel from its window leaving a 

“free-space aperture”. These seven models share the simulation 

parameters stated in Table 6.2. 
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Figure 6.11. The shielding effectiveness of the box shown in Figure 6.10 with 
78mm-by-78mm panel made of six different conductivities. The shielding 
effectiveness of an aperture window in the place of the panel is shown for 
comparison. 
 

Parameter Shared settings 
NT 131072 
NX.NY.NZ 49 x 49 x 19 
dl (mm) 6.0 
dt (ps) 10.0069 
Excitation with polarisation Gaussian pulse at z 
Excitation plane 68 x 0 x 38 
Number of poles NPr=5 ;  NPt=6 
Ld (mm) 0.5 

εr 5 

Receiving point (34,34,10) 

Table 6.2. The simulation settings that produced Figure 6.11. 
 

As it is expected, the higher the conductivity is, the higher the shielding 

effectiveness will be. The analytic values of the resonant frequencies are 

shown in a form of short vertical lines at the relevant frequencies. The 

conductivity value affects the shielding effectiveness such that doubling 

the conductivity means adding 6 dBs on the shielding effectiveness. This 

is noticeable when checking, for example, the difference between the 

1000 S/m and the 2000 S/m curves. Moreover, it is clear that increasing 
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the conductivity from 6500 S/m to 8000 S/m have a smaller effect on SE 

when compared to increasing the conductivity from 1000 S/m to 2000 

S/m. This point is important when considering the trade off between 

increasing the conductivity (which is accompanied with a high cost) and 

the gain in the corresponding SE. The aperture curve can be regarded as 

a reference curve from which the shielding effectiveness can be 

determined for certain conductivity at a given frequency. 

 

6.4.2 The Effect of Panel Dimensions 

Last section has discussed changing the material conductivity for a given 

geometry. This section discusses changing the window dimensions for a 

given material. Three different dimensions will be applied here as shown 

in Figure 6.12. 

 

 

Figure 6.12. The geometry of Figure 6.10 in three different sizes for the panel. 
 

These three boxes are modelled with the same conductivity (9000 S/m) 

for the panel material. Figure 6.13 shows the shielding effectiveness for 

the three cases with and without the presence of their panels. Table 6.3 

states the simulation parameters common by the three models. 
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Figure 6.13. The shielding effectiveness of three different sizes of a panel made 
of conductivity of 9kS/m compared to the corresponding cases with no panels, 
which can be considered as air windows. 
 
 
 

Parameter Shared settings 
NT 131072 
NX.NY.NZ 147 x 147 x 59 
dl (mm) 2.0 
dt (ps) 3.33564 
Excitation signal Gaussian pulse at z 
Excitation plane (166 x 0 x 79) 
Number of poles NPr=5 ;  NPt=6 

σ (S/m) 9000 

Ld (mm) 0.5 

εr 5 

V point (83,83,10) 

Table 6.3. The simulation settings that produced Figure 6.13. 
 

As shown in Figure 6.13, the larger the window allows for higher field 

intensity to go through inside the box. This means a smaller shielding 

effectiveness than the case of smaller window. Table 6.4 indicates the 

area of each window along with one sample of shielding effectiveness 

taken at 1GHz. 
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Window name Dimensions 
(mm) 

Area 
(m2) 

|SE| @ 1GHz (dB) |SE| gain 
(dB) No panel With panel 

Small window 50 x 50 0.0025 25.09 88.43 63.34 
Large window 78 x 78 0.006084 11.85 81.12 69.27 
Face window 294 x 118 0.034692 -0.70 69.95 70.65 

Table 6.4. The features of the three windows used to produce Figure 6.13. 
 

The effect of the panel presence. Figure 6.13 shows that the introduction 

of the panel has made a dramatic improvement to the shielding 

capability. The improvement is around 65dB. Table 6.4 shows that at 

1GHz, the shielding effectiveness gets better improvement when 

introducing the panel in the larger window. It is also clear that the SE 

curve of the face window with no panel has no noticeable resonant-

frequency spikes. This is because with the case of an air-window, the 

concept of a cavity is not valid any longer. 

 

The effect of the panel size. For the next analysis, the shielding 

effectiveness at the frequency of 1GHz will be considered. From Table 

6.4, one can relate the area multiplier (the ratio between two areas) to the 

SE improvement as follows. 

320.231.743360.2 ≡ →= dB
A
A byimprovedSE

S

L  

618.317.1170217.5 ≡ →= dB
A
A byimprovedSE

L

F  

395.848.188768.13 ≡ →= dB
A
A byimprovedSE

S

F  

where AF, AL, and AS are the areas of the face window, large window, 

and the small window respectively. These three observations can form 

three points in the plot shown in Figure 6.14. Since an “original” 
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window area (multiplied by one) has no SE improvement (SE is 

improved by one time) then a fourth point can be added as (1,1), as 

shown in Figure 6.14. Linear fitting has been applied to these four points 

with R-squared value of 0.9941 indicating a good fitting. This implies 

that at 1GHz for the case under discussion, if the panel area is multiplied 

by mA, the shielding effectiveness (in ratio form) can increase by mS 

times, following the equation 

)9.6(6244.05577.0 += AS mm  

 

 

Figure 6.14. The almost linear relationship of the improvement in the SE versus 
the multiplier of the panel area for the geometry shown in Figure 6.12 when 
analysed at 1GHz. 
 

6.4.3 The Effect of Mesh Size 

The geometry shown in Figure 6.10 is used to model a half-millimetre 

thick panel in its window with conductivity of 6500 S/m. The space 

discretisation parameter (dl) has been chosen to take six values ranging 

between 2.0mm and 8.9mm. Table 6.5 indicates the space- and time-step 
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for each model along with the box dimensions, excitation and receiving 

point coordinates.  

 

dl 
(mm) 

dt 
(ps) NX.NY.NZ Excitation 

plane 
Receiving 
point 

2.0 3.33564 147 x 147 x 59 166 x 0 x 79 (83,83,10) 
4.7 7.78316 63 x 63 x 25 82 x 0 x 44 (41,41,10) 
5.2 8.60244 57 x 57 x 23 76 x 0 x 42 (38,38,10) 
6.0 10.0069 49 x 49 x 19 68 x 0 x 38 (34,34,10) 
7.2 11.9595 41 x 41 x 17 60 x 0 x 36 (30,30,10) 
8.9 14.8588 33 x 33 x 13 52 x 0 x 32 (26,26,10) 

Table 6.5. The dimensions used to test the effect of the mesh size. 
 

Figure 6.15 illustrates the shielding effectiveness for these six cases of 

space discretisation coarseness. As can be seen, the change of space step 

(dl) did not change the main features and pattern in the SE performance. 

The slight changes are partially due to the difficulty to model exactly the 

same dimensions of the box. In this way, larger error will be introduced 

with coarser space discretisation. Table 6.6 indicates the settings that all 

these six models share. 

 

Figure 6.15. The shielding effectiveness of 78mm-by-78mm panel simulated 
using six values of mesh size (dl). The conductivity is 6500 S/m. 
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Parameter Shared settings 
NT 131072 
Excitation signal Gaussian pulse at z 
Number of poles NPr=5 ;  NPt=6 

σ (S/m) 6500 

Ld (mm) 0.5 

εr 5 

Table 6.6. The simulation settings that produced Figure 6.15. 
 

This slight difference in the SE is a sacrifice of savings in the 

computation effort in terms of memory and time. It is clear from Table 

6.7 that it is possible (for this setup) to reduce the run time to less than 

10 per cent if a space step of 6mm is used instead of 2mm. 

 

dl 
(mm) 

Elapsed time 
scaled by the 
finest run 

8.9 4.6% 
7.2 6.2% 
6.0 8.6% 
5.2 11.6% 
4.7 14.3% 
2.0 100.0% 

Table 6.7. The elapsed time for the different space resolutions used to study the 
effect of space resolution. 
 

 

6.4.4 The Two-Phase Observation 

Throughout the series of simulation that were undertaken in this study, a 

number of observations have been made. This section will discuss a case 

that occurred when modelling a three-dimensional conducting box with 

one face replaced with a dielectric panel. With the absence of aperture 

effect, the main trend of shielding effectiveness (SE) starts with a 

positive value in dBs and increases with frequency as shown in Figure 

6.16(a). This section is related to the case when SE behaviour is split into 

two different states or “phases”. The first one takes aperture-like 
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behaviour with almost no variations then drops down in the SE in a 

sudden decrease to start the second phase. The second phase represents a 

diffusion-like behaviour which increases with frequency as illustrated in 

Figure 6.16(b). In this study, the frequency at which the two phases 

(behaviours) meet will be referred to as the split frequency, or fsp. Notice 

that Figure 6.16 represents only the general trend so it does not show the 

resonant frequencies. 

<

E<

=��
>

<

E<

=��
>

 

Figure 6.16. The general trend of the magnitude of shielding effectiveness in 
dBs against frequency for: (a) a typical case and (b) a case of the two-phase 
observation. 
 

 

The base model for this observation is shown in Figure 6.17, which is a 

conductive box with one of its faces replaced with a dielectric panel of 

dimension of 300mm by 150mm. The excitation point is located inside 

the box near one of its corners. The receiving point is outside the box. 
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Figure 6.17. The geometry that shows the two-phase observation. Here, the 
excitation is shown in z polarisation. 
 

6.4.4.1 The Effect of Excitation on SE components 

In this section, the three components of the shielding effectiveness will 

be studied when changing the excitation polarisation. In rectangular 

coordinate, the SE can be represented by its three components given by 
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6.4.4.1.1 X-Polarised Excitation 

The excitation polarisation is set with the maximum dimension of the 

box. The simulation settings were applied as stated in Table 6.8. Figure 

6.18 demonstrates the general trend which manifests the two-phase 
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behaviour pointed to in Figure 6.16(b). The split frequency is found to be 

1.5997GHz, which is the resonant frequency of TE011 mode. 

 

 

Figure 6.18. The shielding effectiveness in its three components in the x-, y-, 
and z-directions when the excitation electric field is linearly polarised in x 
direction. 
 

 

By taking a close view of the first 2GHz of Figure 6.18, the three 

components of SE can be clearly seen in Figure 6.19. The SEx 

component shows the highest change when going from the aperture 

phase to the diffusion phase.  
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Figure 6.19. The frequencies up to 2GHz of the lower frequencies shown in 
Figure 6.18. 

Parameter Shared settings 
NT 262144 
NX.NY.NZ 100 x 40 x 50 
dl (mm) 3.0 
dt (ps) 5.00346 
Excitation with polarisation Gaussian pulse at x 
Excitation point (15,15,15) 

σ (S/m) Cascade 500 +1000 

Number of poles NPr=3 ;  NPt=5 
Ld (mm) Cascade 1 + 1 

εr 5 (for both) 

Receiving point (90,60,40) 

Table 6.8. The simulation settings that produced Figures 6.18 and 6.19. 
 

 

6.4.4.1.2 Y-Polarised Excitation 

The excitation polarisation is set along with the minimum dimension of 

the box. The simulation settings were applied as stated in Table 6.9. 

Figure 6.20 demonstrates the general trend, which manifests the two-

phase behaviour. The split frequency is found to be 1.1173GHz, which is 

the resonant frequency of TE101 mode. 
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Figure 6.20. The shielding effectiveness in its three components in the x-, y-, 
and z-directions when the excitation electric field is linearly polarised in y 
direction. 
 

Figure 6.21 shows the first 2GHz of Figure 6.20. Here, the SEy 

component shows the highest change when going from the aperture 

phase to the diffusion phase.  

 

Figure 6.21. The frequencies up to 2GHz of the lower frequencies shown in 
Figure 6.20. 
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Parameter Shared settings 
NT 131072 
NX.NY.NZ 100 x 40 x 50 
dl (mm) 3.0 
dt (ps) 5.00346 
Excitation with polarisation Gaussian pulse at y 
Excitation point (15,15,15) 

σ (S/m) Cascade 500 +1000 

Number of poles NPr=3 ;  NPt=5 
Ld (mm) Cascade 1 + 1 

εr 5 (for both) 

Receiving point (90,60,40) 

Table 6.9. The simulation settings that produced Figures 6.20 and 6.21. 
 
 
6.4.4.1.3 Z-Polarised Excitation 

The simulation settings were applied as stated in Table 6.10, which 

differs from Table 6.8 and Table 6.9 with only the polarisation of the 

excitation source. Figure 6.22 demonstrates the general trend, which 

manifests the two-phase behaviour up to 10GHz. The split frequency is 

found to be 1.3454GHz, which is the resonant frequency of TE110 mode. 

 

Figure 6.22. The shielding effectiveness in its three components in the x-, y-, 
and z-directions when the excitation electric field is linearly polarised in z 
direction. 
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Figure 6.23 shows the first 2GHz of Figure 6.20. Here, the SEz 

component shows the highest change when going from the aperture 

phase to the diffusion phase.  

 

Figure 6.23. The frequencies up to 2GHz of the lower frequencies shown in 
Figure 6.22. 

Parameter Shared settings 
NT 131072 
NX.NY.NZ 100 x 40 x 50 
dl (mm) 3.0 
dt (ps) 5.00346 
Excitation with polarisation Gaussian pulse at z 
Excitation point (15,15,15) 

σ (S/m) Cascade 500 +1000 

Number of poles NPr=3 ;  NPt=5 
Ld (mm) Cascade 1 + 1 

εr 5 (for both) 

Receiving point (90,60,40) 

Table 6.10. The simulation settings that produced Figures 6.22 and 6.23. 
 

6.4.4.1.4 Discussion 

It has been found that the split frequency (fsp) is the frequency of mode 

TE011, TE101, and TE110 for excitation polarised in x, y, and z 

respectively. This result was verified with other different setups. This 

observation will be discussed further in §6.4.4.4. It is found that the split 
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frequency value can be controlled only by the excitation polarisation 

regardless of the box physical size, the panel material, the excitation 

pulse shape, the position of the excitation point and the position of the 

receiving point. 

 

6.4.4.2 The Position of the Receiving Point 

In this section, shielding effectiveness will be discussed when obtained 

at points that are located in different positions. Instead of using one field 

point (as in Figure 6.17), thirty six field points have been used to find the 

SE. These points are arranged in a form of three-dimensional array of 

size 9 x 2 x 2 as shown in Figure 6.24. The field points shown in blue 

and red represent the points within plane y=60dl and y=70dl 

respectively. All these points share the settings that are stated in Table 

6.11. 

 

Figure 6.24. Geometry showing the positions of the 36 points that were used to 
measure the shielding effectiveness at. 
 

Figure 6.25 shows the SE for the lower nine field points of the red group. 

The two-phase feature is still present in the SE for all these positions. 

Besides, it shows that at low frequencies, the SE increases when going 

farther from the excitation source. 
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Figure 6.25. The shielding effectiveness of the line of receiving points that lies 
at y=70dl, z=40dl, and extends from x=20dl to x=100dl. 
 

Parameter Shared settings 
NT 131072 
NX.NY.NZ 100 x 40 x 50 
dl (mm) 3.0 
dt (ps) 5.00346 
Excitation with polarisation Gaussian pulse at z 
Excitation point (15,15,15) 

σ (S/m) Cascade 500 +1000 

Number of poles NPr=3;  NPt=5 
Ld (mm) Cascade 1 + 1 

εr 5 (for both) 

Table 6.11. The simulation settings that produced Figures 6.25 and 6.26. 
 

 

Figure 6.26 shows the contour lines of SE against x-axis distance 

(measured in dl) and frequency (measured in GHz). With this full-scale 

plot, one can see the gradual increase of the SE with frequency up to 

10GHz. Moreover, the variation of SE with the distance in the x-axis is 

small in general. 
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Figure 6.26. The shielding effectiveness (SE) of the line of receiving points that 
lies at y = 70dl, z = 40dl, and extends from x = 20dl to x = 100dl. The SE 
contours are plotted versus frequency and the position of the receiving point 
with respect to the origin point of the object geometry. The SE is plotted in dB. 
 

6.4.4.3 Face-Current Distribution 

In an attempt to understand the SE pattern, the surface currents have 

been plotted on the outside face of the panel. Surface current can be 

evaluated from the knowledge of the magnetic field as [6.6] 

)12.6(ˆ HnJ ×=  

where J is the current density vector in A/m2, n̂ is a unit vector normal 

and outwardly directed from the cavity walls, and H is the magnetic 

field intensity vector in A/m. 

The next three figures show the surface current on the panel face for 

three different frequencies. The shared settings for the three cases are 

indicated in Table 6.12. The surface current vector-field is represented 

by line segments with their length represents the strength of the field. 

They are pointing towards the direction of the surface current that can be 
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found from equation (6.12). For clarity, the arrows of these line 

segments are not shown. However, the direction is towards increasing x 

and decreasing z. 

Parameter Shared settings 
NT 131072 
NX.NY.NZ 100 x 40 x 50 
dl (mm) 3.0 
dt (ps) 5.00346 
Excitation with polarisation Sinusoidal at y 
Excitation point (15,15,15) 

σ (S/m) Cascade 500 +1000 

Number of poles NPr=3 ;  NPt=5 
Ld (mm) Cascade 1 + 1 

εr 5 (for both) 

Receiving points Panel face (99 x 0 x 49) 

Table 6.12. The simulation settings that produced Figures 6.27, 6.28, and 6.29. 
 

 

6.4.4.3.1 Frequency is higher than Split Frequency 

The frequency for the first case (illustrated in Figure 6.27) was chosen 

such that it is higher than the split frequency relevant to the excitation 

wave. The highest current is directed towards increasing x and it lies 

between two current minima. 

 

 

Figure 6.27. The face current distribution for the case of y-polarised sinusoidal 
excitation at frequency of 1.5GHz which is above the split frequency. 
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6.4.4.3.2 Frequency is the Split Frequency 

The frequency for the second case (illustrated in Figure 6.28) is the split 

frequency relevant to the excitation wave. The current distribution is 

symmetric around the central point where a current minimum is shown. 

This symmetry is expected since the split frequency is the resonant mode 

TE101. This means that this frequency develops one half of a wavelength 

in both x- and z-dimension. The highest current is directed towards 

decreasing z and it lies at the middle value of the x dimension of the box. 

 

Figure 6.28. The face current distribution for the case of y-polarised sinusoidal 
excitation at frequency of 1.1173GHz which is the split frequency. 
 

6.4.4.3.3 Frequency is lower than Split Frequency 

The frequency for the third case (illustrated in Figure 6.29) was chosen 

such that it is lower than the split frequency relevant to the excitation 

wave. There is a current-minimum centred 8cm from the box edge nearer 

to the excitation. High current is found directed towards decreasing z and 

it lies at 7.5cm distance from the box edge that is nearer to the excitation 

point. High current can also be observed, which is directed towards 

increasing x at 6cm in z dimension. 
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Figure 6.29. The face current distribution for the case of y-polarised sinusoidal 
excitation at frequency of 0.7GHz which is below the split frequency. 
 
6.4.4.4 The Panel Thickness to the Cavity Dimension 

In a further attempt to find the reason that triggers the two-phase case, 

different thickness of the panel has been applied. Figure 6.30 illustrates 

the geometry that was used for this purpose. The panel dimension is 

30mm x 30mm. Four thicknesses have been applied which are 1mm, 

0.5mm, 0.1mm, and 0.05mm. The source point is inside the box near one 

of its corners and the field point is outside the box. 

 

Figure 6.30. The geometry that is used to test the effect of the panel thickness 
on the two-phase observation. 



 
6. Model Evaluation Based on Simulated Results for SE and S21 

 

 158

Figure 6.31 shows the SE of the four cases of panel thickness. Being 

excited by z-polarised wave, the split frequency is the resonant mode 

TE110 which is 13.4536GHz. It is clear that the four curves can be 

viewed as shifted versions of the same SE pattern for frequencies higher 

than 13GHz. However, the SE for frequencies below 13GHz has a 

different behaviour. The differences in Phase One “the aperture 

behaviour” (below 13GHz) can be observed in the slope of the first rise. 

This slope region is represented by the first 7 GHz. It is obvious from 

Table 6.13 that, in general, this slope increases with increasing the panel 

thickness. 

Ld 
(mm) 

Slope of the first 
rise 

1.0 17.4dB/5GHz 
0.5 6.5dB/5GHz 
0.1 2.1dB/5GHz 
0.05 2.3dB/5GHz 

Table 6.13. Comparison between the four cases of panel thickness based on the 
slope of the first rise. 

 

 

Figure 6.31. The magnitude of shielding effectiveness for four different cases 
of thickness for panels in the same conducting box.  
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Table 6.14 states the settings that these four cases share. 

Parameter Shared settings 
NT 131072 
NX.NY.NZ 30 x 12 x 30 
dl (mm) 1.0 
dt (ps) 1.66782 
Excitation with polarisation Gaussian pulse at z 
Excitation point (15,15,15) 

σ (S/m) 1000 

εr 5 

Receiving point (30,32,20) 

Table 6.14. The simulation settings that produced Figure 6.31. 
 

Table 6.15 indicates the differences in the number of poles for the 

designed digital filters used to model the relevant panel thickness. 

Ld (mm) NPr NPt 
1.0 3 3 
0.5 3 3 
0.1 1 1 
0.05 1 1 

Table 6.15. The number of poles for the reflection- and transmission parameters 
of the used digital filters with these four panel thicknesses. 
 
From the above discussion, one can conclude that Phase One can 

represent aperture behaviour when the thickness of the panel is made 

smaller for a given cavity dimensions. By increasing the panel thickness, 

Phase One starts to form a continuation of the diffusion part. This is 

manifested by the tendency of gradual increase of the SE with frequency. 

 

6.5 Transmission Simulation 

While §6.4 is concerned with the shielding effectiveness, this section 

will study more directly the transmission parameter S21 of the S-matrix. 

In this way, two S21 curves can be obtained for each setup. One is for the 

panel case (referred to as S21
panel) and the other is for the reference case 

(referred to as S21
ref). They are given by 
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where the units are in dBs. The output voltages Vout
panel and Vout

ref are for 

the cases: with the panel and without the panel respectively. The source 

voltage is denoted as VS. 

This section is based on the geometry shown in Figure 6.32. This is a 

closed rectangular cavity of conducting walls. The dielectric material is 

splitting the cavity into two halves. The excitation source lies in the left-

hand side and the testing point lies in the right-hand side. The source and 

the field point were replaced with monopoles in some stages as will be 

demonstrated in §6.5.2. 

 

 

Figure 6.32. The geometry that is used to find the S21 parameter for different 
material types and monopoles. 
 

6.5.1 The Space Resolution 

When modelling panels using digital filters, the space resolution (dl) has 

a lower limit as well as an upper limit. These two limits were set in 
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equation (5.5) in §5.2.2 and they are restated in equation (6.3) in 

§6.2.1.2.1. According to the minimum limit in this equation, better 

accuracy can be achieved when the space resolution (dl) is set to be at 

least five times larger than the panel thickness. 

Figures 6.33 and 6.34 show the case of modelling a panel of thickness 

0.5mm using two values of space step (dl). 

1) dl = 2Ld = 2(0.5) = 1mm 

2) dl =  5.92405Ld = 5.92405(0.5) = 2.962025mm 

The consequences of the difference in space step are indicated in Table 

6.16. Figure 6.33 represents the panel S21 parameter that is defined by 

equation (6.13). It is clear that the position of some resonant frequencies 

is not accurate in the case of small space step (dl=1mm). This accuracy 

is enhanced when going for the coarser space step (dl=2.962025mm). 

This result has been discussed in §3.9 with Figure 3.5. 

 

Figure 6.33. The magnitude of S21 parameter for the panel case of conductivity 
of 20k S/m showing the effect of reducing the space step beyond the 
recommended limit. Too small space step leads to modelling errors. 
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Parameter Blue curve Red curve 
NT 1048576 524288 
NX.NY.NZ 78 x 37 x 18 234 x 109 x 55 
dl (mm) 2.962025 1.0 
dt (ps) 4.94013 1.66782 
Excitation with polarisation Gaussian pulse at z 
Excitation plane 3 x 3 x 1 11 x 11 x 1 

σ (S/m) 20000 

Number of poles NPr=6 ;  NPt=9 
Ld (mm) 0.5 

εr 5 

Receiving point (73,18,16) (219,54,53) 

Table 6.16. The simulation settings that produced Figures 6.33 and 6.34. 
 

Figure 6.34 represents the reference S21 parameter that is defined by 

equation (6.14). As with the panel S21, the representation of some 

resonant frequencies is not as accurate as in the case of coarser space 

step.  

 

Figure 6.34 The magnitude of S21 parameter (without the presence of the panel) 
showing the effect of reducing the space step beyond the recommended limit. 
 

6.5.2 The Effect of Monopoles 

In this section, the geometry of Figure 6.32 will be used to get the 

reference S21 (no panel) with different configurations for the transmitting 

and receiving monopoles. The purpose of this section is to investigate 

the effects of changing the configuration of the transmitting and 
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receiving antennas. The settings that are stated in Table 6.17 were 

applied on the models in this section. Figure 6.35 represents the case 

when the transmitting element is identical to the receiving element. This 

figure shows the effect when replacing the isotropic point source and the 

field point by wire monopoles of different lengths. There are three 

effects for changing the monopole length. 

1) The amplitude of the resonant frequency peaks. These amplitudes 

are close to zero dB when using monopoles while they are lower 

in the case of the point source/receiving points. 

2) The difference between the peaks and troughs. This difference is 

smaller when the wire monopole is longer. 

3) The resonant frequencies. Their representation gets some error 

from the analytic values, which are shown as vertical lines. This 

error increases noticeably with using longer monopoles. 

Moreover, this error increases more noticeably with higher 

frequencies. 

 

Figure 6.35. The magnitude of S21 for three different lengths of wire monopoles 
compared with the case of point source/receiving field point. All curves 
represent the reference case, i.e., without the presence of the panel. 
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Parameter Shared settings 
NT 131072 
NX.NY.NZ 80 x 39 x 20 
dl (mm) 3.0 
dt (ps) 5.00346 
Excitation with polarisation Gaussian pulse at z 

Table 6.17. The simulation settings that produced Figures 6.35, 6.36, 6.37, 
6.38, 6.39, and 6.40. 
 

Effects number two and number three are also applicable when using 

volume (thick) monopoles as it is the case with Figure 6.36. Instead of 

wire monopoles, a volume monopole with a cross-sectional area of 3dl 

by 3dl is used here, where dl = 3mm. 

 

 

Figure 6.36. The magnitude of S21 (without the presence of the panel) for two 
different lengths of thick monopoles. 
 

Figure 6.37 compares between the cases of the wire monopole and that 

of the volume monopole of the same length. It can be seen that the wire 

monopole produces more accurate result in terms of the resonant 

frequencies. 
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Figure 6.37. The magnitude of S21 (without the presence of the panel) for two 
33-mm monopoles. One is wire monopole and the other has a cross section of 
9mm-by-9mm. 
 
Figure 6.38 shows the case when the transmitting and receiving elements 

are not identical. It shows the effect when swapping the transmitting 

wire monopole with the receiving field point. One case seems like a 

shifted version of the other. The difference between the two curves is in 

terms of 111dB.  

 

Figure 6.38. The magnitude of S21 for two cases of different excitation antennas 
and different receiving antennas. This was obtained by interchanging an 
isotropic antenna with a wire monopole in the reference case. 
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Figure 6.39 demonstrates the case when changing the position of the 

volume monopoles inside the cavity by one or two space steps (dl). 

Three trials of different monopole positions are simulated such that the 

three of them keep the distance between the two monopoles fixed. As a 

result, the S21 curve for the three setups is almost the same. However, 

there is a small difference from the original setup (called “reference” in 

Figure 6.39) between 1.5GHz and 1.7GHz. 

 

 

Figure 6.39. The magnitude of S21 (without the presence of the panel) showing 
the effect of changing the positions of the two volume monopoles in x 
dimension while keeping the distance between them fixed as in the reference 
case. 
 

Figure 6.40 shows other setups of relocating the positions of the two 

monopoles, however, this time the monopoles are shifted in y dimension 

as well. The conclusion here is that unless the monopole is shifted in 

both x and y, the effect of this relocation on the S21 is negligible. The S21 

curve is not sensitive to a change of monopoles by one or two space step. 



 
6. Model Evaluation Based on Simulated Results for SE and S21 

 

 167

 

Figure 6.40. The magnitude of S21 (without the presence of the panel) showing 
the effect of changing the positions of the two volume monopoles in x and y 
dimensions. 
 

The summary of what has been discussed in this section is that three 

forms of antennas (isotropic, wire monopole, and volume monopole) 

were used as transmitting and receiving antennas to investigate their 

effects on the final S21 pattern. The slight change of the antenna position 

was also modelled by shifting the antenna position in x- and y-direction. 

It was shown that in general the volume monopole has less sharp 

features in the S21 pattern. This is due to its Q factor which is lower than 

that of wire monopole. Also, it was noticed that the same effect of less 

sharp features can occur when using longer monopoles even if they are 

wire monopoles. Moreover, it was observed that by using longer 

monopole, high resonant-frequencies are shifted to frequencies which are 

higher than their analytic frequencies. The importance of the results in 

this section is to get a sufficient confidence when modelling the real 
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setup that was used in the laboratory. This is because the exact modelling 

of the real monopoles (in terms of size and position) is not always 

possible when applying a coarse space step (dl). Also, this gives an idea 

of the effect of replacing the ideal isotropic antennas with practical 

monopoles and thus may explain the differences observed between 

measurements and simulations. 

 

6.5.3 The Effect of Panel Material 

Using the same geometry in Figure 6.32, panels with different material 

conductivities were modelled. The relevant S21 curves are shown in 

Figure 6.41. The vertical lines represent the resonant frequencies of this 

model. These resonant frequencies are corresponding to a cavity that has 

half the volume of the whole cavity illustrated in Figure 6.32. This is 

because (as mentioned in the beginning of §6.5) this panel halves the 

cavity into two identical cavities. To understand Figure 6.41, equation 

(6.13) needs to be revisited. For a given source voltage, the higher the 

conductivity is, the weaker (lower) the output voltage at the receiving 

monopole and hence the smaller the value of the S21 parameter. Based on 

this, Figure 6.41 can be analysed as follows. Increasing the material 

conductivity of the panel does not affect the main features. However, it 

is clear that the smaller the conductivity is, the closer the behaviour will 

be to a “free-space-like window” and hence the closer the behaviour to 

mimic an aperture. This pattern is manifested in the lower conductivity 

curves, where the S21 curves fluctuate around a rather constant value. On 

the other hand, when using higher values of conductivity, we notice a 
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gradual deviation from the low-conductivity curves. This diversion 

increases with frequency. This is demonstrated in Figure 6.41 by 25.3dB 

difference at 1GHz against 69.1dB difference at 10GHz when checking 

the difference between the 5k S/m curve and the 20k S/m curve. 

 

 

Figure 6.41. The transmission s-parameter for a material with sixteen different 
conductivities that ranges from 5k S/m to 20k S/m. 
 

 

Figure 6.42 shows the lower frequency part of Figure 6.41. It can be seen 

sometimes, that by changing the position of the source, we start to see 

some new resonant frequencies. However, this is not the situation here 

where the material conductivity is changed. 
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Figure 6.42. The first 5GHz of Figure 6.41 Shown above. 
 

 

Table 6.18 indicates the shared simulation parameters for the sixteen 

models, while Table 6.19 states the differences of the number of poles 

that were used in designing the relevant digital filters. 

 

Parameter Shared settings 
NT 1048576 
NX.NY.NZ 78 x 37 x 18 
dl (mm) 2.962025 
dt (ps) 4.94013 
Excitation with polarisation Gaussian pulse at z 
Excitation plane 3 x 3 x 1 
Ld (mm) 0.5 

εr 5 

Receiving point (73,18,16) 

Table 6.18. The simulation settings that produced Figures 6.41 and 6.42. 
 

σσσσ 
(kS/m) 

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

NPr 4 5 5 6 5 6 6 6 6 6 6 6 6 6 6 6 
NPt 5 6 6 6 6 7 7 7 7 7 8 8 8 9 9 9 
Table 6.19. The number of poles for the reflection- and transmission-
coefficients used to design the digital filters of the above-mentioned 
conductivities. 



 
6. Model Evaluation Based on Simulated Results for SE and S21 

 

 171

6.6 Summary 

This chapter has presented some representative results of the simulation 

work that took place in this study. It explained the setting of the 

simulation parameters. The post-processing aspects are clarified in terms 

of getting the right frequency range and finding the resonant frequencies. 

Results started by the verification of the coarse mesh/digital filter model 

with the conventional fine mesh. The rest of the results are divided 

mainly into two cases. The first is modelling the shielding effectiveness 

where the effect of a number of parameters has been investigated along 

with noticeable features. The second case is modelling a transmission 

through a panel that lies inside a closed cavity. The effect of setup 

parameters has been explained using some sample results. Some of the 

practical issues concerned with modelling and measurement were also 

discussed as they affect comparisons. 

 

References 

[6.1] J.D. Paul, C. Christopoulos, and D.W.P. Thomas, A 3-D Time-

Domain TLM Electromagnetic Field Solver: regSolvel. University of 

Nottingham, Nottingham, 2008. 

[6.2] MathWorks Matlab version 7.0.0.19920 (R14), produced in May, 6 

2004. http://www.mathworks.co.uk/products/matlab/ 

[6.3] J.L. Herring, Developments in the Transmission-Line Modelling 

Method for Electromagnetic Compatibility Studies. PhD thesis, The 

University of Nottingham, Nottingham, 1993 (section 4.2). 

http://www.mathworks.co.uk/products/matlab/


 
6. Model Evaluation Based on Simulated Results for SE and S21 

 

 172

[6.4] S.Y. Liao, Microwave Devices and Circuits. Prentice-Hall, N.J., 3rd 

ed., 1990. 

[6.5] D.K. Cheng, Fundamentals of Engineering Electromagnetics. 

Addison-Wesley, Reading, 1993. 

[6.6] J. Helszajn, Microwave Engineering: Passive, Active and Non-

reciprocal Circuits. McGraw-Hill, London, 1992. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

 

7 
 
Experimental Results 

 

 

 
7.1 Introduction 
7.2 Types of Measurements 
7.3 Experimental Setup 
7.4 Measurement Procedure 
7.5 Measurement Results 
7.6 Validation of Simulation 
7.7 Validation with Drude Model 
7.8 Summary 
References 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
7. Experimental Results 

 

 174

This chapter is dedicated to presenting the results that were obtained 

using laboratory setups in an attempt to validate the simulation results 

that are presented in Chapter 6. At the beginning, a brief review of the 

main methods of measurements is presented. 

 

7.1 Introduction 

Experimental work is necessary for verifying the models that were 

derived by simulation work. This kind of verification is necessary to 

check whether any important parameters were not taken into 

consideration when designing the model. Throughout this study, 

experimental work helped in making a number of amendments to the 

model. Laboratory work is not without difficulties. A number of 

experimental setups were tried before reaching the setup that will be 

presented in this chapter. Laboratory work was performed in the 

microwave laboratory of the department of Electrical and Electronic 

Engineering.  

 

7.2 Types of Measurements 

Microwave techniques for material characterisation differ according to a 

number of factors [7.1 to 7.6]. These factors include the material 

parameter to be measured, the degree of accuracy, the required 

frequency range, the material thickness, and the conductivity of the 

material. Microwave methods for material characterisation can be 

divided into two categories.  
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1. Resonant methods. These are recommended whenever an 

accurate knowledge of dielectric properties is required at specific 

frequency(s). 

2. Non-resonant methods. These are suitable to obtain a general 

knowledge of the electromagnetic properties over a frequency 

range. 

Since this study is concerned with modelling materials over a frequency 

range then the non-resonant methods are more suitable. A closer look to 

the non-resonant methods reveals two sub-categories: 

1. Reflection methods. As the name indicates, in these methods, 

electromagnetic waves are directed towards the material and the 

properties of this material are deduced from the reflection 

coefficient. This means that no transmission is involved here. 

2. Transmission/reflection methods. In these methods, the material 

is inserted in a piece of transmission line and the properties of the 

material are deduced by the reflection from the material and the 

transmission through the material. 

The latter method is the closest to this study. Reference [7.2] has 

discussed four types under the transmission/reflection methods. These 

types are stated as follows. 

1. Coaxial air-line method. This method requires a toroidal-shaped 

sample material to be inserted between the inner and outer 

conductors of a coaxial line. This method can cover a wide range 

of frequencies. However, the material sample needs to be 

fabricated in a way that it fits into the coaxial structure. This 
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process should be precise to avoid air gaps that can cause large 

uncertainties in the measurement results. 

2. Hollow metallic waveguide method. This method utilises a 

rectangular or circular metallic waveguide. With the use of 

rectangular waveguide, material sample can be fabricated easier 

than the coaxial air-line method. However, it does not support a 

frequency range as wide as the coaxial air-line. Moreover, it has a 

limited use with the inhomogeneous materials. This is because of 

the unwanted higher-order modes that can be excited at an air 

dielectric interface [7.2]. 

3. Surface waveguide method. This method uses rectangular or 

circular dielectric waveguide. In this method, the sample 

transverse dimension must be greater than or equal to the 

transverse dimension of the waveguide. 

4. Free space method. This method involves using two precision 

horn lens antennas with far-field focus ability. In this case, there 

is no need to reshape the sample. Moreover, since it is contact-

free method, it can be used to measure samples under special 

conditions. Furthermore, no higher-order modes are generated. 

Taking into account the availability of equipment and tools, the hollow 

metallic waveguide method can be regarded as the closest method to the 

one that was used in this study. Therefore, a brief description to this 

method will be presented before proceeding on with the experimental 

setup. The hollow-metallic waveguide method is used to find the 

material characteristics. In this method, the material under test is inserted 
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in a piece of waveguide (Figure 7.1), and the properties of the material 

are deduced on the basis of the reflection from the material and the 

transmission through the material [7.2, 7.3, 7.5]. 
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Figure 7.1. The configuration of the hollow-metallic waveguide method. 
 

 

This method is widely used in the measurement of the permittivity and 

permeability of low conductivity materials, and it can also be used in the 

measurement of the surface impedance of high-conductivity materials.  

 

 

7.3 Experimental Setup 

The nearest standard to this configuration is the ASTM D4935 [7.7]. The 

setup was built using two identical waveguide-to-coaxial transitions 

(Figure 7.2) with the material sample inserted in between of them. 
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Figure 7.2. A waveguide-to-coaxial transition. Two identical transitions of this 
kind were used to insert the panel in between for this experiment. 
 

 

This transition is of band W with inner dimensions of the following. The 

length is 117mm. Regarding its waveguide side, the width (a) and the 

height (b) are 109.22mm and 54.61mm respectively. The complete setup 

with the inserted panel is shown in the schematic of Figure 7.3. 

The configuration shown in Figure 7.3 can be looked at as the equivalent 

electrical circuit in Figure 7.4. The transmitting antenna is a wire 

monopole with 50-Ohm impedance. The transmitting monopole is 

derived by a source voltage (VS) generating a source current (IS). The 

input voltage (Vi) is the voltage across the transmitting monopole. The 

receiving antenna is also a monopole with 50-Ohm impedance that 

generate a received current (IR) upon receiving the excited pulse. The 

output voltage (Vo) is found as 50IR. 
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Figure 7.3. Side view of the setup that was used to verify the S21 simulation. 
The material sample is shown inserted between the two waveguide-to-coaxial 
transitions. Dimensions stated between parentheses are inner dimensions. All 
dimensions are expressed in millimetres. 
 

 

 

Figure 7.4. Equivalent circuit of the experimental configuration that was used 
in this study. 
 

The approach that was adopted in this study has the following features 

when compared to the hollow metallic waveguide method. 

• Multiple-mode support. The experimental setup in this study can 

work with multiple modes with multiple polarisations, while the 
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hollow metallic waveguide is designed to work with single 

polarisation. Multiple mode coupling was discussed in a number 

of studies [7.8 to 7.10]. This feature can omit the undesirable 

effect of the unwanted higher-order modes that are excited at the 

air-dielectric interface. Being not sensitive to the change of 

polarisation, our method can be used for inhomogeneous 

materials and is perhaps a more thorough test of material 

response. 

 

• Wider frequency range. To ensure the single-mode requirement 

in the hollow metallic waveguide method, the frequency range 

determination should follow the following formula assuming 

TE10 mode, which is dominant mode for the rectangular 

waveguide. 

aa 2<< λ  

where λ is the operating wavelength and a is the inner larger 

dimension of the waveguide cross section. In terms of frequency 

limits, the minimum (cut off) frequency for TE10 mode is given 

by [7.2] 

)1.7(
2a
c

f c =  

while the maximum frequency is given by [7.2] 

)2.7(2max cf
a
c

f ==  

where c is the speed of light in free space which equals 

2.99792458x108 m/s. The frequency range given by equations 
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(7.1) and (7.2) represent the theoretical values. To ensure good 

propagations, about ten per cent of frequency range next to fc and 

fmax is not used. The experimental setup has used the waveguide 

under band W which has its inner larger dimension as 109.22mm. 

This gives a working frequency range 1.7GHz to 2.6GHz using 

the hollow metallic waveguide method. Our method has achieved 

a frequency range of 0.5GHz to 3GHz. The minimum limit was 

set to 0.5GHz since below this frequency, a higher amplification 

is required to produce a non distorted response for S21. 

 

• Cost Implications. Upon setting up the hollow metallic 

waveguide with the material sample, a specific distance (L1 and 

L2) should be assigned before and after the sample as shown in 

Figure 7.5. This distance is required for single mode propagation 

to settle down. On the other hand, our method is more general in 

the sense that it takes account of all generated modes. This is 

because we fit experimental results to a full simulation of the 

experiment setup; therefore we are able to account in the fitting 

process of all modes and other features of the configuration. In 

this way, this method can work with the total received wave 

components (reactive and real component). In this way, there is 

no need for the extra two waveguide sections to let the excited 

wave settle down. 
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Figure 7.5. The hollow metallic waveguide structure showing the 
unavoidable distance L1 + L2 that should be taken into account [7.2]. 

 

 

• Practical excitation. Being more general, our method can model 

an excitation signal that can mimic some practical disturbance 

like the case when an aircraft is hit by a radar signal. In this case, 

real component as well as reactive component are generated. This 

situation cannot be modelled in the hollow metallic waveguide. 

 

However, the hollow metallic waveguide method is more suitable if it is 

required to find the conductivity in a given direction inside the material, 

which is not the case in this study. 

 

 

7.4 Measurement Procedure 

An experimental configuration has been set to conduct the practical 

phase of this study. The apparatus that were used are stated in Table 7.1. 

This experiment was applied on two composite material samples. The 

two samples are referred to as CFC1 and CFC2.  



 
7. Experimental Results 

 

 183

Equipment Description 
Network Analyser Agilent Technologies E5062A 

Frequency range: 300kHz – 3GHz 
RF Amplifier Amplifier Research AR25S1G4A 

44dB, 25W, 800MHz – 4.2GHz 
Attenuator 40dB 
Waveguide-to-coaxial transition Mega Industries standard WR430 
Two different CFC Sample Thickness = 0.5mm each 

Table 7.1. List of the equipments that were used in the experiment. 
 

To measure the S21 parameter for a given setup, the following procedure 

was followed. 

1) Cable calibration. The network analyzer is loaded with 

only the cables of type N-to-N as shown in Figure 7.6. 

The start point and stop point of the network analyzer 

frequency sweep are set to the required values. 

Calibration can then be done by the Calibrate button. 

This step is necessary to take into account any losses that 

are introduced to the circuit by the insertion of the cables. 

 

Figure 7.6. Cable calibration is the first step. 
 

2) Introducing the attenuator. An attenuator set to 40dB is 

inserted in the wave path as shown in Figure 7.7. The 



 
7. Experimental Results 

 

 184

received data by the network analyzer can be saved under 

the name of att.dat. 

 

Figure 7.7. The attenuator is set to 40dB and its transmission 
parameter is measured. 
 

3) Setting the amplifier. An RF amplifier can now be added 

in the place of the N-to-N female connector as shown in 

Figure 7.8. The amplifier must be switched off when 

connected or disconnected. The amplifier gain should be 

set such that the magnitude of S21 displayed by the 

network analyzer shows a smooth curve, i.e., free of 

distortion. 
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Figure 7.8. The amplifier is used to obtain distortion-free 
measurements. 
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4) Network analyzer safety precaution. This step is 

necessary to provide protection for the network analyzer 

especially if the power dissipation of the setup (Figure 

7.3) is not known. After switching off the amplifier, the 

setup can be added to the circuit. This intermediate step is 

illustrated in Figure 7.9. 

 

Figure 7.9. To protect the network analyzer, the setup is 
connected to the measurement circuit before disconnecting the 
attenuator. 
 

The measured S21 can now be observed in the network 

analyzer. If the magnitude of S21 is showing less than the 

attenuator setting (40dB in this illustration), this means 

that removing the attenuator will not apply more than 

1Watt of power on the network analyzer. This is because 

the maximum power rating of the network analyzer is 
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1Watt. On the other hand, if the magnitude of S21 is 

reading more than the attenuator setting, then the 

attenuator needs to be replaced with higher value of 

attenuation. This means repeating step number 2. 

5) Removing the attenuator. After switching off the 

amplifier, the attenuator is disconnected leaving the 

circuit connection as shown in Figure 7.10. The received 

data by the network analyzer can now be saved after 

switching the amplifier on. The data file has the name 

set.dat. 

 

Figure 7.10. The transmission parameter of the setup can now 
be measured after removing the attenuator. 
 

Over a given frequency range, two data files can be obtained from the 

above mentioned procedure. These steps can be repeated to cover 

different frequency range or to find S21 for different material samples. In 
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this study, this procedure was applied on three objects: material sample 

CFC1, material sample CFC2, and the third case is what will be referred 

to as the empty case. This case represents the original setup (Figure 7.3) 

but without the presence of the material sample. This case is important in 

providing a reference case which is required in comparison with the 

simulated reference case. Figure 7.11 shows the actual arrangement that 

was used in the laboratory. 

 

 

Figure 7.11. The final configuration that represents Figure 7.10. 
 

 

7.5 Measurement Results 

The data stored in att.dat file represent the magnitude of S21 in the 

configuration illustrated in Figure 7.7. This means that ideally this 

should be a constant line at 40dB. However, practical RF attenuators 

have a frequency response which is not at the same magnitude over all 
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frequencies. That is the reason of saving this data file. In the ideal case, 

the magnitude of S21 that was measured with the object (Figure 7.10) 

should be shifted down by 40dB to compensate for the attenuation. In the 

practical case, the magnitude of S21 with the object can be added to the 

data saved as att.dat, which are fluctuating close to the -40dB as shown 

in Figure 7.12. 

 

 

Figure 7.12. The magnitude of the S21 for the attenuator over the required 
frequency range. 
 

It is worth mentioning that in the case of measuring S21 for the empty 

cavity object, there is no need to use the amplifier. This means there is 

no need for the attenuator. This is because the network analyzer signal 

will be propagating in free space, and thereby the excited signal will not 

suffer from losses. Figure 7.13 shows the magnitude of S21 for the three 
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cases: material sample CFC1, material sample CFC2, and the empty 

reference case. 

 

Figure 7.13. The magnitude of S21 for the three cases that were used in the setup 
shown in Figure 7.3. 
 

Concerning the S21 curve in the presence of the material, it is clear from 

Figure 7.13 that the S21 curves have almost no distortion at frequencies 

higher than 1.3GHz. This is the result of using the RF amplifier, which 

has amplified the signal that was attenuated by the material panel. This 

case is not applicable in the setup without the material sample i.e., the 

empty case. As expected, the change of the material only shifts the S21 

curve without changing its main features. The difference between the 

two curves is 9.69dB at the curves peaks at 1.897GHz. The peaks of the 

empty reference curve are -0.1951dB, -0.07778dB, and -0.1008dB at 

1.51GHz, 1.897GHz, and 2.488GHz respectively. 
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7.6 Validation of Simulation 

A model has been derived to simulate the experimental setup shown in 

Figure 7.3. Due to its coarse mesh (dl = 2.962025mm), the simulation 

did not represent the actual box precisely. Table 7.2 shows the 

differences between the actual setup that was used in the laboratory and 

the simulation model. 

 

Dimension 
)all in mm( 

Actual laboratory 
configuration 

Simulated 
configuration Error 

Inner length (x) 234.00 231.04 1.3% 
Inner width (y) 109.22 109.59 0.3% 
Inner height (z) 54.61 53.32 2.4% 
Panel thickness 0.50 0.50 0.0% 
Monopole length 34.61 32.58 5.9% 
Monopole diameter 12.00 8.89 25.9% 
Monopole-to-monopole 
distance (centre to centre) 203.20 204.38 0.6% 

Table 7.2. The differences in dimensions between the actual and the simulated 
model. 
 

 

It was shown in Chapter 6 that the monopole thickness or diameter is not 

a crucial factor in determining the S21 behaviour. Generally, monopoles 

are designed with larger cross sectional area when they are supposed to 

work in high power applications.  

Figure 7.14 illustrates the two experimental material samples with a set 

of simulated curves representing the magnitude of the S21 parameter. The 

simulated curves represent materials with conductivities that range from 

6k S/m to 16k S/m. 
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Figure 7.14. The magnitude of S21 for the two material samples plotted over a 
set of materials with conductivities that vary from 6kS/m to 16kS/m. 
 

It can be noticed that the experimental curve does not follow only one 

simulation curve. This observation suggests that the properties of the 

composite materials used as CFC1 and CFC2 may be frequency 

dependent. The general behaviour is that these composite materials have 

lower conductivities when frequency increases [7.11]. 

The skin depth of the two samples CFC1 and CFC2, accordingly, will be 

defined over different values of conductivities. The next step is to find a 

piece-wise approximation that demonstrates the change of skin depth 

with frequency. Firstly, for each material sample S21 curve, a piece-wise 

approximated conductivity and frequency vector was obtained. This was 

achieved by finding the fix-conductivity curve (say σA) that is the closest 

to the measured curve at a specific frequency (say fA). Next step is 

plotting the skin depth value against the values of the obtained 
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conductivity-frequency vector. The skin depth (δ) was introduced in §2.5 

and was re-visited in §5.2. It is given by 

)3.7(
2

ωµσ
δ =  

where ω is the radian frequency, µ and σ are the permeability and 

conductivity of the panel material respectively. Being a non-magnetic 

material, the free space permeability (µo = 4πx10-7H/m) is used. In this 

way, the skin depth of one pair of conductivity-frequency values will be 

given as 

)4.7(
2

2
),(

AoA
AA f

f
σµπ

σδ =  

By plotting the skin depth for the two material samples, we get Figure 

7.15. 

 

 

Figure 7.15. A piece-wise approximation to the skin depth corresponding to the 
measurement curves shown in Figure 7.14. The upper approximated curve is 
related to CFC1 and the lower is for the CFC2. These curves segments are 
relevant to conductivities ranging from 7k S/m to 15k S/m as indicated in the 
figure legend. 
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Figure 7.16 illustrates the case with the empty cavity that can be 

regarded as a reference when assessing the transmission parameter (S21) 

of the two composite materials. The third peak (at about 2.5GHz) for the 

two curves is misaligned with the analytic value of the resonant 

frequency. It was suggested in §6.5.2 that this difference is introduced 

with the use of the transmitting and receiving monopoles. 

 

Figure 7.16. The magnitude of the S21 parameter in the case of empty cavity. 
Analytic resonant frequencies are shown as vertical lines. 
 

7.7 Validation with Drude Model 

This section aims to provide further validation by deriving a theoretical 

model from the experimental measurements. Figure 7.14 has suggested 

frequency-dependent material properties. This behaviour is further 

emphasised in Figure 7.15 that has suggested values of conductivities for 

samples CFC1 and CFC2. The frequency-dependent conductivity is a 
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complex term that can be characterised by the Drude model as given by 

the following equation [7.2, 7.12 to 7.14]. 

)5.7(
1

)(
o

o

j
G

τω
ωσ

+
=  

where Go is the complex conductivity at DC value and τo is the 

relaxation time for electron scattering. 

Equation (7.5) can be looked at as a capacitor connected in parallel with 

a branch of a series combination of conductance and an inductance. This 

equivalent circuit is shown in Figure 7.17 

 

Figure 7.17. The equivalent circuit for a conductor that complies with Drude 
Model. 
 

To find the Drude model for the two material samples that were used in 

this study, two parameters need to be found, namely Go and τo. Figure 

7.18 is derived from Figure 7.14 by expressing the conductivities over 

their relevant frequencies. Frequencies below 1.44GHz are excluded 

because of the noise involved. Presuming that the conductivity does not 

decay by a noticeable amount, the DC value of conductivity (Go) can be 

assumed to be 10kS/m and 15kS/m for CFC1 and CFC2 respectively. 

These are the representative conductivities at 1.44GHz. The relaxation 

time (τo) can be found by 
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)6.7(
2
1

o
o fπ
τ =  

where fo is the frequency at which the corresponding conductivity σ(ω) 

is equal to half the value of Go. To find its value a quadratic polynomial 

has been fitted to the piece-wise approximation (Figure 7.18) to 

extrapolate the value of fo. The fitted curve equation can be solved for 

the variable f after setting the conductivity to 5kS/m and 7.5kS/m for 

CFC1 and CFC2 respectively. In this way fo was found to be 3.307GHz 

and 3.267GHz for CFC1 and CFC2 respectively. According to equation 

(7.6), the relaxation factor was found to be 48.13ps and 48.72ps for 

CFC1 and CFC2 respectively. 

 

Figure 7.18. A piece-wise approximation for the conductivities that the CFC1 
and CFC2 samples have covered. Quadratic polynomial fit shows the frequency 
at which half the maximum conductivity can be determined. 
 

However, by trial and error better agreement for Drude model was 

achieved for different values of Go and τo. Thus, a better Go was found to 

be 8.5k S/m and 13k S/m for CFC1 and CFC2 respectively. Similarly, 
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better τo was found to be 70ps and 80ps respectively. Despite following 

the right approach in finding Go and τo, there was a large error in 

estimating their values. This could be due to the relatively large 

difference (1000S/m) between each two successive fixed-conductivity 

S21 curves. This has significantly reduced the resolution and hence 

increased the error in estimating Drude model parameters. 

The real part and imaginary parts of equation (7.5) are given by 

[ ] )7.7(
1

)(Re
22
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oG
τω

ωσ
+

=  
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22
o
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ωσ
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−

=  

Equations (7.7) and (7.8) have been used with the updated Drude 

parameters to produce Figure 7.19 for the two samples CFC1 and CFC2. 

The imaginary part is shown multiplied by minus one. 

 

Figure 7.19. The theoretical complex conductivity for the two samples CFC1 
and CFC2. The absolute value is shown for the imaginary parts. 
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Further attempt to verify the analytic Drude model was carried out by 

producing a one-dimensional TLM model in two forms: fine-mesh and 

coarse mesh with digital filter simulating the material sample. Both 

samples were modelled in the two forms. Thus, four sets of results were 

obtained to be compared to the analytic solution. For the fine mesh 

model, the sample width was represented by 20 TLM cells. The two 1D 

models are shown in Figure 7.20. 

 

Figure 7.20. The one-dimensional geometries that were used to simulate the 
Drude model for the two material samples. The conventional fine mesh is at the 
top and its coarse mesh version is shown in the bottom. 
 

Concerning the fine mesh model, using the one-dimensional setup, the 

reflection coefficient (Γ) and the transmission coefficient (T) were found 

from the received pulse at points Rx1 and Rx2 respectively. These Γ and T 

curves are shown in Figure 7.21 compared to the analytic curves that can 

be found according to the digital filter design equations (5.8 to 5.12) 

with complex conductivity. This complex conductivity is defined 

according to Drude model given by equation (7.5), where Go and τo are 

given in Table 7.3 for the two samples. It is clear from Figure 7.21 that 

there is a good agreement with the analytic Drude model. 
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Figure 7.21. Validation of the one-dimensional fine mesh simulated model with 
the Drude analytic model. 
 

 

Parameter CFC1 CFC2 
NT 131072 
NX.NY.NZ 1222 x 1 x 1 
dl (mm) 0.025 
dt (ps) 0.0416955 
Excitation with polarisation Gaussian pulse at z 
Excitation point (100,0,0) 
Go (S/m) 8500 13000 
τo (ps) 70 80 
Receiving point Rx1 (300,0,0) 
Receiving point Rx2 (1199,0,0) 

Table 7.3. The setting parameters that were used to produce Figure 7.21. 
 

The results of the digital filter version are compared with the analytic 

solution in Figure 7.22, which has shown a good agreement between the 

model and the analytic solution. As can be seen in Table 7.4, the coarse 

mesh space step is a hundred times larger than that in Table 7.3 for the 

fine mesh. This means that the coarse mesh / digital filter model has 

produced the same accuracy with much less computational efforts. 
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Figure 7.22. Validation of the one-dimensional model of coarse mesh with 
digital filter with the Drude analytic model. 
 

 

Parameter CFC1 CFC2 
NT 131072 
NX.NY.NZ 14 x 1 x 1 
dl (mm) 2.5 
dt (ps) 4.16955 
Excitation with polarisation Gaussian pulse at z 
Excitation point (1,0,0) 
Go (S/m) 8500 13000 
τo (ps) 70 80 
Receiving point Rx1 (3,0,0) 
Receiving point Rx2 (12,0,0) 

Table 7.4. The setting parameters that were used to produce Figure 7.22. 

 

Returning back to the three-dimensional geometry that was presented in 

Figure 6.32, the Drude model was applied instead of the fixed 

conductivity material. The results of the Drude model are compared to 

the case of fixed conductivity and the laboratory experimental data in 

Figure 7.23. Table 7.5 states the simulation settings that were applied to 
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produce the four simulation curves in Figure 7.23. It is obvious that the 

application of Drude model has improved the S21 curve over the 

frequencies from 2GHz to around 2.6GHz, where the fixed conductivity 

model has failed to represent. 

 

 

Figure 7.23. The application of the frequency-dependent conductivity using the 
Drude model proved to provide better representation for the measurement data. 
 

 

Parameter Shared settings 
NT 524288 
NX.NY.NZ 78 x 37 x 18 
dl (mm) 2.962025 
dt (ps) 4.94013 
Excitation with polarisation Gaussian pulse at z 
Excitation plane 3 x 3 x 1 
Ld (mm) 0.5 

εr 5 

Receiving point (73,18,16) 

Table 7.5. The simulation settings that produced Figure 7.23. 
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7.8 Summary 

In this chapter experimental results for a range of configurations were 

presented. The experimental results were compared with simulations 

based on numerical models derived in previous chapters. 

The experimental configuration is then demonstrated and the 

measurements procedure steps were clarified. The results were presented 

with their analysis. It was shown how these measurements have 

validated the simulation modelling that was the subject of chapter six. 

Finally, an analytic model was developed to serve in further validation 

for the achieved results. 
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This chapter provides an overall assessment of the work conducted in 

this study. It starts with a review where the principal points are 

discussed. Throughout this work, a number of difficulties have triggered 

some ideas that can serve to improve this work in the future. Some 

suggestions are stated in the next section. The thesis ends with the final 

conclusion. 

 

8.1 Discussion 

The work in this study has addressed two issues. The first is building 

models for electromagnetic shields for some practical cavities. The 

second is validating the developed models by conducting practical 

experimental setups using anisotropic panels as shields. In the following, 

the major findings of the study work are discussed. 

Chapter 2 has shown that EMI can be reduced by the use of the proper 

shield. It was emphasised that the two basic forms of behaviour of an 

electromagnetic (EM) wave going through a barrier are: 1) leaking 

through apertures (if there are any) governed by the wave theory; 2) 

penetrating through the barrier wall governed by the diffusion theory 

(also called the shielding theory). It was stated that the material 

conductivity and permittivity determine the dominant behaviour of a 

wave propagating at a given frequency. For example, at low frequencies, 

the material permittivity controls the magnetic SE, while at high 

frequencies, the material conductivity controls the electric SE. The 

shielding effectiveness (SE) was defined in two ways and the factors that 

affect it were stated. 
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Chapter 3 has presented the carbon fibre composites (CFCs) as 

promising material that have attractive material properties. Moreover, 

CFC materials can be fabricated to provide conductivities that are 

sufficient to make them suitable for EMI shielding. CFC can be 

modelled by homogenising the material or by applying the cascading 

formulae to the individual layers that collectively form the stacked CFC 

panel. The CFC structure was explained and it was shown how this 

structure can determine the panel strength and shielding effectiveness 

(SE). The CFC electrical properties were stated with some typical 

values. A formula that can estimate the conductivity of a composite 

material from its constituents was given along with its validity 

constraints. It was stated that anisotropic media show a position-

dependent property. This may affect the alignment between E and D; 

between H and B; and between E and J due to the material permittivity, 

permeability, and conductivity respectively. Homogenisation can be 

applied to a particular layer within the composite panel or on the whole 

panel. With the reduction in CFC prices, it was expected that the future 

will witness new fields of applications for the CFC. 

Chapter 4 has revealed that numerical modelling by simulation is 

recommended for complex structure due to the lack of analytic solution. 

The choice of the TLM method was justified by comparing it to the other 

candidate methods and by demonstrating its attractive features. It is clear 

that under some circumstances, TLM may not be the best choice. After 

introducing the three-dimensional symmetrical condensed node, some 

guidelines were shown on how to implement TLM in this study. 
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Chapter 5 has introduced the concept of thin panels. Due to the multiple 

reflections, special treatment is required for thin panels in two ways: 1) 

the multiple reflections call for the use of special formulae that take into 

considerations the total reflection and the total transmission. These 

formulae are modifications for Fresnel’s basic equations; 2) being thin, 

numerical modelling can impose a huge burden on computational 

resources. This is due to the small space step required to resolve the 

thickness of the panel. A digital filter structure was derived based on the 

physical properties of the reflection and the transmission of EM waves. 

The choice of the design parameters of digital filters was described in 

detail. The computation of the reflection coefficient (Γ) and the 

transmission coefficient (T) was illustrated. The design and 

implementation of models that use digital filters was demonstrated 

through a detailed example, which has also exemplified the application 

of the cascade formulae with a successful test of symmetry as shown in 

Figures 5.29 and 5.31. Good agreement has been shown between fine 

mesh and the corresponding coarse mesh that has implemented digital 

filters as shown in Figure 5.32. It was shown that speed up in simulation 

run time due to the use of digital filters has been greatly boosted 

especially in three-dimensional configurations. 

Chapter 6 has reviewed the digital filter design parameters with some 

guidelines on how to select their values. As demonstrated in Chapter 5, 

good agreement was shown between fine mesh model and the 

corresponding digital filter version. This is demonstrated in Figure 6.9 

for a three-dimensional geometry. It was shown that the material 
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conductivity has a direct effect on the SE such that doubling the 

conductivity means adding 6dBs on SE as shown in Figure 6.11. In 

addition to the material properties of the panel, the dimensions of the 

panel have been investigated in terms of their effect on SE. For a given 

cavity at a specified frequency, an empirical formula (equation 6.9) has 

been found that links the SE improvement to the size of a window that is 

made of a material with known properties. The elapsed run time has been 

shown to be reduced dramatically when using digital filters with coarse 

mesh as illustrated in Table 6.7. Moreover, when using digital filters, the 

SE can still be obtained (with negligible differences) when increasing the 

space step (dl) by three or four times. A special shield behaviour 

(referred to as the two-phase feature) was noticed in the main pattern of 

the SE, which is found to be linked to the thickness of the shielding 

panel (Figure 6.31) and the polarisation of the excitation (Figures 6.18 to 

6.23). The effect of the receiving point location has shown to have some 

effect on SE amplitude as shown in Figure 6.25 and 6.26. However, no 

impact on the two-phase feature was found. The surface current was 

determined on the outer face of the modelled box and it showed a pattern 

of symmetry when the excitation frequency is equal to the split 

frequency as shown in Figure 6.28. The effect of the monopoles on the 

transmission coefficient S21 was investigated, where a thick monopole 

was found to cause less sharp features in S21 pattern compared to the 

wire monopole as shown in Figure 6.37. Moreover, the less sharp effect 

was also observed when using longer wire monopoles as shown in 

Figure 6.35 and 6.36. The resonant frequencies over 2GHz were found to 
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get shifted from their analytic values when using thicker or longer 

monopoles. The investigation of the effect of the panel material has 

revealed that the general trend of S21 for low conductivity (e.g., 5kS/m) 

has almost a wave-like behaviour at frequencies greater than 3GHz while 

higher conductivities have exemplified diffusion behaviour as shown in 

Figure 6.41. 

Chapter 7 has reviewed the main known microwave characterisation 

measurement methods and has compared the closest method (denoted as 

the hollow metallic waveguide method) to the practical approach that 

was adopted in this study. The comparison has shown a number of 

advantages for our method over the hollow metallic waveguide method. 

Unlike the hollow metallic waveguide method, the adopted practical 

method supports multiple–mode excitation and it works over wider 

frequency range by 1.6GHz. Also, it has an attractive cost-effectiveness 

feature being able to be set up without the need to the extended 

waveguide sections as clarified in §7.3. The experimental results were 

used to validate the models that were developed. The experimental 

results have manifested frequency-dependent characteristics as shown in 

Figure 7.14. Accordingly, a Drude model was developed based on the 

fixed-conductivity models. Drude model has shown better agreement to 

the experimental data as shown in Figure 7.23. 

 

8.2 Future Work 

Further work can be done regarding a number of parameters that govern 

the modelling process and its validation as follows. 
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• Lower frequencies. It was shown in Chapter 6 that frequencies 

below 1GHz do not always reveal accurate values in terms of 

shielding effectiveness (SE) or the transmission parameter (S21). 

Such low frequencies can be obtained with higher accuracy when 

using frequency-domain method like the Method of Moment 

(MoM). Later, validation can be performed using the GTEM cell. 

• Higher frequencies. Usually, for each model there is a highest 

frequency limit that beyond which the model is not valid. The 

highest experimental frequency was 3GHz. This is the maximum 

frequency limit of the network analyser. By using equipment 

with higher frequency rates, attempts can be made to find out the 

highest frequency for which the model is valid. 

• The Drude model. Further investigations can be made on 

choosing the DC conductivity (Go) and the relaxation time (τo) to 

produce better agreement with the simulated model at 

frequencies higher than 2.5GHz. 

• The TLM solver. The components under modelling are 

represented by stubs when building the network of the TLM 

nodes. Stubs are not always the optimum representation. 

Accordingly, one can set a criterion that lets the solver to choose 

between stub- and link-representation when modelling a 

component. This arrangement can have the effect of enhancing 

the accuracy of the numerical model. 

• Anisotropic characterisation. The complex structure of 

composite materials has given it anisotropic features. This 
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structure can be represented as a number of layers stacked 

together. Using the cascade formulae, these layers can be 

modelled as a cascade of digital filters. 

 

8.3 Overall Conclusion 

The main objectives of this study were stated in §1.2. The discussion in 

§8.1 has shown how these objectives were tackled throughout this study. 

Better knowledge was gained on predicting electromagnetic behaviour 

with the developed numerical models as demonstrated in Chapter 6. 

Cascading can now be applied on multiple panels or multiple structures 

within the system under modelling. Computational effort was 

considerably reduced in terms of memory and time when using a coarse 

mesh with embedded digital filters. This is because the coarse mesh 

employed has led to storing less data representing the network of TLM 

nodes describing the system. The elapsed run time was saved because 

smaller number of TLM nodes has to be solved in every iteration, 

besides, the simulation time (NT x dt) can be covered with less iterations 

due to the larger time step (dt = 2dl/u) involved. The simulated models 

were validated in three ways: 1) the 1D model has shown an agreement 

with the analytic solution; 2) the 2D model has shown a good agreement 

with the corresponding fine mesh version; 3) the 3D model has shown a 

good agreement (over a frequency range) with the experimental results 

using the Drude model. Overall, this study has a number of possible 

practical applications. For an existing panel, this work can analyse the 

current distribution whether it is at the surface or inside the panel. The 
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pattern of this current distribution can be used to study the magnetic 

properties of the panel under test at a specific frequency. Moreover, the 

shielding effectiveness can be found for a box that is made of a given 

material and contains the device that is meant to be shielded. In the 

commercial manufacturing of CFC materials for the purpose of 

shielding, this study can serve in providing broad guidelines that assist in 

manufacturing the right CFC panel for the right shielding application. 

Furthermore, this work can be extended to help locating the weak points 

in a CFC panel when it is hit by lightning. This can be done by 

modelling the CFC panel in its micro-scale level. This requires 

information regarding the physical distribution of the carbon fibres 

within the polymer matrix. 

 

The final conclusion is that the TLM method with digital filtering has 

been successfully applied to a number of thin panels embedded in the 

main system. This has made a considerable saving in computer resources 

and simulation time. The cascading of various materials has been 

modelled. An anisotropic material (the composite CFC) has been tested 

and has proved to validate the relevant frequency-dependent models 

within a certain frequency range. Eventually, these results have led to 

gaining a better understanding of the electromagnetic behaviour of 

modern shields. 
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Throughout this study, 123 various digital filters were designed. In 

Chapter 5, it was shown how to derive the coefficients of the digital 

filter. In this appendix, the derived coefficients of the digital filters that 

were demonstrated in Chapter 6 and Chapter 7 will be stated. If the 

number of zeros (NZ) is not stated, it means it is equal to the number of 

poles (NP). For each set of digital filter coefficients, the following plot 

information will be stated: trace title (the label of the trace under which 

the digital filter performance is plotted), figure number, section number, 

and the page number. 

 

Trace label Figure Section page 
All five traces 6.3 6.2.2.1.1 129 
All five traces 6.5 6.2.2.1.1 130 
Both two traces 6.33 6.5.1 161 
20 6.41 6.5.3 169 
20 6.42 6.5.3 170 

 

 S11 = S22 S21 = S12 
NP 6� 9�
bo -0.9119� -4.6076e-010�

b1 -2.2467e+012� 136.3096�

b2 -7.7755e+023� -3.9238e+013�

b3 -7.8255e+034� 6.9427e+024�

b4 -2.5933e+045� -1.0337e+036�

b5 -2.5426e+055� 1.1392e+047�

b6 -4.7218e+064� -9.8152e+057�
b7 � 6.0597e+068�

b8 � -2.4642e+079�

b9 � 4.9372e+089�

a1 2.3136e+012� 2.1440e+011�

a2 7.8957e+023� � 2.5754e+022�

a3 7.8948e+034� 1.7718e+033�

a4 
� 2.6061e+045� 7.6940e+043�

a5 2.5486e+055� 2.0269e+054�
a6 4.7246e+064� 3.1471e+064�
a7 � 2.5759e+074�

a8 � 9.2912e+083�

a9 � 9.3004e+092�
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Trace label Figure Section page 
Coarse mesh/digital filter 6.9 6.3 136 
All three traces 6.18 6.4.4.1.1 147 
All three traces 6.19 6.4.4.1.1 148 
All three traces 6.20 6.4.4.1.2 149 
All three traces 6.21 6.4.4.1.2 149 
All three traces 6.22 6.4.4.1.3 150 
All three traces 6.23 6.4.4.1.3 151 
All nine traces 6.25 6.4.4.2 153 
(contour lines) 6.26 6.4.4.2 154 
(vector field) 6.27 6.4.4.3.1 155 
(vector field) 6.28 6.4.4.3.2 156 
(vector field) 6.29 6.4.4.3.3 157 

 

 S11 S21 = S12 S22 
NP 3� 5� 3�
bo -0.7689� -1.3163e-006� -0.8277�
b1 -4.1570e+011� 1.4598e+005� -4.4680e+011�

b2 -2.2474e+022� -2.2604e+016� -2.4764e+022�

b3 
� -1.4660e+032� 1.4550e+027� -1.7863e+032�

b4 � -7.6497e+037� �

b5 � 1.6481e+048�
�

a1 4.4906e+011� 5.7541e+010� 4.7221e+011�

a2 2.3134e+022� 2.5259e+021� 2.5295e+022�

a3 1.4739e+032� 3.6614e+031� 1.7945e+032�

a4 � 2.7752e+041� �

a5 � 4.5456e+050�
�

 

Trace label Figure Section page 
6500S/m 6.11 6.4.1 138 
All six traces 6.15 6.4.3 143 

 

 S11 = S22 S21 = S12 
NP 5� 6�
bo -0.8692� 3.9843e-007�

b1 -1.6448e+012� -1.5738e+005�

b2 -4.2014e+023� 4.4163e+016�

b3 -2.8810e+034� -8.1800e+027�

b4 -5.5654e+044� 1.0690e+039�

b5 -2.1603e+054� -8.9359e+049�

b6 
� 3.6987e+060�

a1 1.7195e+012� 2.8021e+011�

a2 4.2968e+023� 3.4358e+022�

a3 2.9161e+034� 2.0695e+033�

a4 5.5982e+044� 6.0091e+043�

a5 2.1638e+054� 7.1557e+053�

a6 � 2.2682e+063�
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Trace label Figure Section page 
8000S/m 6.11 6.4.1 138 

 

 S11 = S22 S21 = S12 
NP 6� 6�
bo -0.8611� 2.4340e-007�

b1 -2.2978e+012� -7.2488e+004�

b2 -8.7072e+023� 1.7799e+016�

b3 -9.9279e+034� -2.7156e+027�

b4 -3.9427e+045� 3.0028e+038�

b5 -5.0858e+055� -2.0846e+049�

b6 -1.4627e+065� 7.1766e+059�

a1 2.4114e+012� 2.0289e+011�

a2 8.9333e+023� 1.9709e+022�

a3 1.0079e+035� 9.3742e+032�

a4 3.9775e+045� 2.1933e+043�

a5 5.1088e+055� 2.1022e+053�

a6 1.4646e+065� 5.4180e+062�

 

Trace label Figure Section page 
1000S/m 6.11 6.4.1 138 
0.5mm 6.31 6.4.4.4 158 

 

 S11 = S22 S21 = S12 
NP 3� 3�
bo -0.7388� -2.6380e-004�

b1 -1.0634e+012� 1.5488e+008�

b2 -1.6876e+023� -5.0350e+019�

b3 -4.3061e+033� 7.8594e+030�

a1 1.1653e+012� 3.4554e+011�

a2 1.7541e+023� 3.4005e+022�

a3 4.3518e+033� 7.4807e+032�

 

Trace label Figure Section page 
2000S/m 6.11 6.4.1 138 

 

 S11 = S22 S21 = S12 
NP 3� 3�
bo -0.8406� -1.1585e-004�

b1 -7.5335e+011� 3.0158e+007�

b2 -7.2558e+022� -5.2479e+018�

b3 -1.0312e+033� 4.0219e+029�

a1 7.9292e+011� 1.4516e+011�

a2 7.4073e+022� 7.0430e+021�

a3 1.0367e+033� 7.5976e+031�
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Trace label Figure Section page 
500S/m 6.11 6.4.1 138 

 

 S11 = S22 S21 = S12 
NP *� *�
bo -0.7253� 0.0020�

b1 -5.7804e+011� -1.0283e+009�

b2 -3.5157e+022� 2.4658e+020�

a1 6.3033e+011� 2.5465e+011�

a2 3.5904e+022� 1.1860e+022�

 

Trace label Figure Section page 
5000S/m 6.11 6.4.1 138 

 

 S11 = S22 S21 = S12 
NP 4� 5�
bo -0.8781� -2.2578e-006�

b1 -1.0919e+012� 7.3325e+005�

b2 -1.6860e+023� -1.7579e+017�

b3 -5.6954e+033� 2.6052e+028�

b4 -3.3427e+043� -2.4849e+039�

b5 � 1.1516e+050�

a1 1.1365e+012� 2.1599e+011�

a2 1.7177e+023� 1.9964e+022�

a3 5.7432e+033� 8.0931e+032�

a4 3.3499e+043� 1.3053e+043�

a5 � 5.4325e+052�

 

Trace label Figure Section page 
All three traces 6.13 6.4.2 140 

 

 S11 = S22 S21 = S12 
NP 5� 6�
bo -0.8910� 1.7516e-007�

b1 -1.5683e+012� -4.3762e+004�

b2 -3.7189e+023� 1.0200e+016�

b3 -2.3227e+034� -1.3842e+027�

b4 -3.9484e+044� 1.4099e+038�

b5 -1.2707e+054� -8.8094e+048�

b6 
� 2.7522e+059�

a1 1.6266e+012� 1.6418e+011�

a2 3.7875e+023� 1.4090e+022�

a3 2.3454e+034� 5.8038e+032�

a4 3.9665e+044� 1.2067e+043�

a5 1.2722e+054� 1.0171e+053�

a6 � 2.3403e+062�
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Trace label Figure Section page 
0.05mm 6.31 6.4.4.4 158 

 

 S11 = S22 S21 = S12 
NP )� )�
bo -0.5577� -0.0351�

b1 -3.0618e+012� 2.5940e+011�

a1 3.3869e+012� 2.7025e+012�

 

Trace label Figure Section page 
0.1 mm 6.31 6.4.4.4 158 

 

 S11 = S22 S21 = S12 
NP )� )�
bo -0.7351� -0.0176�

b1 -9.4978e+011� 3.3598e+010�

a1 1.0002e+012� 6.6648e+011�

 

Trace label Figure Section page 
1.0 mm 6.31 6.4.4.4 158 

 

 S11 = S22 S21 = S12 
NP 3� 3�
bo -0.8209� -7.9892e-005�

b1 -4.8300e+011� 9.3103e+006�

b2 -2.9729e+022� -9.9635e+017�

b3 -2.5350e+032� 3.8676e+028�

a1 5.1186e+011� 5.5702e+010�

a2 3.0415e+022� 1.4678e+021�

a3 2.5490e+032� 7.1526e+030�

 

Trace label Figure Section page 
19 6.41 6.5.3 169 
19 6.42 6.5.3 170 

 

 S11 = S22 S21 = S12 
NP 6� 9�
bo -0.9142� -5.6835e-010�

b1 -2.0380e+012� 183.3065�

b2 -6.4476e+023� -5.3699e+013�

b3 -5.9184e+034� 1.0026e+025�

b4 -1.7767e+045� -1.5395e+036�

b5 -1.5650e+055� 1.7742e+047�

b6 -2.6098e+064� -1.5864e+058�
b7 � 1.0223e+069�

b8 � -4.3304e+079�

b9 � 9.0628e+089�

a1 2.0975e+012� 2.3754e+011�
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a2 6.5452e+023� 3.0309e+022�

a3 5.9695e+034� 2.2291e+033�

a4 1.7852e+045� 1.0238e+044�

a5 1.5685e+055� 2.8592e+054�
a6 2.6113e+064� 4.6826e+064�
a7 � 4.0486e+074�

a8 � 1.5374e+084�

a9 � 1.6223e+093�

 

Trace label Figure Section page 
18 6.41 6.5.3 169 
18 6.42 6.5.3 170 

 

 S11 = S22 S21 = S12 
NP 6� 9�
bo -0.9083� -7.0035e-010�

b1 -2.1979e+012� 246.4215�

b2 -7.4946e+023� -7.3952e+013�

b3 -7.4456e+034� 1.4575e+025�

b4 -2.4410e+045� -2.3191e+036�

b5 -2.3784e+055� 2.7990e+047�

b6 -4.4434e+064� -2.6074e+058�
b7 � 1.7579e+069�

b8 � -7.7833e+079�

b9 � 1.7062e+090�

a1 2.2664e+012� 2.6289e+011�

a2 7.6159e+023� 3.5814e+022�

a3 7.5146e+034� 2.8194e+033�

a4 2.4537e+045� 1.3748e+044�

a5 2.3843e+055� 4.0788e+054�
a6 4.4462e+064� 7.0696e+064�
a7 � 6.4711e+074�

a8 � 2.5954e+084�

a9 �
� 2.8938e+093�

 

Trace label Figure Section page 
17 6.41 6.5.3 169 
17 6.42 6.5.3 170 

 

 S11 = S22 S21 = S12 
NP 6� 8�
bo -0.9077� 2.4889e-009�

b1 -2.1112e+012� -617.7923�

b2 -6.9609e+023� 1.6493e+014�

b3 -6.6976e+034� -2.5067e+025�

b4 -2.1293e+045� 3.2659e+036�

b5 -2.0181e+055� -2.9685e+047�
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b6 -3.7068e+064� 2.0203e+058�
b7 � -8.7249e+068�

b8 � 1.8830e+079�

a1 2.1778e+012� 1.7035e+011�

a2 7.0750e+023� 1.7288e+022�

a3 
� 6.7605e+034� 9.4381e+032�

a4 2.1405e+045� 3.1771e+043�

a5 2.0232e+055� 5.9477e+053�
a6 3.7093e+064� 5.9417e+063�
a7 � 2.5286e+073�

a8 � 3.0223e+082�

 

Trace label Figure Section page 
16 6.41 6.5.3 169 
16 6.42 6.5.3 170 
16 7.14 7.6 191 

 

 S11 = S22 S21 = S12 
NP 6� 8�
bo -0.9025� 3.1638e-009�

b1 -2.2169e+012� -872.4368�

b2 -7.6735e+023� 2.3575e+014�

b3 -7.7610e+034� -3.8338e+025�

b4 -2.6037e+045� 5.1553e+036�

b5 -2.6190e+055� -4.9522e+047�

b6 -5.1359e+064� 3.5138e+058�
b7 � -1.5988e+069�

b8 � 3.6189e+079�

a1 2.2908e+012� 1.9391e+011�

a2 7.8064e+023� 2.0969e+022�

a3 7.8381e+034� 1.2433e+033�

a4 2.6182e+045� 4.4514e+043�

a5 2.6260e+055� 8.9478e+053�
a6 5.1395e+064� 9.4860e+063�
a7 � 4.3141e+073�

a8 � 5.4619e+082�

 

Trace label Figure Section page 
15 6.41 6.5.3 169 
15 6.42 6.5.3 170 
15 7.14 7.6 191 
15kS/m model 7.23 7.7 200 

 

 S11 = S22 S21 = S12 
NP 6� 8�
bo -0.9031� 4.0173e-009�

b1 -2.0619e+012� -1.2315e+003�
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b2 -6.6713e+023� 3.4022e+014�

b3 -6.2922e+034� -5.9173e+025�

b4 -1.9598e+045� 8.2766e+036�

b5 -1.8253e+055� -8.4142e+047�

b6 -3.3507e+064� 6.2626e+058�
b7 � -3.0106e+069�

b8 � 7.1846e+079�

a1 2.1305e+012� 2.2017e+011�

a2 6.7866e+023� 2.5601e+022�

a3 6.3545e+034� � 1.6494e+033�

a4 1.9707e+045� 6.3231e+043�

a5 1.8302e+055� 1.3671e+054�
a6 3.3531e+064� 1.5471e+064�
a7 � 7.5348e+073�

a8 � � 1.0162e+083�

 

Trace label Figure Section page 
14 6.41 6.5.3 169 
14 6.42 6.5.3 170 
14 7.14 7.6 191 

 

 S11 = S22 S21 = S12 
NP 6� 7�
bo -0.8914� -1.4307e-008�

b1 -2.3993e+012� 2.9827e+003�

b2 -8.9361e+023� -7.3837e+014�

b3 -9.6899e+034� 9.4977e+025�

b4 -3.4909e+045� -1.0616e+037�

b5 -3.7941e+055� 7.5843e+047�

b6 -8.1452e+064� -3.7053e+058�
b7 � 8.5648e+068�

a1 2.4881e+012� 1.3372e+011�

a2 9.1075e+023� 1.1499e+022�

a3 9.7966e+034� 4.8131e+032�

a4 3.5125e+045� 1.2091e+043�

a5 3.8055e+055� 1.4599e+053�
a6 8.1518e+064� 7.9257e+062�
a7 � 1.1242e+072�

 

Trace label Figure Section page 
13 6.41 6.5.3 169 
13 6.42 6.5.3 170 
13 7.14 7.6 191 

 

 S11 = S22 S21 = S12 
NP 6� 7�
bo -0.8948� -1.8906e-008�
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b1 -2.1105e+012� 4.4942e+003�

b2 -7.0645e+023� -1.1183e+015�

b3 -6.9491e+034� 1.5703e+026�

b4 -2.2878e+045� -1.8141e+037�

b5 -2.3007e+055� 1.3918e+048�

b6 -4.7089e+064� -7.1367e+058�
b7 � � 1.7631e+069�

a1 2.1872e+012� 1.5829e+011�

a2 7.1983e+023� 1.4515e+022�

a3 7.0249e+034� 6.7699e+032�

a4 2.3019e+045� 1.8170e+043�

a5 2.3077e+055� 2.4064e+053�
a6 4.7128e+064� 1.3939e+063�
a7 � 2.1551e+072�

 

Trace label Figure Section page 
12 6.41 6.5.3 169 
12 6.42 6.5.3 170 
12 7.14 7.6 191 

 

 S11 = S22 S21 = S12 
NP 6� 7�
bo -0.8854� -2.4954e-008�

b1 -2.3070e+012� � 6.7699e+003�

b2 -8.4140e+023� -1.7200e+015�

b3 -9.0112e+034� 2.6329e+026�

b4 -3.2400e+045� -3.1839e+037�

b5 -3.5739e+055� 2.6266e+048�

b6 -8.0393e+064� -1.4282e+059�
b7 � 3.7849e+069�

a1 2.3983e+012� 1.8638e+011�

a2 8.5872e+023� 1.8538e+022�

a3 9.1181e+034� 9.6136e+032�

a4 3.2618e+045� 2.7928e+043�

a5 3.5857e+055� 4.0566e+053�
a6 8.0466e+064� 2.5363e+063�
a7 � � 4.2768e+072�

 

Trace label Figure Section page 
11 6.41 6.5.3 169 
11 6.42 6.5.3 170 
11 7.14 7.6 191 

 

 S11 = S22 S21 = S12 
NP 6� 7�
bo -0.8852� -3.2899e-008�

b1 -2.1371e+012� 1.0210e+004�
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b2 -7.3281e+023� -2.6910e+015�

b3 -7.4310e+034� 4.4944e+026�

b4 -2.5505e+045� -5.7607e+037�

b5 -2.7260e+055� 5.1297e+048�

b6 -6.1309e+064� -2.9876e+059�
b7 � 8.5440e+069�

a1 2.2227e+012� 2.1885e+011�

a2 7.4812e+023  � 2.3964e+022�

a3 7.5209e+034� 1.3841e+033�

a4 2.5681e+045� 4.4014e+043�

a5 2.7353e+055� 7.0357e+053�
a6 6.1369e+064� 4.7966e+063�
a7 � 8.8565e+072�

 

Trace label Figure Section page 
10 6.41 6.5.3 169 
10 6.42 6.5.3 170 
10 7.14 7.6 191 
10kS/m model 7.23 7.7 200 

 

 S11 = S22 S21 = S12 
NP 6� 7�
bo -0.8743� -4.3326e-008�

b1 -2.3271e+012� 1.5444e+004�

b2 -8.6882e+023� -4.2928e+015�

b3 -9.5965e+034� 7.8492e+026�

b4 -3.6030e+045� -1.0799e+038�

b5 -4.2371e+055� 1.0447e+049�

b6 -1.0533e+065� � -6.5873e+059�
b7 � 2.0496e+070�

a1 2.4292e+012� 2.5692e+011�

a2 8.8870e+023� 3.1393e+022�

a3 9.7238e+034� 2.0295e+033�

a4 3.6304e+045� 7.1413e+043�

a5 4.2532e+055� 1.2642e+054�
a6 1.0545e+065� 9.4926e+063�
a7 � 1.9321e+073�

 

Trace label Figure Section page 
9 6.41 6.5.3 169 
9 6.42 6.5.3 170 
9 7.14 7.6 191 

 

 S11 = S22 S21 = S12 
NP 5� 6�
bo -0.8910� 1.7516e-007�

b1 -1.5683e+012� -4.3762e+004�
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b2 -3.7189e+023� 1.0200e+016�

b3 -2.3227e+034� -1.3842e+027�

b4 -3.9484e+044� 1.4099e+038�

b5 -1.2707e+054� -8.8094e+048�

b6 � 2.7522e+059�

a1 1.6266e+012� 1.6418e+011�

a2 3.7875e+023� 1.4090e+022�

a3 2.3454e+034� 5.8038e+032�

a4 3.9665e+044� 1.2067e+043�

a5 1.2722e+054� 1.0171e+053�
a6 � 2.3403e+062�

 

Trace label Figure Section page 
8 6.41 6.5.3 169 
8 6.42 6.5.3 170 
8 7.14 7.6 191 

 

 S11 = S22 S21 = S12 
NP 6� 6�
bo -0.8611� 2.4340e-007�

b1 -2.2978e+012� -7.2488e+004�

b2 -8.7072e+023� 1.7799e+016�

b3 -9.9279e+034� -2.7156e+027�

b4 -3.9427e+045� 3.0028e+038�

b5 -5.0858e+055� -2.0846e+049�

b6 -1.4627e+065� 7.1766e+059�
a1 2.4114e+012� 2.0289e+011�

a2 8.9333e+023� 1.9709e+022�

a3 1.0079e+035� 9.3742e+032�

a4 3.9775e+045� 2.1933e+043�

a5 5.1088e+055� 2.1022e+053�
a6 1.4646e+065� 5.4180e+062�

 

Trace label Figure Section page 
7 6.41 6.5.3 169 
7 6.42 6.5.3 170 
7 7.14 7.6 191 

 

 S11 = S22 S21 = S12 
NP 5� 6�
bo -0.8747� 3.3808e-007�

b1 -1.6218e+012� -1.2113e+005�

b2 -4.0564e+023� 3.2255e+016�

b3 -2.7101e+034� -5.5799e+027�

b4 -5.0565e+044� 6.8531e+038�

b5 -1.8696e+054� -5.3585e+049�

b6 � 2.0737e+060�
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a1 1.6920e+012� 2.5116e+011�

a2 4.1441e+023� 2.8318e+022�

a3 2.7414e+034� 1.5702e+033�

a4 5.0846e+044� 4.2196e+043�

a5 1.8724e+054� 4.6536e+053�
a6 � 1.3695e+063�

 

Trace label Figure Section page 
6 6.41 6.5.3 169 
6 6.42 6.5.3 170 
6 7.14 7.6 191 

 

 S11 = S22 S21 = S12 
NP 5� 6�
bo -0.8628� 4.6957e-007�

b1 -1.6750e+012� -2.0542e+005�

b2 -4.3920e+023� 6.1281e+016�

b3 -3.1099e+034� -1.2217e+028�

b4 -6.2641e+044� 1.7111e+039�

b5 -2.5730e+054� -1.5389e+050�

b6 � 6.8599e+060�

a1 1.7552e+012� 3.1358e+011�

a2 4.4975e+023� 4.2102e+022�

a3 3.1501e+034� 2.7693e+033�

a4 6.3035e+044� 8.7433e+043�

a5 2.5776e+054� 1.1306e+054�
a6 � 3.8835e+063�

 

Trace label Figure Section page 
5 6.41 6.5.3 169 
5 6.42 6.5.3 170 

 

 S11 = S22 S21 = S12 
NP 4� 5�
bo -0.8781� -2.2578e-006�

b1 -1.0919e+012� 7.3325e+005�

b2 -1.6860e+023� -1.7579e+017�

b3 -5.6954e+033� 2.6052e+028�

b4 -3.3427e+043� -2.4849e+039�

b5 � 1.1516e+050�

a1 1.1365e+012� 2.1599e+011�

a2 1.7177e+023� 1.9964e+022�

a3 5.7432e+033� 8.0931e+032�

a4 3.3499e+043� 1.3053e+043�

a5 � 5.4325e+052�
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Trace label Figure Section page 
1D-DF CFC1 7.22 7.7 199 
CFC1 Drude model 7.23 7.7 200 

 

 S11 = S22 S21 = S12 
NZ *� 4�
bo -7.4551e+024� 1.8571e+026�

b1 -8.8757e+034� 1.2440e+037�

b2 -1.9872e+044� 3.3477e+047�

b3 � 4.0998e+057�

b4 � 2.0088e+067�

NP 4� 6�
a1 4.0570e+012� 6.3119e+013�

a2 7.5319e+024� 6.8724e+028�

a3 8.9106e+034� 7.6089e+040�

a4 1.9897e+044� 1.5302e+051�

a5 � 9.3256e+060�

a6 � 1.6102e+070�

 

Trace label Figure Section page 
1D-DF CFC2 7.22 7.7 199 
CFC2 Drude model 7.23 7.7 200 

 

 S11 = S22 S21 = S12 
NZ *� 4�
bo -1.0508e+025� 4.4544e+026�

b1 -9.8201e+034� 1.8841e+037�

b2 -1.5998e+044� 4.4513e+047�

b3 � 4.7616e+057�

b4 � 2.4803e+067�

NP 4� 6�
a1 4.9342e+012� 3.8324e+016�

a2 1.0584e+025� 5.8228e+030�

a3 9.8470e+034� 3.5339e+041�

a4 1.6012e+044� 5.2388e+051�

a5 � 2.4205e+061�

a6 � 3.0397e+070�

 
 
 

 


