The University of

Nottingham

LINEAR ARRAY CMOS DETECTORS FOR

LASER DOPPLER BLOOD FLOW IMAGING

John Michael Himsworth, M.Eng (Hons)

Thesis submitted to the University of Nottingham
for
the degree of Doctor of Philosophy

December 2011



Abstract

Laser Doppler blood flow imaging is well established as a tool for clinical research. The
technique has considerable potential as an aid to diagnosis and as a treatment aid in a
number of situations. However, to make widespread clinical use of a blood flow imager
feasible a number of refinements are required to make the device easy to use, accurate and

safe.

Existing LDBF systems consist of 2D imaging systems, and single point scanning systems.
Single point scanning systems can offer fast image acquisition time, and hence high frame rate.
However, these require high laser power to illuminate the entire target area with sufficient
power. Single point scanning systems allow lower laser power to be used, but building up an
image of flow in skin requires mechanical scanning of the laser, which results in a high image

acquisition time, making the system awkward to use.

A new approach developed here involves scanning a line along a target, and imaging the line
with a 1D sensor array. This means that only one axis of mechanical scanning is required,
reducing the scanning speed, and the laser power is vastly reduced from that required for a

2D system.

This approach lends itself well to the use of integrated CMOS detectors, as the smaller pixel
number means that a linear sensor array can be implemented on an IC which has integrated
processing while keeping overall IC size, and hence cost, lower than equivalent 2D imaging

systems.

A number of front-end and processing circuits are investigated in terms of their suitability
for this application. This is done by simulating a range of possible designs, including several
logarithmic pixels, active pixel sensors and opamp-based linear front-ends. Where possible
previously fabricated ICs using similar sensors were tested in a laser Doppler flowmetry

system to verify simulation results.

A first prototype IC (known as BVIPS1) implements a 64x1 array of buffered logarithmic
pixels, chosen for their combination of sufficient gain and bandwidth and compact size. The
IC makes use of the space available to include two front-end circuits per pixel, allowing other

circuits to be prototyped. This allows a linear front-end based on opamps to be tested. It



is found that both designs can detect changes in blood flow despite significant discrepancies
between simulated and measured IC performance. However, the signal-noise ratio for flux
readings is high, and the logarithmic pixel array suffers from high fixed pattern noise, and

noise and distortion that makes vein location impossible.

A second prototype IC (BVIPS2) consists of dual 64x1 arrays, and integrated processing.
The sensor arrays are a logarithmic array, which addresses the problems of the first IC and
uses alternative, individually selectable front-ends for each pixel to reduce fixed-pattern noise,
and an array of opamp-based linear detectors. Simulation and initial testing is performed to
show that this design operates as intended, and partially overcomes the problems found on
the previous IC - the IC shows reduced fixed pattern noise and better spatial detection of

blood flow changes, although there is still significant noise.
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Chapter 1

Introduction

This chapter will introduce the type of device developed during this work, along with the
context of this work within a wider DTI research project, and the novelty of the work

presented here. A summary of the thesis structure is also given.

The basic principle of Laser Doppler Flowmetry will then be discussed, along with related
detection electronics. The physics of the Doppler effect will be introduced, and the way
the effect applies to light reflecting from blood cells is discussed. The information available
from this process is explained, and a generic electronic system for processing these signals is
introduced. Possible processing methods are introduced, and the signal expected from the

photosensors is estimated. Finally, the structure of the thesis is described.

1.1 Context of this Work

This section introduces the wider DTI research project into Blood Flow Imaging, of which
the work in this thesis forms a part. The intended work to be done as part of this project
will be explained, including a description of exactly what parts of the presented work were

performed by the author.



1.1.1 DTI Project - Blood Vessel Imaging for Veinipuncture, Phle-
botomy and Surgery (BVIPS)

The aim of the project was to develop a line scanning blood flow imager for vein location,
for use in a clinical setting. The project partners included Moor Instruments Ltd., a man-
ufacturer of LDBF systems, Sifam Ltd (now Gooch & Housego), a manufacturer of Laser
packages, Peninsular Medical School in Exeter, Nottingham City Hospital, and the Univer-
sity of Nottingham. The work presented here is based on the development of an integrated

sensor array on a CMOS IC, intended to allow an improved imaging device to be produced.

1.1.2 Focus of this Work Within the BVIPS Project

This section of the BVIPS project described within this thesis focused on the research and
development of a custom integrated CMOS sensor for the imager. It was the intention at
the outset of the project to fabricate two ICs during this project. This section describes the
work required for this project and some of the constraints placed on this work by the wider

project.

The first IC (referred to as '"BVIPS1’), was to include a 64x1 sensor array, which could be
integrated into an existing imager. This IC was not intended to include digital processing,
being focused on developing the analogue signal acquisition and conditioning stages. As
no space on the IC was consumed by digital processing, a series of extra circuits could be
included, allowing smaller arrays of alternative front-end and filtering circuits to be tested,
with a view to inclusion on a second prototype IC. The additional circuits covered within
this work include a 32x1 array which duplicated the pixel design used within the main
array, with the addition of extra visibility of intermediate signals which was not available
in the main array, and also an additional analogue processing stage which was not used in
testing. Additionally, an opamp-based linear front-end circuit was fabricated, investigating
the feasibility of using opamps as photodetector front-ends in 1D integrated arrays. The

design and testing of this IC is shown in Chapter [

The second IC, BVIPS2, was to develop on the first IC by adding on-chip digital processing
and analogue-digital conversion. This was intended to allow further refinements to an imaging
instrument by minimising the size of the electronics elements. The IC consists of dual 64x1

arrays of two types of sensor (a technique developed for the first IC), and links these to



on-chip analogue-digital conversion and digital processing. The design and testing of the

analogue parts of this IC is shown in Chapter [5]

One significant constraint placed on the design of both ICs by other aspects of the project,
and the line scanning technique, is the physical size of the photodiodes. As the ICs produced
were to be built into an existing optical/mechanical system (the Moor LDLS imager), the
IC had to address concerns about the line imaged onto the sensor 'wandering’ across the
sensors as the line is mechanically scanned. This is partly caused by imperfections in the
mechanical components, and partly by the changing optical path as the scanning mirror
moves causing the expected line location to move. This movement is not a problem in the
imager using discrete components, as the discrete photodiodes used are considerable larger,

at 3.6 mm x 0.5 mm.

Intuitively, larger photodetectors would seem to be an advantage, with the larger area result-
ing in more light being gathered and hence higher photocurrent and easier current to voltage
conversion. However, for LDBF applications the important photocurrent is the AC compon-
ent rather than the overall intensity, and this does not increase linearly with area, and the
modulation depth can actually decrease with larger photodiodes, as the AC component is
linked to the size of the speckles produced by the light imaged onto the detector. This issue

is discussed in more detail in Section [1.8.2

1.1.3 Work Done by the Author

As this work builds on previous research at the University of Nottingham, and involves
external partners, this section clarifies which work was done by the author, and also where

the work of others was used.

Overall IC design of both prototypes used was performed by the author. However, indi-
vidual analogue circuits (the current to voltage converters, filters and amplifiers described in
Chapter [3) were developed during previous work. Additionally, the first prototype includes
an opamp-based front-end, which makes use of an opamp developed for use as an off-chip
buffer for previous ICs developed at the University of Nottingham, although the front-end
circuit itself is the authors work. The second version of this circuit, used on the second
prototype IC, uses an opamp that was designed by the author for this project. The first IC

also included two other prototype arrays designed by other researchers, but these circuits are



not described within this thesis.

On the second prototype IC, described in Chapter [5] all analogue parts of the IC were
designed by the author (excepting the individual circuit elements as described above). The
digital parts of the IC were designed by other researchers, and are described in this thesis in
order to demonstrate the suitability of these circuits as components for the overall system.
Top level design of the IC including the analogue and digital elements was performed by the

author.

All test results shown are from testing performed by the author.

1.1.4 Other Aspects of the BVIPS project

Other parts of the project, not performed by the author, included:

e Work on processing hardware and algorithms, using FPGA based processing
to increase frame rates, performed at the University of Nottingham by other
researchers[Hoang et al., 2010]. The later stage of this work included developing pro-
cessing techniques suitable for use on an ASIC. The digital processing block produced
was included on the second prototype IC, integrating the processing techniques de-
veloped with the analogue sensors developed as part of this work. (However, this
thesis is concerned with the analogue parts of the IC rather than the use of the digital

processing also included.)

e Device development using discrete component front-ends, with the improved data ac-
quisition /FPGA processing system developed here, by Moor Instruments Ltd. It was
then intended to replace the discrete sensors here with the integrated CMOS sensors
developed. Initial integration was performed to investigate the suitability of the IC
produced, but this did not progress to producing a full imager with a CMOS array

front-end.

e Production of either a stable visible red, fibre-coupled laser diode package of the re-
quired power level for this application (T40mW), or a combination of a stable, near
infra-red laser with the required power along with a low power visible red laser as a
‘guide’ beam, allowing users to see where the laser is illuminating. The visible beam

also improves laser safety, as it allows the blink response of the human eye to restrict



exposure time of the eye to the laser in the event that the laser shines into a user’s
or patient’s eyes. This work was carried out by Sifam Ltd, up until this company was

bought by Gooch & Housego.

e (linical use of a prototype device, Peninsular Medical School, Exeter and City Hospital,
Nottingham. This work was intended to investigate the clinical usefulness of an imager

using the line scanning technique, and the user needs of such a device.

1.2 Novelty of this Work

The work presented in this thesis has a number of novel aspects. The ICs produced are the
first 1D array integrated sensors designed for use in laser Doppler blood flow imaging, with
the second IC in particular showing the possibilities of CMOS integration, combining the
photodetectors, analogue signal conditioning, data acquisition and blood flow processing on

one IC.

Some of the novel aspects have wider application than blood flow imaging. The 1D array /line

scanning imaging technique has two basic advantages:

e Reduced laser power - as only one line of the imaging target has to be illuminated,
the total illumination power required in a 1D system to give equivalent optical power
density to a 2D system is reduced, to approximate the square root of the 2D illuminating

power.

e Reduced area required for the 1D sensor array, due to reduced pixel count. This
additional area can be used for any purpose - the second IC fabricated here makes use
of this area to implement an alternative, full-size, array of front-end circuits, as well as

integrated ADCs and digital flow processing.

The reduction in illumination power has technical advantages, in terms of only requiring a
lower power laser, and also safety advantages because of the reduced laser safety risks. For
a system such as a blood flow imager, intended for use by non-specialists in an open setting
(i.e. a normal hospital ward), this represents a significant advantage - a 2D imager could
potentially be designed that has superior frame rate, larger imaging area and is simple to

use, however if the high laser power required means the device is only considered safe when



used by a specialist operator in a specific, private room, then the utility of the imaging device

is greatly reduced.

The reduction in IC physical size applies to both pixel level and system level size. At
the system level, the reduction in size from 2D to 1D sensors allows space for system-level
components such as output-buffers, ADCs and the processing block, while keeping overall
size and hence cost down. However, in the context of a full system the cost saving may not
be a major advantage. However, the size advantage also applies at the pixel level - as the
pixel count is reduced to the square root of the 2D equivalent pixel count, each pixel can
be made much larger without having the severe impact that such changes would have on a
2D system. On the ICs produced here, this advantage is used by designing pixels that use
large circuits such as opamps (where the front-end is generally too large for 2D integrated
sensors), include higher order filters (which cannot be implemented at column level of a 2D
array due to the settling time of the filters), and alternative signal paths (either alternative
amplifier designs, or duplicate circuits to give redundancy). Similarly, the photodiode itself
can be made larger if required by the application for increased light gathering, although
at the expense of high input capacitance. The ICs produced here have large photodiodes
(I mm x 50 ym), although this is due to concerns about the mechanical line scanning causing

the line imaged onto the sensor to wander, rather than for improved detection reasons.

1.3 Layout of the Thesis

Chapter 1 introduces the type of device to be developed as part of this project. The Doppler
effect and its application to measuring blood flow using reflected laser light is described. A
generic Laser Doppler Flowmetry system architecture is presented, with the function of its
various components discussed. Variations to this generic system due to the type of detection

circuits and the processing methods that might be used here are considered.

The optical mixing process that produces an electronic signal in a photosensor is described,
and based on previous experimental measurements, the signals that might be expected from
the photodiodes to be used are calculated, allowing simulations on specific circuits to be
performed using a known input current. The frequency component of this signal is also
considered, allowing the bandwidth requirements of the system to be set. However, the light

level measurements and calculations in that chapter were shown to be incorrect by later



measurements (shown in chapter 4), potentially reducing the accuracy of some simulations

for this specific application.

Chapter 2 reviews previous laser Doppler flowmetry systems, from initial development of the
techniques through to modern systems in clinical use and current research trends in LDBF
imagers. Applications of LDBF other than basic imaging are also introduced to show the

potential of LDBF as a clinical tool.

As the system designed for this project is intended for vein location rather than general flow
imaging, alternative technological methods of vein location are considered. This includes low-
cost, simple devices intended as a minor aid to traditional clinical skills, as well as advanced

vein imaging methods.

Chapter 3 investigates the circuits that can be used on ICs for laser Doppler detection,
investigating each block of a generic LDBF system in turn. The general principles of the
current-voltage converter circuits are introduced, along with several variations on the basic
circuit that could be used in this application. Simulations are performed on these circuits to
select the most suitable for this application. Various processing circuits (AC amplifiers and
filters) are described to select other parts of the system, with simulations performed to show

typical behaviour and the effect of manufacturing variations where necessary.

Chapter 4 describes the first IC designed for this project, known as BVIPS1. The system
structure and pixel design are shown. Characterisation and simulation results from the IC are
compared. Testing results from Doppler imaging with this IC are shown, and the implications
of these results for vein imaging are discussed. Problems with the IC behaviour and their
likely causes are described. Design options made possible by the use of a linear array (rather
than a 2D array) are shown, such as dual front-end options, and physically larger front-end

designs including opamp based linear detectors.

Chapter 5 shows the changes to be made to the BVIPS1 design for the 2nd IC fabricated
for this project, known as BVIPS2. These changes are partly to solve issues found in testing
the first IC, and also to develop the system to add on-chip analog-digital conversion and
digital processing to find flux. A linear front-end using opamp based front-ends similar to
those tested on BVIPS1 is also used as an alternative main circuit on this IC, which has two
optional 64x1 detector arrays. Initial testing results from this IC in terms of characterisation
and Doppler imaging are shown, although testing was limited by time. The tests show some

improved performance, athough not all issues are fully resolved. Further work using this IC



is considered.

The possibilities of a linear array sensor are further demonstrated on the BVIPS2 IC by the
use of two full size sensor arrays along with the use of integrated processing circuitry on
one IC. In particular, the linear array layout allows both sensor arrays to use novel features.
One of the arrays is composed of opamp based front-using opamps ends, which has not been
previously demonstrated on an IC for laser Doppler flowmetry, partly due to the large size
of this type of pixel not being feasible on a 2D array sensor. The other array is composed
of logarithmic pixels which combine the larger pixel area available with a compact front-end

circuit design to allow redundant front-end circuits to be made available.

Finally, Chapter 6 presents conclusions from the project, summarising the work undertaken
and its potential for use in clinical systems. Further work using the ICs and circuits developed
is suggested, as well as developments to the systems designed. Possible limitations on the

further development of this work are also considered.

1.4 System to be Developed

This thesis discusses the research into and development of a line scanning blood flow imager
intended for vein location, or more specifically the detector for such a system. The detector
uses a 64x1 linear array of CMOS photodetectors. The use of CMOS technology for the
detectors themselves allows processing circuitry to be integrated onto the same device. The
work covers the selection and prototyping of detector circuits and analogue signal condition-
ing suited to this application, and also the integration of the analogue system produced into

a system-on-chip with integrated data acquisition and digital processing.

Vein location will be performed by producing a 2D flow image of a target (tissue containing
veins such as a hand or forearm), from which the high flow in a vein allows these structures
to be identified. The 2D image will be formed by projecting a line onto the target, which
will be imaged back onto the sensor array, allowing measurement of blood flow along this
line. The line will then be mechanically scanned along the target, allowing a 2D image to be

built up from successive lines.



1.5 The Doppler Effect

The Doppler effected was first described by Christian Doppler in 1842 and demonstrated for
sound waves shortly after [Houdas, 1991, [Serway and Jewett, 2009]. It describes the nature
of waves when the source is moving relative to the observer. This can most clearly be
demonstrated for sound waves, such as the change in pitch of sound from a moving vehicle

as it passes the observer.

As the source travels towards the observer, the apparent wavelength is shorter, as later
wavefronts are produced nearer to the observer than the earlier fronts. As the wave velocity

is constant, this means that frequency appears to be higher.
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Figure 1.1: Wavefronts with wavelength A travelling at velocity v, with an observer moving
at vp over time ¢

Figure [1.1| shows wavefronts travelling from a source to an observer, and the effect of move-
ment on this situation. The Doppler effect can be considered in terms of wavelength or
frequency, but as in electronics it is easier to measure frequency, this will be considered the
main term. For the situation without movement (Figure , the frequency, f, can be

found as:

oscillations received by observer — vt/A v

= = — 1.1
! total time t A (1.1)

In the case of a moving observer, the situation changes, as the observer passes a larger

number of wavefronts than in the static case:

oscillations received by observer (vt +vpt)/A v+ vp

/ = = = 1 2
! total time t A (1.2)




The difference between these two frequencies is termed the Doppler shift frequency (f4), and

is found by subtracting [T.1] from [T:2}

fa=f—f= - === (1.3)

Uvp = 7 (].4)

This means that if the Doppler frequency can be measured, for example by emitting a
known wave (known f, v and A) and then measuring it in a different location, then
vp can be found as in equation [I.4] giving the relative velocity between the source and
observer. This technique can be used for various situations including measuring speed
of moving vehicles [Halliday et al., 2000] and astronomical measurements such as motion
of stars, using the emitted light from the star as a source [Serway and Jewett, 2009

Cutnell and Johnson, 2006].

1.6 Laser Doppler Flowmetry

1.6.1 Doppler Shift from Moving Cells

Laser Doppler Blood Flowmetry involves illuminating the skin with coherent, monochrome
light of constant intensity. As this light penetrates into the skin it interacts with cells by
scattering and absorption. The absorbed light is lost, reducing the total reflected light.
Some light scatters off static tissue, resulting in reflected light at the same wavelength as the

incident light.

The Doppler shift applies to photons that are scattered by moving red blood cells. In this
case the light is subject to a Doppler shift as described above. In this situation, where light is
reflected back to the original source, the shift occurs twice, affecting the incident and reflected
light. The first shift is the same as the situation described above - the light interacts with a
blood cell that is moving relative to the source, so the light incident on the cell appears to
have undergone a shift in frequency. When this light is scattered by the cell, the cell itself
acts as a moving source relative to the static sensor, so undergoes another shift of the same

frequency. This is referred to as a double Doppler shift [Shepherd and Oberg, 1990].
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The situation is complicated by the complex movement, of the cells. The flow being measured
is that of a large number of blood cells flowing in a network of vessels. This means that cells
are moving at a variety of speeds in a variety of directions, so the relative speed between the

cell and the source is widely varying.

Similarly, the nature of the tissue means that incident photons can follow a variety of different
paths, with variation in the number of scattering incidents with static tissue and with moving

cells.

Figure [I.2] illustrates the interaction of incident light with tissue and the variety of paths

that photons can take.

Laser Detector

w, D | w, & (w0+Aw)

unshifted light Doppler-shifted light
ﬁ IIIIIIIIII}

Figure 1.2: Path of incident light through the skin

For a single interaction, the Doppler frequency can be calculated as:

_ 2vfocost

Ctissue

Af (1.5)

where fj is the frequency of transmitted light, v is the speed of a blood cell, ¢ijs5ue is the
speed of light in tissue, and cos @ is the angle between the direction of cell movement and
incident light (shift is highest if the cell is moving directly towards or directly away from the

source). The factor of two represents the double Doppler shift.
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For example, if the speed of light in tissue is 2 x 108ms~! (assuming refractive index of ~1.5

Tuchin, 2007]), and fy is that of 650 nm laser light then:
[ ; : g
v 2 x 108
= — = 10141 1.
I =3 T woxi00 310 H (L6)

If we apply this to equation with blood cells moving at roughly 2cms™!

[Tanaka et al., 1974], we can find the Doppler shift frequency expected:

_ 2vfocost 2 x2x107% x 3 x 101
B Ctissue B 2 x 108

Af = 60kHz (1.7)

In the real case this frequency would be considerably lower, as 6 will generally be less than

0, and the flow value used here is that in retinal blood vessels rather than capillaries.

This gives the Doppler shift frequency for a single interaction. The overall received signal
will be composed of many such interactions, including photons which have interacted with
more than one moving cell and have therefore undergone several shifts. This results in the
spectrum of the reflected light being spread around the original single wavelength, as shown
in Figure [I.3] Section [I.8:3] shows the frequency spectrum from Doppler signals produced

from moving blood cells in more detail.
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Figure 1.3: (a) Spectrum of incident light and (b) reflected light after Doppler shifting and
static reflection

1.6.2 Optical Mixing

The frequency of the light cannot be directly measured by electronics, being of the order
of 10'* Hz [Albrecht et al., 2002]. The Doppler shift from equation [1.5|is considerably lower
in magnitude than this, so the reflected light is still at a frequency of a similar order of

magnitude.

However, the reflected light consists of static and shifted wavelengths. These components
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mix in the detector giving an electrical signal at the difference frequency on a DC back-
ground. This mixing process can be expressed by the addition of the shifted and un-shifted

components in equations [I.8] and [I.9]

E, = Eycos(wit + ¢) (1.8)

E5 = Eycos(wat + @) (1.9)

where FEj is the amplitude of the wave, w; and ws are the angular frequencies of each wave
and ¢ is the phase of the wave. When both of these fields are incident upon a detector, the

overall field is the sum of the individual fields:

E = Ey [cos(wit + ¢) + cos(wat + ¢)] (1.10)

Using a trigonometric sum-to-product identity as in equation Abramowitz, 1970], this
can be seen as a mixing (i.e. multiplication) of signals at half of the sum and difference

frequencies, shown in equation [1.12

A—B)
2

cos(A) + cos(B) = QCOS(A_;B)COS( (1.11)

E= 2Eocos%((w1 + wo)t + 2(;5)005%(@11 — wo)t + 2¢) (1.12)

Re-writing this as equation [[.13]shows the detected field, E, as a travelling wave at frequency

w1 + w9 and amplitude F,,:

E= Emcos%((wl + wo)t + 2¢) (1.13)

where:

E,, = 2Eycos (; (w1 —wo)t + 2(,25)) (1.14)

The sum frequency of the travelling wave, w1 + ws is still in the optical frequency range, so
is undetectable by the electronics. The modulated amplitude FE,, will be detected by the
photosensor. The amount of the light illuminating the detector is known as the irradiance

[Hecht, 2001], and is given by:
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E? = 4E2cos* (; (w1 — wa)t + 2¢)) =2E2[1 + cos (w1 — wa)t + 29)] (1.15)

It can be seen from equation that the DC level of the irradiance is 2E3, giving the DC
photocurrent detected. The modulation frequency of the irradiance is wy —ws, which is equal
to the Doppler shift frequency. This means that measuring the frequency of the modulated

signal gives the Doppler shift frequency, and hence the speed of the moving cells.

The amplitude in equation [1.15] assumes that the two frequency components have the same
amplitude. In this application this is unlikely to be the case as more than half of the light
incident on the skin will reflect off static tissue, mainly the top surface of the skin. This
means the amplitude of the modulated component will be reduced. However, this gives us
more information about the total blood flow. An increase in moving cells means that more of
the reflected light will be from moving cells, and hence the amplitude of the Doppler shifted
component will be higher. This will result in a higher modulation depth. From this, it is
possible to measure the amount of moving cells, as well as the speed of cells. Combining this

information gives an overall figure for flow.

1.6.3 Concentration and Flow Processing

The two values most commonly used as output from LDBF systems are concentration and
flow. Concentration refers to blood volume rather than speed. Flow is found by weighting
the concentration result according to frequency, as faster moving cells contribute to more

overall movement of blood than a similar but slower moving blood volume.

Analytically, concentration is found from the total power in the Doppler signal

[Belcaro et al., 1994]:

Concentration = /P(w)dw (1.16)

w1

Where P(w) represents the power of the signal from the photosensor as a function of fre-
quency, and wy and we are the upper and lower limits of the frequency range of interest. wy
is sufficiently above DC to remove flicker noise and movement artifacts (i.e. Doppler shifts
caused by movement of the target object itself, rather than blood within the target object),
while wy is set above the highest expected Doppler frequency, ignoring noise signals above

this. In the ideal case, w; could be anything greater than DC, and wy could be infinite.
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Flow (often referred to as flux) is found by weighting the power spectrum by frequency, and
finding the total power in the weighted spectrum. This is equivalent to multiplying the total

concentration found in equation by the mean blood cell velocity [Belcaro et al., 1994]:

wa
Flow = /w.P(w)dw (1.17)
w1

However, this can be complicated if the processing is to be performed on a voltage signal

(V(w)) rather than a power spectrum (P(w)). In this case the flux equation becomes:

Flow = /w.P(w)dw = /2<w§.|V(w)|)2dw (1.18)

From equation [1.18] it can be seen that as well as calculating the flux from frequency domain
processing of the signal, time domain processing is also possible. Weighting the voltage signal
from the system by the square root of the angular frequency, before squaring this voltage
(e.g. using a mixing circuit) and averaging over time would give an equivalent result to

integrating the power spectrum over all frequencies.

1.7 Typical Laser Doppler Flowmetry System

This section discusses the basic structure of a typical laser Doppler flowmetry system, and

the techniques that may be used to apply the principles shown in Section [L.6

1.7.1 Typical LDBF System using Time-Domain Processing
1.7.1.1 System Diagram

The system shown in Figure [[.4] is a generic LDBF system, using time domain methods
to extract final concentration and flow values. The system developed for this project uses
frequency domain processing in the form of fast Fourier transform processing on a field
programmable gate array (FPGA) to extract the frequency spectrum of the signal. However,
the frequency domain method still requires an analogue front-end to detect and amplify the

signal prior to digitisation, which uses the photodetector and filter from the early stages of

Figure [T.4
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Figure 1.4: Block diagram of a laser Doppler flowmetry system [Belcaro et al., 1994]

1.7.1.2 System Components

The first element of the system in Figure is the photodetector, which is generally a photo-
diode connected to a current-voltage converter. This produces a voltage signal proportional
to the incident light power on the detector. This will have a fairly large DC value with the
Doppler signal superimposed upon it. There are a variety of circuits that can perform this

function, which will be discussed in more detail in Chapter [3]

The bandpass filter is used to remove the frequency components of the signal that are not
part of the required Doppler signal (see Section , removing movement artifacts, the
DC level and removing noise frequencies above the Doppler bandwidth. The filter may also
amplify the required frequencies, otherwise sampling of the signal may require an ADC with

very high resolution or a range very closely matched to the output of the photodetector.

For normalisation purposes the signals are divided by the DC value of the photodetector
output as given by a low pass filter. This is done to correct for variations in illuminating
optical power or skin reflectivity. While this is a separate stage of the common LDBF
architecture given in Figure in this system the normalisation may be provided as an
inherent feature of the logarithmic current to voltage converter to be used. This principle is

described in Chapter 3.

1.7.1.3 Processing

After normalisation, processing can be done to give a voltage directly proportional to the
concentration and flow of blood. The ideal behaviour of the system here implements the
functions described in Section Concentration is found by squaring and time averaging
of the signal, giving a signal with a DC level proportional to blood concentration. This signal

is then averaged to give a voltage directly proportional to blood concentration.
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For flow calculations, the signal is first passed through a frequency weighted filter. This
increases the magnitude of the higher frequency components of the Doppler signal relative
to the lower frequency signals. The output of this signal is then squared and time averaged

in the same way as for the concentration signal.

The important characteristic for this stage of the system is the frequency response of the
frequency weighted filter. The ideal response performs w? weighting as in equation
however this can be difficult to implement. If non-ideal weighting is to be used, then the
effect of this non-ideal behaviour must be considered. Too little weighting could result in
the increased speed of some cells being ignored, giving a flow signal lower than reality. Too
much weighting would mean that a small number of fast moving cells, or a high noise floor,

would give a large flow signal when actual blood flow may be fairly low.

The complexity of the micro-circulation, conventionally the target of LDBF, means that a
definite answer is difficult to find. The precise mathematical definitions of flow do not directly
translate to the level of perfusion of tissue due to this flow. There is also little standardisation
between different types of LDBF instrument. Instead, LDBF systems can be used to show
relative differences in flow, such as between different areas of skin, or on the same area of
skin over time in response to some form of stimulus. This means that an approximation to

the w? response may be acceptable [Belcaro et al., 1994] |Gu, 2007, [Hoang et al., 2010].

1.7.2 Considerations for Frequency Domain Processing

Alternatively if using the frequency domain method, the time domain frequency weighted
filter and the square and time average blocks are not required. Instead, the signal will be
digitised and an FFT will be performed after the low pass filter. The separate concentration
and flow signals can then be found in a similar way, albeit working in the frequency domain
rather than the time domain. Taking an average of the spectrum given by the FFT will give
a value proportional to blood concentration. To give a similar value for flux, the spectrum
must first be amplified by the same transfer function as the time-domain frequency weighted

filter above. Taking an average of the new, weighted spectrum will give the flow value.
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1.8 Expected Doppler Signal

This section describes the input signal to be expected from the photodiodes in the system.

These details will then be used as the specification for the system design.

1.8.1 Light Levels and Photocurrents

The design of the IC depends on the expected incident light levels, as various circuit charac-

teristics can depend on input current DC level, as this sets the DC operating point.

Previous measurements of incident light power for laser Doppler blood flowmetry used a laser
power of 7mW on to the skin, which gave a measured power density at 5cm of 50 xWcm ™2
or 0.5 Wm~![Kongsavatsak, 2005]. Over the area of the 1000x 50 um photodiode used here

this gives an optical power of:

Poptical =50 x 1070 x 1 x 1072 x 0.5 = 2.5 x 107 W = 25nW (1.19)

This photodiode size is chosen based on two factors. The pixel width of 1 mm gives a wide
enough array to reliably image a laser line onto the array, without the mechanical scanning
of the beam causing alignment or beam wandering issues (the beam moving off the array
as the line scans). At the same time, it is not so large as to leave insufficient silicon area
for the signal detection and conditioning circuits. The pixel pitch of 50 um for 64 pixels
gives sufficient space for pixel level circuitry while not increasing the size and cost of the
IC unnecessarily. There is an additional factor that requires consideration, that of diode
capacitance. The photodiode has a large area and periphery, and the capacitance of the
diode is proportional to the area of the photodiode depletion region. If this capacitance is
too large, it will reduce the bandwidth of the detector by creating a high RC constant at the

front-end. This is investigated by simulation in Chapter [3] Section [3.2.1.3

The responsivity of the photodiodes used here at red and near infrared wavelengths is ap-

proximately 0.3 A/W|[Kongsavatsak, 2005]. This gives a total photocurrent of:

InCphoto =25 x 1078 x 0.3 =75x 107 A = 7.5nA (1.20)

However this is for illumination of a single spot with roughly 1 mm diameter. For a 64 pixel

system it can be assumed that the area on to which light is projected will increase by 64.
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The laser to be used by this system is also more powerful, at around 45 mW, increasing by
a factor of 6.43. This results in a drop in incident power of % =9.96. This will give a DC

photocurrent of:

7.5 %1079
Lopope = —2 220~ A 1.21
phot 9.96 753p (1.21)

The 45 mW laser is also an infrared laser. This gives higher skin penetration depth due to
the longer wavelength [Belcaro et al., 1994], which will marginally increase the photodiode
responsivity above that for the light wavelength used for previous readings, increasing the
DC photocurrent. The effect of light penetrating deeper into the tissue may not signific-
antly affect the DC photocurrent, as the reflected light depends on scattering rather than
absorption, although again this adds some margin of error to the above photocurrent figure.
However, the greater penetration depth should mean more light interacts with moving blood
cells rather than static tissue near the surface. This may lead to an increase in the Doppler
ratio, i.e. the ratio of modulated light to constant intensity light at the detector, and hence

to an increase in the AC signal being measured.

The typical DC photocurrent used here in simulations with a 1000x 50 pm photodiode is
therefore 765 pA, with an AC peak-peak current of 75pA. This assumes a Doppler ra-
tio of approximately 10%. This ratio is independent of illuminating power - if the incid-
ent optical power rises, the amount of directly reflected light will increase, however the
number of photons scattering of moving blood cells will increase by the same proportion.

[Belcaro et al., 1994]

To ensure the system works over a range of light levels, simulations will also be performed
at a minimum and maximum light level, with DC photocurrents of 75pA and 1,500 pA

respectively.

1.8.2 Large Photodiodes and Speckle Size

The ICs produced here were required to have larger photodiodes than usual in CMOS sensors,
due to concerns about the beam ’wandering’ off the sensor during mechanical scanning. The
1D array topology means this photodiode size is feasible, however the increase in detector
area also affects the photocurrent input to the detection circuits. Conventional thought
would suggest that the large photodiodes used here are an advantage for signal detection,

resulting in higher light levels. However, changes in lens focal lengths to focus light to the
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size of the sensor means that smaller sensors should receive the same light level.

It is possible that the large sensor actually reduces the Doppler ratio, hence reducing the
SNR. This is because the larger pixels may result in more speckles being imaged onto each

photodiode.

Speckle size for LDBF is given by [Steenbergen, 2004]:

1.22 X Ajgser

A (1.22)

Sizespeckle =

Where NA is the numerical aperture of the system. For the imaging setup used here, the
NA can be found based on the size of lens used to focus light onto the IC and the distance

from the lens to the target.

NA= [ens (1.23)

/D2 2
Dtarget + rlens

To give an estimate of speckle size, the lens diameter for this system will be approximately

25 mm, while the distance from the lens to the target will be approximate 250 mm. If a near
infra-red laser is used, the wavelength will be approximately 750 nm, This gives a speckle

size of:

1.22 x 750 nm

—91 1.24
01 9.1 ym (1.24)

Sizespeckle =

The photodiode size is 1000 x 50 um, giving an estimate of ~600 speckles per pixel. Com-
pared to previous CMOS detectors with diode size around 50 x 50 um [He et al., 2009,
Gu et al., 2008|, giving approximately 30 speckles per pixel. The AC photocurrent is due
to changes in intensity at each pixel caused by the speckles appearing and disappearing. If
the number of speckles on a pixel is sufficiently large, the change in overall intensity as the
speckles could average out to a constant intensity. However, the existing Moor system to
be modified for this project has larger sensors (3.6 mm x 0.5mm) than the prototype ICs,
while having similar lens size and distance to target, suggesting the the speckle size is not a
significant problem. However, this reduction in modulation depth would result in a smaller

AC photocurrent to that expected from the calculations shown in Section [I.8.1
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1.8.3 Spectrum of the Doppler Signal

As well as the magnitude of the photocurrent, it is important to know the spectrum of the
Doppler signal. As not all blood cells are moving in the same direction or at the same speed,

the modulated signal will have a continuous spectrum from DC up to several kHz. Figure[L.5

[Belcaro et al., 1994] shows the type of signal expected from two different targets.
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Figure 1.5: Time and frequency domain plots of Doppler signals from a finger and a static
target |[Belcaro et al., 1994

It can be seen from the power spectra for the finger that the majority of the signal is at the
lower frequencies, below 2 kHz, with a tail extending towards 10 kHz. The shape of this curve
could also be seen as a histogram of red blood cell velocity, with most blood cells moving
at lower velocities, with a smaller number of cells moving faster. The spectrum is mostly
Gaussian, except for the tail extending to higher frequencies due to a small number of cells

with high velocity relative to the detector.
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While most of the signal is at lower frequencies, the signal must not be excessively truncated
by low pass filtering. While the majority of the cells are moving fairly slowly, a single fast
moving cell is more significant to the total blood flow than a slower moving cell. The overall
flow value for any one point on the skin is therefore a frequency weighted average of the

power spectrum.

For the application considered in this thesis the bandwidth to be used is 20kHz. This is
higher than apparently necessary from the spectrum shown in Figure [I.5] for a number of
reasons. The first is that in some circumstances the flux will increase above that shown -
for example when blood flow in a limb or finger is occluded by a tourniquet, there is a brief
but considerable increase in flow when the tourniquet is first released. The magnitude and
duration of this increase can contain clinically useful information, and as such the higher
blood velocity must not be ignored due to filtering. Secondly, as this project is intended
to image flow in veins rather than micro-circulation in capillaries, there is the possibility of
faster moving blood cells. This second factor is less certain, as while the total flow in a vein
is larger, the larger diameter of veins means that cell speed may be lower. The veins intended
to be imaged here also tend to run along the skin. This makes them suitable for inserting
needles and cannulae, but also means that the majority of the velocity component of each
cell is perpendicular to the incident light. This means that the velocity of the cells relative

to the incident photons - the relevant portion for causing Doppler shifts - is fairly low.

Given the above, the bandwidth requirement has been set fairly high. However the use of
a tuneable anti-aliasing filter means that if a high cut-off frequency of 20kHz is deemed
excessive, the cut-off could be reduced. This should reduce noise by filtering out noise
between the original and reduced cut-off frequency, and would also allow a lower sampling
speed, possibly facilitating the digital processing and read-out. Conversely, the cut-off of the
filter could be set higher if faster flow is to be observed, although if the digital back-end of
the system is designed around a 20 kHz sampling rate this would require a more significant

change to the system.

There is also a low cut-off frequency, as while the Doppler spectrum is continuous, at lower
frequencies the signal from the photodiode includes movement artifacts which will detract
from the actual blood flow signal. Removing lower frequencies also vastly reduces 1/ f noise

in the system. The low cut off to be used here is around 100 Hz.
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Chapter 2

Review of Existing Laser Doppler

and Vein Location Systems

2.1 Introduction

Laser Doppler has been used for blood flow measurement since the 1960s. This chapter
discusses the development of Laser Doppler Blood Flow (LDBF) systems from early proto-
types to modern systems in clinical and research use. This will include looking at a range of
systems that employ the LDBF technique in different ways, and the various ways that such

systems are used or could be used.

While this chapter focuses on LDBF systems, alternative technologies for vein location are
also considered. If LDBF is to be used for a specific application rather than general blood
flow imaging, it has to offer significant advantages in terms of either performance, useability

or cost over any existing alternatives.

Finally, issues that apply to the widespread clinical use of LDBF imagers are considered.
Existing LDBF devices are mostly used for research purposes, so may not be subject to all

the constraints placed on a more widely used device.
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2.2 Development of Laser Doppler Blood Flow Measure-

ment Systems

2.2.1 Early Development of Laser Doppler Blood Flowmetry

Laser Doppler Flowmetry (LDF, when not used for blood flow assessment) was first used for

the measurement of fluid flow in 1964 by Yeh and Cummins [Yeh and Cummins, 1964]. This

was measuring the flow of fluid in a tube in a test rig, with a separate reference arm as in

a Mach-Zehnder interferometer. The technique was first applied to blood flow by Riva et al

in 1972, on retinal arteries of rabbits [Riva et al., 1972|. Riva also applied the technique to

200 pm capillaries.
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Figure 2.1: Interferometer used for Laser Doppler Velocimetry in retinal vessels
[Yeh and Cummins, 1964

The technique was first used on human retinal blood vessels in 1974 by Tanaka and Riva

[Tanaka et al., 1974]. This required a reduction in laser power for safety, which in turn

required a photomultiplier tube and a photon counting detector.

The technique used initially was Laser Doppler velocimetry (LDV) rather than flowmetry
(LDF), as the measured quantity was the speed of blood flow rather than an overall figure

for flow itself.

Stern used the technique on flow in capillaries, using statistical processing of the raw signal
to determine overall flow rather than flow velocity [Stern, 1975]. This is more useful as a

clinical measure, as it is overall flow which is relevant for tissue receiving sufficient oxygen,
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nutrients etc from the circulatory system. Stern also compared LDBF to existing techniques,

mainly xenon washout, and found good correlation.

2.2.2 Single Point Measurement Systems

A clinical instrument making use of LDBF was built in 1978 [Watkins and Holloway, 197§],
but this had poor reproducibility and was difficult to use. At the same time, Powers

and Frayer developed a Laser Doppler velocimetry instrument for use during surgery

[Powers and Frayer, 197§].

One of the problems with early LDBF systems was instability of the lasers used. Mode
hopping of the lasers used meant the Doppler shift of the incident light was masked by the
shift in wavelength of the laser [Sargent and Scully, 1972]. One technique used to overcome
this was developed by Nilsson, that of using a differential sensor. As a result of this, common
mode sources of noise such as laser mode hopping are removed [Nilsson et al., 1980|. Differ-
ential detection is made possible as the flow of blood causes a randomly changing speckle
pattern, where the signal from an individual speckle has random phase. This means the Dop-
pler signals from two detectors have components with similar frequency and magnitude, but
different phase. Measuring the signal differentially therefore removes common mode noise,

but the Doppler signals themselves do not cancel each other out.

2.2.3 Scanning Systems

The single point technique was used in a clinical setting shortly after its initial development
for wound assessment [Oberg et al., 1979 Wunderlich et al., 1980]. However, the single point

nature of the technique presents obvious limitations.

Flow assessment over an area was developed by combining a single point measurement sys-
tem with a pair of mirrors to implement a raster scanning system. Essex and Byrne de-
veloped a system that scanned a 500 x 700 mm area, with 2mm resolution. However, the
scanning requires repeated re-positioning of the mirrors, which limits the frame rate. For
example, The system developed by Essex and Byrne took 6 minutes to acquire an image
[Essex and Byrne, 1991, [Essex, 1994]. Figure shows the structure of this type of system,

as used in an imager produced by Moor Instruments Ltd.
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Figure 2.2: Main optical and electronic elements of a scanning LDBF system (Moor Instru-
ments, UK)

2.2.4 2D Doppler Flow Imaging Systems

The scanning systems previously described proved the usefulness of obtaining flow images.

To improve the acquisition time for such images, Serov and Steenbergen used a 2D sensor

array to measure flow over an area without mechanical scanning [Serov et al., 2002].

Figure [2.3] shows the setup used for imaging with a 2D commercial CMOS sensor

[Serov et al., 2005|. Figure shows images produced by this system. Image acquisition

time for this system for a 256 x 256 image, captured as a series of 64 x 8 sub-frames, is 90
seconds. The majority of this time is consumed by performing FFT calculations on a DSP

to calculate flux from the raw signal. This system used a sampling frequency at each pixel

of 16.8kHz, which is lower than the preferred figure of 20 kHz [Belcaro et al., 1994]. The

system can randomly address pixels, such that it can work as a single point system, which
allows a sampling frequency of 40kHz to be used if single point measurement rather than

imaging is sufficient.
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Figure 2.3: 2D imaging setup used by Serov et al.|[Serov et al., 2005|
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Figure 2.4: 2D images of a finger from equipment in Figure [2.3[ [Serov et al., 2005|
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Improvements to the data acquisition system for a similar system architecture have improved

the speed of image acquisition to 1.2s, making the system much more clinically useful,

although the pixel bandwidth is still lower than ideal, at around 4 kHz [Serov et al., 2006b|.

Figure shows a sequence of images produced by this newer imager during occlusion and
release of blood flow in a finger. This imager also combined the LDBF technique with
laser speckle contrast analysis (see Section [2.4.1), which allows a higher frame rate (10

frames/second) to be achieved using a less accurate flow assessment method.
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Figure 2.5: Images and single pixel plot of flux in a hand during occlusion and release,
recorded by a 2D sensor [Serov et al., 2006b|

The system developed by Serov et al is also capable of locating veins. Figure [2.6] shows a
flow map produced by averaging 10 individual frames, in which veins are clearly visible. The
speed of this system means that the averaging can be performed without making acquisition

time too long for viable use, with this image taking 12s (10 x 1.2s) to acquire.

Less

Figure 2.6: Image of veins (right) and visible image (left) of a hand produced by 2D sensor
[Serov et al., 2006b]|

2.2.5 2D integrated CMOS LDBF Sensors

A major limitation in imaging systems is data bottlenecks. If data is to be processed on a

PC, then every pixel has to be sampled with high bandwidth, ideally 40kHz, for a 20kHz
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bandwidth |Belcaro et al., 1994]. This can be mitigated by increasing data acquisition speed

or number of channels and by using a lower sampling speed, as with the systems made by

Serov shown in Section 2.2.4]

An alternative technique, given the use of CMOS detectors, is to integrate processing elec-
tronics onto the sensor IC. By performing the processing on-chip, the amount of data to be

acquired by a PC is vastly reduced.

Kongsavatsak developed a 16x1 IC which included sensors, amplifiers and digital flux pro-

cessing on one IC [Kongsavatsak, 2005]. Gu developed a pixel design that integrated the

photodetector with analog flux processing [Gu, 2007].

One difficulty of this approach is the increased time and cost required to prototype designs,
particularly when the full potential of combining digital processing circuits with analogue

sensors and signal conditioning is used. This can be mitigated by using FPGAs to develop

processing techniques [Zhu et al., 2006} [He et al., 2009]. Figureshows an image captured

using an FPGA, with an acquisition time of around 4 seconds. This system uses line illu-
mination and a 1D array of pixels, with mechanical scanning of the line. This is intended

to combine some of the advantages of full-field imaging systems without requiring the same

laser power as these [Hoang et al., 2010]. As only one axis of scanning is required, the time

required for mechanical movement is greatly reduced, allowing faster image acquisition than
single point scanning systems. Some delays are still caused by the mechanical scanning, and
therefore the sensors and processing circuits used are capable of faster image acquisition if

other limitations of the system can be reduced.
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Figure 2.7: Image of blood flow showing veins in a hand, processed by an FPGA system with
an algorithm suitable for implementation on-chip [Morgan and Hayes-Gill, 2009|

2.2.6 Choice of Sensor technology - CCD or CMOS

Traditionally charge coupled devices (CCDs) have been the sensor of choice for conven-
tional imaging applications. Technologies used to fabricate CCDs have been optimised for

optical performance, enabling low-noise, high contrast and low cross-talk between pixels

[Theuwissen, 1995]. However, CMOS sensors have become more widely used for imaging

applications [Fossum, 1997, and are becoming more common in consumer devices such as

digital cameras [Theuwissen, 2001]. There are various reasons for this; the specialisation of

CCD processed means that it is not feasible to integrate any processing circuits onto the same
IC, requiring additional components and interconnections; CCDs require serial readout, so

selecting areas of interest or single pixels is not possible (or at least does not allow a speed in-
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crease), whereas CMOS sensors are generally randomly addressable; CMOS pixels can work
at lower voltages, and only access pixels when required, resulting in lower power consumption

than CCDs, which require require larger voltages (8-15V), switched more frequently for the

charge transfer process [Holst and Lomheim, 2007]. The reduction in size of CMOS features

as the processes have developed has improved the fill factors and resolutions that can be

achieved, with single chip sensor arrays having up to 14M pixels available |[Collins, 2009].

For LDBF applications, the major advantage is frame rate - the serial readout of CCDs
means that it is very difficult to achieve a high enough sampling rate for Doppler signals.
Randomly addressable pixels are also very significant, as it means that it is easy to trade off
image size for acquisition time, so an area of interest can be viewed at improved frame rates

with only software settings needing to be changed.

However, faster CCDs are also available, such as frame transfer CCDs. These interleave rows
of sensors with rows of buffers and acquisition circuits, allowing the entire collected charge
to be transferred to a buffer very quickly, and the next image exposure to be started while
the previous image is sampled and converted to a digital output. However, this makes the
sensor area considerably larger (roughly double the size), and hence the cost is higher. As
the fabrication process used is the same as for conventional CCDs, it is still not possible to

integrate standard CMOS circuitry onto the same IC as a frame transfer CCD.

2.3 Development of LDBF for Medical Use

2.3.1 Research Use of Laser Doppler Flowmetry Systems

LDBF is a well established technique in medical research. It has been used for pressure sore

diagnosis in wound healing |[Nixon et al., 1999|, ischemic ulcers |Gschwandtner et al., 1999],

burns assessment [Brown et al., 1998], joint inflammation [Ferrell et al., 1997], aller-

gic reactions [Clough et al., 1998], dermatology [Quinn et al., 1991], wound assess-

ment [Khan and Newton, 2003| and physiology of diabetes [Morris et al., 1995]|.

Some of these studies (e.g. burns and wound assessment) may lead to clinical use of LDBF
devices by demonstrating the utility of LDBF in clinical applications, or an improvement in
care made possible. However, the use of the technique for research purposes does not mean

that it is suitable for routine clinical use. Research use is likely to be under much more
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controlled conditions, in terms of selection of patients, location of testing (for laser safety
reasons, the use of high power lasers in some systems is sometimes confined to separate
rooms, rather than general wards), and device useability may be a secondary consideration

to the information provided by the device.

However, the later stages of development of LDBF imagers introduced in Sections [2:2.4] and
[2:2.5] show obvious improvements in useability and information provided that make routine
clinical use more feasible - for example, a rapid acquisition time means that the subject (or
patient) does not have to remain in a fixed position for an uncomfortable time, and movement
artifacts are reduced as there is less time in which movement can occur. A higher frame rate
also allows changes over time to be seen, making assessment of blood flow in response to

external stimuli easier.

2.3.2 Non-Imaging Applications of LDBF Techniques

As well as development of LDBF techniques for general imaging, there are applications where
simpler systems, based on single point sensors, can be useful. Koelink developed a sensor
that used a combination of two wavelengths for illumination [Koelink et al., 1994]. The two
wavelengths have different penetration depths due to differing absorption of the light by
tissue, so separate flow measurements in superficial capillaries and deeper blood vessels can

be made.

This technique could potentially be combined with an imaging technique, giving two images
of surface and deeper tissue blood flow. The integrated 2D sensors introduced in Section [2:2.5]
are particularly well suited for this application, as the combination of processing on chip,
coupled with the low size of each sensor and cost per unit (in high volume) means that
systems using multiple sensors are more feasible. For commercial systems, the use of two
sensors would further increase the demands on the data acquisition system, which is already

a limitation on the system.

An alternative to imaging systems to increase clinical useability is to develop a single point
system that is compact and easy to use. To this end Serov developed an integrated probe
that combined sensor and laser into one small package (6 mm diameter x 6 mm height), with

data acquisition performed by the sound system of a laptop PC [Serov et al., 2006c].

Such sensors have various applications. Afshari et al used a small LDBF system built into the
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handle of a golf club [Afshari et al., 2002]. This demonstrates a method of monitoring blood
flow of a subject performing various activities - sports, using power tools etc. The compact
size of the system used means that the measurements can be taken in a way that does not
interfere with the activity itself. In addition, the use of a compact Laser Doppler sensor built
into other equipment could have non-medical applications, for example monitoring flow or

vibration in industrial processes.

2.4 Alternative Flow Assessment Methods

While this thesis is mainly investigating laser Doppler blood flow imaging, there are other
methods available that use the coherent nature of laser light to measure blood flow. This

section considers two of these techniques with regard to their use for a vein location system.

2.4.1 Laser Speckle Contrast Analysis

An alternative technique to direct measurement of Doppler shift from moving blood cells is
that of laser speckle contrast analysis (LASCA). This technique makes use of the speckle
pattern produced by a coherent light source illuminating a scattering medium, such as skin.
This pattern is produced in the same way as the interference fringes produced by two in-
tersecting beams from coherent sources - each individual scatterer in the medium acts as a

separate source, producing a complex interference pattern of light and dark spots.

The movement of red blood cells in capillaries in the skin means that the scattering medium
changes, changing the speckle pattern produced. LASCA uses a standard CCD camera to
capture this speckle pattern. If there is no flow, the pattern does not change so the captured
image has high contrast. With higher flow, the change of the pattern during image capture
causes blurring of the image produced. Measuring the contrast of the subsections of the image
(e.g. 5x5 pixel blocks) allows a 2D flux map to be built up. As this can be done using a
single image captured with a commercial CCD sensor, achieved frame rates can be very high.
The technique was developed by Briers, Fercher and Richards [Fercher and Briers, 1981
Richards and Briers, 1997], and a commercial device was developed by Moor Instruments.
The Moor Instruments FLPI system can operate at up to 25 frames/second, giving images

of the sort shown in Figure
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This obviously has considerable advantages in terms of speed, however the major limitation
is penetration depth, as the technique only detects flow in the top surface of the skin. This
is partly due to the lower power used in the Moor FLPI system, which is sold as a class 1

laser product to make clinical use more feasible.

Figure 2.8: Image of flow in a finger using laser speckle contrast analysis
[MoorInstruments, 20073

Briers also compared LASCA and LDBF, investigating the similarities between the tech-
niques [Briers, 1996]. Both techniques were developed separately, but both have similar
roots. Both Doppler shifts and speckle pattern changes are related to the changes in optical
path length caused by movement of the scatterers, i.e. red blood cells. Stewart compared

speckle analysis and LDBF and found that the speed of acquisition of LASCA was a consid-

erable advantage in clinical use [Stewart et al., 2005].

2.4.2 Laser Velocimetry

As well as measuring the Doppler shift of light reflected from a single laser beam, it is
possible to detect the speed of moving particles using an arrangement of two intersecting
beams. This produces an interference pattern, and the movement of particles through this
pattern produces a signal that can be measured to determine velocity. A diagram of a system

using this technique is shown in Figure [2.9}
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Figure 2.9: Two beam technique for Laser velocimetry [Le Duff et al., 2004]
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The two beam technique was developed at a similar time to the early LDBF systems
[Rudd, 1969 [Stein and Pfeifer, 1969], but did not become widely used for this application.
This technique is best suited to a smaller number of particles - a single particle crossing a
series of fringes will clearly produce a wide variation in reflected intensity, whereas the light
reflected from a stream of particles will tend to average out, giving less variation. This tech-
nique is not ideally suited to blood flow assessment, as blood flow consists of a high number
of particles in a continuous stream, meaning that the variation in reflected intensity from

each particle is averaged out by surrounding particles.

Despite this, as the technique avoids some of the complexities of LDBF systems (such as
requiring a stable single mode laser) it has been used to develop a low-cost LDV sensor
[Le Duff et al., 2004]. Reduced costs of the sensor, and hence costs of a device built using
the sensors, could increase the feasibility of widespread adoption of such devices for clinical

use.

2.5 Alternative Vein Location Technologies

So far the techniques discussed have all been based on laser imaging. However, as the system
to be developed here is intended for vein location rather than purely flow imaging, alternative

methods for vein location should be considered.

2.5.1 Trans-Illumination

The simplest, of these methods is using back illumination. The principle here is to illuminate
tissue beneath a vein,such that the vein appears as a shadow on the skin. The most crude
form of this involves shining a torch on the back of smaller limbs (e.g. through a hand) in
a darkened room. However, the scattering of light through tissue means that the width of

tissue across the whole limb results in very poor resolution .

A device that applies the back illumination technique in a more advanced way is the vein
lite. This uses a ring of LEDs such that tissue is illuminated through the skin next to the
region of interest. Light then scatters down into the tissue and back to the surface, except
where blocked by a vein. This variation of the back-illumination technique is known as

trans-illumination. Figure shows this device in use.
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Figure 2.10: A veinlite being used to highlight a vein in an arm [Translite, 2001

While this is a very basic device compared to the LDBF systems shown, it has been shown

to be useful in clinical practice [Kussman, 2001}, [Lindsey, 2005), [Zimerman, 1991]. The main

advantage of the system is it’s simplicity - it is easy to use, and cheap to buy. An LED
version is also available, such that it is very portable, making it feasible to carry around for

use whenever required.

However, its simplicity also causes some of it’s limitations. The veinlite does not detect flow,
instead showing the physical structure of a vein. This means it cannot assess the flow within
the vein itself, which may be an important indicator of the suitability of a vein for canulation.
It also requires contact of the light head with the skin, which may not be suitable in some
situations (for example, where skin is damaged), whereas LDBF can be a totally non-invasive

and non-contact technique.

2.5.2 Infra-Red Image Processing

Infra-red light is often used in vein location and flow imaging, as the longer wavelength of this

light penetrates further into the skin |[Belcaro et al., 1994]. This means that a single image of

a body part such as a hand taken using infra-red illumination shows some information about
the features under the skin, such as veins. This can be done using commonly available sensors

and light sources, with processing being performed by a standard PC. This technique has

been used to identify veins using an imaging process [Shuwang et al., 2005, |Chen et al., 2007].

Figure 2.11] shows a raw image taken in this way, and a processed binary image from an
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automated process of locating veins within the image.

This technique is in some ways a more advanced application of the trans-illumination tech-
nique, using the scattering of light through tissue to produce shadows where the light is
blocked by veins. Here the illumination is applied over a wider area, with image processing
used to locate the veins. The veinlite uses this technique with more controlled illumination

such that the processing is not required.

1Y
(a) original IR image (b) processed image

Figure 2.11: Processed image of veins and original IR image [Chen et al., 2007

An extra step that can be used with this technique, which is applicable to other vein loca-
tion systems, is to project the vein image produced back on to the skin. This approach was
developed by Zeman [Zeman et al., 2005|, and a commercial device has been developed by
Luminetx. This technique avoids the issue of relating a point on a vein image to a physical
location. The limitation of this technique is the additional complexity and cost of the pro-
jection equipment. The projection must also be well aligned, even on a non-uniform surface

such as tissue

2.5.3 Haptics

Haptics refers to recognition of objects through touch [Klatzky et al., 1985]. This would
generally refer to a person identifying objects through touch, but this approach to vein
location could potentially be automated. A system has been developed by Zivanovic that
uses a movable probe to palpate veins in the same way as a human would locate veins by
touch [Zivanovic and Davies, 2000]. The system scans the probe across an arm, building up a

force-position plot for each point. A fluid-filled vein has a force-position response that can be
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recognised, locating the vein. This system was intended to be used as part of a robotic blood

sampling system, so is intended to be fully autonomous rather than an aid for a clinician.

As a vein location method, the system is slower than existing methods due to the extra mech-
anical scanning required (the probe must be scanned across a line, and at each point must
be moved towards the arm to build up the force-pressure curve). The system developed took
roughly 1 minute to measure along a 15mm line. However, the technique could potentially be
developed to improve speed. For example if an array of pressure sensors could be developed,
e.g. using MEMS processes, it would be possible to produce a force-position map across
an area. This could be combined with processing techniques similar to image processing to

locate veins.

Zivanovic’s system also used a similar force-position sensing technique to automate the needle
insertion procedure. While Zivanovic did not expect the automated needle insertion tech-
nique to be trialled on humans, or to enter routine use, in the foreseeable future, this does
raise the issue of the level of automation possible if vein location and flow mapping systems

become sufficiently reliable.

2.5.4 Ultrasound

Ultrasound is a common technique in medical diagnosis, allowing images of tissue structure
at any depth. This could be used for vein location by looking for the structure of veins rather
than the flow within them. Ultrasound devices generally require significant user training,
as well as the use of a gel to couple ultrasound from the transducer into tissue, which is
a significant disadvantage over a non-contact flow imager. However, the increasing use of
ultrasound in hospitals may mean that the hardware and user training becomes commonplace
for other reasons, allowing its adaptation for vein location [Mbamalu and Banerjee, 1999].
Figure shows an image from an ultrasound imager while being used for vein location.
The complexity of this image, compared with vein images from 2D LDBF systems (such
as those in Figure demonstrates the additional challenges in using current ultrasound
devices. The ultrasound technique does offer information on depth of the vein within the
tissue, which could be an advantage if visualised in an accessible manner. However, unlike
for LDBF systems the images produced do not display flow, meaning that the actual flow of

blood within located veins cannot be known.
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Figure 2.12: Image of a vein and artery from an ultrasound imager
[Mbamalu and Banerjee, 1999

2.6 Clinical Use of Vein Location Systems

This section considers aspects of vein location systems that must be addressed to make a

device useful and practical in a clinical setting.

2.6.1 Laser Power against Acquisition Speed

As shown in Section 2D imagers have considerable advantages in terms of acquisition
time, as mechanical scanning delays are removed. However, the drawback here is that to
illuminate all areas of the tissue and hence all pixels of the sensor with sufficient light requires
very high overall illumination power. For example, the system developed by Serov and Lasser

used a 250 mW laser, compared with 1-2mW in the early single point and scanning systems

[Serov et al., 2006a}, |Oberg et al., 1979| |[Nilsson, 1996].

For use in a hospital this has potential problems with laser safety. Even though the beam
is diffused over a wide area, it is possible that it could be reflected so as to cause a laser
hazard, particularly if widely used in an environment where common laser safeguards and

training cannot be assured.

A possible compromise here is to use a 1D array, illuminating tissue with a line that can be

scanned in one dimension, while the array is electronically scanned in another. Removing one
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dimension of mechanical scanning improves image acquisition time over raster scan systems,
while the reduced area of illumination allows lower laser power to achieve sufficient power
density. This technique is used by the Moor Instruments Laser Doppler Line Scanner (LDLS),
which uses a 40 mW laser with a commercial 64x1 pixel sensor and discrete electronics for

signal conditioning, with digital processing performed by an FPGA [Hoang et al., 2010].

This is the architecture to be investigated in this thesis, as the combination of linear arrays
and on-chip processing present a variety of possible IC designs. Only requiring one line
of pixels means that the IC can include significant processing circuitry in space that would
otherwise be filled with sensors. Combining the processing circuits into a 2D imager can mean
that the design requires a large silicon area, and is therefore very expensive. Alternatively,
the space available means that more than one type of front-end circuitry can be included
on the IC for each pixel, allowing a choice of detector circuit for different applications, or

allowing prototyping of new detector designs.

2.6.2 Location Marking on Patients

The LDBF systems shown have all focused on producing a flow map as an output. While
this is clinically useful, if the flow map is to be used to direct clinical procedures such as
veinipuncture, it is necessary to link points on the flow map to their physical location. An

example of this would be marking a point for needle insertion.

The best way to do this would be to project the flow image onto the skin as done by
Zeman [Zeman et al., 2005], giving a direct link between flow map features and their location.
However, this is also the most complex option, requiring projection hardware, as well as a
way of aligning the projected image with the imaged tissue such that the mapping is direct.
This could be achieved by using references such as the edge of a limb, which could be taken
using a visible light image. Alternatively, if visible light images can be taken, the system
could record an image of the projected image, and use this feedback to adjust its position

until alignment is achieved.

A simpler method is to identify a point on the skin by projecting a single point, arrow or
cross-hair. While this adds an extra step for the user of selecting a point to be marked,
the hardware is simpler, and therefore cheaper and more reliable. The projection could

potentially use the same laser as used for the main imaging, which also makes verification
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of the marker positioning using the main imager a possibility. A drawback of this technique
is that it involves placing a needle, likely to be highly reflective, in the path of the laser.
This risk could be reduced by lowering the laser power for this process, as this stage may be

separate from the flow measurement itself.

An even more simple method may be to use a pen to mark a point on the tissue. The mark
and the pen itself will be visible on the flow image (due to changes in reflectivity and an

absence of flow), allowing a mark to remain after the imaging equipment has been removed.

2.6.3 Confidence in Results

Section[2.6.2|raises a potential barrier to the widespread adoption of LDBF systems in clinical
use, that of user confidence. For all systems such as this, the final decision on diagnosis or
treatment will be made by a clinician. It is therefore important that clinicians can have
confidence in the results produced by automated measurement systems. This is part of the
advantage of systems such as the veinlite, as this is a technological device that can be used

as an aid to normal clinical practice, rather than requiring significant changes in techniques.

Development of clinical devices must therefore be undertaken in partnership with clinicians
to ensure that devices produced are suitable in terms of useability and user acceptance. For
example the blood flow /vein images produced by the 2D imagers (see Figures and
show the location of veins very clearly. From this, it would be possible to develop algorithms
to asses each vein and decide where canulation should occur. The marking method described
in Section [2.6.2] could then automatically mark the selected location. A system such as the
haptics system developed by Zivanovic (see Section could even automatically insert
the needle and draw blood or administer drugs. A system developed in this way would be
unlikely to be easily accepted by clinicians or patients. This demonstrates the need for user

confidence in developed systems, and for user input into the device development process.

2.7 Commercially Available Imagers and Figures of Merit

To be able to assess the performance of any system that is built during this work, the
performance and typical figures of merit of available imager systems should be considered.

Table shows the specifications of two commercial LDBF imagers, each of which is a
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scanning beam type. The main issue shown in this table is that neither imager gives quantified
units of flow, instead giving arbitrary ’perfusion units’. This can be calibrated against a
known motility target in both cases, although changes to the reflected light level mean that
comparing readings between two applications could still be problematic. Part of the reason
for not giving quantified flow is that there is no simple way to quantify flow in a complex
system such as capillaries - flow would be measured as volume of blood moving through a
given area of tissue over time, but given the random direction of blood flow and the non-
uniform nature of the circulatory system, giving quantified values for flow is likely to be very

difficult, and cannot be guaranteed to be be more clinically useful.

] \ Perimed PIM3 \ Moor LDI2-TR \
Wavelength 670-690 nm 785 nm (+660 nm target beam)
Laser power (max) 1 mW 2.25 mW (+200 W target beam)
Camera CMOS 1280x1024 CCD 752 x 582
Scan area 50x50 cm (approx. max.) 50x50 cm (max, at 100 cm from
target)
Scan time 4s (2.7x2.9cm, 10x10 points, 25cm 20 s (15x15 cm, 64x64 points)
from object) 5 m (50x50 cm, 256x256 points)
4m?29s (29x29cm, 85x85 points)
Measuring depth 0.5-1 mm, depending on tissue not given - depends on tissue
properties properties
Measuring units Perfusion Units (arbitrary units) Perfusion Units (arbitrary units)
Measurement Not given, but calibration is at no 0-5000 PU + 10% relative to
resolution flow (0 & 1 PU) and high flow (250 + moorl.DI2 standard
15 PU)

Table 2.1: Specifications for two commercially available LDBF imaging (scanning) systems
- Perimed PIM3 [PerimedAB, 2011] and Moor LDI2-IR [MoorInstruments, 2007b)

For this reason, the specifications given for measurement accuracy refer to a range of arbitrary
units, rather than quantified flow units, with the accuracy figure giving some indication of
what level of flow change can be detected. The main differentiator between systems is then
then the area that can be scanned, the spatial resolution of the flow image, and the time

taken to produce an image.

2.8 Summary

The development of Laser Doppler Flowmetry for blood flow measurement has been intro-
duced, along with the type of devices being developed using this technique. A range of

alternative technologies for vein location has also been considered, including experimental
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techniques and devices already being sold. A number of other factors affecting the use of
LDBF in a clinical setting have also been considered, with a view to ensuring that developed

instruments are suitable for widespread use.

Based on this review, a 1D scanning array would represent a new type of device, which could
combine high imaging speed, compact size, safe laser power and high accuracy. The use of
a fully integrated sensor in such a device will allow high performance while keeping overall
system size and cost low. While alternative systems may be superior in some aspects, a line
scanner represents a good compromise of all factors, allowing a vein location device to be

produced that is suitable for clinical use.
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Chapter 3

Investigation of Current to Voltage

Converter Circuits and Processing

Methods

3.1 Introduction

This chapter will describe circuits that can be used on an IC to detect laser Doppler flowmetry
signals. The chapter addresses each element of the basic pixel structure shown in Figure
in turn. For each element, the design and operating principles of the circuit in question is
given, simulations are used to show the performance of each circuit and compare alternative

designs. Finally, design decisions taken on the basis of these simulations are described.

3.1.1 Pixel Elements for LDBF

Figure shows the blocks used in a general LDBF pixel. The first part of this pixel is the
photodiode, in which photons from the incident light generate electron-hole pairs, resulting
in a photo-generated current proportional to the light intensity. While several types of
photodiode can be implemented on a CMOS IC, the wavelength of light used here (visible
red - near infra red, approximately 630-750nm) means that only one available design is

appropriate, and hence this is not discussed in depth here. This design uses the pn junction
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formed between the n-well and the p-substrate of the IC to produce a relatively wide depletion

region, hence increasing sensitivity to light with a longer wavelength of light.

Current - :
Tohoto High Pass Voltage Low Pass =
Voltage Filter Amplifier Filter Ve
Converter

Figure 3.1: Main elements of the pixel

The current to voltage converter is a transimpedance amplifier, taking the photocurrent as
an input and producing a voltage waveform as an output. While it is possible to perform
signal conditioning on a current signal, it is more common for circuits to operate with voltage

signal inputs and outputs.

The high pass filter is used to remove the DC and low frequencies from the input signal. The
DC is removed at this stage to prevent amplification of the signal causing saturation, as the
DC signal is generally higher than the modulated AC part. Removing AC signal components
lower than the Doppler bandwidth also removes some or all of the 1/f noise in the signal, as
well as removing movement artefacts, caused by relatively slow (e.g. < 5 Hz) movement of

the target object relative to the imager.

The remaining AC signal is then amplified, increasing the amplitude of the frequencies of
interest relative to other sources of noise in the system (read out noise, power supply noise),
and allowing the use of lower-spec analogue to digital converters. This stage could be omitted
if an ADC with sufficiently low noise and sufficient precision over the required voltage range

was available, but this generally requires a fixed DC level which is not always possible.

Finally, the low-pass filter removes AC components above the Doppler bandwidth, reducing
the overall noise level. This filter also acts as an anti-aliasing filter, removing signals above

the nyquist frequency of the ADC.

3.1.2 Structure of the Chapter and Simulations Performed

The chapter consists of three main sections - current-voltage converters, amplifier /filter cir-

cuits, and low-pass filters. This is followed by a summary of the design choices made from
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this chapter.

Section [3.2] looking at current-voltage converters, begins with logarithmic detectors. This
section includes a discussion of basic log pixels, followed by an introduction to two
variations of the logarithmic pixel. Simulations are then performed in Section [3.2.4] on these
three variants to show their various strengths and weaknesses, with the simulations including
nominal DC and AC response, bandwidth over a range of photocurrents, and noise response

including input- and output-referred noise.

A linear pixel design is then discussed in Section [3.2.5] including the operating principles of
the circuit, its strengths and weaknesses for use on an IC, followed by simulations of a design

that could be fabricated in an array on chip (nominal DC, AC, bandwidth, noise).

The final type of front-end circuit considered is the active pixel sensor, shown in Section
[3:2.6] The method used to measure light levels used by these circuits is discussed, and their
advantages and disadvantages are considered. Simulations are used to demonstrate why this
type of front-end circuit is not used on this IC (using transient simulations to show the

operating of the pixel during sampling).

Section discusses the circuit used for the high-pass filter and amplifier elements of the
pixel, both being variants of the ’hysteretic differentiator amplifier’ (HDA). The two circuit
designs are shown, and simulations are used to compare the two. The simulations include
transient simulations to show the characteristics of the output signal of each design, followed
by comparison of nominal DC response, AC/frequency response, and noise levels. To address
concerns of manufacturing variations, monte-carlo and corner simulations are used to show

the susceptibility of these circuits to these variations.

Section introduces the circuit to be used as a low-pass/anti-aliasing filter. As the signal
has been amplified at this point, the behaviour of this component of the pixel is less critical,
and therefore only one design is considered here. The filter design is shown, and simulations
of the nominal filter bandwidth, transient response (checking for distortion), DC and noise

responses are performed to show that the filter is suitable for this application.

Finally, Section [3.5] summarises the design decisions taken due to the simulations shown in

this Chapter.
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3.1.3 Simulator and Device Models

All simulations shown in this thesis were performed using Cadence Design Systems IC5
or IC6, using the Virtuoso Spectre simulator, a spice based simulator. Transistor level
device models were provided as part of the austriamicrosystems design kit for the ¢35 (0.35
pum) process used to fabricate the prototype ICs. Models include sections for typical mean

conditions, as well as sections for Monte Carlo analysis and corner analysis.

3.2 Current to Voltage Converter Circuits

This section will discuss the various types of circuits used to convert the current from the
photodiode into a voltage signal which can be amplified, filtered and sampled. The main
categories that will be discussed here are logarithmic pixels, linear pixels based on opamps,
and active pixels. The first two of these categories are ’continuous time’ circuits, in that
their output is a continuous voltage waveform proportional to the input current, while active
pixels make a series of discrete samples of the photocurrent by measuring the rate at which

the photodiode capacitance is discharged by the photocurrent.

3.2.1 Logarithmic Current to Voltage Converters

This section describes the structure and operating principles of logarithmic pixels. Advant-
ages of the logarithmic pixel relevant to LDBF include provision of natural normalisation
of the AC signal, and its smaller physical footprint compared to the standard linear opera-
tional amplifier pixel, which requires a compensation capacitor requiring a large silicon area
[Allen and Holberg, 2002|. It also gives a continuous analogue output waveform, unlike act-
ive pixel CMOS sensors (also known as integrating pixels) discussed in Section which
give a series of output samples. This means the circuit can be used with a range of common

continuous time signal conditioning circuits.
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Figure 3.2: Basic Normalising logarithmic front-end pixel

Analysis of the logarithmic circuit will be carried out by first considering its DC operating
point. It is this operating point that determines the AC behaviour, which requires a separate

analysis based on the AC small signal characteristics of the MOSFETs used.

3.2.1.1 DC Operation of Logarithmic Pixels

In Figure the NMOS transistor has its gate connected to the drain (labelled G’ and
'D’ in Figure and acts simply as a resistive load for the photodiode. At the very low
DC photocurrent levels typically seen in laser Doppler imaging (with small photodiodes),
the MOS transistor operates below its normal saturation region and is in a region called

“subthreshold” [Moini, 2000].

In this subthreshold region the DC current (Ip¢) through the MOS transistor (equal to the

DC photocurrent in the photodiode in Figure is given by [Allen and Holberg, 2002]:

qVas )

Ipc = Ioe<”'KT (3.1)

Where:

Iy is related to the saturation current of the drain to substrate diode of the MOS
transistor, found from the current where Vg = Vr (A)

n’ is the subthreshold slope factor of the drain - substrate diode (~1.1 - 1.5)

Vs is the DC voltage between the MOS gate and source terminals (V)
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k is Boltzmann’s constant
T is the temperature (°K)

q is the electron charge, 1.6 x 1072 C

For the above and following equations, upper case subscripts denote DC signals, lower case

denotes AC signals.

From Figure [3.2] the DC voltages can be observed to be:

Vas = Vps = Vpp — Vour

Re-arranging:

Vour = Vpp — Vas

Substituting from equation [3.1] this becomes:

VOUT = VDD — ’n/UTln(Ipc) + n’UTln(IO) (32)

where Up = % is referred to as the thermal voltage

From equation [3.2] the DC output voltage of the pixel is shown to be related to the natural

logarithm of the DC photocurrent, hence the term logarithmic pixel.

3.2.1.2 AC Operation of Logarithmic Pixels

In transistor circuits such as the logarithmic pixel shown in Figure the DC operating
point establishes the AC behaviour. The AC transimpedance (i.e. gain, R,.) of the log pixel

can be derived by differentiating equation [3.2] with respect to Ipc:

R, — dVour
dIpc
Hence:
d(Vpp —n'Urin(Ipc) +n'Urin(1y))
Rac =
dIpc
resulting in:
/
U
Rac = T; r (33)
DC

49



So the AC transimpedance is proportional to the reciprocal of the DC photocurrent. Note
that the transistor dimensions (gate width and length) are not present in these equations,
as these are not dominant factors in device behaviour in the sub-threshold region. There is
some impact on the sub-threshold slope factor, n’, but this is not simple behaviour, being
dependent on the device oxide capacitance and depletion layer capacitance which are affected

by device geometry.

Assuming that the AC Doppler photocurrent (i,.) is directly proportional to the DC photo-

current (Ipc) caused by the reflected light intensity [Belcaro et al., 1994] then:

. Ipc
lac = W (34)
where m is the Doppler ratio whose typical value in blood flowmetry ranges from 10 to 100.
The output AC voltage of the pixel is given as:
Vac = Z-ac . Rac

and if substitutions are made for i, from equation 3.4] and R,. from equation [3.3 and

respectively we obtain:

1 U U
Vgo = 2C ET O (3.5)
m  Ipc m

Equation [3.5] shows that the AC output voltage is independent of the DC photocurrent.
Instead, it is determined by the subthreshold slope factor (n'), thermal voltage (Ur) and
Doppler ratio (m). Therefore, for a given Doppler ratio, any fluctuations in the laser source
power output (i.e. in Ip¢) or variations in skin remittance (also causing a change of Ip¢)
will not affect the AC output voltage. In other words this logarithmic pixel performs nor-
malisation in the detector, making it unnecessary to implement a separate normalisation

function.

The behaviour described above can be demonstrated by simulation. The simulation plot
in Figure which shows how the DC output voltage and its derivative varies against
DC photocurrent, illustrates the logarithmic response and the normalisation principle. The
orange line is the DC output voltage of the pixel and follows Equation The gradient
of this plot, shown in orange, represents the AC transimpedance (R,.) of the pixel. At low

photocurrents the gradient of the DC response is steep. A small change in photocurrent
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(such as that caused by the AC photocurrent) therefore causes a relatively large change in
output voltage, giving a high AC transimpedance. As DC photocurrent rises, the gradient of
the line becomes smaller. This means that an equal change in photocurrent causes a smaller

change in output voltage, giving a low AC transimpedance.

The above analysis assumes that the MOSFETS remain in the sub-threshold region (i.e.
equation applies throughout). As the photocurrent rises the devices will enter the sat-
uration region (as the diode connected layout means that at all times Vpg = Vs , and
therefore Vps > Vgs — Vi), where the relationship between R,. and Ipc changes and the
normalisation no longer occurs as described here. The simulation performed for Figure [3.3
showed that the devices were operating in the subthreshold region over the full range of

photocurrents used.
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Figure 3.3: DC output voltage (left y-axis) and AC gain (right y-axis) plotted against DC
photocurrent for log pixel

3.2.1.3 Bandwidth of Logarithmic Pixels

This section describes the bandwidth of the logarithmic pixel, including its dependence on
DC photocurrent and hence light power. Modifications made to the basic design to improve
bandwidth are shown, along with simulations to demonstrate both the improvement and the

variation with Ip¢c of the modified design.
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The basic log pixel was shown in Figure and consists of a photodiode (D) and an NMOS
transistor (M). The main aspects of this in terms of bandwidth are the AC resistance of the
transistor and the capacitance of the photodiode. The latter assumes that the capacitance
of the photodiode is much greater than the capacitance of the transistor - this is a valid
assumption given the large photodiodes to be used here (which have to be large to collect
sufficient light and to allow alignment of the imaging optics), and the small size of the
transistors to be used in the front-end circuit (the compact size of which is a major advantage

of its use in integrated detectors).

Knowing the AC resistance from equation [3-3] allows the bandwidth of the detector to be

found:
f = 1 1
c 2rRC - 271.(%)0
Ipc
re-arranging:
_ Ipc
fe= 2mn'UrC (3.6)

The capacitance of the diode is a function of voltage across the diode, which here is equal to
output voltage. For simplicity, the bandwidth will first be derived assuming a constant diode
capacitance. The change in capacitance is small enough that this is a useful simplification
to make even if it is not totally accurate. From equation [3.6]it can be seen that the lower

half of the equation is constant, therefore:

fc o8 IDC (37)

Hence it is important for all Ipc values to ensure that the bandwidth is above 20 kHz if the
device is to be used for LDBF measurements. However, the diode capacitance is not constant

with Vpe and has the following relationship:

= WLC; n 2(W+L) Crsw (38)

U+ )™ )™

Where W,L are the diode dimensions (50x1000 um), C; is the junction area capacitance
(0.08 fF /um?), PB is the junction potential (0.53 V), MJ is the area junction grading coef-
ficient (0.39), Cysw is the junction side-wall capacitance (0.51fF/pum) and M JSW is the
side-wall junction grading coefficient (0.27). This is taken from the process parameters of

the 0.35 um CMOS technology used by the work in this thesis [austriamicrosystems, 2007].
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This change in C is relatively small over the DC voltage range of interest, but should still be
included in the modelling. To consider the effect of the change in capacitance on bandwidth,
the dependency of the photodiode voltage on photocurrent must be included. This was given
in equation [3:2] and is dependent on DC photocurrent and transistor saturation current I.
Equations [3.2] [3.6] and [3-§ can then be combined to describe more accurately the relationship

between bandwidth and Ip¢:

I
fo= be (3.9)
2mn/Ur < WLC, w7 T 2(W+L)C')]§4VYISW>

(1+VD§D%DE) (1+VDIPOBDE
where:

Vpropr = Vpp — n'Urin(Ipc) 4+ n'Urln(Io)

Rather than solving the above analytically, the relationship of capacitance against voltage
can be displayed graphically after modelling using Matlab. This is shown in Figure [3.4]
from which it can be seen that diode capacitance is inversely proportional to output voltage.
Figure [3.5] shows the bandwidth increasing linearly with DC photocurrent. The pixel used
for this is a basic pixel using a single PMOS load transistor of size 2 um x 0.8 ym, and a
photodiode of 1000 gm x 50 pm. This is the same size as those used on the BVIPS1 IC,
although the IC uses a more advanced design of pixel as introduced in Section [3.2.2] From
Figure We can see that for typical light levels (up to 30 nA for this photodiode size), there

are two key points:

e The bandwidth is linearly dependent on Ip¢, despite variation of the diode capacitance.

e The bandwidth is below the required value in the lower range of operating photocurrents

(below 6.5 nA)
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Figure 3.4: Variation of photodiode capacitance with DC output voltage from Matlab mod-
elling
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Figure 3.5: Variation of high frequency cut-off with photocurrent of basic log pixel from
Matlab modelling

3.2.1.4 Noise in Logarithmic Pixels

This section describes the noise of a logarithmic pixel, including its dependence on DC
photocurrent and hence light power. Theoretical noise equations are shown for the basic log

pixel structure.

The main sources of noise in a trans-impedance amplifier are thermal and shot noise. 1/f
noise should be removed by the high-pass filter used to remove the DC component of the
signal and movement artefacts caused by Doppler shifts from the moving surface of the
skin. However, this is a potential source of additional noise that will not be covered in hand

calculations.
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As a number of different circuits are used here, the noise values found are input referred.
This means that voltage noise at the circuit output is divided by the transimpedance of the
circuit, to give a noise current that would give the same output voltage in an ideal (noiseless)

circuit. This allows noise in circuits with different gains to be compared.

The total input noise current is found by adding the thermal and shot noise

[Horowitz and Hill, 1989]:

: _ [:2 2
lnoise = Ushot + Yin

2
. . Uth
—_ 2
lnoise = Vshot + ( R )

2
. vV4kTR
Inoise = 4 | 2¢Ipc + (

=

4kT
inoise = QQIDC + ? (310)

For the sub-threshold MOSFET the trans-impedance is given by:

/
U
Ry, = 22T (3.11)
Ipc
Hence the input referred noise current is given by:
) 4kTIpe
noise — 2qI 7
7 \/ qipc + WUy
which can be simplified to:
. 4
lnoise = 2+ W qIDC (312)

This shows how the input referred current noise increases with the square root of Ipc.
However, the voltage noise at the output depends on the trans impedance of the circuit, Rq.,

shown in equation and is therefore:

Unoise = tnoise = Rac

Substituting for R,. and 4,05 gives:

4 n'U
Unoise = (2 + /> qIDC . T
n D

4 n'2k27T2
noise — 2 - 1 “5710
° < " ”/> e e
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Rearranging:




272

k
Unoise = \/(271/2 + 471,)

qlpc

2U7q
DC

Vnoise = \/(n’2 +2n/) (3.13)

Equation [3.13] shows that while the input referred noise current rises with the square root
of Ipc, the noise voltage at the output is inversely proportional to the square root of Ipc.
Given the normalisation performed by the log pixel, the AC signal voltage at the output is
constant with Ipc. Hence the SNR increases in proportion to the square root of Ipc. By
contrast, a linear transimpedance amplifier with constant AC resistance would be expected
to have a directly proportional relationship between output voltage noise and input referred

current noise, so the SNR would fall with increasing Ipc.

3.2.2 Buffered Pixel Design for Increased Bandwidth
3.2.2.1 Operating Principle of the Buffered Logarithmic Pixel Design

The Matlab modelling in Section shows that the bandwidth of a basic log pixel with a
50 %1000 um photodiode is lower than the 20 kHz considered necessary for Doppler flowmetry.
Consequently, a modified design is used, as shown in Figure [3.6] This also shows a source
follower buffer (to the right of the dotted line) added to the output of the pixel, ensuring that
large external capacitances do not reduce the bandwidth of the circuit. The circuit also uses
two diode connected transistors (MP1 and MP2), instead of the original single transistor.

This increases the AC gain, but reduces the bandwidth (the two transistors in series results

in higher R,. due to higher n’ in equation [Moini, 2000]).
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Figure 3.6: Schematic of buffered logarithmic pixel - detector is to the left of the dotted line,
right section is a source-follower buffer with unity gain)

The main difference in this circuit is the addition of transistors (MNO and MN1) between the
diode and the output. The two transistors to the right of the main circuit (MN2 and MN3)
form a source-follower buffer to allow large output loads to be driven. The circuit also uses
two load transistors (MP1 and MP2) rather than one, giving a higher load resistance and
hence increased transimpedance (i.e. gain). This change increases the RC time constant,
so would by itself be expected to lead to a drop in bandwidth. Any improvement seen in
bandwidth is therefore due to the photodiode buffering caused by MNO and MNT1, although
the circuit will be simulated with either one or two load transistors to observe the effect of

this change.

Transistors MNO and MN1 buffer the photodiode capacitance from the two diode connected
transistors (MP1 and MP2), hence buffering the large diode capacitance from the voltage
swing at the output of the circuit. The buffering occurs as a rise in photocurrent causes
the diode voltage to fall, as the current through the load transistors increases. This causes
MNT1 to turn more off (higher resistance), which increases the source-drain voltage of MN1
due to the constant current set by the current source MP0 — biased by an external circuit.

This causes the gate voltage of MNO to increase, which turns more on (decrease in resist-
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ance). This decreases the drain-source voltage of MNO, the current through which cannot
increase as this is the photocurrent. This means that a small change in diode voltage results
in a large change in voltage across MNO, which is what causes the output voltage swing

[Kongsavatsak et al., 2008, [Gu et al., 2008, Dmochowski et al., 2004].

3.2.2.2 Simulation of Bandwidth of Buffered Logarithmic Pixels

The bandwidth of this modified circuit can be compared with the basic pixel design by
simulation, using Cadence Design Systems software, a PSPICE based simulator. This method
is used as the more complex circuit cannot be easily modelled in Matlab. The basic pixel
is also simulated in Matlab to show the difference between the basic Matlab model used
previously, and the more thorough device models and simulation methods used in Cadence.
Both circuits are also simulated with one or two load transistors in series with the photodiode,
showing the effect on bandwidth of increasing the transimpedance by increasing the AC load

resistance.

Figure shows the bandwidth of each circuit with increasing DC photocurrent as found
by simulation in Cadence, along with the original results from Matlab modelling of the basic
pixel. It can be seen that the bandwidth of the buffered pixel is much higher for a given
photocurrent. For the single PMOS load variants, the buffered pixel has a bandwidth of 280
kHz at 2.5 nA Ipc, where the basic pixel has a bandwidth below 10 kHz. The un-buffered
pixel with a single transistor load requires a DC photocurrent of around 10 nA, which cannot
be guaranteed for this application - this could lead to variations in flux readings due to
changing light levels, and hence changing frequency response, rather than an actual change

of flow.

The additional load transistor causes a decrease in bandwidth for both pixel variations. This
drop is greater for the basic pixel where the high frequency cut-off is halved with a second

load transistor, while for the buffered design the drop is approximately 20%.

There is significant variation between the Cadence and Matlab modelled results for the basic
pixel. While this change could be cause for concern, the more advanced simulation performed
by Cadence would be expected to give different results, as it includes the effect of all circuit
components rather than just diode capacitance, more accurate modelling of the DC operating
point and AC characteristics, and more complete transistor models. The results here are

sufficient to demonstrate the operating principles of main advantages and disadvantages of
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these circuits, and are not used to make key design decisions, so this discrepancy is not a

cause for concern.
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Figure 3.7: Variation of high frequency cut-off with DC photocurrent of buffered log pixel,
simulated using Cadence

3.2.2.3 Simulation of Noise of Buffered Log Pixel

As Section assumes the pixel is a simple design using one diode connected transistor
in series with the photodiode, simulations must be performed to determine the noise per-
formance of the more complex buffered pixel design described in Section The buffering
is used to increase bandwidth, but should not introduce large amounts of extra noise. The
simulations do not show flat noise density over the frequency spectrum, so the noise densities
shown are calculated as an average over 50 Hz—30 kHz (50 Hz being a conservative low cut-off
frequency of the pixel amplifiers, and 30kHz being based on the noise bandwidth (1/4RC
instead of 1/27RC' ) of a system with 20 kHz signal bandwidth). Figure and Figure
compare the noise levels found by Cadence simulation of the various pixel types, along with

the theoretical values found from Matlab modelling of equations [3.12] and [3.13]

For input referred current noise (i.e. voltage noise at the output divided by circuit transim-
pedance, allowing direct comparison of circuits with different gains) in Figure the buf-
fered pixel design does have an increase in noise over the basic pixel, but the increase is
limited, with a much larger increase seen when going from two to one load transistors on
either variant. This decrease in noise with more components seems counter-intuitive, but

the increased transimpedance from the additional load means that an equal noise level at
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the output corresponds to a lower input-referred current noise, and as the change does not
affect DC current, the increase in noise is limited (although there is some increase due to n’
in equations and . This effect is shown by the voltage noise results in Figure (3.9}
where the noise level increases with the additional load transistor for both variants. These
results do show an increased noise level for the buffered pixel, particularly at lower photo-
currents. However, as the input referred simulation is better suited to direct comparison
of different circuits, these simulations do not show a major drawback of the buffered pixel
design. The lower noise levels seen in the basic pixels at low frequencies are partly due to
the restricted bandwidth of these circuits in this region, as this effectively filters off noise at

higher frequencies.

The simulated results show lower noise levels than the Matlab modelling of basic noise
sources. This suggests that the basic model is inaccurate in terms of DC operating point or
transimpedance used in these equations, however the basic shape of the response is similar,
and the the Cadence simulations would be expected to produce more accurate results due to

the more complete circuit and device models.

“1E Wariation of current noise density with DC photocurrent
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Figure 3.8: Increase in input referred current noise as DC photocurrent increases for ba-
sic logarithmic pixel (from Matlab model) and buffered logarithmic pixel (from Cadence
simulation)
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Figure 3.9: Increase in output voltage noise as DC photocurrent increases for basic logar-
ithmic pixel (from Matlab model) and buffered logarithmic pixel (from Cadence simulation)

The Cadence simulations performed on the buffered pixel allow a noise spectrum to be found
for input and output noise, allowing more information about noise in this circuit. Figure [3.10]
shows the input referred current noise spectrum of the buffered pixel at DC photocurrents of
100 pA, 1nA, 5nA and 10nA. As expected, the noise density at all frequencies rises with DC
photocurrent. However, the increase seen is much greater at lower frequencies, suggesting
the 1/f noise components are linked to DC photocurrent. The input referred noise density
rises at higher frequencies, as the fall in transimpedance at frequencies approaching the high
frequency cut-off means that a constant output voltage noise density is equivalent to an
increase in input referred noise. The lower bandwidth caused by lower photocurrent (see
Section means that this effect is more pronounced at lower DC photocurrents, where

the increase in noise density starts at lower frequencies, and causes a greater overall increase.
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Input Noise spectrum of Buffered Log Pixel at different DC photocurrents
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Figure 3.10: Input referred current noise spectrum at different DC photocurrent values,
buffered logarithmic pixel (from Cadence simulation)

The output voltage noise spectrum at the four DC photocurrent values is shown in Fig-
ure This shows the expected fall in noise seen at the logarithmic pixel output as DC
photocurrent rises. All spectra show an increase in noise at low frequencies due to 1/f noise,
and again this increase as a proportion of the noise density seen in the pass band increases

at higher photocurrents.

An unexpected result is that the noise density increases at higher frequencies. This is expec-
ted in the input referred case, due to the change in transimpedance at higher frequencies.
The noise spectrum at the 100 pA, where the high frequency cut-off is lowest, shows a peak
in noise density which then falls off, rather than a continuing increase. It is possible that this
effect is occurring in all cases, but the peak of the noise spectrum is above the frequency range
simulated. This peak may be caused by a change in the noise contributions of individual

elements of the circuit approaching the high frequency cut-off.
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Qutput Noise spectrum of Buffered Log Pixel at different DC photocurrents
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Figure 3.11: Output voltage noise spectrum at different DC photocurrent values, buffered
logarithmic pixel (from Cadence simulation)

3.2.2.4 Summary of Buffered Pixel Design

The limited bandwidth of the basic pixel when using a large photodiode was shown in Section
3.2.1.3] The bandwidth is therefore increased by the use of a buffered front-end circuit.
Simulations performed on this circuit show that it has the same linear relationship between
bandwidth and photocurrent, but with a considerably higher bandwidth (by a factor of

~ 450) for any given photocurrent.

The noise simulations shown here demonstrate the relationship between noise and DC pho-
tocurrent (i.e. light level) in a logarithmic pixel. Noise current (input referred) increases
proportionally to the square root of photocurrent. Voltage noise at the output is inversely
proportional to the square root of DC photocurrent. Simulations were performed on the
buffered log pixel that may be used in the BVIPS1 IC. The simulation results were found to
follow the same trends as the theory, with a slight reduction in input referred current noise
due to the increased trans-impedance of this circuit. All these results are for theoretical or
simulated noise, actual noise may be higher due to other aspects such as power supply noise.
This will depend on circuit board design (power supply de-coupling/voltage regulation etc),

and on the PSRR (power supply rejection ratio) of the design.
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3.2.3 Current to Voltage Converter Circuit using CMOS inverter
feedback

Another option for a front-end using buffering to increase the bandwidth is shown in Fig-
ure [3.12| [Moini, 2000, Johnston et al., 2009]. This uses a CMOS inverter to provide feedback
to an NMOS device (MN1) which provides the load impedance. MNO and MPO form a high
gain amplifier, such that the voltage swing at the I-V output is larger than that at the
photodiode cathode. The feedback to the NMOS device ensures that the inverter is always
biased in the linear region, rather than in either fully-on or fully-off states as in a standard
digital inverter. As photocurrent rises, the voltage at the diode cathode is pulled down as
the current though MNT1 increases. The drop in voltage turns MNO more off and MPO more
on, increasing the voltage at the inverter output. This increase in voltage turns MN1 more
on, and pulls the voltage at the diode cathode up, reducing the voltage swing in a similar
way to the buffered front-end circuit. MN2 and MN3 again form a source follower buffer to

drive the next stage.

This circuit provides a potential alternative to the buffered logarithmic pixel presented above.
Simulations will be performed on both pixel designs in Section [3:2.4]to determine the superior
circuit in terms of noise and gain. The gain of this circuit is likely to be lower, as the feedback
arrangement, does not allow the use of multiple load transistors in series, although the load

transistor is not diode connected so it’s AC resistance is harder to predict.

Another drawback is that the feedback arrangement keeps the inverter biased in its transition
region (operating as an analogue component), rather than the on/off states of an inverter
when used as a digital component, and hence its power consumption is relatively high.
Simulation of this circuit shows a DC current through the inverter of ~50 uA, compared to
11 pA to bias the buffering in the buffered log pixel (bias current for MN1 in Figure [3.6]
Section . The basic logarithmic pixel does not have any additional circuitry to increase
current consumption, so the current in this circuit is limited to the photocurrent only. This
limit also applies to the sections in series with the photodiode in the buffered and inverter-
feedback logarithmic pixels. For a 64 pixel array, the 50 pA current in each pixel results
in a 3.2mA current consumption, so while this is higher than for the other circuits, this is
not an unreasonable level of current consumption. This represents a further advantage of a
1D detector array, as the lower pixel count means that the maximum current consumption

per pixel can be higher, and if the current consumption is large, designing a suitable power
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supply network onto the IC is a simpler task than if power had to be routed to a 2D pixel

array.
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Figure 3.12: Inverter feedback front-end circuit
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3.2.4 Simulation of Logarithmic Front-End Circuits

As the logarithmic front-ends using feedback or buffering are fairly complex, analysis and
comparison by hand is very difficult. This section shows results of simulations performed in
Cadence of the diode connected front-end with no feedback, the CMOS inverter front-end
and the cascode front-end circuit, showing why the buffered logarithmic front-end circuit was
chosen for this design. Simulations are performed over the range of currents expected (see
Section, DC photocurrent of 75 pA —1.5nA, Doppler ratio of 10%) with a 1000 x 50 pm

photodiode.

3.2.4.1 DC Simulation

Figure[3.13]shows DC simulation results from the diode connected front-end with no feedback,
the CMOS inverter front-end and the cascode front-end circuit. It can be seen from the
straight line plots on a logarithmic scale that all front-end circuits give a log response,
showing that the feedback front-ends give a similar response to the non-buffered version
analysed in Section [3.2.1] The buffered feedback circuit is similar to the un-buffered design,
although the DC level is offset by roughly —0.1V. The CMOS inverter feedback gives a
different response due to the inverting buffer, which results in a rising DC voltage as the
DC photocurrent rises. The DC level is also considerably lower at around 350 mV. This can
be an advantage, as the same AC signal on a smaller DC level means that an analogue-to-
digital converter used to sample the signal would require lower dynamic range. For example,
if the input range was chosen to be 0 — 500mV and with a 14-bit (16384 level) ADC, the
accuracy would be 30.5 4V. To achieve this resolution with a signal at a higher DC level,
say with the range set as 0 — 1.5V, would require 49152 steps, which would require a 16-bit
(65536 level) ADC. This assumes that the ADC range starts at 0V - if the lower limit of
the output voltage (including AC and DC) is known, the ADC range could be offset, for
example covering 1-1.5V, such that the ADC resolution requirement would not depend on
DC level. This is not difficult to implement, but can be complicated by the need to set a
lower voltage limit, which could mean that in unexpected situations (e.g. lower/higher DC
photocurrent than the range expected, or higher AC photocurrent than expected) the ADC

saturates while the analogue sections of the circuit are still working correctly.

The lower DC output voltage of the inverted feedback pixel could cause clipping of the AC

output signal at voltages near 0 V when a large AC signal is present. For the inverter feedback
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pixel, this will occur with a 0.7V peak-peak signal for the inverted feedback circuit (assuming
a separate AC amplifier is used after the front-end, otherwise 0.7V p-p is far higher than
expected), whereas a 2.4V peak-peak signal could be present on the DC level given by the

other circuits without causing clipping at the 0V or 3.3V supply rails.

DC Response of three Front-end Circuits
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Figure 3.13: DC simulation results for different front-end designs

3.2.4.2 AC Simulation

Figures and show AC frequency sweep simulation results for the three types of
pixels at 765 pA DC photocurrent. Figure shows the output magnitude, while Fig-
ure shows the transimpedance These plots show the output voltage magnitude and
transimpedance for each circuit in the pass band (the flat part of the frequency response),
as well as the bandwidth (where the roll-off at higher frequencies reaches -3dB). The units
used are dBs relative to 1 V. The simulations were performed for a typical DC photocurrent
of 765 pA. It can be seen that for the same input current the cascode feedback front-end
gives the largest output signal, with the highest trans-impedance of the three. The non-
buffered front-end is similar at low frequencies to the buffered IV. This is to be expected as
the two circuits use a similar load - two diode connected PMOS transistors. However, the
buffered front end has the extra pair of feedback transistors which, as well as buffering the

diode voltage to increase bandwidth, also provide some extra gain, as the source-drain AC
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resistance of one of the buffering transistors (MNO in Figure is in series with the main
load transistors. The CMOS inverter front-end has considerably lower AC gain as well as
the lower DC level shown in Figure [3.13] The AC output signal for the cascode front-end is
roughly 2.5 times that of the inverter feedback front-end, compared to a DC level roughly 3.5
times larger. The inverter feedback front-end therefore has a larger ratio of AC:DC signal,

which can have advantages in terms of dynamic range of the signal when sampled with an

ADC (previously discussed in Section (3.2.4.1)).

AC Response of three Front-end Circuits
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Figure 3.14: AC simulation results for different logarithmic front-end designs, showing output
voltage AC magnitude at 765 pA DC photocurrent
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Transimepdance of three Front-end Circuits
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Figure 3.15: AC simulation results for different logarithmic front-end designs, showing
transimpedance of each front-end at 765 pA DC photocurrent

Figure also shows that as expected the no feedback front-end has considerably lower
bandwidth than the pixels using feedback. Of the front-ends using feedback the buffered
feedback front-end bandwidth is marginally higher, although at the typical photocurrent
used here both front-ends have sufficient bandwidth. However, for all pixels the bandwidth
is dependent on DC photocurrent. The logarithmic response of the pixels means that at
higher DC currents the AC resistance is lower. This results in a lower RC time constant
(and hence increased bandwidth) for higher photocurrents. Figure shows this variation

of bandwidth with DC photocurrent.
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Figure 3.16: AC simulation results showing bandwidth against DC current for different front-
end designs

This shows that all three front-ends have an increasing bandwidth with increasing DC
photocurrent. The buffered and inverted feedback front-ends have a similar slope on the
bandwidth-DC current graph, suggesting that these two front-ends will have a similar fre-
quency response at all photocurrents, although the buffered front-end has slightly higher
bandwidth at all DC photocurrents. The front-end without feedback is clearly not a suitable
design for this circuit due to its inadequate bandwidth even at high photocurrents. For all
front-ends the bandwidth drops below 20 kHz (as required based on estimate in Section
at the lower DC photocurrent limit, although here the buffered front-end has an advantage
due to its higher bandwidth- At 75 pA the buffered front-end has a bandwidth of roughly
8kHz. While this is lower than the specification, it still covers the majority of the Doppler
bandwidth. The bandwidth of the buffered front-end rises to 20 kHz at around 200 pA. For
the inverter front-end, the bandwidth at 75 pA is roughly 5.5 kHz, with the bandwidth rising

to 20kHz at around 350 pA.

3.2.4.3 Noise Simulation

Given the low typical AC signal levels that are to be measured by this system, it is important

that the front-end has very low noise. As the Doppler signal is a continuous range of fre-
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quencies it is not possible to remove large amounts of noise by filtering or lock-in techniques.
The signal can be averaged to reduce noise, but this obviously reduces the system frame rate
as the system is effectively sampling each pixel several times. If FFT processing is used this
effect is multiplied by the number of points used in the FFT. The noise simulations shown
here give input referred current noise. This considers the total voltage noise at the output
and the trans-impedance gain of the front-end, giving a measure of noise which allows direct
comparison of different circuits. The noise current values given can be considered as the size
of input current that would have to be applied to a noiseless circuit to give a signal at the

output equal to the output noise found by simulation.

Figure [3.17] shows input referred noise spectra for all three front-end circuits, while Fig-
ure shows corresponding output noise spectra. All three input referred spectra have
common characteristics, such as the increase in noise density at higher frequencies. This
is partly caused by the fall in transimpedance at these frequencies - as the transimpedance
falls, an equal level of noise at the output corresponds to a higher input referred noise. The
output noise spectra in Figure show that there is no major increase in noise density for
the un-buffered or inverter feedback pixels, and therefore for these circuits the increase is due
to the fall in transimpedance. However, the buffered pixel shows an increase in output noise
at high frequencies, although this appears to be a peak rather than a continuous increase,
as the noise density begins to fall at around 70kHz. This suggests that the buffering added
to this circuit causes an increase in noise at higher frequencies. This could be a significant
disadvantage given the frequency weighting performed as part of LDBF processing, but this
is mitigated by the use of a high-pass filter to attenuate signals above 20 kHz, removing the

majority of the high frequency noise caused by the buffered front-end.

The noise also rises at lower frequencies, which is partly due to a 1/f noise and partly due
to the performance of the circuit at frequencies approaching DC. The circuits used here do
not include high-pass filtering, so the effect seen at the high frequency cut-off (where the
input-referred noise rises due to falling transimpedance caused by the high-pass filter) is not

duplicated at low frequencies.

The noise spectra show that the lowest noise is achieved with the no feedback front-end. This
is to be expected as this is the simplest front end, with fewer devices contributing noise to
the system. Of the feedback front-ends, the buffered front-end has the lowest noise at lower

frequencies, but the spectrum rises more rapidly than the other circuits at higher frequencies.
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From around 9kHz the inverter front-end has lowest noise. This is difficult to balance, as
while most of the Doppler signal is at lower frequencies, the higher frequencies are given more
significant weighting for flux calculations. As well as this, the noise spectrum does not show
which front-end has the highest total noise within the signal bandwidth. Figure [3.17) does
not show the effect of changing DC photocurrent on the noise spectrum. Noise is expected
to rise with Ipg, but depending on the sources of noise this may affect different circuits in
different ways. Because of this, simulations were also done to show the effect of Ipc on total

noise within the signal bandwidth.
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Figure 3.17: Input referred noise spectrum at typical photocurrent for different front-end
designs

Figure shows the total noise within the noise bandwidth of 100 — 30 kHz as the DC pho-
tocurrent increases (30kHz noise bandwidth of 1/4RC instead of 20 kHz signal bandwidth
of 1/2rRC'). This shows that noise for the buffered front-end is higher than for the inverter
front-end at lower photocurrents, but it does not rise as quickly with increasing photocurrent
as noise in the inverter front-end. Again this gives a crossover part way through the range
of signals that may be encountered, making it unclear which circuit is most suited to this
application. It should be considered that as DC photocurrent rises the AC signal photocur-
rent will also rise, given the fixed Doppler ratio of 10%. Over the range here the AC signal
may be expected to increase from 7.5 — 150 pA peak-peak, or 1.14 — 22.7pA RMS (based
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Figure 3.18: Output noise spectrum at typical photocurrent for different front-end designs

on peak-peak = 6.6xRMS value for a Gaussian signal [Jung, 2005]). This means that signal
current rises faster than noise current, suggesting that at higher DC currents the SNR will
increase considerably regardless of small differences between front-ends. At lower currents,
however, it is vital to get the best possible noise performance - as the estimated minimum
signal above is below the noise levels shown in Figure [3.19] This would make the inverter

front-end the most suitable choice.

However, even with this front-end the SNR at the minimum DC photocurrent is around or
slightly lower than 1. This is a considerable problem, and if the calculated light powers and
simulated noise levels are correct this would require an increase in laser power or a change
to the frequency limits to make the SNR acceptable (i.e. higher laser power to increase DC
photocurrent, or narrower pass-band to filter off noise at higher frequencies where there is only
a small part of the Doppler signal). Additional filtering would block some signal frequencies,
so an increase in laser power is preferred. This would move the range of operating currents
upwards, which would mean that the buffered front-end would have lower noise over more of

the expected signal range.
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Figure 3.19: Total noise within 100-30 kHz bandwidth for different front-end designs with
increasing photocurrent

3.2.5 Linear Front-End Circuit

The photocurrent to voltage converters considered so far have all been logarithmic front-ends,
that produce an output voltage inversely proportional to the logarithm of the photocurrent.
These have advantages of compact size which is ideal for integrated detectors, and inherent
normalisation. However, the non-linear response can make processing more complex, or at
least, less intuitive, as there is no separate DC channel. A separate DC channel can make
some aspects of signal and image processing easier, although the extra channel itself adds

some complexity in terms of data acquisition.

This section will investigate an alternative type of front-end, the opamp-based linear front-
end. Advantages and disadvantages of this front-end design compared to logarithmic pixels

will be considered, along with issues relating to implementation on an IC.

3.2.5.1 Advantages of Linear Front-Ends

One of the biggest issues with logarithmic pixels can be detecting which sections of an image
are from the target object, and which are from background (for example the gaps between

fingers in an image of a hand). This is because the low light level in the pixels which are
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imaging the background causes the AC gain to become very high. This means that the
noise in the signal is amplified by a larger gain, which can make thresholding to identify
background /foreground more difficult. With a linear pixel, the low light level does not affect
gain, so the background pixels give a low AC and DC signal. For flow processing, the AC
would then be normalised to give a high AC signal, as occurs naturally in the logarithmic
pixel. In the linear pixel case though, the separate reading of the DC channel allows this
pixel to be identified as being a low DC pixel, which can be ignored if the light level is below

a set threshold.

3.2.5.2 Linear Front-End Schematic

Figure [3.20] shows the schematic of an opamp used as a current to voltage converter. The
trans-impedance gain of this circuit is set by the feedback resistor R. C is used to limit the
bandwidth of the front-end by setting the RC time constant of the input stage. The opamp
on the right of the schematic is a voltage follower used to buffer the input stage from the

load on the output.

Circuits such as this are more widely used as trans-impedance stages than the logarithmic
circuits already shown. These circuits take advantage of the high common mode rejection
ratio and low output noise of opamps specifically developed to be low-noise devices. For
example, the Texas Instruments OPA350 has an output noise density of 5nV/ VHz. The

use of the resistor and capacitor to set gain and bandwidth also make these circuits highly

adaptable.
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Figure 3.20: Schematic of an opamp based linear front-end (C=0.4 pF, R=20 M for 20 kHz
cut-off and 20 MQ) transimpedance) [Kongsavatsak, 2005]
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3.2.5.3 Limitations of Linear Front-Ends

The major reason for not using circuits such as those shown in Section [3.:2.5.2) is the size
requirements of the feedback resistor and capacitor, and to a lesser extent the size of the
transistors and compensation capacitor in the opamp. The trans-impedance of the front-
end is equal to the value of R. For the signals expected here this resistance must be of the
order of 10 M(2. Using the austriamicrosystems C35 CMOS process, the highest resistance
possible is 1kQ/0. A 1 pum wide resistor would have to be 10* squares (1 cm) long to achieve
this resistance. This is possible on an IC, by using snaking resistor paths, but the space
consumed is still very large. The resultant resistor also has very high parasitic capacitance.
This capacitance is a capacitance to ground rather than between resistor terminals, so does
not substitute for the required capacitance. The parasitic capacitance will appear as an
additional load capacitance to the first stage opamp, so could affect the frequency response
if the total load capacitance was greater than that used in designing the opamp itself. This
affect could be used to limit the pixel bandwidth, but this would make performance of the

circuit more susceptible to manufacturing variations.

The lack of normalisation is more problematic if on-chip processing is to be used. The
division required to perform normalisation based on a DC value is difficult to perform in
simple binary operation. If the data is processed off-chip then the processing abilities of a
PC or FPGA mean that this is not a significant concern. However, implementing such a
circuit on the IC, either using analogue or digital methods, adds to the size and complexity

(and hence cost and design time) of the IC.

An additional problem caused by the linear response of the opamp-based front-end is that
of saturation with high DC photocurrent. For example, if a trans-impedance of 10 M2 is
used, the output voltage will saturate at a supply voltage of 3.3V when the photocurrent
reaches 330nA. This is sufficient for this application, however with this stage only, then a
photocurrent of 1nA at 10% modulation depth would give an output voltage of 1mV. As
with the logarithmic front-end circuits, an amplifier would be required to increase the AC
signal. If this amplifier had a gain of 50, similar to that of the HDA shown, then the linear
front-end based system with 10 M2 gain would saturate at 6.6 nA. In practice, the operating
limit would be below this, as the AC amplification will mean that clipping of the output
signal will occur before the input DC photocurrent reaches 6.6 nA. This is above the range of

photocurrents calculated for this application, but is considerably lower than the range over
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which the logarithmic pixels are capable of operation.

Saturation can be avoided by high-pass filtering the front-end output signal before amplific-
ation. This means that the AC can be amplified without also increasing the DC level and
saturating the output voltage. However, such filters here would require a very low cut-off
frequency (7100 Hz), and hence would require very large capacitors and resistors. The HDA
circuits shown could be used in this situation, but the intention of the linear front-end based
system is to duplicate conventional photodetector circuits on-chip so conventional op-amp

based amplifiers are preferred here.

3.2.5.4 Simulation of On-Chip Linear Pixels

Despite these potential problems, a number of linear front-end based pixels have been imple-
mented on the BVIPS1 IC. The linear array system means that unlike 2D imaging arrays, it
is possible to implement pixels requiring components with large footprints without causing
unacceptably low fill-factors or limiting pixel count and hence resolution. The implementa-
tion of a small number of test pixels allows the advantages of linear pixels to be investigated,
and a decision to be taken on whether the advantages justify the increased space. The simu-
lations here for a design that could fit on chip show that on-chip implementation is feasible.
The circuit is composed of an opamp based front-end with a trans-impedance of 20 M2 and
an op-amp voltage amplifier gain stage with A, = 50. A schematic of this design is shown

in Figure |3.21
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Figure 3.21: Schematic of an opamp based linear front-end suitable for implementation on
IC
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3.2.5.5 DC Simulation of Linear Pixels

Figure shows the DC response from the opamp front-end and gain stage. It can be
seen that the output is linearly proportional to photocurrent over the full range of currents
expected based on the calculations in Section The output voltage does not fall to zero
because an offset voltage is required to prevent saturation at 0V, as the IC does not allow

dual rail power supplies.

COpamp Front-end/Gain stage DC Response

W _out

300

F00 “

500

200

W)

400

300

200

0 25 3 = 1.0 1.25 1.5
idcO (E-9)

Figure 3.22: DC response of opamp front-end and gain stage

3.2.5.6 AC Simulation of Linear Pixels

Figure[3.23]shows the AC response from the opamp front-end and gain stage. The bandwidth
is lower than the design value of 20kHz. This suggests that the parasitic capacitance of the
feedback resistor is reducing the bandwidth below that set by the feedback capacitor. How-
ever, the bandwidth is still sufficient to capture most of the LDBF signal, being over 10 kHz.
As this circuit does not include any further tuneable low-pass filters, the drop in high cut-off
frequency reduces the chances of component variability causing aliasing (by increasing the
cut-off frequency above half the sampling frequency), so the circuit design was not changed
to raise the cut-off frequency. This does have some impact on the flow calculations, as the

higher frequency components that may be blocked would be given increased weighting for
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the calculation of flow. This could be compensated for by a scaling factor, but this is only
an issue if comparing flow readings from different devices - the proportional change in the

calculated flow value for a given change in actual flow should be equal.

If required for future iterations of this design, the cut-off frequency could be increased by
reducing the feedback capacitor. Reducing the feedback resistor would also increase band-

width, but at the expense of reduced gain.
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Figure 3.23: AC response of opamp front-end and gain stage

The AC output magnitude below the cut-off frequency is -35.5dBV, or 16.8 mV (33.6mV
peak-peak). The photocurrent had a DC value of 765 pA, with an AC magnitude of 115 pA
peak-peak. This gives a transimpedance of 2.92 x 108 2, The expected figure is the product
of the 20 M) transimpedance of the front-end and the additional gain of 50 from the extra
stage, giving 1 x 10° Q2. Both stages were found to have a lower gain than expected, however
increasing the front-end transimpedance would require a larger resistor, and increasing the
amplification of the gain stage may make saturation more likely. For this reason the circuit

shown in Figure |3.21] was not changed before fabrication.
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3.2.5.7 Transient Simulation of Linear Pixels

Figure shows the transient response of the opamp front-end and gain stage to a typical
input photocurrent. The output voltage is sinusoidal and in phase with the input photo-
current as expected, and lacks the slight distortion that is typical in a logarithmic detector.
Although the AC magnitude of the output voltage is fairly low at only 25 mV peak-peak,
compared to an expected value from a 20 M} transimpedance and additional gain of 50 of
~150mV peak-peak. While low, this is still detectable, and may still give a better signal
than the logarithmic pixels if the noise from the opamp based front-end is sufficiently low
(see output noise calculations in Section . Increasing the gain of the gain stage could

make the circuit more susceptible to saturation, so this is to be avoided.
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Figure 3.24: Transient response of opamp front-end and gain stage to a 10 kHz, 765 pA DC
input signal with 10% modulation depth

3.2.5.8 Noise Simulation of Linear Pixels

Figures and show the input referred noise spectrum of the linear front-end circuit
and gain stage. In the pass band (from around 200 Hz-20kHz) the noise density is slightly
higher than the logarithmic circuits simulated in Section (30fA/v/Hz at 1kHz for the
opamp pixel, compared to 15fA/v/Hz for the buffered logarithmic pixel). However, the
response stays flat after the 1/f noise at low frequencies (above 500 Hz), whereas the noise

density of the logarithmic pixels increases as frequency rises - at 10kHz the opamp and
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buffered logarithmic pixels both have an input referred noise density of ~ 28 fA /v/Hz, above
which the logarithmic pixel noise continues to increase. The frequency weighting which will
be performed on the output of this circuit for flux calculations may mean this is a significant
advantage. The RMS input referred noise over the 100-30 kHz bandwidth is 4.48 pA, giving
a peak-peak noise of 29.56 pA. This compares to 5.03pA RMS / 33.2pA peak-peak for the
buffered logarithmic pixel at 765 pA DC photocurrent, 100-30 kHz noise bandwidth.
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Figure 3.25: Input referred noise spectrum of opamp front-end and gain stage

The opamp front-end may have lower measured noise compared to the logarithmic pixels
than predicted by simulation, as the common-mode and power supply noise rejection of the
opamp may prevent any additional noise source from appearing on the front-end output.
The logarithmic pixels effectively consist of a resistor in series with the photodiode between
the power supplies. This means there is little power supply noise rejection. Power supplies

will have regulation and bypass/decoupling capacitors, but some noise is still to be expected.

Integrating the output noise voltage from 100 Hz to 30kHz gives an RMS noise voltage of
1.29mV, giving a peak-peak noise of 8.514mV. This is lower than the 25-30 mV peak-peak
magnitude seen during AC and transient simulations, suggesting that the SNR from Doppler

imaging will be sufficient for successful LDBF use.
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Figure 3.26: Output noise spectrum of opamp front-end and gain stage

3.2.6 Active Pixel Sensors

3.2.6.1 Operating Principle of Active Pixel Sensors

A common architecture used in CMOS cameras, including high frame rate scientific instru-

ments [Modha et al., 2008] and consumer devices is the active pixel sensor, or reset pixel

[Holst and Lomheim, 2007, [Fossum, 1997].

Figure shows the general active pixel sensor design. Rather than converting the photo-
current into an equivalent voltage signal, giving a continuous time output, this pixel samples
the light level at set time intervals, giving an output voltage that refers to that sample, rather

than the exact moment in time that the output voltage is sampled.

The pixel operates by charging the capacitance of the photodiode to a fixed voltage, usu-
ally Vpp. The reset signal is then removed, meaning that the photodiode cathode is only
connected to the (high impedance) gate of a buffer. The capacitance is then discharged by
the photocurrent. After a set time, the voltage on the diode capacitance is measured, gener-
ally using an on-chip ADC, through a buffer which isolates the diode capacitance from the
read-out stage input capacitance. A high photocurrent leads to rapid discharge, so a larger

change in output voltage than for lower light levels.
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Figure 3.27: General active pixel sensor schematic
3.2.6.2 Advantages of Active Pixel Sensors

This pixel has advantages that its control and output electronics are fairly simple (for example
3 transistors in the example in Figure allowing high fill factors. The sampling method
also performs averaging, as noise during the discharge time is averaged, with the main sources
of noise becoming reset noise (noise on the diode voltage when the reset signal is removed,
which affects the voltage from which discharge starts) and readout noise (the noise of the
readout sampling circuit). The first of these can be reduced by correlated double sampling,
where the diode voltage is read twice, once immediately after the reset is removed, and once
at the end of the sampling interval as in the basic version. The difference between this

voltage is used, so variations in the original diode voltage have less impact on the output.

The above advantages are generally taken to mean that the active pixel sensor gives superior
performance in terms of noise than continuous time pixels such as the logarithmic pixels,
mainly due to the averaging inherent to the active pixel [Serov and Lasser, 2005]. However,
the time constant of a continuous time pixel such as the logarithmic pixel could be considered

to perform a similar type of averaging.

3.2.6.3 Simulation of an Active Pixel

Figure shows the photodiode voltage of an active pixel during sampling. The diode
voltage is initially driven high by the reset signal. Once the reset switch is made open
circuit, the voltage begins to fall, until the next reset pulse sets the voltage back to its high

state.
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The basic architecture shown here can be modified to add a sample and hold circuit, imple-
menting an electronic shutter. This is based on an additional capacitor in parallel with the
photodiode capacitance. During reset and measurement the two are connected, so the voltage
on each is equal. After a set sampling interval, a switch breaks the connection between the
sample capacitor and the diode capacitance. The diode capacitance continues to discharge
due to the photocurrent, whereas the sample capacitor is only connected to the gate of the
readout buffer; so only leakage current flows. This means the readout can be measured at

different times for different pixels, making data acquisition simpler.
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Figure 3.28: Output voltage before during and after discharge interval of active pixel sensor
using 1000 x 50 pm photodiode with 765 pA DC photocurrent

3.2.6.4 Limitations of Active Pixel Sensors

Figure shows a major limitation of active pixels applied to LDBF. The photodiode
used here is considerably larger than that common in CMOS cameras, which can have pixel
sizes of the order of 1pum?2. Combined with the require sampling rate of 40kHz (25 us
sampling interval) means the change in voltage level over one discharge level is very low.
The simulation above has a total discharge of around 5mV, although this is based on a
40kHz signal bandwidth, so has half the sampling interval that could be used. However,
even doubling this discharge to 10 mV gives a very small signal. The 10mV change represents

the instantaneous DC signal. The AC signal is taken from the change from sample-sample.
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Based on a 15% Doppler ratio as used here, this would give a 1.5mV AC signal. As this is
not a sinusoidal signal, amplification as for other circuits is problematic. Instead, an ADC
with very high resolution would be required. For this reason, this pixel design will not be

used here.

This type of pixel has been used for LDBF, being the type of pixel used in the com-
mercial CMOS sensors used by Serov, Lasser and Draijer for either speckle imaging
[Draijer et al., 2009, [Serov et al., 2006b] (where higher frame rates but less precision can be
achieved with lower sampling rates) or Laser Doppler Flowmetry as used here, but with smal-
ler pixels, higher laser power and lower bandwidth [Serov and Lasser, 2005]. These changes
result in more rapid discharge of the diode capacitance, making the use of this detector type
possible. However, the device here is required to have large pixels to avoid problems due
to mechanical scanning, high bandwidth due to potential high blood velocities in larger ves-
sels, and lower laser power to make its use in a general treatment area safe. One possibility
would be to implement a 2D array, such that the full 1000 pm wide light sensitive area is
composed of several active pixels, with the pixel with the highest incident light level selected
to produce an effective 64x1 array. This would decrease the photodiode capacitance without
a proportionate drop in light level (assuming that the line imaged onto the sensor is thinner
than 1mm). The increased complexity of pixel selection, which may need to be changed as

the line is scanned, means this approach will not be tested here.

3.2.7 Summary of Current to Voltage Converter Circuits

The simulations shown in this section have demonstrated the basic operating principles of
logarithmic and linear current to voltage converters. The weaknesses of the basic logarithmic
pixel, mainly insufficient bandwidth at low photocurrents, can be addressed by the designs
using buffering in series with the photodiode, or using inverted feedback buffering. These
two designs appear to be approximately equivalent in performance, with the main differences
being that the inverted feedback design has a lower DC output voltage, lower transimpedance,
and input referred noise that is lower at low photocurrents but increases faster than the other
buffered design, having higher noise above 1.5 nA. The lower DC voltage is not in itself an
issue, but with a large AC signal (after later amplification) this could lead to clipping of the
signal at low voltages. The noise performance is partially dependant on the incident light

power, and hence the optical setup used, but the increasing noise with rising photocurrent
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means that if laser power is increased (e.g. to increase light penetration into the skin, and
hence measure flow in deeper tissue), the noise of the feedback buffered circuit deteriorates
relative to the series buffered design. For this reason, the preferred logarithmic pixel design

is the series buffered pixel.

The linear design has significant drawbacks for use on an integrated circuit, but the 1D
array design means that implementation is possible, and so a number of test pixels will be

implemented on the first prototype IC to further investigate the performance of these pixels.

Active pixels were considered, given their widespread use in commercially available sensors,
including use for LDBF, but the large size of photodiode required results in high capacitance
and hence low voltage changes, making them unsuitable for use on the ICs to fabricated

during this project.
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3.3 Amplifier and High-pass Filter - Hysteretic Differen-

tiator Amplifier

The simulated AC output voltage from the front-end circuits is shown in Figure to be
less than 10 mV. This voltage may be too small to be accurately measured with commonly
available ADCs. For this reason, an amplifier is required to increase the AC voltage. This
amplifier must not amplify the DC voltage, as this would saturate the output voltage due
to the large input DC voltage. In discrete circuitry this could be done by removing the
DC with a high-pass filter, but this is problematic on an IC, where large capacitances or
resistances require a large silicon area. Large resistances can be implemented using active
circuitry similar to that providing the load in the current-voltage converters, but in this
context the high resistance is to be avoided as this causes an increase in thermal noise, where
V,, = VAKTBR. This section describes two designs of hysteretic differentiator amplifier
(HDA), a type of amplifier that amplifies the AC voltage while having a unity gain at DC

[Mead, 1989].

Both designs use an OTA (Operational Transconductance Amplifier) as the main circuit
element, with either an inverted-inverter and a capacitor [Mead, 1989 or a G,C low-pass
filter (a circuit setting a high-frequency cut-off through the combination of an OTA gain and
a load capacitance, described in Section |Geiger and SAinchez-Sinencio, 1985|) as the
feedback network [Gu et al., 2008]. The G,,C feedback version has the advantage of greater
tunability, as varying the bias of the G,,C in the feedback loop allows the low cut-off to
be controlled by an off-chip bias resistor. However, simulation of this design also showed
greater variation between different pixels and between ICs due to process variations and IC
mismatch. For this reason, the inverted inverter design was used. This section shows the

operating principles and simulations results from both circuits to support this decision.

3.3.1 HDA Using Inverted-Inverter Feedback

Figure [3.29] uses an OTA as the main amplifier element, with a feedback path consisting
of an inverted inverter and a capacitor. The inverted-inverter (MNO and MPO) appears at
first glance to be a standard CMOS inverter, however the position of the PMOS and NMOS
devices is reversed. This means that both transistors are always in the cut-off region, which

makes the inverted-inverter act as a very high resistance. The NMOS transistors (MN1 and

87



MN2) provide a load capacitance of approximately 7 pF on the output that when combined
with the large resistance of the inverted-inverter gives a high RC time constant and thus the
low cut-off frequency of the HDA is sufficiently low for this application. Signal components
below this cut-off frequency are fed back to the OTA inverting input, and hence these signals
are not amplified. Above this frequency the RC feedback network blocks the signals, and
hence these are amplified by the open loop gain of the OTA, which is set by the OTA

transistor dimensions and bias current.
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Figure 3.29: HDA using inverted-inverter feedback [Mead, 1989] [Kongsavatsak et al., 2008|

3.3.2 HDA Using G,,C' Feedback

For this design, the feedback path is provided by a G,,C low-pass filter as shown in Fig-
ure

The G,,C circuit by itself forms a low-pass filter circuit consisting of an OTA with an
additional output capacitor. Filters of this type are used on this IC to provide a compact,

tune-able anti-aliasing filter, described in Section

The G,,C filter in the feedback path of this type of HDA uses a modified OTA to make its
cut-off frequency lower than the version used as an anti-aliasing filter. The cut-off frequency

of the G,,,C filter is given by:
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This means that to achieve a low cut-off frequency using such a circuit requires either a large

capacitor, making on-chip implementation expensive, or an OTA with a low g, can be used.

A design with low gy, is shown in Figure|3.31| Gu, 2007, |Geiger and SAjnchez-Sinencio, 1985].

The OTA used in the input stage of this design is shown in Figure [3.32]

This design has advantages in that the low-cut off frequency of the HDA can be adjusted
by varying the bias current, and hence the cut-off frequency, of the feedback OTA. However
the design still requires a 10 pF capacitor which in the process to be used here requires a
90 x 25 um MOS capacitor. Combined with the larger, more complex OTA design this makes
the ¢, C feedback HDA design the larger of the HDA options.
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Figure 3.32: OTA1, standard g,, for HDA-g,,C input stage

3.3.3 Simulation of HDA designs

To select a HDA design for use on an IC, simulations were performed in Cadence on the

available options. However, the small currents and high resistances involved to compensate
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for the small capacitances in these designs can make simulation problematic. Accurate
simulation requires setting the minimum possible g,,;, used in the simulation lower than
the default value. This default value is generally sufficient to not limit most common circuit

designs, while increasing simulation speeds.

This problem is shown by Figures and which show the significance of g,,i, on
the simulation results. The figures show results of four simulations on each device, with the
only change between simulations being the value of g,,,;, in the simulation settings. For the
gmC feedback design simulations, shown in Figure if simulated at the default g,,;, of
1 x 10712 VA~1, the circuit attenuates all frequencies heavily. As gmin rises from 1 x 10713
to 1 x 107'° VA~! intended behaviour is observed, but the low cut-off frequency varies from
15Hz to 200Hz. For the inverted-inverter circuit simulations, shown in Figure |3.34] as
Gmin falls the low frequency cut-off falls from around 100Hz at g, = 1 x 10713 VA~

to 1.5Hz at gmin = 1 x 107" VA~!, and with no attenuation at lower frequencies when

Gmin = 1 x 10719 VA1,

Generally ¢,,;n should be reduced until the simulator reaches convergence with the given
settings - i.e. reducing g, further does not affect the simulation results. This suggests that
Gmin sShould be set to the minimum value of those used here, or lower. However, both circuits
simulated here have been fabricated and operate in the expected manner [Gu et al., 2008|
Kongsavatsak et al., 2008], showing that using a lower value of g, does not guarantee
more accurate simulation of these circuits. One possibility for this is that the large feedback
resistances achieved by these circuits to give a low cut-off frequency rely on the very small
leakage currents within the fabricated IC. As g,,,;,, represents a very small conductance added
to the simulated circuit, generally to simplify the calculations required by the simulator to
achieve convergence. It is possible that the leakage currents and voltages within these circuits

represent conductances higher than the lowest g,,;, values used in simulation.

Given the discrepancy between performance of previously fabricated circuits and simulation
results at very low ¢,in, for the following simulations g,,;, was set to match known results.
For the simulations here g,,;, was set at 1 x 1073 VA~!, the closest value to the default
at which both circuit designs show similar simulation results to known test results (i.e.
amplifying AC signals above a low cut-off frequency of 10-100Hz, while having approximately

unity gain at DC).

The characterisation results of the prototype ICs produced following these simulations (shown
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later in Chapters 4] and |5)) show significant discrepancies between measured and simulated
results, and further investigation of possible HDA faults (section shows that the sim-
ulation of the HDA circuit performed in this chapter is potentially flawed. However, this
problem only became apparent after the first IC was fabricated. Further simulations on the
HDA could not replicate any faults found, regardless of changes of g,,:,. While changes to
parameters such as g.,;, may improve simulation accuracy, with no definitive cause of the
inaccuracy found, the following simulations remain the most accurate method available for

comparing circuit performance.
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Figure 3.33: AC response of HDA using g,,C feedback, varying g.in

92



AC Response of HDA-Inw

— gmin=1e-12 — gmin=1e-13
— gmin=1e-14 — gmin=1e-15
10+

i e iEE

I~
7
I Fi

100 10l 102 103 104 102 108
freg (Hz)

W IEI:IE:I

Figure 3.34: AC response of HDA using inverted-inverter feedback, varying g.nin

3.3.3.1 Transient Response

Figure[3.35]shows the output signals of both HDA designs with an input signal having a 5mV
AC magnitude (approx. signal magnitude expected from front-end) at 10 kHz. Both designs
amplify the signal by a similar amount, although the inverted-inverter feedback version has

considerably more distortion on the output signal.
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Figure 3.35: Transient response of both HDA designs, with a 1V DC/5mV @ 10kHz AC
input signal

3.3.3.2 DC Response

Figure shows the DC response of the HDA designs. The major feature of these plots
is the non-linearity shown in the inverted-inverter response at 1.65V (50% of Vpp). This is
due to the change of characteristics of the inverted-inverter as the output voltage passes the
transistor switching point. This non-linearity is a likely cause of the distortion shown in the

transient response.
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Figure 3.36: DC response of both HDA designs, with input from 0 to 3.3 V
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3.3.3.3 Frequency Response

Figures[3.37]and [3.38show the frequency response of the HDA using g, C feedback, including
the effect of changing the biasing of the feedback OTA. Figures and show similar
results for the HDA using inverted-inverter feedback. (Note that the y-scale units are in dB
referred to 1V, so with a 5mV input 0 dBV represents a voltage gain of 200, while unity gain
is -106 dBV) It can be seen that the basic response is similar, although the inverted feedback
design has higher gain and a lower low-frequency cut-off. However, the main advantage
of the g,,C feedback design is clearly seen by the relationship between bias current and
low-frequency cut-off. This would allow the circuit to be tuned to accommodate chip-chip
variation, as well as adjustment to suit the application, such as lowering the cut-off frequency
to include more low frequency components of the signal from the front-end in the final output
signal. This could potentially increase the signal level at low frequencies in situations where
movement artefacts are a less significant problem. This could include monitoring of less
mobile subjects (e.g. during sleeping/anaesthesia), or cases where the device itself is less
prone to movement - i.e. a device on a stand will be less prone to movement artefacts than

a hand-held device.
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Figure 3.37: AC response of g,,,C feedback HDA with varying bias current

95



HODA-GmE feedback bandwidth against bias resistance
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Figure 3.38: Low-frequency cut-off of g,,C feedback HDA with varying bias current

For the inverted-inverter feedback design, changing the OTA bias current has some effect
on bandwidth, but this is mainly because the gain in the pass band is slightly altered. The

range of adjustment here is much more limited, giving no significant adjustability of the IC.
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Figure 3.39: AC response of inverter feedback HDA with varying bias current
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Figure 3.40: Low-frequency cut-off of inverter feedback HDA with varying bias current

3.3.3.4 Noise Response

Figures [3.41] and [3.42] show the input and output and referred noise respectively for both

designs. The output noise plot shows higher noise at the output of the inverter-inverter
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design. However, this is partly due to the higher gain of the inverted-inverter design, as
shown by Figures [3:37) and [3.39] The input referred noise plot, which compensates for gain
and is thus a better indicator of signal-noise ratio, shows that the inverter design has lower
noise at lower frequencies, and equal noise density at higher frequencies. The higher output
noise is therefore due to the higher gain of the inverter design, and the lower low-frequency
cut-off. The similar input referred noise densities within the 100-20 kHz range to be used

here suggest that neither circuit has a significant noise advantage.
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Figure 3.41: Input referred noise spectrum of both HDA designs
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Figure 3.42: Output noise spectrum of both HDA designs

3.3.3.5 Monte-Carlo Analysis of Frequency Response

The simulation results above show the nominal behaviour of each circuit. Given the known
problems in simulating these circuits, the statistical variation of these results was also in-
vestigated, as the different designs may be affected differently by device variation. This
was performed using repeated iterations of the simulations above with random variations in
device size and electrical process parameters. This shows the behaviour that can be expected

of arrays of these circuits within one IC, and from IC to IC.

Figures and show the variation in low-frequency cut-off of both designs. It can be
seen that the g,,C design has a wider range of cut-off frequencies, which will lead to greater
fixed pattern noise. Out of 100 iterations there is also one iteration that does not give a valid
cut-off frequency, showing that this circuit does not have the same behaviour within the
required range - the gain does not drop with falling frequency to 3dB below the maximum
value, either due to slow roll-off/low cut-off frequency, or due to very low maximum gain
such that the expected gain at DC is not 3 dB lower than the maximum. This means either
that this circuit will amplify the DC level, causing saturation of the output, or that the AC

gain of this circuit is much lower than intended.

99



HOA ame feedback low-frequency cut-off, 100 MC iterations

— hda-gm c-low-cutoff
30 I
] .

= =

(]

LA
o)~
=)

[ R}
—
e

2:‘ \

20

154

W within range

104

5.0

REREN] m=

T T N T
0 5.0 ia 15 20 25 30
f_cut-off (Hz) @

Figure 3.43: Statistical variation of low-frequency cut-off of g,,,C feedback HDA

HDA inverter feedback low-frequency cut-off, 100 MC iterations
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Figure 3.44: Statistical variation of low-frequency cut-off of inverter feedback HDA
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3.3.3.6 Corner Simulation of HDA Designs

The Monte-Carlo simulations above show the effect of an expected level of device mismatch.
It is also useful to perform corner analysis to investigate circuit behaviour with worst-case

device variation/temperature/voltage supply variation.

These simulations are performed in Cadence, using alternative device models provided for the
austriamicrosystems C35 process used here. The corners are: cmostm (Typical mean para-
meters); cmosws (worst case speed, with slower transistors than typical); cmoswp (worst
case power, faster transistors but higher power consumption); cmoswo (worst case one, slow
PMOS transistors with fast NMOS transistors); cmoswz (worst case zero, fast PMOS tran-
sistors, slow NMOS transistors). These simulations generally apply to digital circuits (i.e.
inverter behaviour - slowest transmission, worst power consumption per gate, skewed trans-

mission of 1/0 states), but can be used to show the effect of variation on analogue circuits.

Figure 3.45] shows the effect on DC operating point of both designs, by plotting the DC
output voltage with a 1 V DC input voltage. The g, C circuit shows little variation, being
approximately 0.05 V from the lowest to highest point. The inverter-inverter circuit shows
more variation, with a range from 0.63 - 0.95 V between the worst speed and worst power
corners. Given the low modulation depth expected here, this variation of the DC output
voltage should not prevent normal pixel operation, although the inverted-inverter circuit
already shows high distortion of the output waveform at low voltages (see Figure [3.35)),
which would be exacerbated by a further drop in DC output voltage. If this level of variation
was seen within a chip, the fixed pattern noise seen would be high, although the corner
simulation includes process (between chip) variations, so this level of variation across one
array is unlikely. It is also possible that the use of an inverter-like structure in this circuit
means that these two corners are likely to show more extreme variation than for other

analogue circuits, where a corner might not be a genuine worst case scenario.
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Figure 3.45: Corner Simulation of DC operating point (measured by output voltage) of both
HDA designs

Figure [3.46] shows the effect of each corner on AC gain of both HDA designs. Again the g,,C
design has lower variation, with a range of output magnitudes from 1.0 - 1.3 V compared to
0.7-1.34 V for the inverted-inverter design. As for the DC operating point simulation, the
greatest variation is seen between the worst speed and worst power corners, possibly due to
the use of an inverter-like structure in the feedback circuit. While this variation is high, the
minimum gain of the inverter-inverter circuit is sufficiently high for detection of the required
signals, and the maximum gain is similar for both circuits. The variation would cause high

FPN if seen within one IC, but this is unlikely.
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Figure 3.46: Corner Simulation of AC output magnitude of both HDA designs, with a 1V
DC/5mV @ 10kHz AC input signal

Figure shows the effect of each corner on the low frequency cut-off of both HDA designs.
The Monte-Carlo simulations showed that the variation of this frequency in the g,,C circuit
was likely to be higher than for the inverted-inverter circuit, and the corner simulation shows
similar but more extreme results. For the inverted-inverter design, the cut-off frequency
remains below 715 Hz in all cases, while for the g,,C the maximum cut-off frequency is 300
Hz. The majority of the Doppler signal may be a frequencies above this, but high variation of

the low-frequency cut-off could still have a significant effect on output flow values. However,
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if this variation is seen between chips rather than within one array, each individual imager

should still have acceptable performance.
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Figure 3.47: Corner Simulation of low frequency cut-off of both HDA designs, with a 1V
DC/5mV AC input signal

Figure shows the input referred current noise for both HDA circuits. All corners have
higher noise than the typical mean case, and in each case the g,,C based circuit has higher
noise than the inverter-inverter design, despite the typical mean case showing lower noise for
the g,,C based circuit. This suggests that the g,,C based circuit is slightly more susceptible
to device variation causing increased noise, although the difference between HDA versions is

fairly low.
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Figure 3.48: Corner simulation of input referred current noise of both HDA designs, with a
1V DC input signal

Figure shows the output voltage noise for both HDA circuits. Most corners show in-
creased noise compared to the nominal case, except for the worst-case-one corner for the
inverter-inverter circuit. The g, C based circuit shows the lowest increase in noise, although
as the input-referred noise results are a better indicator of signal-noise ratio, this does not

show a major advantage.

103



Corner Analysis, HDA Comparison, output referred RMS noise
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Figure 3.49: Corner simulation of output voltage noise of both HDA designs, with a 1V DC
input signal

3.3.4 Summary of Amplifier Circuits

Two different designs of hysteretic differentiator circuit have been introduced, with both of
these circuits offering the voltage gain and low-frequency cut-off required by this application,
and both having a relatively compact layout (no large capacitor is required to achieve the
low cut-off frequency). The simulation results for the nominal behaviour of each circuit (i.e.
not subject to process variation) show considerable advantages for the g¢,,C based HDA,
mainly linearity, reduced distortion and external adjustability. However, the Monte-Carlo
and corner simulation results show that this circuit suffers from greater variation between
circuits, and hence the inverted-inverter design is chosen to give better reliability (i.e. higher

yield).

3.4 Low-pass Filter - G,,C' Anti-Aliasing Filter

The HDA circuits shown in Section are high-pass filters, with a designed low-frequency
cut-off around 100 Hz, and an operating range up to around 1 MHz. At this point a high-
frequency cut-off is caused by device parasitic capacitances rather than any aspect of circuit
design. This high-frequency cut-off is well above that required by this application, and is
not controllable by external biasing. A filter is therefore required to remove AC components

above the bandwidth required here (discussed in the Section [1.8.3) to prevent aliasing.
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3.4.1 G,,C Filter Schematic

The g¢,,C filter circuit shown in Figure [3.50] is wused for this purpose

|Geiger and SAjnchez-Sinencio, 1985. This circuit provides a compact filter layout

( 35 x 10 pum) that can be included at the pixel level, and can be controlled by an external

bias current to set the bandwidth to the required value. This has also been used successfully

on previous Doppler ICs [Gu et al., 2008], Kongsavatsak et al., 2008§].

o Wout
Vin Gm O
—+
—
~0.1pF

Figure 3.50: General schematic of G,,,C anti-aliasing (low-pass) filter

The schematic of the g,,C circuit used on this IC is shown in Figure [3:51] which includes the
schematic of the OTA. The OTA used here is a standard circuit, without the changes made
to the OTA used in the HDA shown in Section This is possible as the high frequency
cut-off required here of around 20kHz can be achieved with higher RC values than the low
frequency cut-off required of the HDA. The output capacitance in this circuit is implemented

using an MOS capacitor with size 5 x 5.5 ym, giving a capacitance of 125 f{F.
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Figure 3.51: Schematic of G,,,C filter on BVIPS1

3.4.2 Simulation of G,,C Circuit

The simulations shown below were carried out to verify that the g,,C filter shown in Fig-

ure [3.51] is suitable for use as an anti-aliasing filter for an integrated LDBF sensor..

3.4.2.1 Frequency Response

Figures and show the AC response of the g,,C circuit, with varying bias current
caused by varying an external resistance. Figure shows that regardless of bias current
the gain of the filter remains at approximately unity at low frequencies (simulations were
performed with a 600 mV peak-peak AC signal, representing a typical AC magnitude after

amplification by the HDA - unity gain therefore corresponds to -10dBV).

Figure [3.52] shows bandwidth against bias resistor. From this it can be seen that the cut-
off frequency can be widely controlled in the range required without using very large bias
resistors. This potentially has noise advantages, as the use of large resistors increases thermal

noise, which would affect all pixels due to the use of a common bias circuit.
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Figure 3.52: AC response of g,,C low-pass filter with varying bias current
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Figure 3.53: High-frequency cut-off of g,,C low-pass filter with varying DC bias current,
shown by value of external resistor used to set bias

Figure shows the bias current in the OTA over this range of bias points, showing that
the current consumption of this circuit is very low, at less than 1nA to achieve a 20kHz

cut-off frequency.
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GmC bandwidth against DC bias current
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Figure 3.54: High-frequency cut-off of g,,C low-pass filter with varying DC bias current,
shown by bias current in OTA

3.4.2.2 Transient Response

Figure [3.55] shows a transient simulation of the g,,,C filter. It can be seen that the pass-
band signal (5kHz compared to a cut-off of around 20kHz) is not significantly attenuated
or distorted. Large signals or those at higher frequencies (for example, a signal of the same
magnitude as that shown in Figure but increased to 20kHz) tend to be distorted by
this filter, as the slew rate of the filter output is limited. This can cause the total harmonic
distortion to increase from approximately 2% for the output signal shown in Figure [3.55] to
16% for the same magnitude signal at 15 kHz. As flow processing involves frequency weighting
to give higher weighting to high frequency signals (caused by fast moving blood), this could
cause incorrect results. However, most of the Doppler signal is significantly below the cut-off
frequency so the signal levels at high frequencies should be small, and the harmonics caused
by the distortion will be smaller still. Therefore, this is not thought to be a problem, but
may need further consideration if the IC response found by testing with increasing flow is

not as required.
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Figure 3.55: Transient response of g,,,C low-pass filter to a 5 kHz 600 mV p-p signal

3.4.2.3 DC Response

Figure shows the DC output of the g,,C circuit with rail-rail input voltages. It can be
seen that the response is linear for all input voltages above 0.15V, and that the DC gain
is unity. The logarithmic response of the front-end means the input to this circuit is very
unlikely to go below 0.15V, even considering the level shifting of the HDA, so this response

is suitable.
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Figure 3.56: DC response of g,,C low-pass filter
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3.4.2.4 Noise Spectrum

Figures and show the noise spectrum of the g,,C filter. It can be seen that the
output or input referred noise density in the pass band is below 1.5 4V /1/(Hz). Over a noise
bandwidth of 30kHz this equates to an RMS noise of 0.26 mV, compared to an expected
signal level of several hundred mV. The unity gain of this filter in the pass-band means that
the input and output noise density is expected to be the same. Above the pass band, the
input-referred noise rises, but this is an artefact of the falling gain rather than an actual
increase in noise. The actual output noise falls, as expected of a low-pass filter. At low
frequency the noise density rises due to 1/f noise, and this is the same in the input referred
and output noise spectra. The rise in noise here is fairly limited, and this is mostly below
the cut-off frequency of the HDA. Signals at these frequencies will also be ignored by post-
processing after a Fourier transform has been performed. This means the noise response seen

here is acceptable.
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Figure 3.57: Input referred noise spectrum of g,,C' low-pass filter

3.4.3 Summary of Low-pass Filter Circuits

The g, C filter design presented in this section has been introduced, and its suitability for use

in this application has been demonstrated through simulations, showing suitable frequency
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Figure 3.58: Output noise spectrum of g,,C low-pass filter

response which can be adjusted above and below the design frequency of 20 kHz if needed.
The circuit also has a suitable DC response (unity gain down to ~0.2 V DC input voltage),
low distortion and low noise. Given this adequate performance, and that this circuit is after
the amplification stage and hence is not as critical to IC noise performance as other pixel

elements, no alternative circuits have been investigated.

3.5 Summary

The basic principle of the logarithmic pixel has been introduced, and a number of variations
on the basic pixel design that have improved performance have been described and simulated.
The weaknesses of the basic logarithmic pixel design, mainly its limited bandwidth, require
the use of a buffered pixel design. Simulations compared the basic pixel with two designs,
one using a pair of transistors to buffer the photodiode AC voltage from the load, and one
using a load biased by feedback through a CMOS inverter. The former design was shown by

simulation to be preferable for use on the BVIPS1 IC.

Several weaknesses of logarithmic pixels were demonstrated, including the limited range of the
normalisation principle, which does not occur outside the subthreshold region of operation.
There are also non-linearities introduced by the HDA behaviour with larger circuits, and
potentially from signals approaching the high cut-off frequency of the g¢,,C anti-aliasing
filter. However, these problems are not sufficiently serious to prevent circuits such as this

detecting Doppler signals.
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Linear front-ends were discussed, with their advantages and disadvantages considered in
terms of behaviour and implementation in a 1D array IC. While there are significant problems
in implementing this type of front-end in applications where circuit physical footprint is
critical, implementation on chip was shown to be feasible, and simulation results from a

possible design were shown.

Active pixel sensors were also discussed, and while these may be suitable for some LDBF
sensors, the large size of pixel required here results in a high capacitance relative to the
photocurrent expected, and therefore the voltage changes seen are too small to ensure reliable
detection of the signal, given that the conventional amplifiers and filters (i.e. continuous time

circuits) cannot be used, given the sampling nature of the readout method of these circuits.

Two possible high-pass filters/amplifier circuits were shown, each being an implementation
of a hysteretic differentiator circuit. Based on simulations of nominal performance and
sensitivity to manufacturing variation, a HDA design using an OTA with a feedback network
consisting of a MOS transistor and an ’inverted’ CMOS inverter as a high resistance has

been selected for use on the BVIPS1 IC.

To select a low-pass filter, a g, C filter design as used on previous LDBF ICs was simulated.
This design showed acceptable performance, and as this area is not critical to pixel perform-
ance (being after amplification of the signal, hence sensitivity to noise is reduced), no other

designs were considered.

The pixel to be implemented on the BVIPS1 IC will therefore mainly consist of a buffered
logarithmic current-voltage converter, a HDA AC-amplifier using an ’inverted-inverter’ feed-
back network to amplify the signal and remove low-frequencies, and a g, C low-pass filter for
anti-aliasing and removing signals above the Doppler bandwidth. An additional array will
consist of a small number of opamp-based linear pixels, in order to confirm that this type of

pixel can be used as an integrated detector for LDBF.
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Chapter 4

Design and Testing of BVIPS1 IC

4.1 Introduction

This chapter describes the first IC produced for the BVIPS project, known as BVIPS1. The
pixel designs used on the IC are those described in the previous chapter. This chapter gives
specific information on the implementation on this IC of each design, the higher level circuit

design making up the overall IC, and how that IC will be used in an imaging system.

Testing to characterise the IC in terms of its gain, DC response, bandwidth and noise level
is described and results are compared to simulated behaviour. Finally, the use of the IC in

an LDBF imaging setup to measure changes in blood flow will be demonstrated.

4.1.1 Structure of the Chapter

The chapter begins with a top-level description of the IC produced, showing which circuits
are included on the IC and showing the overall layout of IC, including the relative position
and size of each circuit and the shared photodiode array. The circuits on the IC that are

investigated here (i.e. those that are the work of the author) are:

e 64x1 array of buffered logarithmic pixels (main array)

e 32x1 array of buffered logarithmic pixels (duplicate array with additional test points

and test analogue filter)
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e 4x1 array of opamp-based linear pixels

Each of these circuits are then described in greater detail, including a block diagram of each
circuit and a layout plot of one pixel within the circuit. Two other circuits shown on the
top level layout plot are not the work of the author (although integration into the overall
layout was), hence are not described here. These circuits are an 8-pixel array of linear

transimpedance pixels

Characterisation of the IC is described, beginning with a description of the equipment and
method used. For each circuit, measurements are made over a range of input photocurrents
(i.e. range of illumination intensities) for DC voltage output, AC gain, noise performance
and frequency response. Measured response in each case is compared with simulated IC
behaviour. As increased noise was seen in the fabricated IC compared to simulations, some

efforts made to reduce noise are shown.

A further stage of testing shows the use of the three circuits to measure flow in a series of test
targets, both biological and artificial. The equipment setup and method used for this testing
is shown, along with results for each of the three circuits for various flow targets. Where
applicable, single point measurements are shown (a line plot of flow over time) along with
2D colour plots showing flow at all pixels of an array over time. From these measurements,

SNR figures are produced for the processed flux output.

The behaviour shown from the above testing is then discussed for each separate circuit.
For the logarithmic pixels, the testing shows a number of problematic aspects of device
performance, including signal artefacts, increased noise compared to simulations, and high
fixed pattern noise. A series of additional tests are performed to investigate these issues in
order to address them in the design of the second prototype IC, and these additional tests

and results are shown in section .6l

4.2 BVIPS1 IC Design Overview

The IC produced is a two sided device, in that it includes a single 64x1 array of photodiodes
in the centre, with two separate sets of front-end and processing circuits - one on each side of
the chip. The right hand side of the chip consists of an array of 64 identical pixels, intended

for use in a complete line imaging system. The left hand side of the IC contains a number of
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prototype circuits, including variations of the right-hand side design and alternative front-
end designs by other designers. Four opamp-based linear front-end pixels are included to
test a real implementation of the linear design introduced in the previous chapter. These
left-hand side designs are included to test circuits elements with a view to inclusion on the

second prototype IC.

4.2.1 Layout of IC

Figure[d.I]shows the layout of the entire IC. The large area in the centre is the 64 photodiodes,
each of which has a size of 1000 x 50 um (pixel width xpixel pitch) , making the total light
sensitive area for 64 sensors 1000 x 3200 ym. The high width of each photodiode is required
to ensure that light reflected from the target does not wander off the photodiodes during
scanning. With a narrower sensor, as the beam is mechanically scanned changes in optical
path, reflection angles and imperfections in the mechanical scanning itself can cause the
location of the image produced at the sensor to move such that the reflected line misses the

photo-sensitive area. annotations
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Figure 4.1: Layout of BVIPS1 IC
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4.2.1.1 64x 1 Logarithmic Pixel Array (Right-Hand Side)

To the right of the photodiode array are the logarithmic pixels making up the 64x1 array
intended as the 'main’ array of this IC, which would be used by a line scanning instrument
using this IC as a sensor. Each of these logarithmic pixels is 140 x 50 gm. Multiplexers and
address decoders consume another 55 x 50 ym, and there is a further 220 x 50 ym for each of
the nine output buffers. These components are large due to the requirement for high drive

capability for off-chip loads.

The design of these logarithmic pixels is described in more detail in Section [£:2.2]

4.2.1.2 32x1 Logarithmic Pixel Array (Left-Hand Side)

To the left of the photodiode array, towards the centre of the IC, is a second array of
logarithmic pixels. This array uses components very similar to the 64x1 array, with some
changes to layout to better fit the available space. These pixels have an additional frequency-
weighted analogue filter stage, included after the duplicated components. The analogue
processing technique is not investigated in this thesis, instead a digital processing method is
used throughout. However, this array also provides visibility of intermediate signals that are
not output from the main 64x1 array. This allows the behaviour of the front-end itself (i.e.

not including the HDA AC amplifier or on-chip low-pass filter) to be measured directly.

The design of these pixels is described in more detail in Section [£.2.3]

4.2.1.3 4x1 Opamp-Based Linear Pixel Array (Left-Hand Side)

Four identical opamp pixels are included to investigate the use of linear front-ends in CMOS

LDBF sensors, based on the design introduced in Section [3.2.5

The opamp pixels are the four pixels in the bottom left of the IC. This section of the IC has a
size of 580 x 400um, including the front-end, multiplexers and gain stage/output buffer. The
pixel pitch used here is 100 ym rather than the 50 um pitch of the logarithmic pixels. This
is due to the large size of the feedback resistor required to achieve sufficient gain to detect
LDBF signals, which makes designing pixels with a 50 yum pitch within the area available
impossible. The photodiode sharing (between left- and right-side front-ends) means that the

photodiodes themselves cannot be made larger, so the opamp pixels connect to photodiodes
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1,3,5 and 7. Pixels 0,2,4 and 6 are not connected to a front-end circuit on the left hand side.
Instead, they are connected to a bare pad, which if necessary allows the photodiodes to be

connected to an off-chip circuit to characterise the photodiode itself.

The design of the linear pixels is described in more detail in Section [:2.4]

4.2.2 RHS (64x1) Logarithmic Pixel Section

This section describes the circuit design, operating principles and layout of the logarithmic

pixels on the right-hand side of the BVIPS1 IC.

4.2.2.1 Circuit Design and Operation

A block diagram of the right hand side (logarithmic pixel) section of the IC is shown in
Figure The main feature of this design is the 64 logarithmic pixels. Each pixel consists
of a buffered logarithmic front-end, a HDA AC amplifier and a g,,C anti-aliasing filter.
Outputs from the pixel are taken from before and after the anti-aliasing filter. These signals
are then multiplexed in blocks of 16 to produce eight output signals, four from before the
filters and four from after the filters. Multiplexing in this manner allows four external ADCs
from an existing system to be used to simultaneously sample four pixels, increasing the
readout speed or reducing the speed required of the ADCs. Visibility of intermediate points
in the pixel (i.e. the outputs from before the anti-aliasing filters) allows more information
to be gathered on the operation of the IC, such as allowing characterisation of the filters in

isolation of the optical front-end.

In order to allow the use of a single ADC the four post-filter outputs are multiplexed again
to produce a single output channel. In a final system it is likely that this will be the main

output of the IC.
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Figure 4.2: Block diagram of 64x1 RHS section of BVIPS1 IC

An external bias pin allows control of the high frequency cut-off of the anti-aliasing filters.
Additional bias pins give some limited control of gain in the pass band by adjusting the AC
amplifier (HDA) gain and the front-end bias. An op-amp buffer bias pin (not shown) allows
the bias current of these buffers to be increased, giving greater bandwidth (i.e. reduced

switching times for higher frame rates) at the expense of higher power consumption.

The output pin after the HDA can be used as an input, allowing external signals to be
applied to check operation of the g,,C filter, the multiplexers and the output buffers. This
bi-directionality is achieved by using transmission-gate switches controlled by an external
signal to bypass the HDA output buffer. Additional switches controlled by the same signal

(not shown) isolate the outputs of the output buffer and the HDA itself from the input signal.

4.2.2.2 Pixel Layout

Figure shows the layout of an individual logarithmic pixel on the right-hand side. The
logarithmic front-end is 22 x 14 pm including the source-follower output buffer. To the right
of that is the OTA used in the HDA AC amplifier, which is 18 x 19 um. The capacitor in
the HDA is composed of two large transistors which have gate dimensions of 40 x 16.5 um
and 56.75 x 16.5 um. The large capacitor size is used to achieve the low cut-off frequency

required.
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Figure 4.3: Layout of a single RHS logarithmic pixel (not including photodiode) of BVIPS1
IC

122



The HDA is followed by an OTA buffer used to isolate the HDA from load capacitances,
with a size of approximately 24 x 18 ym. The g,,C low-pass filter consumes an additional

36 x 10 pm.

The final circuit on the right of the pixel is an additional OTA buffer, used to isolate the
gm C' from the load capacitance presented by the final opamp output buffers, which have high

device size to allow sufficient drive capability for off-chip loads. This buffer is 16 x 34 ym.

4.2.3 LHS (32x1) Logarithmic Pixel Section

This section describes the circuit design, operating principles and layout of the logarithmic

pixels on the left-hand side of the BVIPS1 IC.

4.2.3.1 Circuit Design and Operation

A block diagram of the left hand side (logarithmic pixel) section of the IC is shown in
Figure [f4] The main difference is the additional processing stage after the G,,C filter,
which is a frequency-weighted filter (FWF). This is added to allow investigation of analogue
processing methods, as the frequency weighting performs part of the flow calculation method
required of a LDBF system. For this work, however, digital methods are used throughout
and so the frequency weighted filter is not used. Instead, the output is measured at the
three previous steps. This includes an output directly from the front-end circuit, allowing
the operation of the individual elements of the logarithmic pixel to be investigated. These
extra outputs are another of the differences between the left- and right-hand side, along with

the reduced number of pixels.
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Figure 4.4: Block diagram of 32x1 LHS section of BVIPS1 IC

4.2.3.2 Pixel Layout

Figure [£.5] shows the layout of the left-hand side logarithmic pixels. The main change to the
design is that the capacitor in the HDA is moved to be between the pixel circuitry and the
photodiode (which is to the right of the layout shown in Figure . The other circuits used
are unchanged, and the active parts of the layout are a mirror image of the design on the
RHS. The changes were made to accommodate the RHS design within the space available on
the left of the IC, which is subject to additional constraints due to the other circuits present
in this part of the IC. Mainly, the multiplexer location being set by the use of shared address
lines, and the bias lines being required to run horizontally, as the vertical routing used on
the RHS is blocked by the other pixel designs. This results in a gap between the photodiode

and the front-end, into which the HDA capacitor is moved to create extra space for routing

of bias lines and the front-end power supply.
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4.2.4 Opamp-Based Linear Front-end Section

This section describes the circuit design, operating principles and layout of the linear pixels

on the BVIPS1 IC. The schematic of these pixels is shown in Figure in Section

Op-amps are not traditionally used in CMOS imaging applications as op-amps are generally
larger than logarithmic or APS pixels, and draw higher current, and hence are not well
suited to arrays of sensors on ICs where space is limited. However, the linear array used in
the line scanning application means that the op-amp pixels are a more feasible option than
they would be for a 2D imaging array, where the front-end circuit size has to be kept to a

minimum to allow high pixel fill-factors.

The main advantage of the op-amp front-end is its linear response, producing a larger output
voltage for higher photocurrents, and hence larger signal when light power is increased. This
can make some aspects of processing easier, for example identifying the background in an
image where less light is reflected and hence the photocurrent is lower. With a linear pixel,
the low photocurrent results in a low DC and AC voltage, whereas with a logarithmic pixel
the DC voltage rises, but the AC gain rises such that noise can give an AC signal level
similar to that from blood flow. Conversely, the linearity means that the op-amp pixels do

not perform the normalisation inherent to logarithmic pixels.

4.2.4.1 Circuit Design and Operation

The opamp front-end circuit consists of four opamps used as current to voltage converters,
a 4:1 multiplexer and a single op-amp based gain stage. The gain stage is required as the
gain of the front-ends is set by the size of the feedback resistor used (i.e. transconductance
= Ryfcedback). A large gain requires a large feedback resistor, which makes the pixel size and
hence chip cost high, as well as increasing thermal noise levels. For a 2D array this would
also significantly reduce fill-factor, although the linear array layout here means the resistors
sit to the side of the photodiodes themselves, so this is not a major consideration for this IC.
Using a lower front-end gain followed by an additional gain stage allows high gain without a

proportionate increase in resistor size.

Figure [4.6] shows the schematic of the opamp based front-end circuit, with four front-end
circuits followed by a single gain stage. One of the key features of this design compared

to the opamp front-ends implemented using discrete components in the Moor LDLS imager
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is the offset voltages applied to the non-inverting input of the front-end opamp and the
inverting input of the gain stage op-amp. These voltages are required as the IC does not
have a —Vgg rail, and hence signals cannot be centred on, or allowed to drop below, 0 V. The
offset voltages are applied to the virtual ground at the input pins of each opamp, such that
the differential voltage at the input of each opamp is between signal and V,¢f4c: rather than
between signal and ground. As the offset voltage is set slightly lower than the minimum signal
expected, the offset voltage means that the difference between the two is kept to a minimum
and a larger increase in photocurrent (and hence voltage) can occur before saturation of the

opamp output.

These voltages depend on photocurrent. For the gain stage in particular, the changes in DC
input voltage caused by changes of photocurrent will require the offset voltage to be changed

to suit the likely range of DC photocurrents.

Gain
260fF offset
I I voltage 2850 14.3k0
AN
* 20MQ

&4 %
| (]

Z I->V  Qpamp
offset I->V
voltage  bias

v

Figure 4.6: Block diagram of 4x1 op-amp front-end section of BVIPS1 IC

4.2.4.2 Pixel Layout

Figure [4.7) shows the layout of the opamp pixel section of BVIPS1. The transistors within
each opamp occupy an area of 130 x 40 um, and the compensation capacitor consumes an
additional 295 x 45 ym. The overall front-end is 100 x 440pm, with the additional area mostly
taken up by the feedback resistor. The feedback capacitor is fairly small compared to the

other circuit elements, at 75 x 9 ym.

Address decoders and multiplexers are placed between the front-end and the gain stage,

adding 40 pym of width, followed by a single opamp used as a gain stage and output buffer,
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which adds an additional 90 ym of width.

The opamp used here is smaller than the design used as an output buffer in the logarithmic
pixel section (described in Section . The opamp used in the linear front-end circuit is
inferior to those used in the logarithmic pixel section in terms of stability (i.e. phase margin)
and maximum load capacitance, but the increased size of the larger opamps makes them too
large to fit in the space available for the opamp pixels. The smaller design has been used on
previous ICs, and has been shown to operate successfully, albeit at lower switching speeds

than made possible by the larger opamp buffer design [He et al., 2009).
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4.3 Characterisation of BVIPS1 IC

This section describes characterisation of the BVIPS1 IC arrays (64x1 log pixel main array,
32x1 log pixel secondary array, 4x1 opamp linear pixel array). This first set of tests used a
modulated laser to measure DC response, AC response, bandwidth and noise. Comparisons
are made between measured and simulated IC behaviour. Further tests shown in Section

will show tests performed on the IC using a Doppler imaging setup.

4.3.1 Characterisation Equipment

Figure [4.§ shows the equipment used to perform the testing. For characterisation purposes,
rather than illuminating a target with a laser and then imaging the reflected light onto the
sensor, the IC was directly illuminated by a low-power laser. This allowed the light incident
on the IC to be controlled more accurately and simply than in a reflection setup. The
light from the laser was first passed through a beam expander, producing a 5mm diameter
beam allowing the entire sensor area to be illuminated with equal intensity light. After the
beam expander a beam splitter was used to direct half of the total light onto a reference
photodiode. This was done to give a separate measure of the light power incident on the IC
sensor, based on the illumination intensity detected by the reference detector with known

gain, responsivity and sensor area.

Modulated illumination was provided by driving the laser with an external signal via a
signal generator. This allowed light with a high constant component and 10-20% modulated
component to be produced, resulting in a similar modulation depth to that expected of

signals from LDBF.

The signals from the IC and reference photodiode were captured using an oscilloscope, al-
lowing up to four signals (i.e. the reference and 3 IC outputs) to be observed simultaneously.
One IC output was also captured using an FPGA based data acquisition system, which was
also used to drive the IC address lines when capturing data from multiple pixels. The system
used for this was based on the Moor LDLS system, consisting of a prototype form of the
same FPGA and ADC designs. This system is then linked via USB to a PC running Matlab

for data visualisation and storage.
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Figure 4.8: Equipment setup for characterisation

Reference
photodiode

Thaor labs PDA3GEAEC

4.3.2 Behaviour Tested

The characterisation process looked at five aspects of circuit behaviour:

e DC response

The results shown here are grouped by these tests, rather than by circuit, allowing comparison
of each type of behaviour between the different outputs of the IC. The different outputs shown

here are for the logarithmic front-end, the g,,C (after amplification and filtering of the signal)

AC gain

BYWIFS1
IC
Oscilloscope | |5 FRGA/ADC
Tektronix rototype version
WS04 054 of Woor LOLS
system
PC

Noise (including measured voltage noise and input referred current noise)

Frequency response

Fixed pattern noise (i.e. variation in circuit behaviour between different pixels within

the array)

and the opamp linear front-end.

The measured results are an average of the response for all pixels, for three different ICs

from the same batch, reducing the susceptibility to chip-chip variation. The error bars on

the measured results represent one standard deviation above and below the mean.

Measured results are compared with simulated results, with simulations being performed

in Cadence using the same input conditions (photocurrent, bias currents and power supply

voltage) as those used during IC characterisation.
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4.3.3 Light Levels for Characterisation

In order to determine the illumination power to use for characterisation, measurements were
taken of the light level incident on the detector (i.e. illumination intensity) in the Moor
Instruments Laser Doppler Line Scanner [MoorInstruments, 2009]. This is the commercial
vein imager in which the BVIPS IC is intended to be used, replacing 64 discrete component
front-ends. These measurements were carried out to confirm the light levels expected in
normal use. While the light level has been previously calculated as corresponding to a DC
photocurrent of approximately 1 nA in Section measurements using the imager (which
was not available when the initial estimates were made) are likely to give a more accurate

estimate.

The readings are not exact, as the existing discrete photodiodes are larger than those on
the IC. However it is assumed that given appropriate modification of the imaging optics in
the LDLS (such as a shorter focal length lens to focus the same length line onto a smaller

detector) that a similar amount of light will be captured by both systems.

IC photocurrent is calculated by measuring the power of the laser line incident on the Moor
LDLS sensor. This was done by removing the original sensor and front-end circuits and
using a power meter (Thor labs PM120) in its place. The power meter sensor is circular and
has a 9mm diameter. The LDLS detector is 23 mm long so this power is scaled up to give
total power in the line. This is then scaled by the ratio of the IC array length (3200 pm) :
LDLS array length (to give the power incident on the IC array). This is divided by 64 to
give the incident power per pixel, which is then multiplied by the IC responsivity of 0.3 A/W

[Kongsavatsak, 2005| to give pixel photocurrent.
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Tal"get Pmeas Pline PIC Array PIC Pizxel IDC—IC Pizxe
(W) (W) (W) (nW) (nA)
Black Card 2.4 6.2 0.88 13.8 4.13
Hand (i.e. 18.0 46.0 6.56 103.0 30.8
entire line on
skin)
Finger (i.e. 6.0 15.3 2.19 34.2 10.3
only small
part of line
on skin)
White Card 21.2 54.2 7.73 121.0 36.2
Calculation Preas Ppreqs X Pipe X % Prc piget X
method 23 3.2 0.3

9 23
Table 4.1: Light power measurements from Moor LDLS and corresponding predicted IC
photocurrent for 50 x 1000 um pixel (all taken using constant intensity illumination - no
modulated source)

The photocurrents obtained using this method, shown in Table are significantly larger
than those estimated from previous measurements in Section [1.8.1] The estimated values
were around 1nA for a typical situation, from which a range of 75 pA - 1.5nA was chosen for
initial simulations. For the measurements taken using the Moor LDLS shown in Table
the typical situation (imaging a hand) results in a photocurrent of approximately 30nA.
The range of incident light power estimated from these measurements is approximately 4 nA
to 35nA, representing the change from a dark, matte target (black card) to light reflected
from a more reflective, light coloured surface (white paper). This represents an increase by
a factor of 30 in the typical photocurrent. The range of photocurrents is larger, at 30nA
compared to 1.5nA from the initial estimates, but this is a smaller fraction of the lower
limit.

This increase in expected photocurrent may be due to an increase in laser power, or an error
or poor assumption in the scaling used in the original calculations. The estimate was based
on a previously measured reflected optical power density for a single point system, which
was then scaled up by the increased laser power (7 mW to 45 mW), then divided by 64 to
account for the change from a single point system to an array detector. The most likely
flaw in this method is that it is assumed that the optical power density is equal at all angles
of reflection, which may not be the case. While the reflection of light from skin appears
to be isotropic/lambertian rather than specular, the reality is in-between these cases. It
is therefore possible that the original method (the exact setup of which is not recorded)

measured the power density away from the direct reflection path, i.e.. only the isotropic part
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of the reflected light, whereas the design of the Moor imager, using a similar optical path
for the incident and reflected light through the same scanning mirror, means that more of
the specular part of the reflected light reaches the detector, hence increasing the measured

illumination intensity.

If this is the cause of the discrepancy, there could be further implications in terms of modu-
lation depth, as the direct reflections are more likely to be from light reflected from surface
tissue (with no blood vessels), whereas light that penetrates further into the skin and un-
dergoes more scattering events is more likely to cause isotropic reflection. An increase in
light level due to more specular reflection would therefore suggest a reduction in modulation

depth and hence a reduction in measured Doppler signal.

The increase in photocurrents could lead to severe problems, as this means the IC was
designed and tested to work with a different photocurrent range to that for which it is
required to operate. However, one advantage of the logarithmic pixel response of the main
array design is high dynamic range, and hence the design should be able to operate at higher
photocurrents than intended. Additionally, if excess light is an issue the light level could be
reduced through the use of absorptive filters, although this approach is counter-intuitive to

the most accurate signal acquisition.

Because of the uncertainty caused by this discrepancy, the currents used during character-
isation will range from the lower end of the calculated expected photocurrent to higher than
the measurements taken from the LDLS, as the changes to the optical system or a further
increase in laser power could increase the photocurrent beyond these. The DC photocurrents

used were therefore set from 200 pA—80nA.

4.3.4 DC Response

This section gives results for each element of the IC in response to varying DC photocurrent.

4.3.4.1 Logarithmic front-end output

Figure[4.9)shows the experimental and simulated variation of DC voltage as DC photocurrent
rises for the logarithmic front-end output. The LHS circuit is used for this measurement as
this circuit allows direct observation of the front-end output. The shape is the logarithmic

response expected, giving a straight line on a log scale. The simulated response is shown for
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comparison. The slope of the measured results match that of the simulated results fairly well,
showing that the DC operating point of the pixel is following that predicted from theory.
However the offset between the two shows that the exact DC level is difficult to accurately
predict. This is partly due to the fairly small range of the DC output voltage. The large size

of the error bars relative to the total response demonstrates the need to calibrate each pixel.
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Figure 4.9: Measured and simulated Vp¢ against photocurrent, logarithmic front-end output
of BVIPS1 IC.

4.3.4.2 g¢,,C output

Figure shows the variation of DC output voltage as DC input photocurrent rises for the
gmC' output of the logarithmic front-end circuit. At this point the signal has been amplified
by the HDA amplifier and low-pass filtered by the g,,C. Again, the simulated response of

the design is shown for comparison.

This part of the circuit is duplicated in 32 pixels of the left hand side (LHS) half of the
IC, so the response of both circuits is shown. Some variation is to be expected due to
pixel-pixel variation, as with fixed pattern noise within any CMOS array. The variation
between LHS and RHS arrays could be larger than that between pixels due to the greater
physical distance between the circuits. The layout of the circuits is also slightly different,
with some circuit elements being moved around to better fit the space available on the LHS,
as shown in Figure The LHS circuit also has an additional stage (a frequency weighted
filter) after the g,,C. The OTA buffers between the g,,C filter and the frequency-weighted

filter should mean that this extra stage has no effect on the previous stages’ behaviour, but
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problems such as insufficient buffering (buffers that cannot drive the input capacitance of
the frequency weighted filter and the large output buffer) may cause a difference in circuit

behaviour.

As for the IV output behaviour, the slope of the graphs for simulated and measured behaviour
is fairly similar, but there is an offset between the two. By comparison of Figures [£.9] and
[410)it can be seen that the simulations predict a level shift occurring through the HDA and
gmC', which is not observed in the experiment as the measured range of the g,,C DC output

voltage is very similar to that of the IV output.

The simulation of the HDA is potentially inaccurate due to the problems of simulating the
very high resistance caused by the inverter-inverter arrangement - the low currents in the
transistors making up the feedback resistor are similar in magnitude to the sub-threshold
leakage current. The process used here gives sub-threshold leakage of 0.5 — 2pA/um of tran-
sistor length [austriamicrosystems, 2007]. Both transistors in the HDA used in the BVIPS1
logarithmic pixels are 0.6 ym wide, potentially resulting in 1pA leakage current. The simu-
lated source-drain current in these transistors is between 0 and 2 pA, depending on the DC
voltage at the output of the HDA, and therefore the leakage current can significantly affect

the DC operating point and hence behaviour of these transistors.

This possible inaccuracy means the offset shown in simulation may not be an accurate result.
Alternatively, the change in HDA input voltage caused by the variation between measured
and simulated front-end output voltage may mean the level-shift caused by the HDA is

reduced.

However, the absolute level of the DC output is not important, instead it is the change in
level between light and dark that is useful for LDBF, as it allows changes in illumination
intensity to be detected. For example, this change can be used to detect whether a part of
an image is foreground (the target tissue) or background (e.g. gaps between fingers), based
on the lower light level from the background which is not directly illuminated by the laser.
In addition, the inherent normalisation in log pixels (see Section mean that the DC
level is not as crucial for correct operation as in a linear pixel. Therefore, this behaviour is

acceptable for correct operation of the IC.
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Figure 4.10: Measured and simulated Vpe against photocurrent, g,,C output of LHS and
RHS logarithmic pixel arrays on BVIPS IC.

4.3.4.3 Opamp front-end output

Figure shows the variation of DC voltage as DC photocurrent rises for the opamp front-
end output. This is a linear front-end design, so the response is very different to that seen

for the logarithmic pixels.

While Figure [f.11] does not show a linear response over the full photocurrent range, this is
the response expected. The gain of the front-end alone is not sufficient for the output voltage
to be reliably measured. A non-inverting opamp gain stage is used after the front-end to
increase this signal. This is problematic, as unlike the HDA the amplifier here amplifies the
DC as well as the AC voltage, so is prone to saturation as the DC voltage from the front-end
varies. To account for this, an offset voltage can be applied to the amplifier, which is set
close to the output from the front-end. This means that the relative DC voltage is low, so
the output of the gain stage does not saturate. The output of the opamp circuit is linear
over the range of DC photocurrents where the offset prevents saturation. Outside of this

range the output voltage will saturate at near 0V or 3.3'V.

The offset voltages used here are 0.1V for the front-end offset, and 1V for the gain-stage
offset. The front-end offset is low as the AC voltages expected here are small, so a 0.1V
offset is sufficient to prevent saturation, while keeping the front-end DC output voltage low,
meaning that higher magnitude signals can be amplified by the gain stage before saturation

occurs. The gain-stage offset is set to be just below the lowest voltage expected from the
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front-end for the expected range of input photocurrents. If this value is too low, the large
difference in DC voltages at the gain stage input means that saturation of the gain stage
output at Vpp will occur. If the offset is too high, then the gain-stage output will be fixed at
0V (or 0V + Vr if the opamps used do not have rail-rail operation) until the photocurrent

rises sufficiently to cause the front-end output voltage to rise above the offset voltage.

Figure [£.11] shows that the output voltage is linear for a range of currents around 10nA
(region B of Figure [4.11)), which is the typical photocurrent expected for the line scanner
system. However, the linear range can be adjusted to account for changes in light power by

changing the offset voltage.

There is some difference between the simulated and measured results. The measured results
show the circuit saturating at a slightly higher DC current than the simulations predict
(saturation occurs between regions B and C in Figure . This could be due to a variation
in the gain of the gain stage, as higher gain would result in the linear operation being over
a narrower range of photocurrents, as a relatively smaller change in DC voltage would be
required to cause saturation. Alternatively, the DC response of the front-end stage could be
different to that predicted from simulation due to device variation, such that the DC output
voltage has a higher range and gradient in the actual circuit. This is difficult to ascertain,
as the opamp circuit does not have an intermediate output from the front-end, in order to

keep the silicon area and number of pins of the IC down.

The measured response, unlike the simulated response, does not drop to 0V below 3nA
(region A in Figure [4.11). This could be because the opamp used does not have rail-rail
operation, and hence the output saturates above 0 V. However, this would have been expected
to have been seen from simulation, and the difference between the two responses is more than
that explained by manufacturing variations. The fact that the measured response does not
become flat at lower currents suggests that the gain of the system is lower in the measured
case. This would cause the slope of the linear region to be less steep, and hence this region
will cover a wider range of DC photocurrents. This, in combination with the lack of rail-rail
behaviour making saturation occur gradually rather than at a definite point, explains the

behaviour seen in Figure |4.11
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Figure 4.11: Measured and simulated Vp¢ against photocurrent, Opamp front-end output of
BVIPS1 IC. Regions shown are: below linear region, saturated at 0 V (A); in linear operating
region (B); above linear region, saturated at Vpp (C).

4.3.4.4 HDA behaviour

Figure shows the DC behaviour of the HDA used to amplify the signal from the log-
arithmic front-end. This is found by dividing the DC voltage measured at the g,,,C output
of the LHS (32x1) and RHS (64x1) logarithmic pixel by the DC voltage at front-end output
of the LHS logarithmic pixel. This gives an accurate measure for the LHS HDA, but for
the RHS HDA this assumes that the front-ends on both sides have equal performance. This
means the values for the RHS HDA are approximate. The similarity in circuit design and

layout means that this is a reasonable approximation.

It can be seen that the measured gain is higher than the simulated results, and is more than
unity such that the DC voltage after the HDA (and therefore the voltage at the main IC
output) will be around 5% larger than that from the front-end itself. Given the inaccuracy in
simulating the HDA described in Section some non-ideal behaviour is to be expected.
However, the gain is close enough to unity to not cause saturation of the output. The gain
also stays relatively constant with DC photocurrent, suggesting reliable behaviour at a range

of photocurrents.
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Figure 4.12: Measured and simulated DC gain against DC photocurrent, HDA in logarithmic
pixel on BVIPS1 IC

4.3.5 AC Response

4.3.5.1 Logarithmic front-end output

Figure [L.13] shows the AC response for the log front-end output, again showing comparison
of real and simulated results and also variation across the IC. The AC photocurrent was set
to give a constant modulation depth, with the AC peak-peak photocurrent being set to 15%
of the DC photocurrent. The frequency used was 5kHz to ensure that the signal is within

the pass-band of all circuits.

It can be seen that gain is higher than expected, although there is also considerable variation
in gain across the array. The normalisation predicted from theoretical operation of log pixels
does not appear to work as well as expected at first sight, as shown by the slope on the graph,
showing an increase in AC output voltage as the light level, and hence DC photocurrent,
rises. This is