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ABSTRACT 

Three techniques are used to introduce WIre models 

into Transmission Line Matrix (TLM) Electromagnetic field 

solvers. The first involves the setting up of a one­

dimensional time-domain transmission-line model of a pair 

of wires. Voltages and currents coupled into the wires 

can be obtained from the incident fields. The differentials 

of these fields are used as source terms of the one­

dimensional model. Results obtained by this model were 

compared with frequency domain results and good agreement 

was found. Non-linear loads can easily be modelled, and 

the response of a simple non-linear device is presented. 

Wires of realistic radii can only be modelled In 

2- or 3-dimensional TLM by uSIng a fine mesh. Using 

progressively finer meshes the modelled radius converges 

to an unexpected result. The problem lies with the two 

forms of the TLM mesh, each giving a different modelled 

radius. This can lead to velocity of propagation errors 

of up to 10%. 

A short-circuit node was developed but this has 

poor propagational characteristics and a radius equal to 

half the mesh spacing. 

Diakoptics was re-examined and some operating 

conditions suggested. Frequency Domain Diakoptics was 

also introduced and tested. 



Time Domain Diakoptics was used to create blocks 

of space containing WIres which could be pre-solved for 

future use. Since a very fine mesh was used to describe 

the wire, but a coarse mesh was used for the remainder of 

the geometry there is a very crude approximation bet~een 

the two meshes. This effect meant that long wires could 

not be constructed out of a multitude of pre-solved short­

WIres. A longer wire could be pre-solved as a single 

element and a reasonable modelled radius obtained. The 

technique became unstable after about 750 iterations. 

Comparisons between the WIre models developed show 

reasonable agreement. The one-dimensional method was the 

easiest technique to use. 
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1 

Chapter 1 Introduction 

1.1 Objective 

The objective of this work is to investigate the 

use of Wlre models within the Transmission Line Matrix 

(TLM) electromagnetic field solvers. 

Three separate techniques will be developed which 

allow wires to be modelled within TLM procedures. 

Firstly, a one-dimensional approach, based on a 

numerical, time-domain solution of the transmission-line 

equations will be investigated. 

Secondly, wires will be modelled directly in two 

and three dimensional TLM electromagnetic field solvers 

by the use of a fine mesh description. 

Diakoptics will be discussed, in both the time and 

frequency domain, as a precursor to the use of pre-solved 

wire elements. Here an elemental length of wire will be 

pre-solved, on a fine mesh using the diakoptic techniques. 

The rest of the field problem will be solved on a coarse 

mesh and the wire element response will be obtained from 

a joining of the two mesh results. Finally, the varlOUS 

TLM methods will be compared with each other for simple 

geometries. 
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1.2 The Importance of Electromagnetic Compatibility and 
Wire Coupling 

As more and more sophisticated and low voltage 

computer and allied equipment is installed in land, sea and 

air vehicles so the interest in Electromagnetic Compatibility 

(EMC) has grown. Many of the research and experimental 

topics in this field have developed as a result of military 

interests in the effects of the Electromagnetic Pulse (EMP) 

both from Nuclear (NEMP) and Lightning (LEMP) sources. As 

stated in (1) it is " ... difficult to compile even a brief 

history of EMP ... (because) ... early work was never written 

down or documented in readily available sources (or) ... 

much of the work was classified ... " This is especially 

true as much of the work is connected with the development 

and maintenance of nuclear weapons and the protection of 

equipment from the effects of the EMP released by them. 

The earliest interests ln Wlre coupling problems 

was probably around 1830 when, according to COOK, (2), 

"Oersted, Ampere and Faraday were demonstrating the 

experimental relationships between magnetism, electric 

currents and induction effects". Later, around 1870, 

Maxwell argued the existence of electromagnetic radiation 

from mathematical considerations. Around 1900 the first 

effects of external coupling were observed when interference 

from one of Marconi's generators was detected on the other 

side of the Atlantic. At the same time COOK states that a 

Dr. Hoyt Taylor first heard ignition noise (from a motor 

vehicle) " ... on his receiver." Indeed these are the 
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obvious forms of Electromagnetic Incompatibility with which 

most of us are familiar - the 'noise' from a neighbour's 

electric drill or lawn mower which can be seen on a 

television picture; the 'clicks' heard on the radio when 

there is lightning nearby. The effects of electromagnetic 

interference can have far more damaging effects, though. 

It is reported in (1) that around 1952, during 

the first British atomic tests, equipment failed due to 

"radio flash" (an early name for EMP). In 1959 the first 

interest in EMP coupling into underground cables (of the 

Minuteman missile) was recorded. The first EMP system 

tests were carried out by the Air Force Weapons Laboratory 

(AFWL) in 1963/4. 

GIBBONS (3) has shown that a motor vehicle containing 

sophisticated computer equipment for engine management was 

easily susceptible to low power UHF radio transmissions. 

Under certain circumstances this required a complete re-boot 

of the computer to clear the fault (by switching the ignition 

off and on) . 

In (4) LITTLE describes how lightning close to an 

aircraft often couples into internal cables. The large 

currents and voltages induced can damage or destroy the 

connected equipment perhaps leading to premature launch of 

a missile or even the destruction of the aircraft. 

Other researchers (e.g. SCHARFMAN et al. (5)) have 

shown interest in how lightning and EMP may couple into 

Power Transmission Lines and the effect this may have. 
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The importance of the subject is reflected in the 

number of conferences in the recent past dedicated to 

EMC (e.g. 6th Symposium and Technical Exhibition on 

Electromagnetic Compatibility, Zurich 1975; International 

Conference on Electromagnetic Compatibility, The University 

of Surrey, September 1984). 

As pointed out by TAYLOR (6) and ABRAHAM and PAUL 

(7) experimental results in EMC/EMP type problems are 

either not generally available in the open literature or 

are difficult to obtain (although it is worth noting that 

SCHARFMAN et ale (5) do present experimental data from a 

scale model to complement their theoretical work). 

Apart from experimental results there are a number 

of numerical and analytical techniques used for predicting 

the currents coupled into wires by an incident field, and 

these will be discussed in the next section. 

1.3 Methods Used for Predicting the Coupling into Wires 

From PERALA et ale (8) , BEVENSEE et ale (9) and 

EMP Interaction (1) there would seem to be four main 

techniques used to model wire coupling. These are: 

i) Integral methods (method of moments/finite 

elements) 

ii) Singularity Expansion Method (SEM) 

iii) Transmission-line methods 

iv) Finite Differences (FD) 
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1.3.1 Integral Methods 

The majority of techniques which can be included 

under this heading stem from the method of moments 

developed by HARRINGTON (10,11,12). According to 

SILVESTER and FERRARI (13) the method of moments is just 

a specialised form of what is now known as finite elements. 

The method of moments formulation proposed by 

Harrington can be used to compute the currents flowing 1n 

thin wires. This can usually be achieved by writing down 

the equations describing the problem (generally Maxwell's 

equations) and the boundary conditions. The required 

solution is then expressed as a product of the sum of 

expans10n functions (basis functions) and the sum of 

weighting functions (testing functions). By writing a 

set of matrix equations describing the connection between 

the coefficient of the expansion functions, the weighting 

functions and the known parts of the original equation the 

coefficients can be determined. Hence it is possible to 

obtain the required solution. 

The testing functions are often chosen to enforce 

the boundary conditions whilst the choice of expansion 

function really depends on the expected result. If the 

testing and expansion functions are the same then the 

technique 1S usually referred to as Ga1erkin's method. 

Depending on the type of code used (and the intended 

application) the testing function might be delta functions 

for point-matching problems or a more complicated formul­

ation (7). 



6 

The Integral-Equation (EFIE/MFIE) approach 

described in (1,8,9,14) results in the solution of the 

same set of equations (the Pocklington equations (13)). 

In these references a number of distinct equations have 

been derived namely the Electric Field Integral Equation, 

the Magnetic Field Integral Equation and the Thin Wire 

Integral Equation, all in the time and frequency domains. 

All these equations can be put into a form suitable 

for solution by computer, but as stated in (7) whilst the 

method of moments can give very accurate results it is very 

expens1ve in the use of computer resources. 

1.3.2 Singularity Expansion Method 

This technique has its or1g1ns 1n the classical 

analysis of the transient response of lumped networks 

using Laplace Transforms. The Laplace Transform of the 

equations characterising the field problem plus the sources 

are required along with the boundary conditions. The 

desired function (e.g. current) can then be expressed as 

a multiple of the known terms. This function 1S then 

re-expressed in a form with the complex poles of the system 

in the denominator of the equation. The method of residues 

(15) then allows the inverse Laplace Transform to be 

obtained readily yielding the time domain response. 

In many problems (1,16,17) the equations describing 

the electromagnetic system are too complicated for the 

poles (and residues) to be determined analytically. Often 
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the poles are found by uSlng the method of moments described 

above. Other methods exist for the derivation of the complex 

poles and residues from time domain data (18). These 

numerical techniques are usually only approximate but are 

generally adequate to obtain good results. 

1.3.3 Transmission-Line Methods 

One of the most popular methods used for Wlre 

modelling are the variations on the transmission-line model. 

In this the ordinary transmission-line equations (19) are 

used to model the propagation of the induced voltages and 

currents. The actual induction terms are obtained from 

Maxwell's equations and amount to voltage and current 

sources on the transmission-line defined in terms of the 

incident flux and voltage. 

The standard derivation of the transmission-line 

equations and the associated source terms for two conductor 

wires is given by LEE (20), but a simpler derivation - and 

one which will be modified later in this work-is given by 

ABRAHAM and PAUL (7). 

Other versions of the response of a transmission­

line are given by SMITH (21), SCHLESSINGER (22) and BATES 

and HAWLEY (23). 

This transmission-line form of electromagnetic 

coupling has been extended to multiconductor wires by 

BETCHTOLD and KOZAKOFF (24), MARX (25), PAUL (26-32) , 
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HARRISON (33), TAYLOR and CASTILLO (34), AGRAWAL et ale 

(35-38), GIRl et ale (39) and ter HASEBORG et ale (40). 

Further developments have been made which allow the 

modelling of twisted, skewed and interconnected cables 

(41-43) . 

Most of these verS10ns involve the writing down of 

the transmission-line equations in the frequency domain and 

in matrix form. The solution is then obtained using chain 

parameter matrices (7). 

The main disadvantages with most forms of the 

transmission-line approach are: 

i) The thin W1re assumption implicit from the 

derivation 

ii) Only differential mode currents are 

calculated 

iii) Most forms operate in the frequency domain, 

making the inclusion of non-linearities 

difficult 

iv) Re-radiation from the W1res 1S not taken 

into account. 

The ma1n advantage is that it is a very simple and 

computationally efficient model. 

1.3.4 Finite Differences 

In Finite Differences Maxwell's equations are 

differenced both in time and space usually in the way 
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first shown by YEE (44). Later MEREWETHER (45) extended the 

method to incorporate metal bodies of revolution. In 1977 

HOLLAND (46) described the computer code THREDE which allows 

the modelling of an aircraft in a finite-difference routine. 

Lossy structures were also modelled by HOLLAND et ale (47). 

In two similar papers (48,49) HOLLAND and SIMPSON 

have shown how thin-struts and wires may be incorporated 

into finite-differences. An in-cell inductance is derived 

and this lS used In the differencing of a current-E-field 

equation as well as Maxwell's equations. ZIMMERMAN (50) 

has generalised the finite-difference code to allow the 

inclusion of circuit elements within the space. Here the 

equations describing the time domain response of a network 

element are differenced along with Maxwell's equations. 

The maln difficulties in uSlng finite differences 

arlse from the separation in space of electric and magnetic 

field points. This limits the positions of conducting 

boundaries within the routine to the points where an 

electric field is defined (44). MEREWETHER (45) and 

WILLIFORD and HERBERT (51) point out that the external 

boundaries of the finite difference routine can be chosen 

such that any electromagnetic radiation is absorbed. 

JOHNS (52) has shown that the TLM method and the 

finite difference method are equivalent in certain 

circumstances but there are fundamental differences. The 

finite-difference method differences the electric and 

magnetic field operations of Maxwell (i.e. a mathematical 

model). TLM is a physical model using transmission-lines 
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which can be solved exactly uSlng a computer. 

1.3.5 Remarks 

The above brief resume has suggested that each of 

the methods exists as a separate, distinct routine. This 

is not the case. 

PALADIAN et ale (53) use both the method of moments 

and finite difference to derive their response of a single 

conductor wire. 

THIELE and NEWHOUSE (54) and THIELE and CHAN (55) 

have combined the method of moments with the Geometric 

Theory of Diffraction to obtain the currents induced into 

wire antennae. 

In (8) Perala et ale point out that the singularity 

Expansion Method is " ... not so much an alternate method 

for solving boundary value problems but one which should 

be used in conjunction with other methods ... ". 

1.4 Transmission-Line Modelling (TLM) 

The seeds of TLM were sown by KRON (56) ln 1944. 

He derived equivalent circuit representations of Maxwell's 

equations. The two-dimensional networks which Kron obtained 

ln (56) are identical to the series and shunt nodes in TLM. 

In 1971 JOHNS and BEURLE (57) used the TLM method (in the 

shunt node form) to compute the H modes in a waveguide. 

Both homogeneous and inhomogeneous waveguides have been 
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modelled (58,59). Series nodes are described by AKHTARZAD 

and JOHNS (60) and their use in an expanded asymmetrical 

3D node developed in (61,62). (It is this form of the 

TLM method which Johns likens to finite-differences in (52)). 

A general summary of the development of TLM up to 1978 1S 

given by BREWITT-TAYLOR and JOHNS in (63). JOHNS and 

O'BRIEN described how non-linear loads could be modelled 

in (64). The diakoptic techniques, first introduced for 

the steady-state in (63) were developed into time vary1ng 

field solutions by JOHNS and AKHTARZAD (65,66) . 

In recent years TLM has been in use commercially to 

model carbon fibre materials (67) and aircraft (68,69) . 

A reV1ew of TLM in 1985 is given by HOEFER (70) . 

The most recent development in TLM has been the construction 

and implementation of a 3D symmetrical condensed TLM node 

(71,72,73) . 

It is the use of TLM to compute fields and surface 

currents in aircraft which has led to the work described 

here. A technique is required in TLM which allows wires or 

wire looms in an aircraft (for example) to be modelled. 



12 

Cha ter 2 A One-Dimensional TLM Method for 
t e Differential Mode Current In 
a Pair of Wires 

2.1 Introduction 

The transmission-line model described by LEE (20) 

ABRAHAM and PAUL (7) and in E.M.P. Interaction (1) is widely 

used for computing the differential mode currents induced 

into a pa1r of wires. 

The indicent electric and magnetic fields in the 

vicinity of the wires are used to excite the one-dimensional 

transmission-line model. The resulting current is usually 

obtained in the frequency domain. 

Since the model is a frequency domain one, there 

are difficulties in incorporating non-linearities into the 

wire or its terminations. Most modern equipment contains 

non-linear devices so this 1S a serious deficiency of the 

model. 

TLM is a time domain numerical modelling technique 

which has already been used to model non-linear devices (64). 

What is required is a one-dimensional transmission-

line model, solved in the time domain (TLM) , in which the 

non-linearities of a problem can be included. The first 

part of the derivation, for the transmission-line equations, 

1S a modified form of the derivation produced by ABRAH~~ 

and PAUL in (7). 

This is followed by the derivation of the one-

dimensional TLM model. 
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Then the TLM model IS compared with (7). (For 

brevity the results in (7) will be referred to as the RADC 

method - after Rome Air Development Center). Finally a 

simple non-linear problem is investigated 

2.2 The Derivation of the Transmission-Line Equations 

2.2.1 Voltage Equation 

Consider the two parallel WIres shown in figure 

2.la. It is assumed that the WIres are perfectly conducting 

non-insulated and immersed in an homogeneous medium. 

Applying the integral form of Maxwell's Curl E 

equation (Faraday's law) over the closed path indicated by 

the dotted line: 

= - ~t JS B.dS (2.1) 

Substituting B = ~H (2.2) 

gIves 

= 
(2.3) 

The left hand integral can be rewritten as the sum of four 

other integrals : (figure 2.lb) 

= JX+~x E (x,o)dx + Jd E (x+~x,y)dy x x 0 y 

(2.4) 



.EJ.gure 2·1 Two p'arallel wires 

al Geometry_ 

T 
d 

1 

I~ 6x ·1 
~ r= - --=1 

I I 
I I 

I I , I 
dl , /cts ' dl 

I 
I 

, I 
I 

I I 

6 t: -- - --j 

x x+6x 

b) Electric and magnetic fields 

r---------y 
I I 

l
' I 
I I 

I Ax,y) : 
I 

1 I 
~---------~ 

• 

9 Y= d 

~ 
y=O 

z 

c) Magnetic field, flux and current directions 

y =. d 
- 1 

¢(x) 

y = 0 
_...I 

L 
z 

y 

x 



14 

Since the Wlre lS perfectly conducting the E field at the 
x 

wire surface must be zero, giving: 

Pn E . d_£ = Jd E (x+~x,y)dy - Jd E (x y)dy 
N 0 Y 0 Y , (2.5) 

The right hand term of equation (2.3) can also be rewritten: 

(2.6) 

The voltage between the two Wlres at any point x lS glven 

by: 

Vex) = _Jd E (x,y)dy 
o y 

and similarly for a point (x + ~x): 

V(x+~x) = -J~ Ey(x + ~x, y)dy 

From (2.5), (2.7) and (2.8): 

= Vex) - vex + ~x) 

and from (2.3), (2.6) and (2.9) this gives: 

V(x)-V(x+~x) = -~~ JX+~x Jd H (x,y)dydx at x 0 z 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

Assuming the magnetic field (Hz) remains constant over the 

interval ~x allows dx to be replaced by ~x, thus: 

(2.11) 



Then 

Lim 
I1x-+o 

15 

which 1S: 

av(x) = lla fd H (x y)dy 
ax r-<at 0 Z ' 

(2.12) 

(2.13) 

H 1S the total magnetic field. This can be split into 
Z 

two parts - an incident and a scattered field. The incident 

field is the field which would appear with no wires present. 

The scattered field is the field due to the wire being 

present (i.e. due to a current flowing in the wire). 

Bj definition the relationship: 

aD 
~H.d~ = lex) +fat . dS 

becomes: 

~Hscat.d~ = lex) 

(2.14) 

(2.15) 

slnce the scattered field 1S dependent only on the current 

flowing in a thin wire. 

From PAUL (30) and ABRAHAM and PAUL (7) the per-

unit-length flux linkage is: 

f 
scat 

~(x) =- £l.lHT • d£ (see figure 2.1c) 

The per-unit length inductance, Ld , 1S: 

(2.16) 



= 

From (2.13): 

<I>(x) 
lex) 

16 

(2.17) 

av(x) = lla Jd H1nc()d a Jd Hscat ( )d ax ~at 0 Z x,y y + l.lat 0 Z x,y y 

Equation (2.16) becomes: 

Substituting (2.19) into (2.18) glves: 

av(x)+ alex) 
ax Ld at = l.l~t J~ H~nc (x,y)dy 

Replacing 

a Jd H1nc (x,y)dy = l.lat 0 Z 

1n (2.20) glves 

av(x) + L alex) 
ax d at 

which 1S the first transmission-line equation. 

2.2.2 Current Equation 

Conservation of charge on an elemental W1re 

requ1res: 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

(2.22) 
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= - ~tIv pdV (2.23) 

From figure 2.2a the left hand term can be replaced by 

two surface integrals, representing end (S ) and 
e 

circumferential (S ) current densities, thus: c 

J.dS -c (2.24) 

For perfect conductors there will be no current 

flow circumferentially 

Hence 

PS J.dS = Is 
e 

(I S 
c 

J.dS -c 

J.dS - -e 

= 0) . 

From figure 2.2b this can now be replaced by: 

(2.25 ) 

Is J.dS = -e Is J(x+~x)dSe(x+~x) -Is J(x)d§e(x) 
e e e 

which 1S 

Is 
e 

J.dS -e = 

(2.26) 

I (x + 6x) - I (x) (2.27) 

If p 1n equation (2.23) 1S charge density, then the 

charge, Q, is: 

Q = Iv pdV (2.28) 



£igure 2·2 Current and charge on the lines 

b) - It x) 1(X+llX) 

~: ~ = 
Ix I x +~ x 
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From Maxwell's V.D equation 1n integral form: 

Ps D.dS = Iv pdV (2.29) 

for a thin W1re 1n free space: 

(2.30) 

glv1ng 

~S Dscat.dS = Q (2.31) 

or 

E~S E~cat.dS = Q (2.32) 

Where E~cat is the scattered tangential magnetic field as 

defined in figure 2.2c. This becomes: 

Q = EI~+~x Ic E~cat dc.dx 

The scattered field form of equation (2.7) 1S: 

scat 
Vex) = -I

d 
E
scat 

d£ o -T 

By definition Q = Cd~xV 

where Cd is capacitance per metre. 

(2.33) 

(2.34) 

(2.35) 

Equations (2.35), (2.27) and (2.23) combine to glve: 

I (x+~x) - I (x) = a 
at 

Dividing both sides of (2.36) by ~x and taking 

(2.36) 



Lim 

6x+0 
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( 
1 (x+6x) - 1 (X)) 

IJ.x leaves: 

dI(x) = 
dx 

scat 
Cd av(x) 

at 

Note also that from (2.35) 

= 

scat 

-lJ.x sJ Escat dc c -T 

lnc 
Since Vex) = Vex) Vex) 

and from (2.7) that 

lnc _Jd Vex) = Elnc (x,y)dy 
0 Y 

then 

alex) - C av(x)_ 
Cd 

a Jd lnc = E (x,y)dy ax d at at 0 y 

Setting 

glves 

IS(x) = - C a Jd Elnc(x,y)dy 
d at 0 y 

al ex) + C av(x) = 
ax d at 

(with av(x) + L alex) = 
a x d at Vs (x) 

(2.37) 

(2.38) 

(2.39) 

(2.40) 

(2.41) 

(2.42) 

(2.43) 

(2.22)) 

These are the two transmission-line equations 

which define the voltages and currents on the lines plus 

the coupling from external electric and magnetic fields. 
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ABRAHAM and PAUL (7) then solve these two equations 

(replacing ~t by jw) to give: 

Vex) = COS(SX)V(O)-jcLdSin(SX)I(O)+V!(x) (2.44) 

I(x) = -jcCdSin(Sx)V(O)+cOS(SX)I(O)+I~(X) (2.45) 

where S = 2n 
X-' c = velocity of light and 

V! (x) = f ~ [ co s( S (x - T ) ) V s ( T ) - j c L d sin (S (x - T ) ) I s ( T )] d T 

(2.46) 

+ cos(S(X-T))Is(T)]dT (2.47) 

In (7) ABRAHAM and PAUL have presented a FORTRAN program 

which computes the solutions to equations (2.44) to (2.47) 

for various frequencies. Later results obtained uSlng the 

TLM method developed below will be compared with those 

obtained in (7). 

2.3 Development of a One-Dimensional TLM Model 

By recognlslng that V and I vary with time and 

space equations (2.22) and (2.43) become: 

d d axI(x,t) + Cd aTV(x,t) = Is(x,t) (2.48) 

= (2.49) 
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2.3.1 Ignoring Source Terms 

Setting VS(x,t) = IS(x,t) = 0 initially and 

combining (2.48 and 2.49) to glve the wave equations: 

a2 
-=----z V(x,t) 
ax 

= (2.50) 

a2 
---,.,- I(x,t) 
ax L 

= (2.51) 

These have solutions of the form, for a loss-less line 

(KRAUS (74)): 

V(x,t) = Aej(wt+Sx) + Bej(wt-Sx) 

I(X,t) = 
Aej(wt+Sx) B j(wt-Sx) - e 

(2.52) 

(2.53) 

In equations (2.52) and (2.53) e j (wt-Sx) corresponds to a 

. . h ., d' . d j (wt+Sx) wave travelllng ln t e posltlve x- lrectlon an e 

to a wave travelling in the negative x-direction on the 

transmission line. 

In the time discrete TLM form this can be 

written as: 

v (x , kll t) kV(x) 
1 1 

V(x,t) = = = kVl(x) + kV2(x) 
(2.54) 

1 1 
k V 1 (x) - kV2(X) 

l(x,t) = I (x, kll t) = kI(x) = z 
0 

(2.55) 
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where kV~(x) means the voltage of a wave incident on the 
th h 

x node in the direction 1 at the kt time step (= k6t). 

(See figure 2.3). 6t is the time step of the iterative 

process. 

The node of a problem can be considered as a 

scattering area converting the incident pulses of figure 

2.3a into the reflected pulses of figure 2.3b. 

From the fundamental TLM equation (JOHNS and 

BEURLE (57)) 

v = (2.56) 

it IS possible to write: 

= (2.57) 

and 

= (2.58) 

From (2.54), (2.57) and (2.58) 

= (2.59) 

= (2.60) 

These equations apply only to a uniform line. If the 

impedance changes at the node, as suggested by figure 2.4a 

then equation (2.54) becomes: 



£jgure 2·3 Incident and reflected pulses 
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figure 2·4 Line discontinuities 
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(2.61) 

r 
and V can be calculated from equations (2.57) and (2.58). 

Reflected pulses from each node become incident 

on the adjacent nodes according to the formulae: 

1 
k+lVl(X) 

1 
k+l V2(X) 

= 

= 

(2.62) 

(2.63) 

Again this applies only to a uniform transmission line between 

x and x+ 1 (or x-I). 

If the impedance discontinuity 1S between nodes as 

1n figure 2.4b then: 

1 
k+lVl(X) 

(2.64) 

(2.65) 

where P
ll 

and l2l are reflection and transmission coefficients. 

Similarly for 

(2.66) 



where 

= 

= 

(Z -Z 1) x x-
(Z +Z 1) , x x-

2Z 
x 

Z +Z 1 X x+ 
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P22 = 

= 

(Zx-Zx+l) 

(Zx+Zx+l) 

2Z x 
Z +Z x x-I 

(2.67) 

Thus for no source terms the iterative process is defined 

by equations (2.61), (2.57), (2.58), (2.65), (2.66) and 

(2.67) . 

2.3.2 Adding in the Source Terms 

From PAUL (30) and figure 2.5 it can be seen that 

the source terms add to the voltages and currents already 

on the transmission line. 

Consider the voltage source term, VS(x), first. 

From figure 2.6a it is clear that the excitation can be 
. Vs 

separated into two equal parts. This gives V1 ~ Z- 6~ 

incident on the node. 

h 1 f h . . d T\,i Thus, t e total vo tage 0 t e lnCl ent wave . 

can be defined as: 

= (2.68) 

= (2.69) 
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The current source is shown in figure 2.6b. The equivalent 

voltage source configuration is preferable since such a 

voltage would add directly to the nodal voltage. 

To achieve this: 

Multiplying (2.71) by Zx glves: 

Substituting for r : x 

= -(r Z +r +lZ ) x x x x 

and uSlng (2.70) this becomes: 

Vr(x) 

Z (Z +Z +1) 
x+l x x 

Rearranging: 

Vr(x) = 

(2.70) 

(2.71) 

(2.72) 

(2.73) 

(2.74) 

(2.75) 

Now the nodal voltage equation (2.61) can be re-expressed; 

(2.76) 
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Hence the complete iterative process for an infinite line 

with sources and discontinuities is (in order) equations 

(2.68), (2.69), (2.76), ((2.57) with Tvi replacing v~) 

((2.58) with TV~ replacing V~), (2.66) and (2.67). 

2.3.3 End Conditions and Load Currents 

Figure 2.7 shows a terminated line. To model 

the loads, a reflection coefficient is required which 

defines what proportion of the pulse incident on the load 

1S reflected back into the problem. The current flowing 

1n the loads may also be required. 

The voltage across the load ZL(O) as glven by: 

Then 

1 . e . 

Putting 

= 

1 
k+1Vl(1) = 

1 
k+1Vl(1) = 

ZL (0) -

ZL CO ) + 

1 r 
k+lVl(l) = PO'kVl(l) 

Po = 
ZL(O) - Zl 

ZL CO ) + Zl 

(2.77) 

(2.78) 

(2.79) 

Zl r (2.80) 
Zl 

kVl(l) 

yields 

(2.81) 
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Similarly 

1 r 
k+1 V2(£) = P£ kV2(£) (2.82) 

and 

ZL(£) - Z£+l 
P£ = ZL (£) (2.83) + Z£+l 

From (2.77) and 

kIO 
kVO 

= 
ZL(O) (2.84) 

r 

kIO 
-2 kVl (1) 

(2.85) = 
Zl+ZL(O) 

Similarly 

= (2.86) 

Note 

The source voltage and current equations (2.68) to 

(2.76) apply only to a pair of wires parallel to the x-axis. 

For wires parallel to the other axes the signs of the 

equations change. 

2.4 Comparison with the RADC Method 

In (7) ABRAHAM and PAUL have provided comparlsons 

between their formulation of the Transmission Line equations 

(the "RADC" method) and the method of moments. They also 
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provided a FORTRAN program which reproduces their results. 

The one-dimensional TLM method derived above was 

compared with the RADC method for the simple problem shown 

in figure 2.8. The physical parameters in 2.8a are 

modelled in both the RADC and TLM methods by the geometry 

shown in figure 2.8b. 

Three different plane-wave excitation conditions 

were modelled: Sidefire, Endfire and Broadside, as shown 

In figure 2.9. 

Applying equations (2.21) and (2.42) to the plane 

wave condition results in the excitations shown in figure 

2.9a-f. 

Since the TLM model is time discrete these 

excitations cannot be modelled exactly. If the excitations 

are shorter (in time) than one time step, ~t, (where 

~t = ~~ = 0.1 = 3.3356 x 10-10s in this case) then the 
c c 

TLM excitations have to be those shown in figure 2.9g,h. 

For endfire excitation the wave propagates in the 

direction of the wire and so the TLM excitation must do the 

same. A suitable TLM excitation is depicted in figure 2.9i. 

Three termination conditions were compared: lo~ 

impedance (50~), matched (552.23~) and high impedance 

(10000~) . 

Figures 2.10, 2.11 and 2.12 show the resulting 

comparisons between the TLM and the RADC models. 
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The TLM model used ten nodes and the time domain 

output was Fourier transformed. 

The Sidefire and Broadside results (figures 2.10 

and 2.11 respectively) show good agreement. The Endfire 

result (figure 2.12) is less convincing. Referring back 

to figure 2.9i it can be seen that an excitation of 

f l. . d requency 2Kt 1S appl1e at each node. It was found that 

the results in figure 2.12 were affected by a very high 

1 
resonance at 21'::.t. By changing the model to one with 20 

nodes (halving the time step) the results of figure 2.13 

were obtained. These results show a good match at low 

frequencies, although the high frequencies are still 

1 affected by the resonance at 21'::.t. 

2.5 A Simple Non-Linear Problem 

One of the benefits of uS1ng TLM is that 

discontinuities and non-linearities can be modelled easily. 

Figure 2.l4a shows a simple problem. The line contains 

two discontinuities and is terminated by a resistor plus 

diode combination. The TLM mesh spacing 1S O.lm, hence 

there are 100 nodes. The modelling of the discontinuities 

1S as described above (Section 2.3). 

The resistor plus diode can be modelled uS1ng the 

techniques in (64). 

Hence the voltage, V, across the resistor (RL) 

plus diode is: 
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£igure 2·11 ComRarison between TLM and RADC for 

Broadside excitation 
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ligure 2·12 Comp-arison between TLM and RAO C for 

Endfire excitation - 10 nodes 
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£.i 9 u r e 2·13 Com p a r i s on bet wee n T L M an d R A DC for 

Endfire excitation 20 nodes 
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£.lgure 2·14 Sim~le non-linear p-roblem 

geometry and results 
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(2.87) 

The current through the diode, I
d

, IS: 

= (2.88) 

The voltage across the diode only, V
d

' IS: 

= (2.89) 

and a typical equation characterising the diode: 

= -6 10 (exp(40Vd ) - 1) (2.90) 

Using equations (2.87) to (2.90) Id can be expressed In 
1 terms of V : 

loge [106 Id + IJ = 2V
l 

- Id(RL + Zo) 

40 

(2.91) 

I b f d f t " 1 VI by th N d can e oun or a par lCU ar uSIng e ewton-

Raphson method (75). 

Then 

= VI - I Z 
d 0 

(2.92) 

Thus, for a gIven excitation, the voltage V and the current 

Id can be computed. 

The excitation condition chosen was a sidefire 

electromagnetic pulse (EMP). From figure 2.9 it can be 

seen that only the magnetic field couples into the \,:ire. 



31 

The EMP 1S characterised by; (76) : 

E 
H (t) 0 (exp(-t/T f ) = Z - exp(-t/T )) (2.93) 

0 r 

where 

E = 
0 

5 x 104Vm-l 

Z = 376.73r2 
0 

T f = 3.252 x 10-7 s 

T = 5.400 x 10-9 s r 

If the height, h, of the W1re 1S small compared with the 

length then H(t) remains approximately constant over h 

and the distributed flux per metre, ~~, 1S: 

(2.94) 

glv1ng a source voltage: 

(2.95) 

Figures 2.l4b,c show the resulting voltage and 

current for the non-linear problem assuming that the diode 

does not breakdown. 

In figure 2.l4b the first peak at l2ns 1S caused 

by the smaller excitation on the middle section of W1re 

arriving at the diode. The second maximum occurs when the 

larger excitation from the matched end arrives at the diode. 

The large decrease after 33.7ns occurs when a negative 

excitation on the matched end has travelled down the line 

to the diode. After 45ns the diode no longer conducts. 
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However the large negative voltage would cause the diode 

to breakdown giving a large negative current. 

2.6 Conclusions 

A one-dimensional TLM model for the coupling of 

electromagnetic radiation into a pair of W1res has been 

derived. The comparisons with the RADC method show very 

good agreement. 

Since TLM is a time domain modelling technique it 

1S possible to include non-linearities which are difficult 

to model using frequency domain techniques. An example 

of a non-linear problem was presented and results obtained. 

In Chapter 7 the one-dimensional model described 

here will be compared with a three-dimensional (TLM) field 

solution. 
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Chapter 3 Discrete Models of Wires Using TLM 

3.1 Introduction 

In Chapter 2 TLM was used to solve a transmission­

line problem. TLM is often used to model Maxwell's 

equations (that is, to solve field problems). (57,58,59). 

Recently TLM has been used to obtain the fields close to , 

and surface currents on, aircraft (68,77,78). A logical 

progression from this 1S to model the actual wires contained 

within the aircraft. 

A W1re could be modelled as shown in figure 3.la. 

By short-circuiting the transmission-lines mid-way between 

nodes or by short-circuiting a node (Chapter 4) a discrete 

model of a W1re can be formed. If the wire is perfectly 

conducting - an assumption that will be made throughout 

this work - then the current flowing 1n the wire at each 

of the short-circuits will be (from figure 3.lb): 

I 
_2Vr 

(between nodes) (3.1) = 
Zo 

By summ1ng all such currents around the W1re, the total 

current flowing can be computed. 

3.2 The Radius of the Wire Model 

The effective (or modelled) radius of the discrete 

wire (as in figure 3.la) can be computed in several ways. 

The two methods chosen were: a wire-above-ground and a 
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w1re 1n a resonant cavity geometries. 

For a wire-above-ground the inductance and 

capacitance to ground are available from standard formulae 

(79,80). These can also be computed from the zero frequency 

(of the Fourier Transform) of the field values computed 

uS1ng a 2D or 3D TLM routine (Appendices A, B). 

In the resonant cavity the voltages and currents 

can be obtained at a resonant frequency in the TLM model. 

The characteristic impedance can then be computed and 

compared with known formulae (80). 

3.2.1 Wire Above Ground 

Figure 3.2a shows a typical wire above ground 

geometry. The analytical formulae for the distributed 

inductance and capacitance (L d , Cd) are (74,79): 

1-10 -1 (h) -1 
Ld = 27T cosh Hm r 

27TEO -1 
Cd = -1 h 

Fm 
cosh (r) 

The current flowing in the W1re 1S related to the 

distributed inductance by (Chapter 2): 

= 

where ~d 1S the distributed flux linkage. 

= Is B.dS 

(3. 2) 

(3.3) 

(3.4) 

(3.5) 
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<I>d = IB. d! (3.6) 

and Slnce B = l-1H then 

<I>d = l-1 f H. dQ, (3 . 7) 

In TLM, equation (3.7) becomes (see figure 3.2b) 

<I>d = (3 . 8) 

Both H and I can be obtained from the zero frequency term 

of the Fourier Transform of the TLM time-domain response~ 

glvlng Ld . This can be substituted into equation (3.2) 

and the radius, r, obtained. 

Since Ld is a self inductance a current has to be 

forced through the wire to obtain the required solution. 

This can be achieved in one of three ways - all of which 

produce identical results: 

i) Inject a current into the Wlre; 

ii) Inject a current into the whole ground plane; 

iii) Excite ~H.d! around the wire. 

Similarly for the distributed capacitance, Cd: 

= (3.9) 

From equations (2.37) and (2.38): 

Q 
(3.10) 

with D = EE giving: 

= (3.11) 



In the TLM solution this becomes: 

The vOltage between the W1re and the ground plane is 

v 
L-l 

L E(~)6~ 
~=l 

(3.12) 

(3.13) 

E and V are obtained from the zero frequency term of the 

Fourier Transform of the TLM time-domain electric field and 

voltage outputs. The radius of the W1re can then be 

evaluated using equations (3.9) and (3.3). To find the 

capacitance the TLM model has to be excited with a voltage 

between the wire and ground. 

3.2.2 Wire ln Resonant Cavity 

The W1re 1n cavity geometry 1S shown in figure 3.3. 

In (80) the characteristic impedance of a coaxial wire 1n 

such a geometry is shown to be: 

Z o = 

and from (19): 

where: 

Z = x 

ZL 1S 

Zx 15 

Y 15 

60 

Fr 
(3.14) 

Z (ZL + Z tanhYx) o 0 (3.15) 

the load impedance; 

V at a point x metres along the wire; 
T 

the propagation constant = a. + j S . 
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For lossless lines with short-circuit (perfectly conducting) 

loads: 

= jZo tan Sx (3.16) 

where S 2n = -X- and A lS the wavelength. 

In the TLM model the time-varying voltage (V) and 

current (I) can be observed at any TLM node along the Wlre 

due to an initial excitation. For the geometries considered 

here, where both ends of the wire are terminated in conducting 

boundaries, this was a voltage applied symmetrically to the 

mid-point of the wire as shown in figure 3.3. After Fourier 

Transformation the resonant frequencies of the voltage and 

current waveforms can be obtained. 

Ta~ing the wavelength, A, to be twice the Wlre length 

(the longest wavelength) the voltage and current amplitudes 

at the corresponding (the lowest) frequency can be found. 

By substituting these values into equations (3.16) and 

(3.14) the diameter of the wire (and hence the radius) can 

also be computed. The velocity of propagation, v, is also 

available 

since v = fA (3.17) 

3.3 Numerical Simulation 

3.3.1 Wire Above Ground 

Figure 3.4 shows four 2D TLM models of a Wlre mesh 

radius O.Sm, 1.Sm above ground. 
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Using equations (3.2) and (3.3) the theoretical 

inductance and capacitance were calculated to be: 

= 3.525 x 10- 7 Hm- l 

= 

The technique described in section 3.2.1 was applied to 

each of the geometries and the inductance and capacitance 

were obtained numerically. Table 3.1 shows the results 

obtained for a width, w, of 1.5m and a height, h, of 3m. 

Clearly there are large errors in modelling the inductance 

and capacitance. 

The main problem is that an infinite ground plane 

cannot be modelled accurately uSlng the TLM technique. 

This is because the numerical model has to be terminated 

with some boundary since only a finite volume can be 

modelled. If a matched boundary is used at the sides of 

figure 3.4 then the ground plane effectively stops at this 

point. 

By movlng the boundaries away from the Wlre and 

changing the boundary conditions the effective Slze of the 

ground plane can be enlarged. 

Table 3.2 shows how the resulting inductance and 

capacitance improve in accuracy as the size of the ground 

plane was increased. 

The difference ln accuracy between the inductance 

and capacitance models can be explained by referring back to 



~able 3.1 Variation in Inductance and Capacitance with 

two dimensional mesh description. 

w = 1.5m, h = 3.5m, r = 0.5m, d = 1.5m 

61 Its Ld %error Cd %error 
xl0-7 in xl0-1l in 

( m) (Hm- l ) Ld (Fm- l ) Cd 

1.000 50 6.123 73.7 - -

1.000 100 6.061 71.9 - -

1.000 300 6.010 70.5 6.945 120.1 

0.500 400 5.496 55.9 5.924 87.7 

0.250 200 5.650 60.2 5.107 61.8 

0.250 400 5.615 59.3 5.483 73.7 

0.125 800 5.838 65.6 4.859 54.0 



Table 3.2 Two dimensional wire above ground results. 

r = 0.5m, h = 1.5m 

61 Pt Ps h w its Ld error Cd error 
( m) (m) (m) xl0-7 in L xl0- ll in C 

(Hm- l ) (Fm- 1 ) 

0.125 0 0 3.00 1.50 800 5.838 65.6 - -
0.125 0 0 2.38 1.50 1600 5.834 65.5 - -
0.125 0 0 3.00 1.13 1600 7.017 99.1 - -
0.125 0 0 3.00 3.00 1600 4.367 23.9 - -
0.125 0 0 3.00 4.50 1600 4.118 16.8 - -
0.125 0 0 3.00 4.50 2400 4.109 16.6 - -

0.250 0 0 6.00 6.00 2000 3.657 3.7 3.808 20.5 
0.250 0 1 6.00 6.00 2000 3.653 3.6 3.415 8.1 
0.250 0 -0.5 6.00 6.00 2000 3.665 4.0 - -
0.250 0 -1 6.00 6.00 2000 4.282 21.5 - -
0.250 1 1 6.00 6.00 2000 3.648 3.5 3.348 6.0 

0.500 0 0 6.00 6.00 1000 3.582 1.6 3.954 25.1 
0.500 0 0 6.00 6.00 2000 3.576 1.5 - -
0.500 0 1 6.00 6.00 1000 3.578 1.5 3.539 12.0 
0.500 1 0 6.00 6.00 1000 3.576 1.5 3.712 17.5 
0.500 1 1 6.00 6.00 1000 3.577 1.5 3.519 11.4 
0.500 0 0 6.00 3.00 1000 4.042 14.7 - -
0.500 0 0 6.00 1.50 1000 5.483 55.6 - -
0.500 0 0 4.50 6.00 1000 3.616 2.6 - -

0.500 0 0 3.00 6.00 1000 3.801 7.8 - -



figure 3.2. In the inductance case the W1re area 1S defined 

by the position of the short-circuits introduced to model 

the W1re. In the capacitance case, (figure 3.2c) although 

the short-circuits may be between the nodes, the structure 

of the mesh adds the whole of the transmission line loops 

(1, 2, 3, 4) onto the wire geometry. This effectively rounds 

up the wire radius and increases the capacitance to ground. 

From Table 3.2 the optimum boundary condition was found to 

be an open-circuit (p = 1). With a non-matched boundary, 

the boundary actually changes the problem being modelled. 

An open-circuit boundary models a mUltiple wire-above-ground 

geometry as shown in figure 3.5. 

The above method can also be used in a 3D TLM 

routine (Appendix B). Figure 3.6 and Table 3.3 show the 

geometry and results for a simple wire model in a single­

slice of a 3D TLM routine. Again, if open-circuit boundaries 

are used a reasonably accurate radius and velocity are 

obtained. 

Thus, US1ng TLM, it is possible to find the inductance 

and capacitance per metre and hence the radius. However, this 

problem is not well defined because a non-physical external 

boundary has to be introduced. To separate out any non­

physical boundary conditions it 1S necessary to model a 

closed geometry. The wire in a resonant cavity is such a 

d th result s obtained from this model closed geometry an e 

should be considered as a more reliable indicator of the 

wire radius. 
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Table 3.3 Variation of wire radii with boundaries in 

three dimensions. 

w = 5.833, 2000 iterations, 61 = 113m. 

Ps Ld rL Cd rC ~ (LdCd)-1/2 

xl0- 7 xl0- l1 
rC 

x10 8 

(Hm- l ) (m) (Fm-1 ) (m) (ms-1 ) 

0 5.999 0.149 2.023 0.191 0.780 2.870 

1 5.947 0.153 1.862 0.151 1. 014 3.005 

Table 3.4 Wire in 23m high box, 16m long. results for 

A= 32m, 500 iterations & output 4.5m from end. 

Description radius velocity 
TLM analytic 

(m) x10 8 (ms- l ) 

one node square 0.665 2.82 2.83 

1.5m 1.778 2.88 2.90 

0 1.5m 1.890 2.94 2.90 

3.5m 3.870 2.94 2.91 

0 3.5m 4.200 2.94 2.91 
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3.3.2 Wire ln Resonant Cavity 

Figure 3.7 shows five coaxial Wlre geometries using 

a l66~ long and 236~ high cavity of square cross-section , 

containing various wire models. The frequency domain 

voltage and current responses were obtained at a point 

4. S6~ from one end of the cavi ty. 

Table 3.4 shows the velocity and radius obtained 

after 500 iterations of the TLM routine had been performed 

and the equations of section 3.2.2 applied to the resulting 

voltage and current. 

Clearly the finer the W1re description the more 

accurate the velocity of propagation 1S. The most likely 

cause of this is as follows: 

In section 3.3.1 it was seen that the 2D inductance 

and capacitance wire above ground models computed different 

radii. If the same condition applies to a 3D wire in a 

resonant cavity, then figure 3.8 shows what will happen. 

For a wave propagating 1n the direction of the wire 

the magnetic field component sees the conducting boundaries 

as correctly located. This is because the calculation of 

the magnetic field involves TLM voltages which are reflected 

from the boundary (as in figure 3,8a,b). 

For the electric field the TLM voltages are al~ays 

perpendicular to the boundary and there is an uncertainty 

of cS in the location of the boundaries (figure 3. 8c and d), 
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since the electric field calculation involves no TLM 

voltages which have interacted directly with the boundary. 

Equation 3.14 can be manipulated to provide the 

inductance and capacitance per metre: 

= 
z o 
c 

hL 
= 60 loge (1.08 --) dL 

(3.18) 

where IEr 1S defined as 1 and hL and dL are the height and 

diameter for an inductance model. 

= 1 
cZ o 

= 
1 (3.19) 

Where hand d are defined for the capacitance model. 
c c 

The velocity of propagation is then: 

Thus 

v 

In general 

= c 
loge(1.08hc /dc ) 

loge(1.08hLdL) 

= 

= 

(3.20) 

(3.21) 

(3.22) 

When 8 was chosen to be 0.2m (by trial and error) the 

veloc1"t1"es obtained were those shown in Table analytical 

3 • 4 • 
"h" the range of velocities computed These are W1t 1n 

from the TLM model. 



This 1S only an approximate analysis because by 

changing the output point for the vOltage and current 

and the number of iterations of the model different radii 

could be obtained. 

To confirm how the radius var1es with position and 

number of iterations a finer description of the wire was 

investigated. 

The coaxial W1re geometry of figure 3.9 is a TLM 

model of a wire, radius 3.5m, in a coaxial cavity of height 

23m. The length of the wire is 16m and all the cavity 

boundaries are perfectly conducting. 

Table 3.5 shows the resulting radii at four output 

points (measured from the wire termination). As can be 

seen the radius varies with position along the line and 

with the number of iterations. There are two likely causes 

of this: 

i) Figure 3.10 shows a wave propagating along 

the wire. At some time n~t it has reached 

x = L for the (p - l)th time (3.l0a). This 

means that the wave has passed all points on 

the wire an equal number of times. In (3.10b) 

the wave has propagated to another point on 

the line. Some parts of the wire had now 

'seen' the wave more times than others. If 

the solution is obtained at this point, the 

Fourier Transform of voltage and current 1n 

region (p) is bound to be different from 



.£.i. g.u r e 3· 9 W ire 0 f r a diu s 3· 5 m In a 16 m lo n g_ 

co a x i ale a v i t y_ 

23m 

~3-5m-f 

lll= 1m 

Jable 3·5 Radii ob tained for A=32m in above geometry_ 

Number of radii 

Iterations x = 2.Sm x = 3. Sm x = 4. Sm x = 6.5m 

1010 3.519 3.302 3.581 3.G77 

1000 3.714 3.449 3.675 3.63G 

990 3.619 3.381 3.642 3.702 

510 3.674 3.395 3.577 3.598 

500 3.736 3.417 3.610 ~.725 

490 3.391 3.227 3.574 3.817 

Average 3.609 3.362 3.610 3.693 

Overall average 3.568 
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(p - 1) because there 1S more information 

present. 

ii) The differences ln inductance and capacitance 

radii described above are likely to cause 

dispersion of the wave propagating along the 

wlre. 

The combination of these two effects leads to a 

variation of the observed radius with time and position. 

Taking the average radius calculated by the model 

glves r = 3.S67m - a modelling error of 2%. The resonant 

frequency at which the voltages and currents were obtained 

was 9.2 MHz. This glves a velocity of propagation of 

2.94 x 108 ms- l which is also an error of 2%. 

The radius of the simple square (6£ x 6£) W1re shown 

ln figure 3.11 was also obtained using the same technique. 

Table 3.6 shows that the average radius was 0.636m and Slnce 

the resonant frequency was 8.8 MHz, the velocity of 

8 -1 
propagation was 2.82 x 10 ms 

3.3.3 Convergence of the TLM Radius 

To validate the TLM model the description of the 

wire was made progressively finer. The objective was to 

show that, as the description of the wire is made more 

accurate, the modelled radius converges to correct radius. 

Figure 3.12 shows the geometry of a ~ire radius 

O.Sm l"n a 3m x 3m resonant cavity. Two tests were performed: 

-



£Jgure3.11 Simp'le s~uare \.lIre In 16m long coaxial 

c a v i t y_ 

15m 

6l=1m 

Table3·6 Radii obtained for ~= 32m in above geometry_ 

Number of radii 

Iterations x = 2. 5m x = 3. 5m x = 4. 5m x = 6.5rr 

2000 0.623 0.621 0.620 0.620 

1010 0.656 0.652 0.653 O. (. ,~O 

1000 0.647 0.662 0.663 0.C20 

990 0.618 0.618 0.613 0.57(, 

510 0.566 0.570 0.574 0.560 

500 0.714 0.678 0.G57 0.686 

490 0.65LJ 0.679 0.C87 O. (71 

Average 0.640 0.640 0.638 0.1·23 

(Nel-all averC1g'~~ " 0.(~6 
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an inductance calculation (3.l2a) and a capacitance 

calculation (3.l2b). The excitations for the separate tests 

are also shown in the figure. The zero frequency (dc) 

current, voltage, flux and charge were computed in a similar 

way to the wire-above-ground (sections 3.2.1 and 3.3.1). 

The var10US TLM models of this geometry are shown 

1n figure 3.13. The resulting inductance, capacitance and 

radii are tabulated in Table 3.7. The convergence of the 

inductance and capacitance are detailed in figure 3.14. 

What is clear is that increasing the accuracy of 

the wire description does give convergence both for the 

inductance and capacitance of the wire. The fact that 

convergence 1S not to the analytic answer 1S due to an error 

in choosing the wire description. In figures 3.13 (f and h), 

the discrete model has a radius slightly larger than O.Sm. 

Also, as previously shown, the capacitance model actually 

models a slightly different problem. Analytically this 

gives a smaller inductance and larger capacitance, which 1S 

what was observed. Convergence was found to be quicker if 

no short-circuit nodes (Chapter 4) were used 1n the wire 

description. 

3.4 Conclusions 

Wires can be modelled using a field-solution technique 

(TLM). The transmission-lines of the TLM mesh can be short­

circuited on or between nodes and a discrete model of a ~lre 

formed. 
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Table 3.7 Inductances and Capacitances found by TLM for 

the wires depicted in figure 3.13. 

~1 figure Its. Inductance Capacitance %error Velocity 
(m) (xlO- 7Hm- 1 ) (xl0- 11 Fm- l ) L C (xl0 Bms- l ) 

1.0000 a 300 2.353 5.313 0.12 -12.46 2.B3 

0.5000 b 600 2.140 5.604 9.16 -18.63 2.B9 

0.2500 c 1200 2.188 5.543 7.09 -17.34 2.B7 

0.2500 d 1200 2.372 4.963 -0.69 -5.06 3.00 

0.1250 e 2400 2.358 4.963 -0.11 -5.06 2.92 

0.1250 f 2400 2.312 4.970 1.B8 -5.21 2.95 

0.0625 g 4BOO 2.319 4.885 1.54 -3.41 2.97 

0.0625 h 4800 2.308 - 2.00 - -

Analytical 2.353 4.729 3.00 



£i.gure 3·14 Variation of inductance and caRacitance 

with increasing mesh fineness 
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The modelled radius of the Wlre was investigated 

by two geometries: wire-above-ground and wire in a resonant 

cavity. 

Strictly speaking, the wire-above-ground geometry 

requires an infinite ground plane. Such an infinite ,boundary 

condition cannot be modelled accurately in the computer. 

Thus there is an inherent error in the results obtained uSlng 

the geometry. 

The resonant cavity method was found to be a more 

successful way of obtaining the modelled radius. For a 3.5m 

radius wire, the modelled radius and velocity of propagation 

were accurate to with 2%. 

With increased mesh fineness the radius, capacitance 

and inductance could be modelled with increasing accuracy. 
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Chapter 4 Single Time Level Scatterers 

4.1 Introduction 

In Chapter 3 the radius of a WLre modelled as 

described in figure 4.la was found. The main problem with 

such a model is that the radius of the wire (approximately 

0.66£) determines the mesh spac1ng. Clearly this can glve 

a very large workspace for the problem if the wire is 

small compared with the surrounding geometry. 

What is required is a method of replacing the 

ordinary 2D or 3D nodes by a node which models a wire of 

radius less than 6£/2. In the interests of computational 

economy it would be preferable if the relationship between 

incident and reflected pulses on the TLM mesh is simple. 

A free space node (Appendices A, B) has a simple one-time­

level scattering matrix where the reflected pulses are 

dependent only on the currently incident pulses and not on 

any previous incident pulses. Such a relationship 1S 

derived for a simple wire model, the short-circuit node, 

which is also only dependent on the currently incident 

pulses. 

The radius that this short-circuit node models 

will be determined later in this chapter. It will be 

found to be invariable and (relatively) large. In an 

attempt to vary the effective (or modelled) radius a node 

containing an extra transmission-line stub at the node, 

rather than a short-circuit, will be introduced and the 
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modelled radius determined. This model does not, strictly, 

have a one-time-level scattering matrix but is included 

here because the scattering is simply described. Various 

other wire models incorporating transmission-line stubs 

will also be investigated. 

4.2 The Short-Circuit Node 

In this section the scattering matrix of the short­

circuit node will be derived. Later the modelled radius 

will be evaluated using the two geometries detailed in the 

previous chapter, namely the wire-above-ground and resonant 

cavity geometries. 

4.2.1 Numerical Solution 

One way of finding the scattering matrix of a 

particular block of space, whether containing a wire or not, 

is to consider the space in isolation. In a simple case, 

such as figure 4.2a, the time domain scattering matrix can 

be obtained for the block by impulsing the structure ln 

some way and observing how the pulses are reflected. A 

detailed description of this method is left until Chapters 

5 and 6 where the techniques of diakoptics will be discussec. 

For the purposes of this chapter, consider the space 

shown in figure 4.2a as a finer model of a space usually 

modelled by a single (2D) node. Each palr of transmission 

lines emerging from block (those contained within the braces 

in the figure) represent one transmission line in the 
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standard description. To find the impulse response, and 

hence the scattering matrix, each pair of lines is impulsed 

In turn and the (spatial) average of the pulses returned 

on each pair IS recorded. These are shown in figure 4.2b. 

This type of response IS a three-time-Ievel matrix In that 

(ignoring the first, t = 0, term) the scattering IS 

defined over 3~t. For free space geometries larger than 

2 x 2 the scattering matrix is infinite - with decaying 

terms. If this scattering matrix is to be used in place 

of an ordinary node then these pulses are at the wrong 

time step (~t2 = ~t/2). Thus the pulses need to be 

resampled at the correct time step, ~t. The usual technique 

is to "Filter and Resample" - but for reasons which will be 

explained in Chapter 5, this will not usually provide a 

one-time-Ievel matrix from a multi-time-Ievel one. 

If the reflected voltage pulses are Fourier 

Transformed for a single node and for three other free-

space geometries then the results of figure 4.3 are obtained. 

The results show that the zero frequency term is the same 

in all models. This implies that the charge is equal in 

all models. Also the finer mesh models and the single node 

correspond up to 40 MHz. The finer meshes are, of course, 

more accurate, but they require more time levels to be 

computed so that energy is conserved. 

What these results suggest is that a one-time-Ievel 

matrix can be determined from the zero frequency of the 

Fourier Transformed impulse response. 
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If a conductor is placed in free-space the WIre 

geometries shown In figure 4.4 can be modelled. If the 

impulse response IS obtained as before (in a multi-time­

level form) and then the Fourier Transform is taken, the 

frequency responses shown in the figure are obtained. It 

can be seen that the zero frequency terms correspond to 

a scattering matrix equal to that of a short-circuit node. 

In order to model WIres of differing radii the 

whole frequency response, not just zero frequency, has to 

be considered. This requires a more than one-time-level 

scattering matrix, which is beyond the scope of this 

chapter and will be considered in Chapter 6. 

4.2.2 Analytical Solution 

The scattering matrix of the short-circuit node can 

be derived by purely analytical considerations. 

Collin (81) has shown that a valid scattering matrix 

S obeys the following condition: 

S.S*T = U (4.1) 

where S*T is the transpose and complex conjugate of matrix 

S. U is the unit, or identity, matrix. 

All the conventional free-space TLM nodes detailed 

In figure 4.lb, c, d meet this condition. For a two­

dimensional node excited by an impulse the shunt mesh 

scattering matrix is of the form: 
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abc b 

v r 
Z b a b c V1 

Z 
= 

V
r 
3 c b a b V

1 

3 

r 
b b 

1 
V4 c a V4 

assumlng a left-right symmetry. 

S.S*T glves: 

a
Z 

+ Zb Z 
+ c Z = 1 (four times) 

Zb(a + c) = 0 (eight times) 

Zac + Zb Z = 0 (four times) 

(4. Z) 

(4 . 3) 

(4 .4) 

(4.5) 

If in equation (4.4), a = -c then the solution is the usual 

shunt scattering matrix (57, Appendix A). If b = 0 in 

equation (4.4), the only other solution, then the following 

short-circuit node scattering matrix is obtained, V1Z: 

-1 o o 0 

r 
Vz 0 -1 0 0 

1 
Vz 

= (4 .6) 

r 
0 -1 0 

1 
V3 0 V3 

o o o -1 

A similar matrix can be obtained for the two-dimensional 
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series node and for the 3D node. 

This corresponds to the case when the centre of the 

node is short-circuited as shown in figure 4.5. Thus a 

one-time-level wire model has been obtained, the scattering 

matrix of which is: 

s = -u (4 . 7) 

The current 1n this short-circuit node 1S glven by the 

equivalent circuits of figure 4.6: 

I = 
-2 4 L: V 1 

~ d=l d 

for the 2D shunt node (Appendix A) 

and 

I x 

I 
Y 

I z 

= 

= 

= 

- 2 (V~ + 

1 
- 2 (V 3 + 

1 
- 2 (V 5 + 

z o 

V~ + ~ + 

z 
o 

for the 3D node (Appendix B). 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

Using the wire-above-ground and resonant cavity 

geometries of Chapter 3 it is possible to calculate the 

radius modelled by the short-circuit node. 
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4.2.3 Radius of the Short-Circuit Node 

4.2.3.1 Wire-Above-Ground 

The wire-above-ground geometries shown ln figure 

4.7 were used in 2D and 3D TLM models. 

In two dimensions the inductance, capacitance, 

velocity and radii (rL and rC) were computed using the 

technique described in section 3.2.1. Various boundary 

conditions were tested. The results obtained are shown 

in Table 4.1. 

In three dimensions the same parameters were 

computed, using the same technique, for different boundary 

placements, w, and conditions. These results are shown in 

Table 4.2. 

In both cases the inductance radii (rL) and the 

capacitance radii (rC) are quite different. This again 

points to the difference between the inductance and 

capacitance forms of the TLM mesh (shunt and series meshes 

in 2D) as described in Chapter 3. 

Further evidence for the nature of the capacitance 

(or series) form of the mesh can be found by comparing 

Table 4.2 with Table 3.3 (Chapter 3). In both tables the 

entry for the capacitance radius rC is very similar for 

w = S.83m and 2000 iterations, yet the Wlre descriptions 

are quite different. The inductance radii (r L) are not 

similar. 
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Table 4.1 Variation of modelled radii with external boundaries 

for a short-circuit node wire, 1.5m above ground 

in two-dimensions. 

w = 5.83m, 2000 iterations, Al = 113m. 

reflection inductance capacitance velocity 

Pt Ps Ld rL Cd rC (LdCd)-1/2 

xlO- 7 xlO- ll xl0 8 

(Hm- l ) (m) (Fm- l ) (m) (ms- 1 ) 

0 0 7.870 0.059 2.299 0.265 2.351 

0 1 7.862 0.059 2.121 0.217 2.449 

1 0 7.858 0.059 2.203 0.247 2.403 

1 1 7.834 0.060 2.112 0.214 2.458 

Table 4.2 Variation of modelled radii with boundary type and 

positions for a short-circuit node wire in three-

dimensions. 

Al = 113m. 

Ps w Its. inductance capacitance velocity 

Ld rL Cd rC (LdCd)-1/ 2 

x10- 7 x10- 11 x10 8 

(m) (Hm- l ) (m) (Fm- l ) (m) (ms- 1 ) 

0 3.167 2000 7.269 0.079 2.079 0.208 2.572 

1 3.167 2000 7.218 0.081 1.726 0.119 2.833 

1 4.833 3000 6.863 0.097 - - -

0 5.833 2000 6.794 0.100 2.023 0.191 2.697 

1 5.833 2000 6.722 0.104 1.865 0.152 2.824 

0 5.833 -l000 6.775 0.101 2.032 0.193 2.695 

1 5.833 -l000 6.765 0.102 1. 869 0.152 2.813 
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The two Wlre geometries being compared here are the 

short-circuit node and a 6~ x 6~ coarse wire description. 

These are shown in figure 4.8. The short-circuit node is 

where only the node containing the wire is short-circuited. 

For a 6~ x6~wire each transmission-line leading to the 

node is short-circuited half way between nodes. Thus quite 

different geometries should be modelled. 

The capacitance model effectively rounds the radius 

up to a larger value irrespective of the short-circuit 

position, as suggested by figure 4.8. Since the inductance 

radii are different for the two models (the short-circuit 

node having r
L 

smaller than the 6~ x 6~ wire) the velocity 

of propagation will be less on the short-circuit-node wire 

than on the 6~ x 6~ Wlre. This is confirmed by examining 

Tables 4.2 and 3.3. Also, as was found in Chapter 3, the 

wire-above-ground geometry was not well defined because of 

the non-physical external boundary conditions Ps and Pt 

which were introduced. For this reason the resonant cavity 

geometry was used for further tests. 

4.2.3.2 Resonant Cavity 

The resonant cavity geometry introduced in 

Chapter 3 was also applied to a short-circuit node wire 

model. The cavity geometry is shown in figure 4.9. Various 

wire terminations were investigated. They were O.IZ , 
o 

O.2SZ o ' O.SZo and short-circuit, where Zo is the (unknown) 

characteristic impedance of the wire to its coaxial 

surroundings. 
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From equation (3.15) : 

z 
(~ + Z tanhyx) 

Z = Z n 0 
(4.12) x 0 Z 

(Z + 
0 tanhyx) -0 n 

where n 1S 10, 4 , 2 or 00 (to glve the values above) which 

for a 10ssless line becomes: 

z = Z (1 + jn tan!3x) 
x 0 (n + j tan!3x) (4.13) 

To model these boundaries in the TLM workspace the ends of 

the cavity were terminated by an imperfect conductor. 

The reflection coefficient, p, of this boundary 

1S then glven by 

p = (4.14) 

Using this formula, the above terminations were modelled. 

Table 4.3 shows the radii obtained for differing positions, 

iterations and loads. The radii obtained place the 

modelled radius in the range 0.415 ~ r ~ 0.681 (~~ or metres 

in this case). The average radius was 0.564~~ and the 
8 -1 

velocity of propagation was 2.7 x 10 ms . 

Table 4.4 shows how the radii and velocity of 

propagation vary with length of the wire. Although the 

velocity is fairly constant (but slower than the velocity 

of light) the measured radii vary from 0.475 ~ r ~ 0.702. 



Table 4.3 Variation in modelled radius with differing number 

of iterations and load type for short-circuit node 

wire 16m long in a 15m x 15m coaxial description. 

Ai = 1m. Velocity = 2.7 x 10 8 ms- l . 

Number of Load radii at 
iterations Type 2.5m 3.5m 4.5m 6.5m 

xZO 

490 0.00 0.558 0.538 0.511 0.494 
0.10 0.558 0.549 0.538 0.595 
0.25 0.546 0.550 0.545 0.489 
0.50 0.542 0.548 0.552 0.504 

500 0.00 0.564 0.591 0.599 0.681 
0.10 0.556 0.556 0.565 0.589 
0.25 0.570 0.544 0.536 0.489 
0.50 0.556 0.583 0.570 0.493 

510 0.00 0.635 0.620 0.602 0.585 
0.10 0.597 0.596 0.594 0.573 
0.25 0.612 0.601 0.592 0.515 
0.50 0.565 0.567 0.543 0.415 

990 0.00 0.528 0.536 0.534 0.567 
0.10 0.575 0.566 0.569 0.587 
0.25 0.554 0.627 0.550 0.644 

1000 0.00 0.569 0.566 0.551 0.551 
0.10 0.551 0.550 0.555 0.582 
0.25 0.557 0.554 0.554 0.545 

1010 0.00 0.581 0.590 0.605 0.631 
0.10 0.559 0.562 0.570 0.555 
0.25 0.559 0.566 0.576 0.611 

2000 0.00 0.558 0.563 0.568 0.584 
0.10 0.560 0.557 0.552 0.577 
0.25 0.561 0.559 0.551 0.624 

Average 0.565 0.568 0.562 0.562 

Overall Average 0.564 
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The likely cause of this difference was investigated in 

Chapter 3. An observer at a point 4.Sm along the wire will 

have seen the plane wave pass more times for a short wire 

than for a long wire. Thus there is effectively less 

information used in obtaining the longer wire results 

(compared with the short wires). 

Both results suggest that the short-circuit node 

IS a worse model of a wire than the simple (6~ x 6~) WIre 

introduced in Chapter 3. The radius is, on average, of 

the same order as those modelled in Chapter 3 and therefore 

the modelling of thin wires is still a problem. The 

velocity of propagation is 10% less than the velocity of 

light and so there may be considerable errors in modelling 

any wire using the short-circuit node. 

4.3 Stub Models of Wires 

4.3.1 Introduction 

The short-circuit node developed above does model a 

WIre of radius approximately half the mesh spacing. The 

radius modelled is not variable and the velocity of 

propagation is less than the velocity of light. 

If this short-circuit node is replaced by a short­

circuited transmission line stub, as shown In figure 4.l0a, 

then is the effective radius made variable by changing the 

impedance of the stub? The purpose of this section is to 

answer the above question and to investigate two other stub 

wire models (also shown in figure 4.10). 



Table 4.4 Variation of short-circuit wire radius with length 

of wire. 

Radii evaluated at 4.5m from termination. 

Length Iterations radius velocity 
(m) (m) (x 10 8 ms- l ) 

11 1000 0.622 2.63 
500 0.702 2.61 

16 1000 0.551 2.64 
500 0.599 2.64 

25 1000 0.556 2.65 
500 0.551 2.65 

40 1000 0.475 2.66 
500 0.561 2.62 

Table 4.5 Effect of stub impedance on modelled radius. 

2000 iterations Ps = Pt = 0, in = 113m. 

Relative impedance Inductance radius JB.dS 

of stub (wrt Z 0 ) III 
(x 10-7 Hm- 1 ) (m) (/Zo) 

0 7.872 0.059 1.0000 

1 7.896 0.058 0.5569 

2 7.920 0.057 -

10 8.111 0.052 0.1143 

100 10.258 0.018 0.0161 



£igure 4,10 Stub models of 'rllres 
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4.3.2 Simple Short-Circuit Stub 

The simple short-circuit stub ~n a 2D mesh shown in 

figure 4.l0a has been shown to have a scattering matrix as 

follows (62): 

VI 
r -(1+2Z ) 2Z 2Z 2Z 2 VI s s s s 

V2 2Z -(1+2Z ) 2Z 2Z 2 V2 s s s s 

V3 
= 1 2Z 2Z -(1+2Z) 2Z 2 1+4Z V3 s s s s • s 

V4 2Z 2Z 2Z -(1+2Z ) 2 V4 s s s s 

V5 2Z 2Z 2Z 2Z (1 +4Zs) V5 k+l s s s s k 

(4.15) 

Z stub where Z = s Z 
0 

2L stub and Z = stub .6t 

and Z o = characteristic impedance of the surrounding 

medium. 

When this stub was used in place of the short-circuit 

node in the geometry of figure 4.7 the radii In Table 4.5 

were obtained for various Z . s (Note that if Z = 0 the s 

scattering matrix of equation 4.15 becomes a short-circuit 

node). The results shown in the table suggest that it is 

possible to vary the radius of the wire. 

The initial excitation, described in section 3.2.1, 

establishes an initial flux between the wire and ground. 

I 
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For lossless Wlres this flux remains constant. In the 

prevlous wire-above-ground models this flux was found to be 

constant and independent of wire radius, because the Wlres 

had no losses. For wires composed of stubs the flux does 

not maintain the constant value but decreases with increasing 

stub impedance. This indicates that the wire or the surroun-

ding media is lossy. There is one further problem with this 

model of a Wlre. The above results only apply to the radius 

calculated from the inductance (2D-shunt) model. 

A short circuit stub applied to the 2D-series TLM 

mesh, as in figure 4.l0b, does not model a wire at all. It 

only changes the permittivity of the medium as shown in (59). 

It would also be difficult to model a wire in three-dimensions 

using this technique. 

4.3.3 Short-Circuit Stubs Terminating the Transmission Lines 

Short-circuit stubs can be used to replace a short-

circuit node as shown in figure 4.11. The impedances of 

such stubs are given by (82) 

Z = s 
(4.16) 

Putting L = Ld6£ suggests a way that the modelled radius 
stub 

can be varied. 

When the radius, r, ln figure 4.11 is zero then 

i . e. : Z = o 
(4.17) 
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when r f 0 then 

z = 2Ld 
6.~/2-r 

(4.18) s 6.t 

glvlng 

Z (r) = Z (1 - ~~) (4.19) s 0 

or, ln general: 

Z (r) = Z (1 - a) s 0 (4.20) 

The stub model was usea ln a wire-above-ground (3D) geometry 

shown in figure 4.12 and the wire radius was evaluated for 

varlous a. Figure 4.13 shows that it was possible to vary 

the (inductance) radius quite widely. Above a = 0.04 

errors occur in the modelling which lead to current flowing 

in and out of the wire as shown in the figure. This model 

again makes no change to the capacitance radius obtained. 

This adds further weight to the arguments, expounded in 

sections 4.2.3.1 and 3.3.1, that suggest the radius is 

rounded up to the same larger radius irrespective of the 

model used. 

In an attempt to reduce the radius modelled in the 

capacitance model, stubs were introduced mid-way between 

the short-circuit node and the adjacent nodes, as shown in 

figure 4.14. The 2D capacitance (series) model of figure 

4.12 was then solved for various values of Z and the s 

resulting radii evaluated. 

Figure 4.15 shows how the modelled radius varles 

with stub impedance Z (all stubs taking the same value). s 
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Only large stubs 104 / Z ~ 108 . . ~ s ~ cause varlatlon ln the 

radius between 0.4~2 ~ r ~ 0.675~2. This range of radii 

does not overlap the range available to the inductance 

model. 

This means the inductance radii and capacitance 

radii cannot be made equal by use of the stub models derived 

here. Consequently the velocity of propagation of any 

wave on the model is expected to be less than the velocity 

of light. 

4.4 Comparison Between Two of the Wire Models 

The ultimate alm of this work is to be able to 

calculate the current induced into a wire. Two of the Wlre 

models described in this chapter, namely the short-circuit 

node and the short-circuit stub modelling a radius of 0.2m 

(as defined in section 4.3.3), were compared. The two Wlre 

models were illuminated by an electromagnetic pulse as 

shown ln figure 4.16. The induced currents obtained are 

shown ln figure 4.17. Since the wire radii are supposed to 

be different (approximately 0.267m and 0.2m) the two wave-

forms are too similar. Based on the (approximate) impedances 

of the wires to the ground plane (196n and 2l3n), the currents 

should differ by 9%. Clearly this is not so. It has already 

been shown that the effective (or modelled) radius, as 

determined by the inductance calculation, is variable whilst 

the capacitance radius is almost constant. What the above 

r~sults suggest is that the radius modelled ln a coupling 
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geometry is changed very little by the introduction of 

stubs. In fact, the actual geometry of the node, whether 

short-circuit or containing stubes), does not seem to 

affect the current induced into the wire, although the 

electric and magnetic fields surrounding the wire are 

changed. 

Thus to model a thin Wlre a fine mesh must be used 

either over the whole geometry of the problem (Chapter 3) 

or in the region of the wire (Chapter 6). In either case 

this increases the computational time and storage required 

to solve the problem. 

4.5 Conclusions 

, 

Single-time-level scatterers (short-circuit nodes) 

have been used to model wires. The radius modelled by such 

a node was found to be 0.564~~ ln a resonant cavity geometry. 

The velocity of propagation was found to be 10% less than 

the velocity of light. This is due to 'rounding up' effects 

in the capacitance evaluation. 

The use of stub transmission-lines in the Wlre 

models was investigated. This did not have the desired 

effect of reducing the modelled radius. The stub 

configurations do not make alterations to both the inductance 

and capacitance radii. It was not possible to obtain stub 

values which modelled the same radii for both inductances and 

capacitance calculations. Thus the velocity of propagation 

of waves on a stub model is less than the velocity of light. 
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When the induced currents in two Wlre models 

(short-circuit node and stub), modelling different radii, 

were compared, there was very little difference in the 

currents, implying no change in the radius or the velocity 

of propagation. 
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Chapter 5 TLM-Diakoptics 

5.1 Introduction 

The technique of diakoptics (83,84) 1S used to tear 

electrical networks into smaller and, usually, easier to 

solve sub-networks. These sub-networks (or substructures 

as they are called in TLM-Diakoptics) are solved in isolation. 

The resulting solutions can then be joined together to give 

the complete network response. Diakoptics in its network 

solution form is exact and does not involve an iterative 

process (84). Such a technique is useful if the network 

to be solved is large and complicated or if many solutions 

to the network are required with only small, localised 

changes made. 

In TLM field solutions it 1S quite often the case 

that there is a very complicated structure contained within 

an otherwise empty and homogeneous space. Rather than 

solve the whole space using a very fine TLM mesh it is 

possible using TLM-Diakoptics to solve only the complicated 

geometry on a fine mesh. The rest of the geometry can be 

solved on a coarse mesh (63,65,66). TLM-Diakoptics when 

used in this way is an iterative process and is therefore 

not exact. 

In this chapter TLM-Diakoptics will be briefly 

summarised by means of a simple example. The use of the 

'filtering and resampling' technique in approximating the 

time domain data of the fine mesh will also be investigated. 

Finally, Frequency Domain Diakoptics will be introduced. 
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s.z Summary of TLM-Diakoptics (Time Domain Diakoptics (TDD)) 

Probably the easiest way of summarising diakoptics lS 

by means of a simple example. 

Consider the simple one-dimensional transmission-line 

shown in figure 5.1. If the line is excited by an impulse 

as indicated then the time-domain output waveform is as 

shown in the figure. 

Suppose that the line is now split into two sub-

structures as in figure 5.2, and assume that the cut branches 

are terminated in a matched impedance. Four separate 

impulse responses will totally define the way each sub-

structure interacts with the outside world. These are : 

1) 

2) 

Source to port (cut-branch) response, V ; -ex 

how the given excitation emerges at the cut 

branch. 

Source to output point, V ; how the -op 

excitation is observed at the output point. 

3) Port to port, S; the scattering matrix 

which describes the response of the 

substructure to an impulse. 

4) Port to output-point, q; how an impulse 

incident on the cut-branch is viewed at the 

output-point. 

Each substructure must have a scattering matrix, S, 

(otherwise it would not be a substructure) but it need not 

be described by the other matrices. (i.e. a substructure 
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need not contain source or output points). Figure 5.2 

shows the impulse responses for the simple one-dimensional 

line. These impulse responses can be combined by use of 

the diakoptic joining process shown in figure 5.3. Note 

that although the form of this process differs slightly 

from (63,65,66) all are equally valid. [The sum of a 

convolution is identical to the convolution of a sum: 

gl (t) * h(t) + g2 (t) * h(t) - (gl (t) +g2 (t) )*h(t) ] 

First the excitation to port response is used to obtain 

the initially reflected pulses from each substructure (a). 

These reflected pulses become incident pulses on another 

substructure (b). In general this connection can be 

described by a connection matrix C: 

(5 . I) 

From Betts (85), if the impulse response is h(t), the 

response of the network to a function get) is given by: 

00 

ret) = f 
-00 

( 5 . 2) 

where the symbol '*' means 'convolved with'. Therefore the 

reflected voltage Vr in the diakoptic example is given by 

1 
= S* V - 0-

From figures 5.3b,c,d this discrete convolution 1S: 

(5.3) 
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= (5.4) 

= (5.5) 

r z = (SoVZ + SlVl + SZVo)Llt (5.6) 

n 
or r -- L: S V Llt n p p-n p=o 

(5.7) 

V
1 

at the next iteration can be obtained from Vr and C as 

above (e). The next reflected pulses are then obtained 

from the convolution with S (f,g) and so on. 

Thus the process 1S: 

AVr = AV BV = BV (5.8) 0- -ex 0- -ex 

p=l 

repeat: 

AV i BVr BV i A r 
= = p-lV (5.9) p- p- V'- p-

= (5.10) 

p = p + 1 

until p > iteration limit. 

The total pulse stream incident on each substructure 

can be obtained by summing all the individual incident 

vectors thus: 



A i VTOT = 

66 

+ ~V i + ••• (j, k , 1 ) (5.11) 

The output response, R, can be evaluated by convolving the 

total pulse stream with the port to output vector 0 (l,m,n) 

and then adding the source to output vector (n,o) to give 

the complete response (p) which is the same as for no 

diakoptics (figure 5.lb). For two or three dimensional 

problems the form of the solution is more complex. Figure 

5.4 shows a simple 2D problem with two cut transmission 

lines per substructure. In order to obtain the complete 

impulse response of the substructure it is necessary to 

find all possible responses to an impulse applied to each 

cut-branch in turn. For figure 5.4 the scattering matrix 

for substructure A contains four vectors: 

i) A 
Sll' the response obtained from port I due 

to an impulse on port I . 

ii) A 
S12' the response obtained from port I due 

to an impulse on port 2 . 

iii) A 
S21' the response obtained from port 2 due 

to an impulse on port I . 

i v) A 
S22' the response obtained from port 2 due to 

an impulse on port 2 . 

The scattering equation becomes: 

= (5.12) 

The output matrices and equations are similarly modified. 
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In both these simple examples there is only one 

approximating factor - the number of time-domain pulses 

included in each impulse response (time levels). In the 

one dimensional case 5 time levels completely described 

the response of the substructure but, in general, the 

response is usually infinitely long (but causal and decaying). 

This must be truncated to some practical length but, in doing 

so, some errors will be introduced into the final result. If 

sufficient time levels are used, for a lossy substructure, 

these errors will be minimised. In all cases where no 

further time or spatial approximations are made the final 

(complete) response will always be correct up to the time 

p~t, where p is the number of joins completed. If there 

has been truncation of non-zero terms beyond the truncation 

time, t = T~t, In the impulse responses then the maximum 

time which can be computed accurately is T~t. Further joins 

(p > T) will not give exact results beyond the truncation 

time. 

5.3 Time-Domain Approximations 

Usually TLM-diakoptics lS used in a form similar to 

that depicted in figure 5.5. There are two substructures 

but each has been modelled uSlng a different mesh coarseness. 

This means at the junction between the two substructures 

there are two types of approximation which have to be made: 

time and space. The space approximation techniques Kill be 

investigated in Chapter 6 where diakoptics will be used to 

develop pre-solved wire elements. 
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5.3.1 Filtering and Resampling 

The time responses shown ln figure 5.6 represent 

the impulse responses obtained from substructures solved 

with different mesh Slzes. When these are joined together 

to obtain the final response there are two choices : the 

discrete convolutions can be performed either at the fine 

mesh time step or at the coarse mesh time step. For the 

former the coarse mesh response needs to be resampled at 

the fine mesh rate. This has the disadvantage that more 

data is created. The time taken to evaluate the convolved 

response is proportionally to the (number of terms)2 

(based on the number of multiplications required). The 

usual practice is to reduce the amount of data by resampling 

the fine mesh response at the coarse time step. Because the 

fine mesh response contains higher frequencies than the 

coarse mesh the sampling theorem requires that all 

frequencies above the Nyquist frequency (of the coarse mesh) 

be filtered out. This is to prevent aliasing. Failure to 

do this will cause large errors in the final output. 

However, in filtering the response, some of the benefits 

of using the fine mesh are lost. 

A filtering function should have the following 

properties: 

1) The filter should be a reasonable low-pass 

filter. 

2) The filter should not introduce a phase 

delay - in resonance type problems this would 
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shift the position of the resonance. 

3) The impulse response of the filter, when 

convolved with itself should glve a 

(delayed) version of itself. Since, 1n the 

simple lD example, an impulse convolved with 

an impulse gives an impulse the filtered 

quantities should also meet this condition. 

Furthermore since oCt) *o(t) = o(t), where 

oCt) is a unit impulse, g(t)*g(t) = get), 

where get) is the filtering function. 

4) It would be preferable if the filtering 

function was causal. 

Since the filtering function cannot be both causal and 

introduce no phase delay and since no phase delay 1S an 

important property, causality has been discarded. 

Examining property 3): 

get) = g(t)*g(t) (5.13) 

or by the convolution theorem (85,86) 

G(w) = G(w)G(w) (5.14) 

= > G (w) = 1 

This can either be interpreted as an impulse in the time-

domain or if G(w) 1S only valid up to the cut-off frequency 

of the filter,f , as an ideal filtering function in the 
c 

time-domain (a sin(x)/x function). The time-domain function 

of this filter is given by (using the Inverse Fourier 

Transform) 



get) = 

or g (t) = 

70 

21T f 
1 f c l.ejwtdw 
21T -21Tf c 

2f c 

sin(21Tf t) c 
21Tf t c 

(5.15) 

(5.16) 

Thus the ideal filtering routine 1n continuous form of the 

function f(t) will be: 

00 

r (t) = f 
_00 

sin ( (t - T) 21T f ) c 
(t-T)21Tf 2fcf(T)dT 

c 

In discrete form this becomes: 

N 

(5.17) 

r(i6t t) ou 
~ sin((i6t t-n6t. ) 271f ) 2f f(n6t. ) .6t. =L- ou 1n c c 1n 1n 

n=N 1 (i6t t-n6t. )271f ou 1n c 

where 6t. 1S the fine mesh time step; 1n 

6tout is the coarse mesh time step; 

(5.1S) 

and Nl and N2 are the limits of the convolution process. 

From the sampling theorem (85) 

f c 
1 

~ 
26t t ou 

(5.19) 

If the function in equation (5.18) 1S applied over infinite 

limits the impulse response at one time step would be 

correctly 'filtered and resampled' to give a non-causal 

response at the coarse time step. 

However, it is necessary to truncate the infinite 

response of the filter at some limits (as suggested by 
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equation 5.18) so that the discrete convolution can be 

performed. This truncation can lead to substantial errors 

in the filtered response. It has been usual to truncate 

the filtered response at t = 0 and t = N2~t (equation S.18). 

If the substructure under analysis gives scattered pulses 

close to t = 0 then the filtering function is drastically 

approximated by this truncation, as shown in figure 5.7. 

When the convolution process is repeated the shape of the 

pulse (which is a filtered, truncated impulse) is not 

preserved. The side lobes of the sin (x) function becomes 
x 

larger with the number of convolutions performed and the 

total response is corrupted. 

For the simple one-dimensional case shown in figure 

5.1 the frequency response after 500 iterations is shown in 

figure 5.8a. Filtering and resampling the impulse responses 
~tout 

:MHz), ~t. = 2 of figure 5.2 with f =70 MHz (Nyquist = 75 c 1n 
gives the frequency and truncating at t = 0 and t = 100~t 

response shown 1n figure 5.8b. 

Examining only the first resonance at about 38 MHz 

shows that there 1S a clear error in the response. The time 

period covered by the diakoptic and non-diakoptic results 

is the same so the widths and heights of the resonances 

should be the same. Changing the bandwidth of the filter 

does improve the response as shown by figure 5.8c, although 

this is problem dependent (i.e. it 1S only true of a 

substructure where the impulse response is a delayed impulse. 

It is usual in 2D or 3D for the response to be more like 

figure 5.9). 
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If the one-dimensional WIre IS made longer (e.g. 8m, 

16m) and each substructure remains half the total length 

(4m, 8m) then the impulse response is effectively moved 

away from the t = o. When filtering and resampling is 

applied to these impulse responses the accuracy of the 

joined (final) response improves with increasing WIre 

length as demonstrated by figures 5.10 and 5.11. 

Even if the filtered function is very finely sampled 

(figure 5.l2a) the fact that it is truncated very near to 

the main peak does lead to considerable errors. The use 

of much fewer samples out with the peak much further away 

from zero (S.12b) leads to more accuracy. 

The width of the filtered function and its positioning 

relative to time t = 0 are limited by the following factors: 

i) The width is determined by the filter cut-off 

frequency, f , which, in turn, is related to c 

the time step by fc 
1 

~ 26t t. ou 

ii) The geometry of the problem fixes the position 

of any peaks In the time responses. 

In the WIre geometries considered in Chapter 6 this results 

In peaks which are close to t = o. This, combined with the 
6t t 

fact that ou = 10 means that significant portions of the 
6t. In 

filtered function will be truncated and errors are likely to 

occur in any convolved response. 

In an attempt to reduce these truncation errors 

various windowing functions were applied to the filtered 
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responses of the one-dimensional example. The following 

functions were tested: 

Von Hann Raised Cosine (86,88) 

Hamming Window (86,88) 

Blackman Window (88) 

Kalman Filter (87) 

None of these functions significantly reduced the errors 

occurring due to truncation because it is the fact that 

truncation (in any form) lS taking place near to t = 0 that 

1S causlng the errors. 

One possible way of avoiding this problem is to 

include more of the filtered function in the response, l.e. 

truncate before t = o. This is, of course, non-causal and 

the use of 'negative time' does lead to other errors. 

Consider the frequency response of the previously 

used 4m long wire shown in figure 5.l3a. If the impulse 

responses of the substructures are filtered and resampled 

+ and truncated at - lOO~t t then joined with convolutions ou 
performed over a fixed time window (i.e. the convolution 

is always performed over the range -200~tout to 350~tout) 

the result shown in figure 5.l3b is obtained. This contains 

a number of errors: the resonance is at the wrong frequency 

and has the wrong amplitude. Figure 5.14 shows how this 

error occurs. If a time function has a length as shown 

(a) then after convolution with a similar function the 

r~sult is defined over a time length twice as long (b). 
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After n convolutions en joins in the diakoptic process) 

the length of the function should be n x (original length). 

But at some stage (d) the process 1S truncated. At the 

next convolution, part of the data is missing and so the 

resulting output contains errors ( . .. ) at all points where 

a multiplication with this data is expected. This error 

occurs at both ends of the time window (f). At subsequent 

convolutions erroneous data is used to obtain the response. 

Therefore the errors extend further into the rest of the 

response until (i) all parts of the data are subjected to 

some deviation entirely due to the truncation of the 

convolution process. If the time-domain function naturally 

decays to zero at the truncation times then these errors 

will be small. But for a sin (x)/x function this decay is 

not fast enough to prevent serious errors occurring as was 

shown in figure s.13b. 

To reduce the errors described above it is necessary 

to convolve over all the available data always. In doing 

this, the length of the time response becomes larger with 

the number of convolutions performed. If this is done, 

results like those shown in figure 5.15 can be obtained. 

These frequency responses show that the first resonance 

is at the same frequency, width and amplitude as the no 

diakoptic solution. However, there are unexpected peaks 

of incorrect widths to be resonances located near to the 

cut-off frequency of the filter. After investigating 

further conditions where the cut-off frequency and the 

trunca tion times were varied (60 MHz ~ fc ~ 75 MHz, 
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t t · ~ 75 At -+ 100A + runca lon u , ut, - l50/::'t) the expected 

resonances were found to be correct always. The 

unexpected peak, at a frequency fo' was empirically found 

to be: 

f = f o c 
1 
2T (5.20) 

(where 2T is the window slze, + 
for - 100/::,t, 2T = 200/::,t). 

This unexpected peak probably occurs because there is still 

some truncation in the process. But because the original 

response has been truncated (usually by using a rectangular 

window) there are slight errors in the final response. 

Although these errors are minimised by the use of full 

length convolution,the frequency corresponding to the 

window (~T) is emphasised by each convolution. Thus the 

frequency response is only valid upto f (but note that 
o 

as T -+ 00 f -+ f ). 
'0 c 

5.4 Frequency Domain Diakoptics (FDD) 

5.4.1 Modifications to the Process 

In many applications the final result is required 

ln the frequency domain. Therefore it may be simpler to 

actually perform the diakoptic joining in the frequency 

domain. 

The convolution theorem states: 

get) *h(t) -+ G(w)H(w) (5.21) 

(where -+ means "Fourier Transforms to"). 
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Thus it is possible to Fourier Transform the four 

characteristic matrices describing a substructure into 

complex frequency components. The diakoptic joining 

process for the simple one-dimensional case (equations 

(5.8) to (S.IOn becomes: 

p = I 

repeat 

p = p + I 

until p > iteration limit 

where F(a) is the Fourier Transform of (a); 

F (a) = 
w=2nf 

N 

L: 
i=O 

j 2nfi~t At . ae . D 
1 

(5.22) 

(5.23) 

(5.25) 

and F(a) x F(b) is a termwise complex multiplication of 

the frequency responses. 

The total frequency spectrum incident on a substructure 

is just the sum of all such spectra (given by equation 

(5.23)). The final frequency spectrum is then found by 

multiplying this total incident spectrum with the port to 
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output matrix and adding the source to output thus: 

(5.26) 

5.4.2 Frequency Domain Diakoptics Applied to the One­
Dimensional Case 

Using the above method the simple one-dimensional 

line (figures 5.1 and 5.2) can be solved in the Frequency 

Domain. The resulting frequency responses can be compared 

with the no diakoptic solution shown in figure 5.l3a. 

Figure 5.l6a shows the response obtained using FDD with 

equal substructures. The response is identical to that 

shown ln figure 5.l3a. If unequal substructures are used, 

as shown in figure 5.l6b the response of figure 5.l6c is 

obtained. Again this is identical to that shown in figure 

5.l3a. 

5.4.3 3D Results 

The Frequency Domain Diakoptics can be used ln three 

dimensions and a simple example is shown in figure 5.17. 

In this example both substructures have four cut transmission 

lines and therefore the sizes of the scattering matrices are: 

s 

o 

V 
-ex 

Vop 

4 x 4 

1 x 4 

1 x 4 

1 x 1 
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where each element of the matrix IS a vector. 

Using the excitation and output conditions shown 

In the figure the Frequency Domain, Time Domain and no 

diakoptic methods were compared. Figures 5.18, 5.19 and 

5.20 show that some of the FDD results contain errors. 

Examination of the method and the suite of programs used 

to compute the results revealed no obvious mistakes. 

However, a difference was found In the way time and frequency 

domain results were evaluated. In the time domain the length 

of the time response increases with the number of joins, as 
r 

shown earlier. The time response is only valid upto the 

time length of the original matrices. By truncating the 

final time-domain response and then Fourier Transforming 

the correct frequency response is obtained. 

In FDD this process of an increasing time length IS 

still happening even though the method proceeds in the 

Frequency Domain. The final frequency response therefore 

corresponds to a large time domain length, and all the terms 

beyond the time length used in the matrices contain errors. 

To remove these errors a time domain truncation is required. 

In the frequency domain this is a convolution with a 

sin(x)/x function. From figure 5.21 this function IS: 

G(w) = 

= 2T sin(wT) 

wT 
(5.27) 
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However, even using this time-domain truncation does not 

guarantee that the response 15 corrected as shown for the 

geometry in figure 5.22 by figure 5.23. The cause of this 

error 1S frequency domain aliasing, that is the frequency 

steps are too far apart. If the time length of the final 

response is examined it is equal to (time length of original 

matrices) x (number of joins). Therefore, from the sampling 

theorem: 

I 
6f ~ ( . . I· h or1g1na t1me lengt )x(number of joins) (5.28) 

When this condition was met, the correct results, as shown 

in figure 5.24 were obtained. 

5.5 Discussion 

The diakoptic method when used in TLM presents no 

problems providing no approximations are made. However, 1n 

most cases, approximations must be made. This applies even 

when the substructures are solved using the same mesh step. 

This is because some form of time domain truncation is 

always required. The joined result is only accurate up to 

this truncation point. 

If different mesh sizes are used in different 

substructures then it is necessary for time and spatial 

approximations to be made. It is these time domain 

approximations which can lead to substantial errors in the 

diakoptic process. The use of filtering and resampling 

requ1res care. The truncation of the filtering near to 
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t = 0 should be avoided as this causes 1ncorrect pulse 

shapes to be generated. 

caution is required when incorporating negative 

times into a convolution process. To reduce errors it 1S 

important to use all of the time domain information and 

avoid further truncation of the data. When this is done 

unexpected peaks will be found in the final response, 

although frequencies below the peaks are correct. 

Frequency Domain Diakoptics has been developed. It 

1S necessary to perform a time domain truncation on the 

frequency domain data obtained to remove inaccurate time 

terms. To achieve this the frequency response must be 

convolved with the Fourier Transform of a time domain 

truncation. This requires the frequency steps in the 

response to be much less than the Nyquist rate. The Fast 

Fourier Transform (FFT) is not suitable for transforming 

the time domain scattering matrices. This is because the 

FFT produces frequency steps at the Nyquist rate. Whilst 

this is correct for normal Fourier Transforms the problem 

with the FDD is that the Transform of the final response 

has a Nyquist rate much less than that of the matrices. 

Therefore a Discrete Fourier Transform (DFT) must be used. 

The DFT is a slow process as it uses convolutions and 

evaluates sines and cosines, but its frequency step can be 

freely chosen. 

Figure S.2S glves an indication of the execution 

time and storage required by the two forms of diakoptics. 
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For the purposes of this comparison the time domain 

conv9lution is considered to apply always over all the 

truncated interval 0 to 2006t. The example shows that for 

301 frequency samples the FDD method executes more quickly 

than TDD. In fact for the number of joins performed FDD 

would take as long as TDD only when 1500 frequency steps 

are used. So, as a guide, if less than 1500 frequency steps 

will describe the final response, the FDD method will execute 

more quickly, otherwise the TDD method is better. This is 

only based on cases where the time step is the same in both 

substructures. If it is not then FDD 1S more prom1s1ng, 

even if execution time is larger than TDD, as there are no 

errors introduced by the filter and resample process. 

If the final result is required in the time domain 

FDD may be used without the time domain truncation. The 

final response is then Inverse Fourier Transformed but, 

from the sampling theorem, the time domain result 'viII only 

be valid upto t = 1/26f. 

5.6 Conclusions 

The causes of errors in the time domain TLM 

implementation of diakoptics have been discovered and 

corrected. 

Frequency Domain Diakoptics has been introduced 

and operating conditions defined. 
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Chapter 6 Pre-Solved Wire Elements 

6.1 Introduction 

The techniques introduced in Chapters 3, 4 and 5 

can now be brought together to model WIres of various radii 

smaller than half the space step (6£/2). 

A WIre can be modelled on a fine mesh as shown In 

Chapter 3. Using the diakoptic techniques in Chapters 5 

and 4 the wire can be solved in isolation and a mUlti-time­

level scattering matrix obtained. The current induced into 

the wire can also be determined. This 'pre-solved wire 

element' can then be substituted for an ordinary node In a 

TLM model and the mesh solved using a hybrid form of 

diakoptic joining. 

In this chapter the following aspects will be 

investigated: the generation of the scattering matrix 

('impulse' response), the interface between the fine mesh 

and the coarse mesh (diakoptic boundary), the use of 

filtering and resampling, boundary conditions at the ends 

of the wire, (relatively) long wires and calculating the 

radius modelled by the wire. 

6.2 Generating the Scattering Matrix 

A wire and some of the surrounding space can be 

modelled as shown in figure 6.la. This block models the 

same volume of space as the ordinary 3D node of figure 6.lb. 

To obtain the scattering matrix of this volume each face 



£igure 6·1 
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has to be impulsed in some way, remembering that the 

resulting impulse response is required at the coarse time 

step and must connect to one transmission-line on the 

adjacent node. This requires some form of spatial and 

time approximation. Space approximation will be investigated 

in section 6.3. 

6.2.1 Time Approximations 

TLM impulses on the coarse and fine meshes are shown 

1n figure 6.2a, b. The impulse response of the wire element 

1S required at the coarse time step and so the excitation of 

figure 6.2c was used to excite the wire element. The 

smaller bandwidth of this signal (compared with figure 

6.2b) reduces any errors introduced by the filtering and 

resampling of pulses reflected from the wire element, as 

will be shown later in this chapter. Most of the results 

presented here use the excitation (c). 

The reflected pulses occur at the fine mesh time 

step and so must be filtered and resampled using the 'ideal' 

filter described 1n Chapter 5. This filter introduces some 

errors into the response since it is impossible to store 

and use the scattering matrix with an infinite number of 

elements. In practice the scattering was truncated after 

15 to 40 coarse time samples (that is the scattering matrix 

1S defined from 0 to n6t or 6t to n6t depending on whether 

instantaneous reflection is allowed). 
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6.2.2 Scattering and Joining 

A space and time approximated scattering matrix for 

a wire element has the form: 

Sl 1 , Sl 2 , Sl 12 , 
S = S2 1 , S2 12 , S2 2 , 

S12 1 S12 2 , , S12,12 

Each term S. . lS a time domain vec tor: 
-l, J 

( S .. ) o lJ 

S .. 1 S .. 
-lJ = lJ 

2 S .. 
lJ 

(6.1) 

(6. 2) 

kSij represents the proportion of an impulse incident on 

port j which lS reflected from port i at a time k6t (coarse 

mesh) later. 

Rather than separately finding the scattering matrix 

of the coarse mesh geometry, (i.e. the rest of the geometry 

without the wire element) and subsequently joining the two 

substructures together, it is possible to join the WIre 

element into the coarse mesh as the TLM routine proceeds. 

This has the following benefits: 
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i) Only one set of scattering data need be 

stored (the wire). This can be important 

if the W1re is composed of mUltiple elements 

making the scattering matrix of the coarse 

mesh large (at least 8 ports per wire element). 

ii) Less computational effort 1S required. 

Computation of the coarse mesh scattering 

matrix plus the diakoptic joining process 

takes longer than J01ning as the coarse mesh 

routine proceeds. 

iii) Less discrete convolutions need to be 

evaluated. Only the convolutions for finding 

the reflected pulses in the wire element are 

performed. Reflected pulses in the coarse 

mesh geometry are obtained by the normal TLM 

process. 

Figure 6.3 shows a simplified representation of the 

w1re element and the coarse mesh. Consider one impulse 

incident on the wire element as shown. From the scattering 

matrix the impulse relfected out of port (or line) 3 is : 

1 
Generally when all lines are subjected to impulses Vp 

then the response 1S: 

= 
12 

S V
1 

~ d * p=l -p, -p 

(6.3) 

(6.4) 
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where '*' represents the convolution of the two vectors 

thus: 

. . . (6.S) 

This can be simply programmed by the use of a storage 

vector for each reflected transmission-line. Figure 6.4 

shows how the contents of one such vector are modified with 

time. Considering only one incident pulse (kV~) the 

contents of this vector will be the products of kV~ and 

Sll (for more incident pulses than terms such as kV~.·SlP 

will also be added to the vector). When all the vector 

contents have been evaluated the first term (kvt.OSll in the 

figure) can be removed from the vector and this becomes 

All the other contents are then moved up the vector 

and the last term is set to zero. At the next iteration 
1 

the k+lVl products with Sll are added to the vector as 
r 

shown and so on. The figure shows how k+2Vl is evaluated. 

6.2.3 Outputs 

The current (or any other electromagnetic parameter) 

can be calculated in a similar form. A scattering matrix 

relating initial impulse on each port to the output can be 

computed at the same time as the port to port scattering 

1S obtained. Such a matrix has the form: 

0 = 0 0 . . . 0 
-11 -12 -In 

?2l 0 22 ?2n 
(6.6) 

. 
: 
0 -pI . . . . . . . . . 0 -pn 
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where 00j 1S similar to Sij. 

The current at iteration k is then 

= 
12 

L: 0 . 
j=l -PJ 

* V~ 
-J (6. 7) 

where 0 1S the port to output matrix as defined 1n Chapter 

5 . 

6.3 Spatial Approximations 

The n
2 

transmission-lines emerging from the W1re 

element need to be approximated by one joining transmission­

line to allow a connection to the adjacent coarse mesh. Two 

space-approximation techniques were investigated : a simple 

averaglng boundary (AVB) and a power conservation boundary 

(PCB) . 

6 .. 3 .. 1 Simple Averaging Boundary (AVB) 

Figure 6.Sa shows a voltage pulse, V1 , (from the 

coarse mesh) incident on the boundary. The voltage is 

considered to apply over the whole face and therefore the 

voltage may be regarded as made up of equal, discrete 

components on the fine mesh (6.Sb). Since the impedance 

of each fine mesh transmission-line is the same this gives 

V1 

a voltage -- launched into each line (6.Sc). 
n 

For pulses reflected from the fine mesh a voltage 

Vr can be obtained which is the sum of the individual 
qp 

voltages: 



vr (.) qo 1 = 
J 
L r 

V .. 
IJ 
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(6.8) 

Using the parallel generator theorem the total reflected 

voltage will be 

= 
Jl 
LL r V .. 

n 1J 

If this scattering IS viewed In matrix form then 

v r 0 1 1 1 VI . . . -
0 n n n 0 

V
r 1 0 0 0 VI -
1 n 1 

= 

r 1 0 VI V2 0 0 n 2 

Vr 1 0 0 0 VI -n 2 n n 2 

(6.9) 

(6.10) 

Collin (81) has shown that a lossless scattering matrix has 

the property : 

S S*T = U . (6.11) 

This ensures that power is conserved by the scatterer. 

This condition is not observed by the matrix in 

equation (6.10) sInce, 
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S S*T = 1 0 0 0 _0- . . . 

0 1 1 1 -2 -2 ° • • -2 n n n 

0 1 1 1 -2 -2 . . . -2 n n n 

o 

and therefore the boundary 1S lossy. Charge 1S always 

conserved by this boundary but power is lost on the 

transformation from the fine mesh to the coarse mesh. 

(6.12) 

There is no electrical analogue to this process as 

there is no real physical connection between the coarse 

and fine meshes. If such a connection is made a power 

conservation boundary can be constructed. 

6.3.2 Power Conservation Boundary (PCB) 

In figures 6.6a and b it 1S required that the n 2 

lines of (a) are physically connected to the one line 1n 

(b). To prevent instantaneous reflection of an incident 

pulse back into the coarse mesh (a) should appear matched 

to (b). If all transmission-lines have the same 

characteristic impedance (Z ) then the joining network of o 

figure 6.6c will achieve the a1m. Note that, in general, 

although a pulse incident on the fine mesh will see a 

match, a reflected pulse will not, i.e. there will be 

internal reflection from the boundary. This may not be 
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what is required by a diakoptic boundary as will be seen 

later. The very form of the PCB requires that the boundary 

itself has a square cross-section, otherwise the fine-mesh 

will not appear matched to the coarse-mesh. 

6.3.2.1 The Scattering Matrix of the Power Conservation 
Boundary 

1 Let V·· be a voltage pulse incident on the boundary 
1J 

from the fine mesh transmission line (i,j). 

v:. be a voltage pulse reflected from the boundary 
1J 

into the fine mesh transmission-line (i,j). 

v 1 be a voltage 
0 

pulse incident on the boundary 

from the coarse mesh. 

Vr 
0 

be a voltage pulse reflected from the boundary 

into the coarse mesh. 

Consider the following possibilities: 

1 
(a) V·· = 0, 
~_--J!..-----1 J 

V
1 f 0 
0---

The equivalent circuit of this condition is shown 

6 7 The n2 transmission present a total 1n figure . a. 

impedance of Zo giving: 

v = v~ 

Thus, the reflected voltage ~ 1S: 

1 
V-V o 

- 0 (by definition) 

(6.13) 

(6.14) 
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The voltage reflected into each fine mesh transmission-line 
V lS - 1.e.: n 

r V .. 
lJ 

v l 

= n (as ln the averaging boundary) 

~(_b~) _______ V~ ___ = ____ O~, __ V~j = 0 Except V~b f 0 (i f a) 

(6.15) 

(incident and reflected pulses on different vertical 

line. This has an equivalent circuit as shown in figure 

6. 7b) . 

v = 

Therefore 

V
r 
0 

= 

and for 1 f a 

nZ 
o 

2n-l 
nZ o 
2n-l + nZo 

V1 

ab ---n 

V1 

r ab V .. = -2 lJ n 

= ---
n 

(c) Vl = 0 V~. = 0, V1 f 0 (i = a, J f b) 
~-~--------o ' lJ ab~--~~--~~~--~ 

(6.16) 

(6.17) 

(6.18) 

(incident and reflected pulse on same vertical 

line but not same transmission line). 

The equivalent circuit lS a modified version of 

figure 6.7b, shown in figure 6.7c. 

v = from equation (6.16) 

= V - V x 
(6.19) 
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The voltage VX 1S glven by 

v 
x = 

= 

nZ 
2V1 (Z + 0) ab 0 2n-l 

Vi (3n-l) 
ab 2 n 

substituting into (6.19) glves 

= 1 1 
2 Vab (1-2n) 

n 

(6.20) 

(6.21) 

(d) Reflection on Same Transmission-Line (i=a, j=b) 

Using the circuit of figure 6.7c 

2V!b [(n-l) Zo 
nZ 

+ 2n~lJ 
VT = (6.2~) nZ 

Z +(n-l)Z + 0 

o 0 2n-l 

with Vr = V - V1 (6.23) 
ab T ab 

= (6.24) 

These can be rewritten in matrix form, which for a 3 x 3 

face gives the equation (6.25) shown in figure 6.8. This 

matrix does have the property S.S*T = U and therefore charge 

and power are conserved. 
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Using the parallel generator theorem the boundary 

vOltage V can be defined as: 

V 1 n n 
L: L: 

i=l j=l 
·1 I V .. + V 
IJ 0 (6.26) = -n 

The total voltage reflected into the line (a,b) IS gIven by: 

2 ~ Vi. (l-zn) n n 1 1 I vr VI (n-l) + 1 = + L: L: V .. + - V ab ab -Z . 1 aJ 2 i=l j =1 IJ 2 n 0 n J= n n 
j tb ita 

(6.27) 

Recognising that: 

n n 
1 L: VI. = L: V - Vab (6.28) 

j =1 aJ j=l aj 

j fb 

and 

n n . n n n 
1 

L: 1 
L: VI. (6.29) L: L: V .. = L: V .. -

i=l j =1 IJ i=l j=l IJ j=l aJ 
ita 

allows the substitution of these equations and (6.26) into 

(6. 27) to give: 

and 

V 2 
= - - -

n n 

I 
= V - V 

o 

n 
L: 

j =1 
VI. vI 

aJ + ab (6. 30) 

(6.31) 
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Equations (6.26), (6.30) and (6.31) allow for the efficient 

calculation of the scattering from this power conserving 

diakoptic boundary. 

Although this boundary conserves power and charge 

the act of filtering and resampling the scattering matrix 

causes a loss of power and, when too few samples are used, 

charge. 

6.4 The Use of the Pre-Solved Wire Element in Wire­
Above-Ground and Resonant Cavity Geometries 

The pre-solved Wlre element can be used in place 

of an ordinary 3D node in a wire-above-ground configuration 

as shown in figure 6.9, or in a resonant cavity geometry. 

For a wire-above ground the inductance and capacitance to 

ground can be obtained ln the same way as for the models 

used in Chapters 3 and 4. From these calculations the 

inductance and capacitance radii can be obtained ln the 

normal way. However, the capacitance model will be shown 

to contain further modelling errors when used with a pre-

solved wire element. 

For a resonant cavity geometry a slightly different 

excitation condition is required. Again, this is due to 

errors obtained in the excitation of the capacitance model. 

Two types of wire elements will be used in these models : 

'single-slice' and 'long-wire' elements. 
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6.4.1 Single-Slice Geometries 

6.4.1.1 Wire-Above-Ground 

A WIre of radius 0.167m is shown in figure 6.10. 

The scattering matrix of this geometry was obtained for 

several 'single-slice' conditions: that is the given 

cross-section extends 9 nodes into the figure, modelling 

a cubic space 6t3 in the coarse mesh of figure 6.9. 

Firstly one PCB was connected to each face of the cube and 

the impulse of figure 6.2c used to obtain the scattering 

matrix. The resulting wire element was placed 3.5m above 

ground in the coarse mesh. The analytical value for the 

inductance to ground in this geometry is 7.47 x 10- 7 Hm- l , 

but this wire element models an inductance of 1049.80 x 10- 7 

-1 Hm ,a very large error. (pz in figure 6.9 is a short-

circuit). The cause of this error is shown in figure 6.11. 

For an ordinary (matched) PCB with a short-circuit boundar)" 

next to it, in the coarse mesh, the voltage incident on the 
VI 

coarse mesh boundary is L This is then reflected from n 

the coarse mesh boundary and distributed equally amongst 

all the transmission lines of the fine mesh (6.lla). The 

fine mesh description at the boundary has been lost because 

of the double averaging effect of the diakoptic boundary. 
I 

This would be very noticeable if, for example, VI = .+ 1 
. VI 

and V: = -1 in figure 6.lla (all other VI = 0). L n- is 

then zero, therefore Vr = 0, thus nothing is reflected back 

into the fine mesh. If these transmission-lines were up 

against a short-circuit boundary then VI = -1 and VI = + 1 

would be expected. 



figure 6·10 Cross-section of 0·167m \.lIre element 
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The correct model of the terminating boundary can 

be achieved by placing the short-circuit boundary inside 

the fine mesh as shown in figure 6.llb. Now the fine mesh 

description is preserved at the boundary because no 

averaging takes place. Further evidence for the need to 

include the termination within the element can be seen from 

the geometries and results detailed in figure 6.12. A WIre 

with radius approximately 0.2m was subjected to a magnetic 

field excitation as shown. Three separate geometries were 

investigated: 

i) a fine mesh (6t = O.lm) (figure 6.l2a) 

ii) a coarse mesh with pre-solved element 

containing PCB terminating boundaries (6.l2b) 

iii) as (ii) but wire-element has short-circuit 

terminations contained in the element 

The current induced into the WIre was computed (in the 

time-domain). The frequency response (obtained from the 

Fourier Transform of the current) is shown in figure 6.l2c 

for all three geometries. The graph shows that the coarse 

mesh with PCB terminations does not compare well with the 

fine mesh solution. The inclusion of short-circuit 

terminations within the element improves the comparison 

- there is approximate agreement over the first 40 ~lliz. 

The main disadvantage of including terminating boundaries 

within the element 1S that generality is lost. Rather than 

having one element which models a wire of radius r with 

axis parallel to the x axis, a number of different elements 
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are required depending on what combination of terminating 

boundaries are required. 

In an attempt to reintroduce generality into the 

element, it is possible to model the terminating boundaries 

by more than one PCB as suggested by figure 6.13. This 

averages the pulses scattered from the element over a 

smaller area. Two types of end boundaries were used: 

four PCB's and nine PCB's as shown in figure 6.13. 

Using these end boundaries in the element the results shown 

in Table 6.1 were obtained. It can be seen that as the 

element end boundaries are separated into smaller areas 

so the accuracy of the model lmproves. There are two 

important disadvantages with this type of element: 

i) the scattering matrix of the element 

becomes larger; 

ii) the execution time of both the scattering 

matrix generation and the coarse mesh 

geometry increases. Table 6.2 shows this 

increase. 

These results are only for one Wlre element. For a Wlre 

of any appreciable length a number of such elements may be 

required. 

At this point it is worth noting that all the 

results presented in this chapter are for the inductance 

model as defined in Chapter 3. When the capacitance 

calculation was attempted with a wire element geometry 

there was a problem exciting the model. In previous 
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Table 6.1 Variation of the modelled radius with type of 

end boundary. 

Single slice model, 0.167m radius wire 3.5m above 

ground, 500 iterations of coarse mesh. All wires 

solved for 200 iterations, filtered & resampled to 

20 samples at the coarse time step. Excitation 6.2c 

Description Inductance %error 

x 10-7 (Hm- l ) 

Analytic 7.474 -
1 PCB 1049.800 »100 

4 PCB 506.600 »100 

9 PCB 10.140 35.67 

sic end plane 8.129 8.06 

Table 6.2 Comparison of execution time and storage 

requirements for multiple PCB end boundaries. 

Description Time for Time for Matrix 

matrix calcn w-a-g 

size 

( s ) ( s ) (Kbytes) 

No wire - 23.5 -

1 PCB/short 472 38.0 22.5 

4 PCB 980 70.1 90.0 

9 PCB 1194 145.6 250.0 
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geometries the capacitance model has been excited by 

introducing a voltage between the wire and ground. With a 

pre-solved element geometry this means a voltage has to be 

placed between the ground and the position of the wire in 

the coarse mesh. A voltage also has to be placed between 

the boundary and the wire in the fine mesh. The boundaries 

A and B in figure 6.14 are pseudo-matched (PCB, although 

the same is true of AVB) and it can be shown that once a 

charge is placed at such a boundary then there is always 

a non-zero charge on the boundary. At all other points ln 

the TLM mesh except the perfectly conducting boundaries 

the net charge at any point is zero. Thus this excitation 

across the diakoptic boundary is incorrect. When it was 

used it led to capacitance results which were always at 

least double the analytical result - but were quite often 

even less accurate. It has not been possible to derive an 

excitation technique for the capacitance model which does 

not leave a residual charge at the diakoptic boundary. For 

this reason no capacitance model results are presented. 

The sinale-slice element (radius O.2m) shown in 
b 

figure 6.15 was used in the wire-above-ground geometry of 

figure 6.9. The termination boundaries (short-circuit 

planes) were included in the wire element. This time the 

type of excitation (figure 6.2b or 6.2c), type of diakoptic 

boundary (AVB or PCB) and height above ground of the wire 

were varied. Tables 6.3 and 6.4 show the results obtained. 

The excitation of figure 6.2b (one impulse on the fine mesh, 

Table 6.3) causes very large errors in the inductance model. 
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Table 6.3 Variation in flux, current and calculated 

inductance with height for a 0.2m wire 

(using short-circuit nodes in the description) 

Single slice, power conservation boundaries, excitation 6.2b 

Height Flux Current Inductance 

x )10 TLM Theoretical 

(m) (A) x 10-7 (Hm- l ) 

o • 5 0.562xl0 8 0.127xl0 9 5.54 3.13 

1.5 882.27 65.800 168.42 5.41 

2 .5 263.46 6.267 528.24 6.44 

3.5 139.21 1.676 1044.09 7.11 

4.5 91.81 0.701 1646.61 7.61 

5.5 64.54 0.337 2403.00 8.01 

Single slice, averaging boundaries, excitation 6.2b 

Height Flux Current Inductance 

x PO TLM Theoretical 

(m) (A) x 10- 7 (Hm- 1 ) 

O. 5 45.210 32.289 17.60 3.13 

1. 5 0.777 0.122 79.81 5.41 

2 .5 0.297 0.09-1 39.83 6.44 

3 . 5 0.180 0.091 25.01 7.11 

4.5 0.135 0.089 18.96 7.61 

5.5 0.108 0.089 15.32 8.01 



Table 6.4 Variation in inductance with height 

for a O. 2m wire. 

(using short-circuit nodes in the description) 

Single slice, power conservation boundaries, excitation 6.2c 

Height Inductance %error 

TLM Theoretical 

(m) x 10- 7 (Hm- 1 ) 

o . 5 7.98 3.13 155.95 

1.5 8.81 5.41 62.89 

2.5 7.60 6.44 18.08 

3.5 7.89 7.11 10.96 

4.5 8.45 7.61 11.05 

5.5 9.07 8.01 13.19 

Single slice, averaging boundaries, excitation 6.2c 

Height Inductance %error 

TLM Theoretical 

(m) x 10- 7 (Hm- 1 ) 

0.5 1.86 3.13 40.60 

1.5 4.60 5.41 14.99 

2.5 6.00 6.44 6.89 

3.5 7.02 7.11 1.31 

4.5 7.90 7.61 3.82 

5.5 8.74 8.01 9.08 
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The most likely cause of this error is the (relatively) 

large high frequency components in the initial excitation. 

Later these have to be removed by an imperfect filter and 

res ample routine which leads to large errors in the 

filtered response. If the alternative excitation of 

figure 6.2c is used the results of Table 6.4 are obtained. 

These show a much more accurate spread of results with the 

averaging boundary giving the best answers. The errors 

for a height of O.Sm are particularly large but this occurs 

when one diakoptic (matched) boundary 1S next to the 

perfectly conducting ground plane - i.e. the wire element 

is in contact with the ground. This is exactly the problem 

that occurred with the terminating boundaries above. If 

the ground plane is incorporated in the wire element it is 

likely that the error in the modelled radius will be reduced. 

[note that all non-diakoptic TL~l W1re models cannot model a 

wire ~6£ distant from any other W1re or boundary]. 

Above a height of 3.Sm the modelling errors become 

larger. This is where the closeness of the external 

boundaries, relative to the wire height, begins to take 

effect as in the previous models of Chapters 3 and 4. 

6.4.1.2 Coaxial Geometry - Resonant Cavity Technique 

The single-slice geometry 1S not really suitable ror 

solution in a resonant cavity geometry as the length of the 

wire is too short. A number of single-slice elements can be 

connected end to end as shown in figure 6.16 to make up a 

longer wire. The terminating boundaries were included in 
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the Wlre element. However, there was a problem with the 

interconnection between adjacent wire elements. Initially 

matched (PCB) boundaries were used between elements. This 

did not produce a suitable model - the voltage and current 

resonances, previously obtained, for this type of geometry 

(Chapters 3 and 4), could not be located. The averaglng 

of fields at the boundary between the wire elements seems 

to make the model lossy and corrupts the fine mesh field 

description between wire elements in a similar way to the 

terminating boundary problem described earlier (and in 

figure 6.11). In an attempt to reduce the losses and 

preserve field description open-circuit boundaries were 

included in the wire elements between the wire sections. 

This type of boundary was chosen pragmatically; the end 

of a free-wire is open-circuit, so try an open-circuit at 

the end of the wire element. This was non-physical when 

the elements were joined together and so does not provide 

a suitable model. 

Connecting Wlre elements together uSlng any of 

the standard boundaries (matched, open-circuit, short-circuit) 

proved to be an inaccurate model of a length of Wlre. 

6.4.2 Long Wire Elements 

Since it was not possible, uSlng the method outlined 

ln this chapter, to join wire elements together to form a 

long wire, a long wire element was developed. To achieve 

this a wire is modelled in a volume of space 46~ x 6~ x 6£ 

(coarse mesh) as shown in figure 6.17. The figure shoKs 
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the numbering of the transmission-lines 1n this configuration. 

In general there will be 4 + (length in 62) x 8 transmission­

lines for the long element. For a 462 long element, chosen 

for computational limitation only, there are 36 lines. It 

1S envisaged that any length or complexity of wire could 

be pre-solved, the penalties being very large storage for 

the scattering matrix; large execution times to obtain and 

use the matrix and difficulty in defining the path of the 

wire in the coarse mesh. 

Simple compar1sons with the single-slice geometry 

were performed to establish that the method works uS1ng 

a wire above ground geometry. Later results will be 

obtained for the resonant cavity geometry. 

6.4.2.1 Wire-Above-Ground 

The prev10us 0.2m W1re geometry of figure 6.15 

was res-solved with z-dimension = 462 giving a pre-solved 

long-wire element. This element was then included, at 

various heights, in a 462 long version of the figure 6.9 

geometry. Both types of diakoptic boundaries were tried, 

AVB and PCB. The flux and current for each model were 

calculated at zero frequency in the usual way. 

These results were compared with those obtained 

from a single-slice (PCB) model and for a W1re composed 0: 

short-circuit nodes (from Chapter 4 the radius of this ~ire 

in this geometry is 0.267 m). Table 6.5 and figure 6.18 

summarise the results. 



Table 6.5 Comparison of flux and currents at different heights 
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wire representations. 

Excitation 6.2c, 500 iterations (20 samples) 

Single-slice & Long-wire short-circuit 
Long-wire (PCB) (AVB) node 

flux current flux current flux current 

( x)l 0 ( x}J 0 ( xPO 

Hm- 1 ) (A) Hm- 1 ) (A) Hm- 1 ) (A) 

0.646 1.018 0.025 0.17-1 0.25 1.691 

0.120 0.171 0.060 0.167 0.25 0.475 

0.098 0.162 0.076 0.161 0.25 0.559 

0.099 0.157 0.086 0.156 0.25 0.481 

0.102 0.152 0.094 0.151 0.25 0.428 

0.107 0.148 0.101 0.147 0.25 0.387 
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The long and short (PCB) W1res provide identical 

results - verifying the long wire element model. But as 

can be seen from figure 6.18 and Table 6.6, where the 

inductances computed by the long-wire model are compared, 

that the PCB model gives inductances which are almost 

independent of the height. The AVB model, whilst not 1n 

total agreement with the analytical curve is the most 

accurate model, closely followed by the short-circuit node 

W1re. 

Table 6.7 shows how the errors in the long-wire 

(PCB) model can be reduced by using a matrix with IS time 

samples per matrix element. With 40 samples per matrix 

element (not shown) the resulting inductances are almost 

identical to those of Table 6.6 (20 samples). For this 

reason most future results will use a matrix of 20 samples. 

The reduction in error with IS samples is somewhat 

odd. It seems unlikely that a reduction in information 

present will improve accuracy. What seems to be happening 

1S that increasing the number of samples gives convergence 

to the wrong answer. The wire element does not, in the 

limit, model the correct radius. The matrix obtained with 

IS samples therefore adds a truncation error to the modelling 

error. Fortunately, this has led to a cancellation in errors 

- giving improved accuracy. 



Table 6.6 Variation of long-wire inductance and execution 

time with height for 20 samples. 

Excitation 6.2c. 

Height Inductance %error Execution 
time 

(xl0- 7 Hm- 1 ) (PCB) 
TLM Analytic 

(m) PCB AVB PCB AVB ( s ) 

0.5 8.02 1.81 3.13 156.3 42.3 162 

1.5 8.82 4.55 5.41 63.0 15.9 162 

2 . 5 7.60 5.93 6.44 18.1 8. a 162 

3 . 5 7.92 6.93 7.11 11.5 2.5 160 

4.5 8.43 7.83 7.61 10.8 2.9 161 

5.5 9.09 8.63 8.01 13.4 7.8 161 

Average 161 

No wire 73 

Table 6.7 Variation of long-wire inductance and execution 

time with height for 15 samples. 

Power Conservation Boundary, excitation 6.2c. 

Height Inductance %error Execution 
time 

(xl0- 7 Hm- 1 ) 

(m) TLM Analytic ( s ) 

0.5 7.06 3.13 125.5 140 

1.5 7.17 5.41 32.6 140 

2.5 7.05 6.44 9.4 141 

3.5 7.63 7.11 7.3 140 

4.5 8.31 7.61 9.2 140 

5.5 9.01 8.01 12.5 140 

Average 140 
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6.4.2.2 Coaxial Wire Geometries - Resonant Cavity Technique 

The long wire element detailed above can be used in 

the coaxial geometry shown in figure 6.19. The terminating 

boundary conditions of short-circuit and open-circuit are 

included in the element. Thus the longest possible 

wavelength for a propagating wave is 16m as shown. Since 

the model contains diakoptic boundaries it is not possible 

to excite the wire in the usual way (Chapters 3, 4 and 

figure 6.20a). This is because of the problem, described 

earlier in this chapter, where a permanent charge is left 

at excitation points which cross the diakoptic boundaries. 

An alternative excitation, shown ln figure 6.20b, was used 

for all long wire geometries. This injects a current into 

the short-circuit termination (the point where current is 

a maximum for a 16m wavelength) . 

Using the coarse mesh (6~ = 1m) ln the figure 6.19 

geometry, three pre-solved long wire elements (radii = 0.167m, 

0.2m using short-circuit nodes and 0.2m not using short­

circuit nodes) were modelled. Power conservation and 

averaging boundaries were tested separately. The effect 

of including an instantaneous reflection term in the 

scattering matrix was also investigated. 

Tables 6.8 to 6.13 show the radii obtained from a 

TLM computation for various iterations of the coarse mesh 

at four distances along the wire. A summary table is 

also shown in Table 6.14. 
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Table 6.8 Modelled radius of 0.167m wire (figure 6.10) 

Power Conservation Boundaries 

Instantaneous scattering 

Resonant frequency = 20.35 MHz , A = 16m, velocity = 3.256xl0 8 

Number of radii at 
iterations 0.5m 1.5m 2.5m 3.5m 

1500 0.282 0.282 0.282 0.282 

1000 0.308 0.308 0.309 0.310 

750 0.280 0.280 0.281 0.281 

500 0.213 0.217 0.228 0.241 

Average radius 0.274 
error in average 64.07% 

Non-instantaneous scattering 

Resonant frequency = 19.70 MHz , A = 16m, velocity = 3.152xl0 8 

Number of radii at 
iterations 0.5m 1.5m 2.5m 3.5m 

1500 0.347 0.346 0.345 0.345 

1000 0.342 0.340 0.338 0.339 

750 0.412 0.413 0.409 0.405 

500 0.332 0.336 0.336 0.333 

Average radius 0.357 
error in average 114.00% 



Table 6.9 Modelled radius of 0.167m wire (figure 6.10) 

Averaging Boundaries 

Instantaneous scattering 

Resonant frequency = 18.10 MHz , A= 16m, velocity = 2.896xl0 8 

Number of radii at 
iterations O.Sm 1. Sm 2.Sm 3.5m 

lS00 0.259 0.255 0.252 0.2S2 

1000 0.lS1 0.lS2 0.154 0.lS4 

7S0 0.141 0.141 0.139 0.138 

SOO 0.243 0.247 0.257 0.268 

Average radius 0.200 
error in average 19.87% 

Non-instantaneous scattering 

Resonant frequency = 17.35 MHz , A = 16m, velocity = 2.776xl0 8 

Number of radii at 
iterations O.Sm 1.Sm 2.5m 3.Sm 

lS00 0.280 0.278 0.279 0.282 

1000 0.239 0.228 0.219 0.219 

7S0 0.224 0.227 0.221 0.210 

SOO 0.221 0.215 0.202 0.187 

Average radius 0.233 

error in average 39.60% 



Table 6.10 Modelled radius of 0.2m wire (figure 6.15) 

Power Conservation Boundaries 

Instantaneous scattering 

Resonant frequency = 19.75 MHz , A= 16m, velocity = 3.160xl0 8 

Number of radii at 
iterations 0.5m 1.5m 2.5m 3.5m 

1500 0.376 0.376 0.376 0.376 

1000 0.374 0.373 0.372 0.372 

750 0.430 0.431 0.432 0.431 

500 0.386 0.387 0.395 0.403 

Average radius 0.393 
error in average 96.56% 

Non-instantaneous scattering 

Number of radii at 
iterations 0.5m 1.5m 2.5m 3.5m 

1500 0.407 0.410 0.410 0.409 

1000 0.412 0.413 0.414 0.412 

750 0.424 0.426 0.426 0.423 

Average radius 0.416 
error in average 107.75% 



Table 6.11 Modelled radius of 0.2m wire (figure 6.15) 

Averaging Boundaries 

Instantaneous scattering 

Resonant frequency = 18.10 MHz , A = 16m , veloci ty = 2. 896xl0 8 

Number of radii at 
iterations 0.5m 1.5m 2.5m 3.5m 

1500 0.305 0.301 0.298 0.299 

1000 0.171 0.173 0.176 0.177 

750 0.221 0.220 0.220 0.221 

500 0.334 0.340 0.356 0.373 

Average radius 0.262 
error in average 30.78% 

Non-instantaneous scattering 

Resonant frequency = 17.35 MHz , A= 16m, velocity = 2.770xl0 8 

Number of radii at 

iterations 0.5m 1.5m 2.5m 3.5m 

1500 0.226 0.218 0.212 0.215 

1000 0.250 0.220 0.220 0.220 

750 0.244 0.242 0.233 0.222 

500 0.243 0.235 0.214 0.192 

Average radius 0.225 

error in average 12.69% 



Table 6.12 Modelled radius of 0.2m wire (figure 6.21) 

Power Conservation Boundaries 

Instantaneous scattering 

Resonant frequency = 19.80 MHz, A = 16m, velocity = 3.168xl0 8 

Number of radii at 
iterations 0.5m 1. 5m 2.5m 3.5m 

1500 0.333 0.332 0.333 0.333 

1000 0.347 0.346 0.346 0.345 

750 0.382 0.383 0.382 0.380 

500 0.335 0.338 0.337 0.332 

Average radius 0.349 
error in average 74.50% 

Non-instantaneous scattering 

Number of radii at 

iterations 0.5m 1.5m 2.5m 3.5m 

1500 0.352 0.354 0.355 0.354 

1000 0.381 0.382 0.382 0.381 

750 0.376 0.377 0.375 0.370 

Average radius 0.370 

error in average 84.96% 
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Table 6.13 Modelled radius of 0.2m wire (figure 6.21) 

Averaging Boundaries 

Instantaneous scattering 

Resonant frequency = 17.35 MHz , A = 16m, velocity = 2.776x10 8 

Number of radii at 
iterations 0.5m 1.5m 2.5m 3.5m 

1500 0.227 0.225 0.225 0.226 

1000 0.214 0.207 0.200 0.200 

750 0.210 0.211 0.207 0.198 

500 0.208 0.203 0.190 0.176 

Average radius 0.208 
error in average 3.97% 

Non-instantaneous scattering 

Resonant frequency = 17.40 MHz , A = 16m, velocity = 2.784xl0 8 

Number of radii at 
iterations 0.5m 1.5m 2.5m 3.5m 

1500 0.301 0.308 0.313 0.315 

1000 0.253 0.254 0.256 0.259 

750 0.275 0.277 0.267 0.250 

500 0.275 0.265 0.248 0.232 

Average radius 0.272 
error in average 35.88% 



Table 6.14 Summary of wire element results. 

Description 

0.167 PCBi* 
0.167 PCBn* 
0.167 AVi 
0.167 AVn 

0.2s+ PCBi 
0.2s PCBn 
0.2s AVi 
0.2s AVn 

0.2 PCBi 
0.2 PCBn 
0.2 AVi 
0.2 AVn 

frequency velocity Average radius 
l---

x
-
1
-

0 
8 -%---t--~:....;,.....;::....::....;;; % 

(MHz) 

20.35 
19.70 
18.10 
17.35 

19.75 

18.10 
17.35 

19.80 

17.35 
17.40 

(ms- l ) error (m) error 

3.256 
3.152 
2.896 
2.776 

3.160 

2.896 
2.770 

3.168 

2.770 
2.780 

8.608 
5.139 

-3.400 
-7.403 

5.406 

-3.400 
-7.603 

5.673 

-7.603 
-7.269 

0.274 
0.357 
0.200 
0.233 

0.393 
0.416 
0.262 
0.225 

0.349 
0.370 
0.208 
0.272 

64.07 
llL 00 

19.87 
39.60 

96.56 
107.75 

30.78 
12.69 

74.50 
84.96 

3.97 
35.88 

* i = instantaneous scattering, n = non-instantaneous. 
+ description contains short-circuit nodes (figure 6.15) 

Table 6.15 Variation in modelling accuracy with finer mesh. 

a) Power Conservation Boundaries. Figure 6.2c excitation. 

mesh frequency radius (m) 
description (MHz) range average theoretical 

3 x 3 19.05 0.412 < r < 0.541 0.484 0.212 

5 x 5 19.20 0.218 < r < 0.280 0.248 0.127 

7 x 7 19.25 0.118 < r < 0.222 0.178 0.091 

9 x 9 19.25 0.018 < r < 0.206 0.139 0.071 

11 x 11 19.35 0.010 < r < 0.169 0.145 0.058 

b) Averaging Boundaries. Figure 6.2c excitation. 

mesh frequency radius (m) 

description (MHz) range average theoretical 

3 x 3 17.35 0.279 < r < 0.345 0.309 0.212 

5 x 5 17.50 0.066 < r < 0.210 0.139 0.127 

7 x 7 17.50 0.047 < r < 0.164 0.102 0.091 

9 x 9 17.50 0.028 < r < 0.222 0.100 0.071 

All results using figure 6.2b excitation highly unstable. 
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Surprisingly, the averaging boundary gIves 

consistently more accurate modelled radii when compared 

with the power conservation boundary. Generally, both 

boundaries give a error < 9% for the velocity of 

propagation. The use of instantaneous scattering reduces 

the modelled radius and improves the accuracy. 

The PCB results give a modelled radius approximately 

double the desired radius. To determine whether this is due 

to the nearness of the side boundaries in the wire element, 

the simple wire geometries shown in figure 6.2hwere pre­

solved (with both types of diakoptic boundaries and both 

types of excitation). From the results obtained in Chapter 

3 the radius of such wires should be 0.6366£. Table 6.15 

shows that the increased number of nodes between the WIre 

and the PCB does not reduce the error. For an AVB the 

average results are more accurate, but the range of results 

is much wider. In fact the results for AVB were very 

iteration dependent. For the 5 x 5 mesh description the 

overall average radius was 0.139m but this is the average 

for 2000, 1500, 1000 and 750 iterations. Taking each of 

these iterations in turn the approximate average radii are 

0.07, 0.09, 0.2, 0.19 showing a clear distinction between 

high and low numbers of iterations. (Taking the average 

over 1000 and 750 iterations leads to r = 0.198m compared 

with the theoretical answer of O.127m). 

This sort of error occurs with both types of 

boundaries and is due to the filtering function used. 



Figure 6·21a SimQle 'WIre geometries 
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Since this IS not ideal errors are introduced as explained 

In Chapter s. For a low number of iterations (e.g. 500) 

of the coarse mesh this is not important but, as shown in 

figure 6.22, after 1500 iterations the predicted voltage 

has become unstable. At 3500 iterations a clear error IS 

observed. 

6.5 Discussion 

Clearly neither the averaging nor the power 

conservation boundaries are entirely satisfactory. The 

actual averagIng process 1S required so that the fine mesh 

can be connected to the coarse mesh. But the use of 

averaging (either boundary) reduces the accuracy of the 

model, particularly at the boundary. The averag1ng used 

is rather crude - 81 lines reduced to one for 0.167m or 

100 to one for 0.2m WIres. The use of multiple boundaries 

at the terminations does improve accuracy but requires much 

more work and storage. Including the terminating boundary 

in the wire element is by far the best solution to the 

problem. 

Boundaries between W1re elements are far more 

difficult to determine. An ideal solution would be to have 

no averaging at these boundaries. This can only be 

realistically achieved in the long WIre element geometry 

(no boundary). Even this requIres an exceSS1ve amount of 

computer resources to generate and store the scattering 

matrix. 



figure ·6-22 Vo ltage observed W'ith time (iterations) 
for wire element model 
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The averaging boundary is non-physical and lossy 

whilst the power conservation boundary enables propagation 

velocities larger than light. It is the very nature of 

the PCB that causes the problem. The free-space conditions 

are not observed by the boundary because there are 

reflections back into the fine-mesh from the boundary, as 

shown 1n figure 6·23a. Thus €Z f 1, which changes the 

modelled radius. Also a wave propagating at an angle to 

the wire axis will be partially reflected by the PCB 

(figure 6.Z3b). When the scattering matrix of such a 

wire element is computed and then filtered using the 

standard low-pass filter (Chapter 5) more information about 

a pulse incident at A is available at B instantly (which 1S 

clearly incorrect) than is the case for an averag1ng 

boundary (6.Z3c). 

For the averaging boundary €Z = 1 and so the modelled 

radius 1S more accurate. The velocity of propagation will be 

less than light because information is lost by the boundary. 

This 1S particularly true of directional information of 

oblique waves (although this is also true of the PCB). 

The use of instantaneous scattering glves a more 

accurate result. This is because one extra, significant, 

term previously truncated from the filtered impulse response 

defining the scattering matrix of the element has been 

included. 

Frequency Domain Diakoptics has not been used for 

pre-solved elements because, for each node modelled, a 



£lgure 6·23 Reflections from diakop.tic boundaries 
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12 x 12x(number of frequency steps) matrix would be 

required. This was far too large to be stored (677 Kbytes 

approximately) . 

6.6 Conclusions 

Whilst it is possible to model variable radii 

uSlng a pre-solved element technique it can be difficult 

to predict what radius is being modelled. 

Terminating boundaries are best included ln the 

Wlre element. 

The averaglng diakoptic boundary glves the best 

balance of accurate radius and realistic velocity of 

propagation. 

Long Wlre elements, whilst requlrlng large 

computational effort, are considerably more accurate than 

many single-sliced elements joined together. 
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Chapter 7 
the Different TLM Models 

7.1 Introduction 

The purpose of this chapter 1S to compare the 

currents predicted by the different TLM models (Chapters 2, 

3,4 and 6). 

Firstly, the short-circuit node Wlre was compared 

with the lD solution for a simple infinite wire-above-ground 

geometry. 

Next the same two models were compared for a Wlre of 

varying length terminated by non-zero loads. A 6~x6~ 

(single node) wire was also compared with the ID solution 

for a terminated line of fixed length. 

Finally, the long W1re element, short-circuit node 

and ID models were compared for a short wire in a cavity. 

7.2 Short-Circuit Node and lD 

7.2.1 Single-Slice 

Figure 7.la shows the 3D geometry used for these 

comparisons. The excitation was a magnetic field impulse 

at the position shown. This effectively models a plane 

wave incident on the wire from above. 

The geometry was solved in two separate ways. 

First the short-circuit node was included in the , 

model and the current induced computed using a TLM 3D solver. 



£jgure 7·1 Single-slice (infinite wire) geometry_ 

a) 3D model 

matched" 

o/c 
~ 

\ .. 

b) 10 model 

I 

sic node 
\ 
* S·Sm ] ri 

L\l= 1m 
36m 

d <b It) 
d t 

-

sic 
~ 
~I 

__ ---------41+~----~ 

219·110 

30m 

1 
DtJ 
6t 

y 

X 

-z 



109 

Secondly, the short-circuit node was removed from the 3D 

model. The incident flux and voltage between the Wlre 

position and the ground plane (as a function of time) were 

then obtained from a separate use of the 3D solver. These 

flux and voltage responses were differentiated numerically 

and then filtered and resampled at twice the original time 

step (to convert from the 3D time step, ~t3D=6~/Zc, to the 

lD time step, ~tlD = ~~/c). 

Using the techniques of Chapter 4, the impedance of 

the wire to ground for the short-circuit node can be obtained 

from a separate 3D solution of the problem with current 

excited directly. This gave an impedance of Z19.11Q. With 

the flux, voltage and impedance the simple lD model shown in 

figure 7.lb was used to calculate the current flowing in the 

short-circuit load. Figures 7.Za and b show the time and 

frequency domain compar1sons between the two methods. 

There 1S reasonable similarity between the lD and 

3D responses. In the time domain, the widths of the 

responses are equal, the slight delay in the lD solution being 

caused by the differentiating and filtering routines. The 3D 

solution does show the addition of oscillations which are 

unlikely to be entirely due to TLM noise - that is oscillations 

at the time step. This oscillation see~s to correspond with the 

peak in the frequency domain at Z13 MHz, or A ~ 1.4m. This 

wavelength cannot be due to a wire resonance but it may be 

due to some complex resonance between the wire and the outer 

boundaries of the 3D geometry. The frequency domain 

responses show broad agreement upto ISO MHz (which is the 
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filter cut-off frequency (Nyquist) for the lD solution). 

The global minima of the two responses occur at the same 

frequencies whilst the maxima do not. In addition there 

are local minima in the 3D solution. The frequencies of 

these maxima and local minima (in 3D) again do not correspond 

to any wire resonance nor do they correspond to multiples of 

the wire to ground length. To test whether these maxima and 

minima are connected with complex wire to outer boundary 

resonances, short wires with terminations were investigated. 

7.2. Short Wires with Terminations 

The short W1re geometry is shown in figure 7.3. For 

the ID solution the flux and voltage were calculated in the 

same way as for the prev10us section, the only difference 

being the circuit components of the lD model itself, as 

shown in figure 7.3b. In the 3D model the SOQ terminating 

loads were modelled by imperfectly conducting sheets as 

shown. The reflection and transmission coefficients of 

these sheets (p,T) were chosen to model the SOQ loads in 

the way indicated by figure 7.3c. To simulate the same 

condition for the lD model the same reflection coefficient 

must characterise the load terminating the wire. Thus a 

reflection of -0.7657 1S again required. Since the charact­

eristic impedance of the lD line is different to that of 

free space (20l.67Q not 376.73Q) the lD load corresponds to 

a 50 x 201.67 = 26.77Q load, as shown in figure 7.3b. 
376.73 

The comparison between the lD and 3D methods for 

this geometry are shown in figure 7.4. The difference betKeen 

the global minima is caused by obtaining the incident flux over 
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4m between the Wlre position and ground, rather than the 

actual distance of 3.5m. Again there are additional local 

mlnlma on the 3D response. To find out whether these minima 

are dependent on the position of the external boundaries the 

geometry was changed slightly. 

If the outer (z) boundaries are moved 1m further away 

from the wire then the spectrum changes as shown by figure 7.5. 

A small change in the outer geometry has made noticeable change~ 

to the frequency spectrum. Some of the maxima and minima have 

changed amplitude and position. 

By enlarging the outer geometry still further the 

spectrum becomes figure 7.6. This clearly shows that the local 

minimum at approximately 30 MHz has been removed, just by 

making the TLM workspace larger. 

For a very large workspace still containing the same 

Wlre geometry the frequency spectrum of figure 7.7 was 

obtained. Extra local minima and maxima appear on the on the 

spectrum in the range 0-40 MHz and there is a sharp increase in 

amplitude around 52 MHz but the response between 85 and 130 MHz 

is much more like the lD result than the previous geometries. 

The lD solution does not vary with the movement of 

any of these external boundaries (except for the top boundary) 

which only causes a time delay in the current induced). For 

a perfectly conducting wire above an infinite ground plane 

the fault lies with the 3D solution. As shown above the 3D 

TLM mesh must form a finite workspace (e.g. 39 x 15 x 20 

nodes). At the edge of this workspace boundary conditions 

must be introduced as shown in Chapter 3. In order to model 

an infinite ground plane open-circuit boundaries were placed 

as shown in figure 7.3. This effectively models a multiple 
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w1re geometry and it is likely that the additional m1n1ma 

(and maxima) on the 3D responses will be due to this. 

Since for this (figure 7.3) geometry, with wire of 

length 4m, the minima due to flux and wire length consid­

erations will all correspond to mUltiples of 4m the length 

of the wire was increase to 6m as shown in figure 7.8. 

The loading conditions were identical to those for the 

previous example. Figure 7.9 shows the lD and 3D frequency 

responses obtained and the predicted frequencies for flux 

and wire resonance conditions. The lD method computes 

these frequencies accurately but the 3D methods do not. 

The low frequency compar1son 1S very good with both spectra 

agreeing up to about 25 MHz. 

An even longer terminated wire of 16m in length 1S 

shown in figure 7.10. Again the wire is excited by a 

magnetic field as shown. The resulting frequency responses 

obtained by the lD and 3D methods are shown in figure 7.11. 

Although the general trend of the results 1S similar there 

are two noticeable features - there seems to be a shift in 

the maximum and minimum frequencies (in the 3D case), and 

the 3D solution has a higher amplitude. These effects are 

most likely caused by two factors: 

i) The flux calculation for the lD model was 

calculated over the incorrect distance. 

This would cause the lD amplitude to be 

wrong. 
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ii) The electrical length of the 3D W1re 1S 

different from its physical length - that 

1S energy radiates beyond the wire termin­

ations, something which cannot happen in 

the lD model. 

For the flux calculation a 3D model without a W1re 

was used. The incident flux between the W1re position and 

ground is required but the TLM model can only obtain the 

magnetic fields (hence flux) over a discrete distance (to 

the nearest ~£/2). The height of the W1re was 3.sm and so 

the flux can be obtained over 3.s~£. This 1S only correct 

for a thin W1re approximation. For a W1re of radius 

O.2m ~ r ~ O.sm (i.e. a short-circuit node) then the height 

over which the incident flux should be calculated is (h-r) 

as shown by figure 7.12. Since this was not possible 

(unless h-r = n~£) the nearest discrete length was taken. 

This does cause some discrepancies between the methods. 

A short-circuit node wire can hardly be described as 

'thin' and this will also lead to differences between the , 

two methods. The 3D TLM model solves Maxwell's equations, 

and by implication in the vicinity of the wire: 

aD 
I + f at· dS 

S 
(7 . 1) 

but the lD thin W1re approximation assumes (Chapter 2) 

~ H.d£ = I 
2 

(7 . 2) 
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The terminating loads in the lD model are lumped 

resistors which apply the load at a point. In 3D the loads 

are imperfectly conducting plates defined in terms of 

reflection and transmission coefficients. This means 

energy does penetrate the load and so the electrical length 

of the Wlre (i.e. the points where, for the longest wavelength 

resonance, the voltage between the Wlre and ground is zero) is 

longer than the physical length. 

All these factors will cause discrepancies between the 

two methods. 

7.3 Single Node (~1 x ~1) Wires and ID 

To avoid problems with incorrect flux calculations 

the ~t x~twire shown in figure 7.13 can be used as the 3D 

model. The incident flux and voltage for the lD model can 

be confidently calculated over 3~t and then used in the 

normal way. The impedance of the wire to ground was found 

using equations (3.2) and (3.3) Chapter 3 and Z =vf:¥. 
C 

For this single node wire the radius of the Wlre was found 

to be O.636m (Chapter 3) and the height 1S 3.5m. This gives 

an impedance of l43.32~ for the lD model. The loads at each 

end of the wire were 50~ which were modelled in 3D as 

indicated in the previous section. This gives a ID load 

of 19~. 

Figure 7.l4a shows the comparlson between the ID 

and 3D methods if the lD flux is obtained over 3.5m rather 

than 3m. Whilst the results are generally similar there is 
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a frequency shift and a difference in amplitude. When the 

flux is obtained over 3m the results shown in figure 7.l4b 

are calculated. This time the amplitudes are In good 

agreement but there still is a frequency shift. Examination 

of the first minimum shows that for the lD model the 

frequency IS 18.7 ~rnz which corresponds to a wavelength of 

16m. For the 3D case it was found (Chapter 3) that the 

velocity of propagation for a wave on this model is 

2.B2 x lOB ms- l From the figure the frequency of the first 

minimum is approximately 17.2 MHz. Thus the wavelength A is 

= 2.B2 x lOB 

17.2 x 106 = l6.39m 

This suggests that in the 3D WIre model shown in figure 

7.13, the electrical length of the wire extends 0.20m 

beyond the physical ends of the wire. This is not an 

unreasonable observation as there is radiation beyond the 

wire termination which effectively lengthens the wire at 

different frequencies. 

7.4 arison Between ID, Short-Circuit Node and Lon 
ements 1n an MP Env1ronment 

The lD, short-circuit node and long WIre elements 

were compared using six distinct geometries. The basic 

geometry is shown in figure 7.15. In the Z-dimension the 

problem is limited to 4m to accommodate the long wire 

element. The geometries considered were: 

i) a wire above ground, 
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ii) a Wlre In an open box, 

iii) a Wlre In a closed box with aperture. 

An additional variation to each geometry was the inclusion 

of a discontinuity at the base of the problem as shown by 

figure 7.ISbiv. 

In all cases a magnetic field impulse was used to 

excite the problem as shown in figure 7.lSb. When the 

aperture geometries were used this excitation was above 

the aperture (i.e. outside the box). The time varying 

currents were obtained from all three models at a point 

O.Sm along the Wlre (at z = O.Sm). These currents were 

then convolved with the EMP waveform shown in figure 7.lSa. 

The ID and Wlre element models were chosen to 

represent a Wlre of radius = O.2m whilst the short-circuit 

node wire models a radius of approximately O.S6m (Chapter 4). 

Figures 7.16a and b show the time-domain responses 

for a wire above ground with and without a discontinuity. 

With no discontinuity the ID and short-circuit node models 

show reasonable agreement. The wire element has a more 

rapid decay rate than the other two models and to maximum 

amplitude is 2/3 of that of the short-circuit node. 

A similar picture is obtained for the discontinuity 

geometry (7.16b). Here both the ID and short-circuit node 

models show an increased oscillation after the initial rise, 

due to reflections from the discontinuity. The short-circuit 

node and lD models preserve the (different) amplitudes of 
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the oscillation whilst they are quickly damped out in the 

wire element model. Again the W1re element also has a 

lower maximum amplitude. The time domain responses for 

a wire in an open box are shown in figure 7.17. With no 

discontinuity (a) the lD and short-circuit node models 

exhibit similar but not identical waveforms. The wire 

element model has a slowly decaying response which is not 

the case for the other two models. With a discontinuity 

(b) all the methods predict an oscillating current after 

O.05~s. The lD and short-circuit node models maintain a 

constant average amplitude beyond this time whilst the W1re 

element response decays. The frequency of oscillation 1S 

different in each model. 

For the W1re 1n a closed box with aperture (figure 

7.18) there is more similarity between all the methods 

particularly over the first two cycles. This is true both 

without (a) and with (b) a discontinuity. In both cases 

the amplitudes of the first peaks are quite similar. 

Subsequent peaks and the zero crossings do show differences. 

The differences between the three methods are 

caused by a number of factors: 

i) as previously stated the radius of the short­

circuit node is different from the other two 

methods. 

ii) the pre-solved W1re element 1S a lossy 

structure. The use of time and spatial 

averaging plus a truncation of samples used 
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to describe the Wlre element ensure that 

power and charge are not conserved by the 

model. 

iii) Incident flux and voltage for the lD model 

are calculated over a discrete distance. 

This implies either a thin wire or a single 

node (6£ x 6£) wire as previously stated. 

If the calculation implies a single node wire 
aD 

then the Is at· dS term in Maxwell's equation 

should have been included. For the lD solutions 

in this section the flux and voltage were 

calculated over 3m - so the wire is not thin. 

iv) No common mode current was calculated for the 

lD results. Hence the field solutions compute 

total current but only differential mode current 

is available from the lD model. 

Despite the differences mentioned above there is a reasonable 

similarity between the three methods. This is especially true 

when it is noted that the coupling into the Wlre is calculated 

in completely different ways by the lD and field solutions. 

7.5 Conclusions 

Reasonable comparisons have been made between the 

varlous TLM wire models. 

The differences between the methods result from a 

number of causes: 
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i) Field solutions require outer boundaries 

to the TLM workspace which can introduce 

non-physical resonances. 

ii) Wire terminations in the field solutions 

generally radiate energy beyond the end of 

the wire. This means the electrical length 

of a wire is longer than its physical length. 

iii) The lD method calculates the differential 

mode current in a thin wire. The field 

solutions calculate the total current in a 

non-thin wire. 

iv) The incident flux and voltage were calculated 

over a discrete distance which was different 

from the actual distance required. 

v) Averaging in time and space makes the WIre 

element lossy. 
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Chapter 8 Further Discussion and Overall Conclusions 

8.1 Discussion 

Three methods of describing Wlres in a TLM 

simulation of an electromagnetic field problem have been 

investigated. These are: 

i) A one dimensional approach 

ii) A fine mesh description of the Wlre -

including the short-circuit node. 

iii) Pre-solved wire elements using diakoptic 

techniques. 

Ideally, with infinite computing resources, the currents and 

voltages coupled into wires could be modelled on a very fine 

TLM mesh where the wire radii and inter wire distances 

determine the mesh spaclng. Chapter 3 showed that if the 

mesh is sufficiently fine then an accurate radius and 

velocity of propagation of waves on the wire can be computed. 

Practically, a very fine mesh could not be used since too 

many computer resources (i.e. storage and execution time) are 

required. If errors both in the radius and velocity of 

propagation of up to 10% can be allowed then it is possible 

to use a coarser mesh description. The coarsest descriptions 

of a wire in the 3D TLM models are the short-circuit node or 

a ~~ x6~ (single node) wire. This limits the coarsest mesh 

to that which gives the wire radius equal to 0.S6~ (approx.). 

However there is a further condition that there must be at 

l~ast one (preferably more) TLM nodes between the wire(s) 
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and any other metal object modelled (otherwise a discrete 

plane rather than two wires (say) would be modelled). It 

was demonstrated in Chapters 3and 4 that such crudely 

described wires can be used and that the resulting 

measured parameters contain about 10% error. There IS 

still a problem. In any practical geometry the wire radius 

IS very much smaller than any other dimension. If this is 

the case then the 3D single node wire model may still be 

computationally too demanding. Chapter 4 showed that it 

was not possible to reduce the effective radius of the 

short-circuit node by the addition of stub transmission 

lines to the geometry. Thus for a non-diakoptic 3D field 

approach there are computational rather than geometric 

difficulties in modelling wires. 

Different radii WIres could be modelled uSIng the 

pre-solved element technique (Chapter 6). With this only 

the wire is solved on a fine mesh. The scattering matrix 
I 

which defines the way the wire interacts with the rest of 

the space is inaccurate when time and space approximations 

to the data are made. This can cause instability when the 

model is used. The main difficulty with the use of pre-

solved wire elements comes from the need to join many 

elements together to form a length of wire and to include 

terminating boundaries. As was shown in Chapter 6, there 

was a need for the terminating boundaries to be included 

in the wire element. Although this does not cause a 

problem it does remove complete generality from the wire 

element. The difficulty occurs when adjacent wire elements 
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are connected together. Because of the crude spatial 

approximation techniques used at these boundaries much of 

the fine mesh description was lost (by averaging 100 or 81 

fine mesh transmission lines to one line on the coarse 

mesh) . 

One way of avoiding the above problem was to extend 

the length of the wire element to 4~£ long. Such a WIre 

element was pre-solved and the matrix obtained used to 

model a wire in a 3D field solution. Again this model IS 

lossy In such a way that the computed current becomes 

unstable after about 750 iterations - in the same way that 

the time domain approximations used in the diakoptic method 

In Chapter 5 caused the time response to become unstable. 

For low iterations and the averagIng diakoptic 

boundary, the pre-solved 4~£ element gave a reasonable 

prediction of the current. 

In order to pre-solve even longer WIres a sufficient 

number of time-domain samples are required to model a wave 

propagating the length of the wire (i.e. the transit time 

of the wire) . If L IS the length of the wire element then 

at least 2L samples are required plus a margIn of error 

(say 12) giving (2L + 12) samples. The matrix size also 

increases as a function of (4 + 8L)2 to describe the port 

to port scattering. So just to describe the wire, the 

storage required is approximately: 

(4 + 8L)2 (2L + 12) storage units 
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and for L = 4 and 8 b t Y es per storage unit this becomes 

202.S Kbytes 

It is clear that, since the storage requirements vary with 

L3 , longer wires require considerably more store and 

computational effort to find the scattering matrix than the 

shorter wires. It is likely that a wire of any appreciable 

length will have storage requirements which exceed that for 

a non-diakoptic fine mesh. For example consider a fine 

mesh geometry containing a W1re which is 30 x 20 x 40 nodes. 

This gives 24000 storage elements. Now assume that with a 

w1re element the same space can be modelled using 6 x 4 x 8 

nodes, (l/Sth size) with the long wire element on the 

longest (8) length. The total storage required will be: 

(4 + 8 x 8)2(2 x 8 + 12) + 6 x 4 x 8 = 129644 elements, 

over S times more storage than the fine mesh. This along with 

the errors obtained using wire elements makes this technique 

unsuitable for long wires. 

If single wire elements could be used the storage 

requirements would be reduced dramatically. What is required 

is some form of boundary between adjacent elements that 

provides a reasonable connection. As shown in Chapter 6 

neither a matched nor an open-circuit boundary are suitable 

for this purpose. It may be that the non-physical use of a 

short-circuit boundary or the continuation boundary (57) 

would 1mprove the model, but this seems unlikely. 

A special case of a pre-solved wire element 1S the 
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short-circuit node as b 
- seen y one of the derivations 1n 

Chapter 4. 

The methods discussed so far are capable of 

modelling the total current flowing in the wire - or with 

difficulty in the load. The lD method allows for the 

calculation of the differential mode current in thin wires 

and their terminations easily. To calculate this current 

the incident flux and vOltage between the two wire 

positions has to be obtained and differentiated. This can 

be achieved in a number of ways: 

i) By analysis. Examine the geometry and 

calculate what the incident flux and 

voltage are (e.g. see the comparisons with 

the RADC method in Chapter 2). 

ii) Use an electromagnetic solver (e.g. TLM) 

to obtain the incident terms and differen-

tiate numerically (as in Chapter 7). 

iii) Use the solver to find the incident terms 

but interpolate the results for smaller 

distances between wires. 

Difficulty can arise when a wire 1S put into some 

complicated geometries. Figure B.la shows that for a wire 

close to two short-circuit boundaries the geometry is really 

that of a multiple wire geometry. The problem cannot be 

solved using the existing technique but may be soluable 

using a modified form of the lD model (i.e. the multiconductor 

model presented by PAUL (30)). 
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However if the W1re 1S close t 1 o one pane but relatively 

distant from others (as in figure 8.lb) then the dominant 

modes are those between the two closest wires - and other 

modes can be ignored. In the frequency domain versions of 

this method (e.g. (7)) the following conditions are 

enforced: 

i) the W1re radius is thin 

ii) the distance above ground/between W1res 

is small compared with the wavelength of 

a mode of propagation. 

In the TLM version this latter condition can be relaxed 

slightly as the method correctly calculates the time-domain 

flux variation between the two wires, although modes of 

propagation other than TEM will not be modelled by the 

transmission-line equations. The frequency methods excite 

all frequencies with the same amplitude (i.e. an impulse in 

the time domain) which implies that the pair of wires are 

close together with respect to any wavelengths of interest. 

In the TLM version it is possible to calculate, in the time 

domain, the actual time response of the flux (which in the 

frequency domain will not be linear). The lD transmission 

line equations still correctly model the TEM propagation of 

the induced voltages and currents. In this way one of the 

limitations of the lD (frequency domain) method has been 

reduced. Also, as shown in Chapter 2 it is possible to 

introduce non-linear loads into the lD-TLM method, something 

which cannot be done in the frequency domain. 
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The comparisons between methods in the previous 

chapter has shown that, even with the problems described 

above there is reasonable similarity between the resulting 

currents. A justifiable question to ask is which method 

provides the best model for a given situation? 

Probably the easiest and most versatile method to 

use 1S the lD model (Chapter 2). It is very simple to 

operate but at present has three main drawbacks: 

i) the thin W1re approximation. 

ii) it only computes the differential mode. 

iii) it does not compute any re-radiation 

effects. 

The total current in the lD W1re model may be computed by 

using the so-called antenna mode equations (1). It is 

probably not necessary to do this though, since it is the 

current flowing through the load (i.e. the differential 

mode) that is required. 

The other, 3D, solutions whilst glv1ng reasonable 

results for the geometries chosen can be quite clumsy and 

inefficient to use. For example, it would not have been 

easy to use a 3D field model to obtain the current flowing 

in the non-linear load as used in Chapter 2. Firstly the 

geometry is too large - the wire radius would fix the 

space step of the model at a maximum of 2.Smm giving at 

least 4000 x 40 x 1 nodes. Secondly, there is some difficulty 

in modelling linear loads in a field solution. Non-linear 

loads may be extremely complicated to model. 
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The 3D pre-solved Wlre elements, whilst being an 

interesting concept, do contain such large approximations 

at the boundary between elements and in the filtering of 

the time-domain data that the use of such a model could 

only be recommended for short wires and short time durations. 

Fine mesh field solutions may be suitable for long 

thick wires (or cable looms) running between well shielded 

pieces of equipment. However, the differences between the 

inductance and capacitance forms of the TLM mesh (shunt and 

series nodes in 2D) can lead to velocities of propagation 

less than the velocity of light. This may not be such a 

problem since real wires are lossy and the velocity of 

propagation on these wires will be less than the velocity 

of light. But the size of radii which can be modelled is 

limited by the mesh size and since practical wires have 

radii <1 cm in geometries of the order of metres the amount 

of storage required could be large. 

Multiconductor wire solutions exist for the lD type 

of solution (24-43) and this model could be extended to 

model these. 

The wire-element model could also be used to model 

multiple wires - but in the current state of development 

it can not be recommended. 
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8.2 Conclusions 

Four W1re models have been developed which allow 

the voltages and currents induced to be calculated. Three 

of these models are different forms of 3D TLM electromagnetic 

field solutions. The fourth model is a one dimensional model 

which allows the computation of the differential mode current 

in a thin wire. All the 3D solutions depend on a physical 

representation of the wire. The minimum radius that can be 

modelled is approximately half the TLM mesh spacing. This 

effectively requ1res a very fine mesh step implying a very 

large TLM workspace. 

The ID model 1S the easiest and most computationally 

efficient model to use. It could be modified to allow 

multiconductor wires to be solved. Non-linear loads can be 

modelled. 
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Appendix A A Summary of the Transmission-Line Matrix 

Al Introduction 

This appendix briefly summarises the TLM method (in 

two dimensions) and shows what equivalences are made between 

the transmission-line model and Maxwell's equations. There 

are two forms of the TLM method in two dimensions: shunt 

mesh and series mesh. Each assumes no field variation in 

the third dimension. 

A2 Shunt Mesh (TM Modes) 

Figure Ala shows the propagation of a typical 

transverse magnetic wave in two dimensions. It has components 

of magnetic field only in the plane of the 2D space and 

electric field only perpendicular to the space. Hence 

H = E = Ey = Q,in this case. Maxwell's equations applied 
z x 

to such a propagation yield (19): 

These 

3E z 
ax = 

3H 
~ 

l-l3t 

3E 3H 
z x 

ay = - l-la-t 

3H 3H 
x ~ + 

dY 3x 

combine to glve 

a 2E a 2E 
z + 

3x 2 ay 2 

aE z 
= €~ 

3 2E 
z z 

= l-l€ 
3 t 2 

(AI) 

(A2 ) 

(,\3 ) 

(A~) 
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It was proposed by Johns and Beurle (57) that the lumped 

network shown in figure A2 models the equation (A4). 

To verify this consider a plane wave propagating 

along an interconnected mesh of such primitive networks 

(figure A3a). This can be reduced to a one-dimensional 

problem if open-circuit boundaries are introduced as shown 

(figure A3b). The lumped network then becomes (figure A3c). 

From (19) the transmission-line equations for a distributed 

network similar to figure A3 would glve: 

3V z 
ax-

-3 I x 
dX 

I::, x 

I::, x 

= 

= 

L 
x 

81 x 
8t 

differentiating (AS) wrt x: 

and (A6) wrt time: 

= 

Substituting (A7) into (AS) gives: 

8 2V 
_-;::--z I::, X = 

a x2 

Slmilarly for propagation ln the y-direction: 

(AS) 

(A6) 

(A7) 

(AS) 

(A9) 
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From Johns (89): 

L x 

L 
Y 

C z 

= 11 6y 
6x 

= E: 
6x6y 

6z 

143 

6Z 

6Z 

Adding the two solutions (A9) and (AlO) and making the 

substitutions (All - A13) gives: 

a2 

(~~ ) + a2 

(~~ ) 32 (V z ) 
ax 2 ay2 

= 11E:- -
at2 6z 

Also from (AS, A6, All - A13) 

3 (Vz ) 
ax 6Z - 3 ex) - l1at 6y 

3(VZ )_ 
ay 7SZ - -~~t( ~ ) 

Comparing (A14 - A16) wi th (AI - A3) requlres that: 

V 
Ez 

z 
= - ?S:i 

I 
H = rl x 

I 
and Hy 

x = 
~y 

(AlO) 

(All) 

(A12) 

(A13) 

(A14) 

(AlS) 

(A16 ) 

(A17) 

(A18 ) 

(A19) 
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This shows that an interconnected network such as in 

figure A3 can model Maxwell's equations ln 2D. However, 

when Maxwell's equations are made discrete by using the 

network errors are introduced. These errors are discussed 

fully by Johns and Beurle (57) and Brewitt-Taylor and 

Johns (89). 

If the lumped network of figure A2 is now considered 

to be a palr of intersecting transmission lines (with 

~x = ~y = ~~ and ~z is taken to be 1m, figure A4) then each 

branch of the network has the same impedance. 

An impulse incident on one branch of the network will 

be scattered by the impedance discontinuity at the node 

(figure AS). 

From the basic transmission-line premlse that the 

voltage on a transmission-line is the sum of a forward and 

a backward travelling voltage waveform (19) 

then (A20) 

where V is the voltage at the node 

V1 represents the voltage impulse incident on the 

node (the forward wave) 

and Vr is the voltage reflected from the node (the 

backward wave) . 

From the Th~venin equivalent circuit of the intersec­

ting transmission-lines (figure AS): 
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2 (VI + VI + VI + VI) Z/3 V = 1 2 3 4 
4/3Z (A21) 

gIvIng 
VI + VI + VI + VI 

V 1 2 3 4 = 
2 (A2Z) 

from equation (A20) this gIves (in matrix form) : 

v r 
-1 1 1 1 VI 1 1 

Vr 
1 -1 1 1 VI 2 1 Z = 2 (AZ3) 

Vr 
1 1 -1 1 VI 3 3 

Vr 
4 1 1 1 -1 VI 

4 

or 

= (A24) 

where S is termed the SCATTERING MATRIX. 

(However, it is usually more efficient to calculate the 

nodal voltage, equation A22, and then apply A20). 

Different permittivities can be modelled by increasing 

the capacitance at the node In figure AZ. This can be 

achieved by adding an extra open-circuit stub transmission-

line at the node as shown in figure A6 and described by 

Johns in (59). The admittance of such a stub is 

= 
2C 
L\t 

(82) (AZS) 
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This can then be modelled uSl"ng th " e scatterlng 

equation : 

vr 
-(2Y +Y ) 2Y 2Y 2Y 2Y VI 1 o s 0 0 0 s 1 

Vr 
2Y -(2Y +Y ) 2Y 2Y 2Y VI 2 0 o s 0 0 s 2 

Vr - 1 \,1 
3 - 4Y +Y 2Y 2Y -(2Y +Y ) 2Y 2Y 

o s 0 0 
o s 0 s 3 

Vr 2Y 2Y 2Y -(2Y +Y ) 2Y VI 4 0 0 0 o s s 4 

Vr 2Y 2Y 2Y 2Y Y -4Y V: 5 0 0 0 0 s 0 ~ 

(A26) 

Reflected voltage pulses from one node then become incident 

pulses on adjacent nodes as suggested by figure A7. 

Exceptions to this connection routine occur at 'internal 

boundaries', and 'external boundaries' as shown in figure AB. 

The figure shows the cases for perfectly conducting and open-

circuit boundaries. Imperfectly conducting boundaries can be 

used and these are modelled by the use of reflection and 

transmission coefficients at a point mid-way between nodes as 

described in (59,90). 

The 'output' equations (A17) - (A19) can be rewritten 

ln terms of the incident voltages thus: 

E z 

d 
L: V 1 

d 
- - ---=-2 -6 -Q,-

(A27) 
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v1 _ V1 

H = 3 1 
x Z 119v (A28) 

0 

V1 _ V1 

H = 2 4 
y z Iii (A29) 

0 

or reflected vOltages 

d 
L: Vr 

E = d 
z 211 9v (A30) 

Vr _ Vr 
H = 1 3 

x Z 119v (A3l) 
0 

Vr _ Vr 

H = 4 2 
Y Z 119v (A32) 

0 

The complete routine can be summarised by figure A9. This 

shows the only valid positions for evaluating the output 

fields. 

A3 Series Mesh (TE Modes) 

For electric field only in the 2D plane and magnetic 

field perpendicular the alternative mesh (60) shown in figure 

AlO can be used. 

Maxwell's equations for these conditions are 

= (A33) 



aH z 
ay 

aE 
-.L 
ax 

aE 
= E X a:t 

aE x 
ay 

Combining to glve: 

+ 

= 

= 
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aH z 
-11 at 

Following an argument similar to the shunt 

32 ( I) + 
a 2 (~) = ~£L( ~) ax2 t:.z ay2 t:.z at2 t:.z 

with 

~x ( ~~ ) = 3 (Vy) 
Eat t:.y 

and 

~y( ~n = _£~( Vx ) 
at t:.x 

Thus H 
I = t:.z z 

V 
E 

x = -t:.x x 

V 
E = -~ 

Y t:.y 

(A34) 

(A3S) 

(A36) 

mesh yields 

(A37) 

(A38) 

(A39) 

(A40) 

(A41) 

(A42) 

The scattering matrix for the series mesh, from the 

Th~venin equivalent circuit (figure All) is: 



£.igure A10 Series node 

£gure A11 Thevenin equivalent circuit 
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figure A12 Series node with stub 
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r 
VI 1 1 1 -1 1 

VI 

V
r 

1 1 -1 1 VI 2 2 
= 1 

(A-l3) 2 
• 

V
r 

1 -1 1 1 1 
3 V3 

V
r 
4 -1 1 1 1 VI 

4 

Different permeabilities can be modelled uSIng an 

additional short-circuit stub, as indicated In figure A12. 

The scattering matrix for the node is given by: 

V
r 
1 

r 
V2 

r 1 
V3 = 

4Z +Z 
0 s 

V
r 
4 

r 
Vs 

where 

2Z 

2Z 

2Z 

-2Z 

-2Z 

Z s 

+Z 
0 

0 

0 

0 

S 

2Z s 0 

2Z +Z 
0 

-2Z 
0 

2Z 
0 

2Z S 

and Ls is the inductance 

2Z -2Z -2Z 
0 0 0 

-2Z 2Z 2Z s 0 0 0 

2Z +Z 2Z 2Z o s 0 0 

2Z 2Z +Z -2Z 
0 0 s 0 

2Zs -2Z 4ZoZs s 

(of the stub). 

VI 
1 

VI 
2 

• 
VI 

3 

VI 
4 

VI 
5 

(A44) 

The 

connection and boundary routines are exactly the same as for 

the shunt mesh described above. 
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The equations A40 - A42 can be rewritten 

or 

H = x 

E = x 

E = y 

H = x 

E = x 

E = 
Y 

1 
2Z 

0 

A4 Time Step 

I VI VI + VI) (VI (A4S) 69.- 2 3 4 

(A46) 

(A47) 

(A4S) 

(A49) 

(ASO) 

If these meshes are used to model free space rather 

than space where E = 2 (19) or ~ = 2 then the relationship 
r r 

between the mesh SIze and the time step is given by (90) 

= 12c. 
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Appendix B Three Dimensional TLM 

Bl Introduction 

References (61) and (91) record the development and 

use of expanded and condensed asymmetrical nodes in the TL~! 

process. More recently a new symmetrical condensed 3D TLM 

node has been developed (71,72,73). In this appendix TLM 

in 3D using the symmetrical condensed node will be briefly 

summarised. 

B2 The Symmetrical Condensed Node 

Figure Bl shows the symmetrical condensed node 

developed by Johns (71,72). There is no electrical network 

which describes the node and so the scattering matrix for 

the node has to be obtained by other means. Consider a 

pulse travelling towards the node as shown in figure B2. 

Associated with this pulse are the electric and magnetic 

fields as shown. By assuming that there IS no field 

rotation, the possible scattering can be deduced from 

other ports containing E and H fields of the same polaris­

ation and by noting left-right and top-bottom symmetry. 

Additional information can be obtained from similarities 

between this new node and the series and shunt nodes shown 

In Appendix A. For the example shown in figure B2 

(Bl) 

where a, b, c and d are to be determined. 



..Ei9!-lre B1 3D symmetrical condensed node 

x 

Figure B2 scattering of an incident \.lave - . 
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Extending this to all other ports glves the 

scattering matrix: 

a b d 0 0 0 0 0 b 0 -d c 

b a 0 0 0 d 0 0 c -d 0 b 

d 0 a b 0 0 0 b 0 0 c -d 

0 0 b a d 0 -d c 0 0 b 0 

0 0 0 d a b c -d 0 b 0 0 

0 d 0 0 b a b 0 -d c 0 0 

s = 0 0 0 -d c b a d 0 b 0 0 

0 0 b c -d 0 d a 0 0 b 0 

b c 0 0 0 -d 0 0 a d 0 b 

0 -d 0 0 b c b 0 d a 0 0 

-d 0 c b 0 0 0 b 0 0 a d 

c b -d 0 0 0 0 0 b 0 d a 

From the unitary condition (81) 

S.S*T = U 

For the above matrix, this glves 

2 Zb Z 
+ 

Z + Zd Z 1 a + c = 

Zab + 2bc = 0 

Zad Zcd = 0 

2ac + Zb Z - Zd Z = 0 

This glves a = c = 0 

and d = b = ~ 1 

From the similarity with the serles and shunt nodes 

d = b = + 1 
2 

(B2) 

(B3) 

(B4) 

(B 5) 

(B6 ) 

(B7) 
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and so the scattering matrix 1S: 

a 1 1 a a a a a 1 a -1 a 
1 a a a a 1 a a a -1 a 1 
1 a a 1 a a a 1 a a a -1 

a a 1 a 1 a -1 a a a 1 a 
a (j a 1 a 1 a -1 a 1 a a 

s 1 a 1 a = 2 a 1 a 1 a -1 a a a (B8) 

a a a -1 a 1 a 1 a 1 a a 
a a 1 a -1 a 1 a a a 1 a 
1 a a a a -1 a a a 1 a 1 

a -1 a a 1 a 1 0 1 a a a 

-1 a a 1 a a a 1 a a a 1 

a 1 -1 a a a a a 1 a 1 a 

B3 Fields 

The symmetrical condensed node allows the computation 

of all SlX electromagnetic field components at the node. 

These are: 

(Vr 
+ Vr 

+ Vr 
+ VI2) 

E 
1 2 9 (B9) = 

x 26 £ 

(V~ + Vr + Vr + VII) 4 8 shown figure B3 E = , 1n 
y 26£ 

(B1a) 

(Vr Vr Vr r 
+ + + VIa) 

E 5 6 7 (B11) = z 26£ 



Figure 83 Electric field E - y-

Figure B4 Magnetic field H -- y-
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- Vr + Vr _ Vr 
+ Vr 

H = 4 5 7 8 
x 2Z !::.~ 

(B12) 
0 

Vr _ Vr Vr r - + VIO H 2 6 9 = shown figure B4 y , In 
2Z !::.~ 

0 
(B13) 

- Vr + Vr r r 
H - VII + V 12 = 1 3 z (B14) 

2Z !::.~ 
0 

B4 Time Step 

Examination of the scattering of this condensed node 

reveals that it takes two time steps for a pulse entering 

the node on port 1 (say) to appear on port 12. This means 

that a plane wave on the TLM mesh takes 2!::.t to travel a 

distance !::.~. Since a plane wave in free-space propagates 

at the velocity of light, c,!::.~ and!::.t are related by: 

= 2c (B15 ) 
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