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Abstract

This thesis investigates the properties of backscattered polarized light from layered
scattering media with a view to application in the imaging of in-vivo skin for medical
application. The research includes investigation of numerically simulated samples, tissue
phantoms and in-vivo tissue.

The aim of the early research is to identify the differences in behaviour between initially
linearly and circularly polarized illumination concerning the rates of depolarization with
scattering. Initial examination is made through Monte Carlo simulations. The analysis
yields results which indicate, for forward scattering media, circular polarizations maintain
their initial state to greater depths within a scattering medium than linearly polarized
light. This result is exploited to show sensitivity of the different polarizations to different

layers within a medium and indicates the potential to achieve coarse optical sectioning.

These fundamental properties are extended to a full field imaging arrangement, using
both simulated and experimental results to illustrate polarization gating to perform sub-
surface object imaging in a medium composed of uniform scatterers. The concepts are
extended to imaging an in-vivo sample. The removal of multiple scatter and surface re-
flections is performed using a combination of linearly and circularly polarized illumination
coupled with image subtraction, to provide a sub-surface, localised tissue image. This
provides an improvement on currently applied techniques, which use linearly polarized
light and the application of a flat glass plate and matching fluid.

To exploit the spectral properties of tissue, the development and construction of a

fully automated, multiple wavelength, polarization imaging system, suitable for testing in

a clinical setting is presented.



Theoretical investigation into the potential to perform the determination of the optical
properties of a two layered sample, using simulated results in-keeping with the system’s de-

tection regime, is performed. It is illustrated that the variation of top layer thickness, bot-

tom layer scattering, top and bottom layer absorption coeflicient provides well-conditioned

data when combining polarization and spectral information.
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Chapter 1

Introduction

1.1 Background

Problems involving the propagation of light through media containing many small inho-
mogeneities occur frequently in applications utilising optical solutions. These applications
can be wide ranging and may involve attempts to determine the properties of an object
through turbid sea water[l], or perform the retrieval of information at a cellular level from
a biomedical sample(2].

Whatever the scale of the final application, the fundamental issues are the same where
the propagation of light in media such as these are concerned. Problems arise due to the
scattering effect caused by the small inhomogeneities resulting in an uncertainty determin-
ing the path of propagation taken by incident light{3]. This leads to a lack of knowledge
concerning the exact regions from which light has emanated or the exact volumes through
which the light has passed. These uncertainties manifest themselves as a loss of resolution
in both lateral directions and in terms of depth confinement in a reflection arrangement.
In an imaging regime this would lead to a lack of definition of the imaged object or, in
a problem concerned with the characterisation of the medium’s properties, uncertainty
would arise when determining the regions probed by the propagating light.

An illustration of the loss in lateral resolution due to scattering, which would form a
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| ;
Intensity Non-scattering Medium
b)
' C
e

Intensity Scattering Medium

Figure 1.1: In a non-scattering system a) an undeviated path through the medium is possi-

ble, producing a high resolution shadowgraph of any encountered feature. This is in contrast

to b) a scattering medium, where the path of propagation is ill-defined and therefore feature

edges become increasingly unclear.

problem when trying to image through a turbid medium, can be seen in figure 1.1.

One area where scattering theory is relevant is in biomedical optics due to the naturally
occurring cellular, and hence inhomogeneous, nature of biological tissue[4, 5]. This study
is more specifically concerned with the effect of human skin tissue on the propagation of
light. There are many reasons why knowledge of this behaviour is important, not least of

which is to aid the development of optical instruments for use in the diagnosis of medical

conditions. Such applications are discussed in section 1.3.

Due to the issues considered here being concerned with the examination of skin in-vivo,
it is necessary to analyse light that is backscattered from the area of interest as opposed
to light that is transmitted through the sample (as was the case in figure 1.1). Therefore,

resolution in terms of depth becomes a significant consideration in addition to that in
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the lateral directions, especially when analysing layered media such as the skin. For this
reason it would be highly desirable to be able to localise light in terms of the depth to
which it has visited within a sample. Such issues form a large part of the early research.

Even though the investigation of the skin is subject to the problems outlined above,
optical techniques have one overriding advantage making their application highly desirable
in a medical setting; the fact that they are non-invasive. This means that any experimental
procedure can be performed in-vivo with no discomfort being experienced by the patient
due to the examination procedure. This therefore allows any such technique to be readily
applied in a medical diagnostic tool, with the examination of a healthy subject causing no
detriment to the patient.

The research performed in this thesis aims to move toward the non-invasive charac-

terisation of in-vivo human skin tissue to aid the diagnostic practices of a clinical derma-

tologist. The ultimate aim is to provide a system which can extract accurate information

concerning the structure of the examined tissue from a well-defined region.

1.2 Optical Properties of Scattering Media

Problems concerning scattering media are not solely prevalent when attempting to image

an object through a scattering medium. It may be the case, as it is in many tissue analysis
applications, that it is the properties of the medium itself that is of interest. It is intuitive
to expect a physical difference in structure between two samples to result in a difference
in the way that light interacts with those samples. Therefore, if the optical properties of a
sample can be determined, this is the first step toward gaining knowledge concerning the

sample’s morphology, or at least some sensitivity to its change. The presence of scattering

is therefore used as a tool for characterisation in this case as the levels of scattering
may indicate the physical properties. It should be noted however that localisation is still

important to allow determination of the regions of sample which possess the determined

properties and to minimise the contributions from regions in which we have no interest.
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As discussed above, the aim of the research is to enable the determination of the
properties of tissue. Therefore, it is necessary to define parameters by which the scattering

media considered here can be quantified. Such properties are discussed in the following

section.

1.2.1 Scattering Properties

The scattering coefficient, u,, provides an indication of the mean number of scattering
events that are encountered per unit distance of propagation. Therefore, the inverse
of this value represents the mean distance between scattering events, or as it is more
commonly known, the mean free path (MFP). Counter-intuitively, these values are not
solely dependent on the physical geometry of a sample’s internal structure, i.e. scatterers

per unit volume, but are also dependent on the wavelength of light used for examination.
This 1s due to the subtleties of particle light scattering and, considering a single particle of

diameter appropriate here, more specifically on Mie theory(3] which is discussed in section

J.2.1. However, taking a qualitative approach, understanding of this dependence comes

from the knowledge that the geometric cross-section of a, particle does not fully define its
region of influence on propagating radiation. Mie theory dictates that the volume over

which the particle has influence is defined by the particle’s scattering cross-section, which

1s greatly wavelength dependent. It is the variation of this value with wavelength that will
alter the observed MFP.

Another parameter which has a large influence on the scattering properties of a medium
1s the anisotropy factor, g. This value is the mean cosine of the scattering angle subtended
by the incoming and outgoing paths due to a photon-particle collision, as shown in figure
1.2. Therefore, by definition, g falls within the range -1 (indicating direct backscatter)
to 1 (direct forward scatter). This value is derived from the phase function (figure 1.2)
of a particle which is also defined by Mie theory. The phase function defines the angular

distribution of luminous intensity as a function of azimuthal angle, §. When used in a
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Figure 1.2: An example phase function indicating the mean scattering angle.

modelled situation 1t can represent the probability density function that a photon moving
in direction s 1s scattered into another direction s’. The anisotropy factor has dependencies
on the refractive index mismatch between the particle and its surrounding medium, along
with the size parameter, z, associated with the illuminated scatterer. This value, z, 1s
defined 1n equation 1.1.

o SRE

 i— 1.1
I : (1.1)

where d is the geometric particle diameter and A 1s the wavelength of the incident hight.
The two values 115 and g are frequently combined in the form of the reduced scattering

coefficient, ;. This value is defined as:

ps = ps(l — g) (1.2)

and represents the mean distance for which light will propagate before having its

direction randomised|6].
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1.2.2 Absorption Properties

When light interacts with atoms within the medium through which it is propagating, the
electronic state of the atom can be changed due to the incident photon energy matching

that of an electron transition to an excited state. This leads to a transfer of energy between

the electromagnetic radiation and the atoms in the medium, observable as thermal energy.

This energy transfer is observed as a reduction in the intensity of the light and represents

optical absorption.

The absorption coefficient, u,, represents the bulk effect that the medium has on the
intensity of the propagating light. A high value of i, indicates a resulting lower intensity

after traveling through a unit distance in comparison with a medium of lower absorption.

The intensity of light transmitted through a medium is calculated from the Lambert-Beer

law shown in equation 1.3.

I = Iy exp(—pqt) (1.3)

where [ is the resulting intensity of light after propagation, Iy is the initial illumination

intensity and ¢ 1s the optical pathlength. This parameter is also wavelength sensitive due to
the variation of energy with optical frequency. The variation of i, with wavelength traces
out the medium specific absorption spectrum. The problem posed in a scattering regime

1s that ¢ is generally unknown and therefore determination of the absorption coeflicient is

not trivial.

1.3 Medical Application

As mentioned previously in the introduction to this chapter, systems used to extract the
optical, and hence physical, properties of a scattering sample can be readily applied in
medical instrumentation. Two such applications for investigation of the skin are considered

in this section. However, for completeness and to aid the understanding of both the clinical
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Melanocyte Keratinocyte
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Figure 1.3: A simplified model of the structure of superficial skin tissue.

scenarios and the models of skin tissue developed later in the study, a brief introduction

into the histology of healthy skin tissue is necessary.

1.3.1 Structure of the Skin

The superficial regions of skin tissue can be broadly divided into two layers; the outermost
being the epidermis and, beneath this, the dermis. A simplified representation of the skin’s
structure in cross-section is shown in figure 1.3.

The epidermis forms the protective barrier of the skin, with the outermost layer being
the stratum corneum, composed of keratin, which gives the skin its slightly scaly appear-
ance. The main body of the epidermis beneath this layer is highly cellular and is mainly
composed of keratinocytes (responsible for the production of protective keratin). These
regions are termed the granular and prickle layers. The basal layer forms the lower regions

of the epidermis and it is in this region where melanocytes are located. Melanocytes are
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responsible for the production of melanin, which is the main pigment found in human

skin tissue{4]. The levels of pigment are controlled by the number of melanosomes active

within the melanocytes.

The structure of the underlying dermis is not cellular like the epidermis, but has a
largely fibrous structure formed by collagen. In the upper regions of the dermis, termed
the papillary dermis, the presence of functional structures such as blood vessels and nerves
indent into the epidermis forming the oscillating epidermal/dermal boundary shown in
figure 1.3. At deeper levels within the dermis (reticular dermis) are the collagen fibres
which form the main structure of the skin. This is along with blood vessels and many other

appendages which have been omitted from the above diagram (and future consideration

in this study) for simplicity. A more complete discussion of the histology of human skin

can be found in [7].

1.3.2 Clinical Relevance

If the optical properties of the skin can be established, the development of dermatolog-
ical diagnostic tools becomes feasible. The main field of application addressed by the
techniques presented in this study are pigmented skin lesions, and more specifically skin
cancer. Skin cancer is rapidly on the increase due to many environmental, lifestyle and so-
cial developments. In a study performed by Cancer Research UK! is was reported that in
the UK in the year 2000, there were nearly 7,000 diagnosed cases of malignant melanoma,
of which 1,640 proved fatal. More than 62,000 incidences of non-melanoma skin cancers
were also reported. Similar trends are mirrored across numerous other studies(8, 9, 10].
Due to the increase in the public awareness of the condition, along with the increase in
Its occurrence, it is desirable to have a diagnostic tool available that can be used, in the

ideal case, to provide an automatic and correct assessment of the malignancy of a sus-

picious lesion, or at least provide more detailed and reliable information concerning the
1

www.cancerresearchuk.org
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histopathology of the skin for a clinician.

Current techniques for the analysis of suspicious skin lesions generally rely on assess-
ment by a clinician based on experience{11]. Used as a guide for dermatologists, specifically
for the diagnosis of malignant melanoma, is the seven point check-list{12] which forms the
outline for what signifiers indicate a malignant lesion. Another simplified version of this
is the ABCD rule[13] which looks at asymmetry, border irregularity, colour and diameter.

The human assessment process opens up the possibility for error in the diagnosis. Fur-
thermore, a system able to supply information concerning possible malignancy may enable
a non-specialist individual to make a more informed decision concerning the appropriate

referral of a patient.

The final possibility considered here for such a system in the analysis of pigmented

lesions is for use during Mohs’ surgery[14]. Mohs’ surgery is a widely used technique for

the excision of skin lesions where a tapered volume of tissue is removed under microscopic

examination in an attempt to remove only cancerous tissue. Any enhancement that could

be provided concerning the location of margins in a malignant lesion would be highly
advantageous as 1t may reduce the amount of tissue that could be excised from around

the aflected region. This would increase the quality of life of a patient in terms of recovery
time and disfigurement.

As indicated above, a widespread form of skin cancer is malignant melanoma. This
cancer affects the melanocytes which, in healthy skin, are present in the basal layer of
the epidermis (figure 1.3). Simple excision can be performed if the condition is discovered
in the early stages. However, once metastasis has occurred, malignant melanoma is very
difficult to treat and can prove fatal[15]. Therefore, accurate diagnosis and identification
of the affected area is key to treatment. In malignant melanoma the affected melanocytes
grow and spread into other regions of tissue. When the spreading occurs in the lateral
directions only the lesion is termed an in-situ melanoma. Invasive melanoma occurs in

more advanced cases where melanocytes tunnel through the epidermal/dermal boundary
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and affect the underlying structure[7]. The depth of penetration of a melanoma is defined

by Clark levels or more exactly by the Breslow thickness[16]. The Clark levels define a

five point scale of classification dependent on the layers of skin in which cancerous cells
can be observed and the Breslow thickness is a direct measure of tumour thickness after
biopsy. Non-invasive determination of these values would prove of great diagnostic use.
The most common manifestation of skin cancer is the basal cell carcinoma (BCC)[15].
These can be caused by long periods of low level exposure to UV rays in contrast to malig-
nant melanoma which show correlation with isolated events of high level sunburn possibly
resulting in blistering. BCCs are relatively easy to diagnose and rarely metastasize, how-
ever, characterisation of their extent is highly desirable. Around 75% of BCCs occur on
the face[15] and therefore, as stated above, if the area of excised tissue can be reduced and

disfigurement minimised, it would be greatly beneficial to the patient. The pathology of

BCCs is highly varied and dependent on the subclass into which they fall. For this reason

it 1s not discussed fully here. However, variations in pigmentation, epidermal thickness

and epidermal/dermal boundary definition are all useful indicators in classification{15].

A full discussion of skin cancer histopathology is not necessary in this study, but

extensive consideration of both malignant and benign conditions can be found elsewhere|7,
15, 16, 17].

The application of the techniques developed here are not restricted solely to cancers.
Another application of such a technology is in the assessment of burn injuries. Current
techniques for this classification are once again based on human assessment to differentiate
between second and third degree burns. This is a key distinction as the latter requires skin
grafting whereas the former can be left to heal naturally. Should an effective assessment

tool of burn thickness be available, this evaluation could become quicker and more reliable,

therefore providing the patient with an increased level of care.

The determination of the optical properties of human skin tissue are not limited to

use in diagnosis. In phototherapy the optical properties of the treated skin will clearly



CHAPTER 1. INTRODUCTION 11

influence the tissue’s response to the illumination(18]. Therefore, if these tissue properties

are more accurately assessed, dosimetry can become more accurate leading to both safer

and more effective treatment.

1.4 Analysis Techniques

Many different approaches have been taken for the assessment and imaging of scattering
media for a range of final applications where an improvement in resolution and localisation
are sought. These all aim to use a property which is well conditioned for light which has
probed a certain region. This property may be defined by the system, i.e time or location
variation, or be an inherent property of the light, such as phase or polarization state. A

full review of attempts to perform such analysis is presented in chapter 2, however, a brief

summary of some techniques is provided here, along with a discussion of the basis of the

proposed technique for investigation.

1.4.1 Temporal Domain Techniques

As previously mentioned, localisation techniques generally use a property of light (polar-
ization, coherence or time) which is well conditioned for certain regions of sample. The
first analysis technique discussed uses temporal information for the classification of prop-
agating light[19, 20]. In general this is achieved through the illumination of the sample
with a very short pulse of light of the order of picoseconds. The pulse spreads spatially
and temporally due to scattering and then the ‘time of flight’ properties of the emerging
light are used for optical property characterisation and/or localisation. This can be per-
formed through either rejection of light outside the desired time gate or through analysis

of the temporal point spread function. This general concept is illustrated for a backscatter

arrangement in figure 1.4.
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Figure 1.4: An example of the time-of-flight information returned from a scattering medium

due to a pulse input.

1.4.2 Frequency Domain Techniques

Frequency domain techniques|21, 22| require modulation of the source illumination to give
the light properties which can be used to determine the regions of tissue that have been
probed. Modulation of the intensity of the illumination means that the levels of emergent
ac amplitude, dc amplitude, modulation depth and phase difference can be recorded. This
s illustrated in figure 1.5. To extract sample information these are frequently mapped back

to parameter variations using different photon propagation or radiative transter models.

1.4.3 Optical Coherence Tomography

A relatively recent technology that has been developed to analyse the structural proper-
ties of human tissue is optical coherence tomography (OCT)|2, 23, 24]. This technique is
concerned with the microscopic examination of tissue samples rather than the bulk prop-
erties to with other techniques are sensitive. OCT uses a broadband source and exploits

the short coherence length of the illumination to provide localisation. This is achieved
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Figure 1.5: Shown is an ezample response from an intensity modulated source after being

backscattered from a sample. ¢ is the phase difference, 14, is the dc amplitude and 1, 15

the ac amplitude.

through interferometry where the tissue is illuminated with the low coherence light and
then mixed with a reference. The interference fringes are only observable while the paths
are matched and therefore, due to the short coherence length, localisation is achieved. The
composition of a basic scanning OCT system is shown in figure 1.6. This is based on the

representation given in [23| using a free-space interferometer for clarity.

1.4.4 Polarization Analysis

The property of light which is used here as a tool to achieve sensitivity to a known region
of scattering medium is polarization. As light propagates through scattering media the
initial state of polarization is modified|{25|. Such a technique holds the possibility to
probe different regions within scattering media with different initial states of polarization.

This study is based around the investigation of how different polarization states interact
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Figure 1.6: Basic components of a scanning OCT system.

with general layered scattering media and biological samples encountered in the medical
applications discussed in 1.3. A full discussion of the theory and techniques are delayed

until later in this thesis.

1.5 Thesis Objectives

As has been discussed so far, it is apparent that the determination of the optical and
physical properties of layered scattering media is highly desirable. Specifically considered
1s the analysis of human skin tissue with the development of medical diagnostic tools in
mind. The proposed technique for analysis of such samples is the use of polarized light to
achieve localisation in terms of the volumes of tissue probed, along with extraction of the
properties of the different layers within the medium.

A review of the wide range of techniques which have been applied to solve the problem
of scattering media characterisation and systems developed with skin cancer diagnosis in

mind is presented in chapter 2. This discussion 1s expressed alongside a consideration of
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the previously applied techniques to perform theoretical modelling of light propagating in

such media.

The first main objective of the thesis is addressed in chapter 3. This aim is to assess
the behaviour of linearly and circularly polarized states of illumination under scattering
conditions through the use of a polarized Monte Carlo model. More specifically, con-
sidered here is the examination of the polarization memory property, initially presented
by MacKintosh[25], in a layered medium to indicate how the different polarization states
provide sensitivity to different regions.

The fundamental ideas of localisation using polarization investigated in chapter 3 are
taken a step further in chapter 4 where full-field illumination is used in an experimental
set-up to monitor the sensitivity of the different polarization states to sub-surface features

within microsphere suspensions. These results are presented alongside modelled results
assessing the contrast and lateral resolution theoretically available to verify the observed
occurrences In the experimental results. This laboratory based system is then used to

perform some early imaging of human skin tissue to verify the appropriateness of such a

technique in a dermatological setting.

The design of the system used to perform this early imaging of skin is re-assessed in
chapter 5 to provide a appropriate implementation. Here the specification, design and
development of a multiple wavelength polarization imaging prototype system to assess the
performance of the proposed technique is presented. This results in the production of a

system suitable for the analysis of human skin tissue in a clinical environment and early

Indications of the usefulness of the technique are shown in chapter 6.

In chapter 7 the determination of sample parameters from detected measurables is
considered. This involves a theoretical assessment of the feasibility of performing this

inversion using the information which can be detected using the developed system.

A summary of the research performed and a discussion of the findings is presented in the

concluding chapter. This is along with suggestions for future work and final conclusions.



Chapter 2

Literature Review

2.1 Introduction

The aim of this chapter is to provide a review of previous and current areas of research
relevant to the issues introduced in chapter 1. However, the most important objective 1s

to explain the reasons behind the development of the techniques in this study and to put

them in context relative to current solutions.

The chapter begins with a brief discussion of photon migration models which are ap-
plied widely in studies concerning the optics of scattering media. These are applied as
predictive models or to assist in the inversion from detected system measurables to sample
properties. This is followed by a discussion of a range of optical techniques which can be
applied to achieve enhanced examination of scattering media by allowing interrogation of
localised sample depths or use of detected or derived system measurables to characterise

the examined medium. The techniques considered can be applied to many different types

of sample. Here, the discussion will be mainly based around application in the examina-
tion of human tissue or phantoms designed to represent such structures. Following this,
discussions consider currently available commercial systems that aim to perform diagnosis
of pigmented lesions which focus on mainly numerical processing techniques. A review

of the techniques and the performance of the systems are considered. A summary of

16
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the discussions concludes the chapter, putting the research performed in this study into

context.

2.2 Photon Migration Models

To examine the theoretical behaviour of light propagating through scattering media, var-
1ous modelling techniques have been developed. These models enable evaluation of the
performance of different optical techniques analysing a variety of media with different
properties. However, application of such modelling does not stop at technique assessment.
Many systems seek to determine the optical and physical properties of scattering media
through experimental analysis, and therefore, numerical modelling of the system can be
used to solve the inverse problem. This is concerned with mapping from system mea-

surables to optical sample properties. For this reason development of accurate modelling

techniques is of increased importance.

A review of these modelling techniques has been performed extensively elsewhere 26,

27, 28] and therefore only a brief review of the theory is presented here to allow discussion
of more application based issues. A full comparison of the performance and trade-offs

involved with applying the models discussed here is provided by Flock et al[29].

2.2.1 Radiative Transport

To achieve a complete electromagnetic definition of the interaction of light with scattering
media, Maxwell’s equations can be used to provide an analytical representation. However,
due to the many inhomogeneities involved in the analysis of a scattering medium, it is
desirable to consider interactions based on transport theory. This interprets light as a

particle rather than an electromagnetic disturbance. Early research into such behaviour

led to the Boltzmann equation[30] as given in equation 2.1.
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—LM +8.VI(r,3,t) = —(us + pa)I(r, 3,8) + - /[ I(r,3,t)p(3,8")dw’ +¢(r, 3, 1)

(2.1)

This equation describes the radiance I(r, 3,t) in Wm™2sr~1, which is defined as the
energy along the unit vector 3, per unit time, per unit solid angle, per unit area perpen-
dicular to the § vector. The scattering phase function (as briefly discussed in section 1.2)
is denoted by p(8, §’'). The scattering and absorption coeflicients, y; and pq, are as defined
in section 1.2. The final term, £(r, 3, t), is the source term.

The left hand side of equation 2.1 can be seen to represent the diffuse intensity as a
function of time. The right hand side includes the effect of optical absorption and scat-
tering of light propagating along s, along with the contribution to the radiance provided
by light scattered into the § direction. The final term defines the characteristics of the

source in terms of its temporal and spatial emittance. Boltzmann’s equation describes

the propagation of light under elastic scattering conditions and does not take into account

electromagnetic wave properties such as polarization. The inclusion of this property in

the modelling process is discussed in section 2.2.3.

It is apparent that the complexity of expression required to fully define the interaction

of light with heterogeneous media renders its solution non-trivial for even simple scattering
sample geometries. To allow easier solution of equation 2.1, approximations concerning

the conditions of the scattered light have been made to simplify the solution.

2.2.2 Diffusion Approximation

A widely applied approximation to radiative transport theory is the assumption that the
scattering of the propagating light is diffuse. This is valid for highly scattering media where
fs > pa(31]. According to van Gemert et al[32] this is appropriate for non-pigmented skin.

The diffusion equation is not applied for the theoretical analysis of samples in this study

due to its inability to model polarization and our interest in superficial regions where this
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approximation is invalid. It is discussed here for completeness due to the application in

various studies considered in this chapter.

The expression quoted in equation 2.1 can be simplified by assuming the radiance is
weakly anisotropic, the scattering is isotropic and the source is an isotropic point emitter.
The mathematical consequences of these assumptions have been widely illustrated{30, 31}

and therefore only the resulting diffusion equation is quoted in equation 2.2.

_i;_aqb‘(;;’ t) + DV2¢(T, t) = —padp(r, ) + S(ry1) (2:2)

where ¢(r,t) is the isotropic photon density, S(r,t) is the modified source term and

the diffusion coeflicient, D, is defined as:

1 1
(e + 1%) - 3(pe + (1 — g)its)

D indicates the spatial rate of diffusion. Equation 2.2 now provides a more manageable

D= (2.3)

expression to be solved either iteratively or analytically[30, 31, 33].

2.2.3 Monte Carlo Method

If the approximations specified in the derivation of the diffusion equation are not valid,
application of Monte Carlo techniques provide an alternative solution. These methods are
based around the numerical solution of equation 2.1 and are especially relevant when con-
sidering sensitivity to superficially penetrating light which will be non-diffuse. Evaluation
is performed by simulating the propagation of light in a random medium on a photon-by-
photon basis'. The scattering angle after a photon-particle collision and distance to the
next collision are drawn from medium specific distributions, the point on which is deter-

mined by a random number generator. The direction of propagation is drawn from the

'The ‘light packets’ considered in Monte Carlo simulations are not strictly photons due to the application

of partial absorption or scattering in some implementations. However, the term photon is used here, and

almost universally, for simplicity.
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scattering phase function (as discussed in section 1.2.1) generally derived through either
Henyey-Greenstien[34], Rayleigh-Gans{3] or Mie theory(3, 35].

The main advantage of applying models such as these are their flexibility, as the mod-
elled geometry can be easily modified. However, the consequence of using Monte Carlo
techniques to achieve a realistic representation of the scattering problem is the extensive
amount of time required to model the propagation of sufficient photons to form an accurate
physical representation. Attempts have been made to combat this limitation by providing
simplifications to the model, known as variance reduction techniques[36, 37]. Problems
with Monte Carlo computation time has reduced in recent years due to the availability

of low cost, high speed computers, however, the techniques considered here are still valid

as they may prove useful when a large number of simulations with varying properties are

required.

A simple method of reducing the time required for numerical simulation is provided
by Kienle and Patterson(36]. This involves reducing the number of necessary simulations
rather than reducing the time required to perform the modelling. Rather than the simu-
lation of a single layer semi-infinite structure with a. range of scattering properties being
performed, a single Monte Carlo data set is produced and the relevant distributions are

scaled appropriately to represent variation of the scattering coefficient. This is clearly only
valid for simulation of a non-absorbing medium.

More advanced Monte Carlo model acceleration methods are presented by Chatigny
et al[37). The two considered methods are Russian Roulette and splitting techniques.
The Russian Roulette technique involves application of probability thresholding at each
scattering event. A random number is generated between zero and one and compared to a
reference ‘survival probability’, which is dependent on the photon location to determine if
the probability of a photon reaching the detector is sufficiently high to warrant continuing

its propagation. This technique means that the processing time is spent more efficiently by

evaluating ‘useful’ photons only. Splitting is another closely related technique, which aims
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to concentrate on the most important photons for a given arrangement. At each scattering

event a photon is split into many parts of equal weighting, the number of parts into which

it is split is dependent on an indicator of the photons ‘usefulness’. This allows more
accurate assessment of the sample areas of interest. However, caution should be taken

when applying splitting, as if the scope of ‘interesting regions’ is too large the simulation

time can exceed that of standard Monte Carlo techniques.

L

The simulations applied here are based on single layer fully polarized Monte Carlo
code developed by Chang et al[38]. It was stated earlier that wave behaviour such as
polarization could not be modelled using radiative transfer techniques. However, such a
property is included here through assessment of how the polarization state is adjusted in
the Mie scattering regime at each photon-particle collision. The polarization properties

of each photon are tracked through adjustment of the associated Stokes’ parameters[39]
dependent on the photon’s scattering angle. A variance reduction technique applied in this

model is the exclusion of absorption effects during simulation. This allows processing of

a single simulation for a range of optical absorptions through post-simulation application

of Lambert-Beer’s law (equation 1.3).

2.3 Optical Examination of Scattering Samples

The examination of scattering media using optical techniques can involve direct tomo-
graphical imaging, sample optical property determination or a combination of both. Tech-
niques such as optical coherence tomography{2] and confocal microscopy(40, 41] have been
widely applied to perform high resolution microscopic imaging of biological structures.
Techniques such as temporal domain, frequency domain and polarization analysis have
also been applied to achieve coarse optical sectioning in addition to determination of the
optical properties of the medium through which the light has propagated. All of these
systems aim to take advantage of inherent and given properties of light propagating in

tissue to provide sensitivity to known regions. These techniques are considered in the
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following sections.

2.3.1 Spectral Analysis

When analysing the skin a great deal of knowledge can be obtained about its morphology
by analysing its spectral properties[42]. This is useful for the analysis of pigmented le-
sions as it is clearly the spectral properties of the affected region of tissue that signifies its
presence. It is also reasonable to suggest that a variation in this pigment, possibly indi-
cating malignancy, will be directly represented by an alteration in the observed spectrum.
Furthermore, when considering the determination of a sample’s optical properties, more

information can be gleaned from the use of multiple wavelength illumination. This is due

to the optical properties all exhibiting wavelength dependence.

Application of skin spectroscopy, not concerned with pigmentation, was performed
by Anselmo and Zawacki[43], showing that the spectral properties of burn injuries are

highly correlated with the time taken for the wound to heal. This has lead to research
performed by Afromowitz et al{44] toward development of a clinical instrument for burn
assessment and involved using the ratio of reflectances obtained from clinical images at
three wavelengths (565nm, 635nm and 880nm) to construct a map of burn severity. The
technique seeks to monitor the volume fraction of blood just below the denatured region
through comparison with data resultant from a Kubelka-Munk model{45]. The technique

provided promising but not reliably quantifiable performance.

Spectroscopy is frequently applied to determine the concentration of absorbing matter
in biological samples. Matcher and Cooper[46] present a review of spectroscopic tech-
niques including research focused on assessment of deoxyhzemoglobin levels using NIR
illumination. Also contained here is a consideration of spectroscopy performed on in-vivo

samples and how compensation for the presence of scattering can be performed.

A study incorporating examination over a wide continuous band of wavelengths in

the visible range was performed by Perelman et al{47]. This study aimed to determine
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the size and size variation of nuclei in a layer of epithelial cells, with a view to detecting
early signs of cancer through observation of dysplasia. The mathematical definition of
scattering cross-section shows a periodic variation of this value with wavelength(3]. The
characteristics of this periodic variation contains information concerning the size parame-
ter, £ (equation 1.1), and its distribution, Az[47]. Therefore, comparison of experimentally
obtained spectra with modelled scattering can yield determination of £ and Az. It should
be noted that this variation is obtainable only from examination of a single layer of cells
and in normal tissue examination these trends are undetectable under the large multiple
scattered background. An enhancement to the technique is presented by Backman et al[48]
and Bartlett and Jiang[49] which aimed to use polarized light to extract only the single
scatter contribution from epithelial cells without prior knowledge of the underlying struc-

ture. Quantitative discussion of the system’s performance is not presented. Polarization

techniques to extract short path length photons are discussed fully in section 2.3.6.
All currently available commercial systems concerned with the automated examina-

tion and diagnosis of pigmented lesions (see section 2.4) apply techniques which require

quantification of the ‘colour’ of the tissue or its variation across a lesion. This is due
to the ‘spectral signature’ of a lesion having been shown to contain vital information

for diagnosis{42]. The specifics of how the spectral properties are used are discussed on

consideration of each system (sections 2.4.1 to 2.4.4).

The final technique considered here, applied by Demos et al[50, 51}, uses the spectral
properties of tissue for location rather that characterisation. The variations in the depths
of tissue reached by backscattered light of different wavelengths are used to provide coarse
localisation at large depths into tissue. Images are recorded at multiple wavelengths and
then subtracted to leave the contribution from the region of tissue where the depth pro-
files differ. In [51] images are recorded using, cross-polar detection, at 600nm, 690nm,
770nm and 970nm, from in vitro chicken tissue containing an absorbing target at a depth

of 1.0cm or 1.5cm. Various combinations of the wavelength difference images provided dif-
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fering degrees of sensitivity to the absorber with differing signal-to-noise characteristics.
Improvements in contrast of around 600% can be observed from the presented findings.

Improvements in the resolution are minimal due to the large submergence of the absorb-

ing target. Localisation in this manner clearly removes the ability to perform localised

spectroscopy, possible with other localisation mechanisms.

2.3.2 Optical Coherence Tomography

OCT is a relatively new technique which uses the coherence properties of light to achieve
sub-surface sample localisation. The fundamental concept of OCT was introduced in
section 1.4.3 and will therefore not be repeated here. A discussion and early demonstration
of the principles of the technique are provided by Huang et al[2], along with the first results
obtained from an in-vitro human retina and coronary artery using 9um thick optical
sections. Standard scanning OCT experiments map a cross-sectional plane formed by a
lateral scan axis and the optical axis. These can provide sensitivity in human tissue up
to depths of 1 to 2mm using NIR illumination[23], with improvement in contrast and
sensitivity to the deeper regions becoming available through the application of topical

agents(24]. Such thicknesses are ample for the assessment of the superficial regions in

which we are interested, however, to improve contrast at the limits of these depths topical
agents can be applied to the skin allowing enhanced construction of the deeper regions.
The poor axial resolution presented by Huang et al[2] is due to the bandwidth of the
super-luminescence diode used as a source being insufficient (32nm). Wide-band sources
will exhibit low coherence levels leading to increased axial resolution|[52]. Another physical
limit on the achievable resolution is presented by multiple scatter, as light which has

penetrated shallower depths than the target plane, but has been delayed due to multiple

scattering, may fall within the detected coherence signal. This effect, which will reduce
image contrast, has been examined by Wang[53| using Monte Carlo simulations.

Drexler et al{54] improve the axial resolution through the use of a femtosecond laser
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combined with chirp mirrors. This provides a 350nm bandwidth source centred on 800nm.

This results in the presented images achieving 1xm axial resolution combined with a lateral

resolution of 3um.

Recent advances in the technique attempt to produce two-dimensional en face images
using full-field OCT, such as the research presented by Dubois et al[55]. The presented
results showed en face optical sections 500um x 500pum with axial resolutions of 0.74m
and 0.9um in lateral directions. This was achieved by modulating the detected coherence
signal through oscillation of the reference path mirror at 7.5Hz (amplitude 0.22um).

As well as the direct imaging of the microscopic structure of a biological sample,
advances are being made towards determination of optical properties of a sample using
OCT. One such study has been performed by Thrane et al[56] which aims to extract s
and g of the two layers forming a semi-infinite medium. This research involves the use of

a Monte Carlo model to produce the ‘experimental’ results for comparison with an OCT

model based on the extended Huygens-Fresnel principle developed by the same research

group(57]. Errors of 0.4% and 1.6% were obtained for top layer scattering coefficient and
anisotropy factor, and < 10% and < 6.1% inaccuracies were obtained over the range of

bottom layer properties.

Other attempts to improve the level of information retrieved from OCT experiments
have involved the inclusion of spectroscopic analysis. This has been performed by Morgner
et al[58] presenting image enhancement of various chromophores within a sample. Stan-
dard OCT extracts its information from the envelope of the interferogram produced by
scanning through the axial direction. Here the interferogram is processed directly to ex-
tract information concerning the spectral properties.

These techniques hold great potential for the examination of the microscopic structures
within biological samples. From a practical perspective, application on in-vivo samples

proves problematic due to sample movement during examination. In addition, systems

applied in a clinical setting must be rugged, as they require adjustment of position for
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examination of different sites and must not require precise adjustment or frequent main-
tenance. Although the microscopic information extracted through the use of systems
such as OCT will provide a detailed histology of the sample and should therefore provide
excellent diagnostic information, its clinical application and appropriateness to lesion char-
acterisation is debatable. Clinical signifiers to diagnosis are available from the macroscopic
properties of a lesion (size, shape and irregularity) which are well understood by clinicians.
Development of a system to perform diagnosis or diagnostic assistance to a dermatologist
based around these parameters may therefore prove a more useful tool. Realisation of
such a system may also be achievable at lower cost, which is important if a commercial
solution is sought. OCT instrumentation becomes increasingly complicated, and therefore
expensive, In comparison with figure 1.6 due to the large spectral width of the illumi-

nation. Chromatic aberration and fibre dispersion become factors and compensation for

these effects complicate the system, thus increasing cost.

The objectives of this study outline the requirement for a fast, rugged, easy to use

solution which is not provided by OCT.

2.3.3 Temporal Domain Techniques

Temporal domain techniques were briefly introduced in section 1.4.1. The theory on which

these techniques are based is discussed by Delpy et al[19] and states that the time-of-flight
information of light propagating through a scattering medium is related to its path length.
This may therefore provide an indicator the path of propagation and therefore provide
enhanced sensitivity to these regions.

Systems analysing the temporal response of a sample can be broadly divided into two
categories. The first aim to use temporal gating to extract light which has probed a
restricted region of sample. The second category of system derives measurables from the

temporal point spread function (TPSF) and uses these to solve the inverse problem and

extract the optical properties of the analysed medium. Use of temporal domain techniques
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is extensive and therefore only a brief consideration is possible here.

Early research performed by Hebden and co-workers[59, 60] illustrates examples of bal-
listic photon extraction to improve the imaging resolution in transmission arrangements
which seek to image objects through, or embedded in, a medium. The system demon-
strated in [60] used a source capable of 10ps pulse widths and 76MHz repetition rate.
Detection was performed using a streak camera capable of 10ps temporal resolution with
a view to evaluating the resolution improvements available from different temporal detec-
tion gates. Imaging of a submerged absorbing edge through a heavily forward scattering
(g = 0.93), 50mm thick medium with ! = 0.2mm™! was shown to improve the resolution
from 32mm for the 900ps temporal gate to 5mm for the shortest path 10ps gate. Detection
In such an early gate was possible due to the low optical thickness of the sample provid-
Ing a manageable signal-to-noise (SNR). Phantoms more representative of human tissue

(thickness = 54mm, p} = 1.0mm™!) were analysed in a later study[61] and encountered

problems with the SNR for time gates less than 700ps. To combat this problem, the TPSF
was extrapolated back to zero time using an analytical radiative transport model. The

study concluded that 5mm resolution is achievable through such tissue thicknesses using

the processing techniques.

A study presented by Mitic et al[62] performed the examination of in vivo samples to re-
iterate the findings of the above phantom studies. Also attempted was the determination of
the absorption coeflicient, 114, and reduced scattering coefficient, p’, through comparison
with temporal responses generated by diffusion theory. Good agreement between the

experimental data and the modelled response was shown, provided the sample’s scattering

properties ensured multiple scattered emerging light in fitting with the approximation

defined by diffusion theory.

Considering in-vivo tissue examination, more appropriate to this study, time-resolved
measurements in reflection were performed by Jacques[63] aiming to determine the sam-

ple’s absorption coefficient. This is achieved through characterisation of the log slope of
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the TPSF ‘tail’ which was shown to be largely independent of the scattering coefficient.
Solution was achieved through an analytical expression derived from diffusion theory.
Problems in the application of such a technique are inevitable due to the reduced SNR
available at large delays past the peak in the TPSF. An improvement on this study is
provided by Madsen et al[64] where both us; and p, are extracted from the backscattered

TPSF using a closed form solution of the time-resolved diffusion equation. Both u, and

ps were determined with less than 10% error.

In an attempt to remove the inaccuracies introduced into parameter extraction due to

approximation associated with diffusion theory and increase the range of possible samples
Pifferi et al[65] attempted to fit experimental TPSFs to libraries of Monte Carlo simulated
data to determine p} and p,. Over the range of u, and p, values selected for testing, the
fitting errors for the Monte Carlo simulations are generally around 10% in contrast to

around 307% error introduced using the diffusion equation solution provided the value of g

1s known.

In more recent studies, multiple wavelengths in the visible and NIR bands have been

used to enhance temporal techniques in both transmission[66] and reflection[67].
Torricelli et al[67] have implemented a time resolved spectroscopy system using illumi-

nation in the band 620nm to 1010nm allowing determination of water and lipid concen-

trations from in-vivo samples. The results show good agreement with the physiological

predictions.

Temporal domain techniques have been demonstrated by as the ‘gold standard’ for
optical coeflicient determination[28, 68]. However, such systems are not suitable to meet
the objectives of this study. The aim is to develop a low cost, rugged solution. Solutions
applying temporal domain techniques are therefore inappropriate due to the high cost of
the system components and the inability to provide full field detection over a sufliciently

narrow time gate to allow examination of the most superficial regions of a sample.
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2.3.4 Frequency Domain Analysis

As mentioned in the section 1.4.2, frequency domain techniques can be applied to extract
the optical properties of media. These involve the modulation of the illuminating source
and detection of various properties of emerging light including: phase shift relative to
the illumination, ¢, resultant modulation depth, M, the dc amplitude, I4. and the ac
amplitude I,.. These values were indicated in figure 1.5. Discussion of frequency domain
techniques presented here is brief as they do not permit full field detection and hence

imaging of a sample. Therefore, these techniques do not meet the objectives of this study

which will be clarified in section 2.5.

Madsen et al[69] have presented application of frequency domain techniques to extract

the absorption and reduced scattering coefficients from biological tissue. Determined val-

ues of phase difference with respect to the input and modulation depth are used to perform

the inversion using a closed form of the diffusion equation. The values determined from

comparison with the model were used to compare the properties of the uterus in pre- and

post-menopausal patients.

Kienle and Patterson[70] reported the improvement provided by using Monte Carlo
simulations over the diffusion approximation for small source-detector separations. With-
out considering experimental errors, the calculation of u) and u, was calculated as being
less than 5%. However, experimental errors included in the phase detection due to the

small source-detector separation when analysing more superficial regions were reported to

be greater than 10%.

These techniques have also been extended to analyse two-layer media for potential
skin analysis[21, 22]. Such a study is presented by Alexandrakis et al[22] which tries to
extract the reduced scattering coefficients and absorption coefficients of the two layers
along with the top layer thickness. Analysis of the sample illustrated that the problem

was ill-conditioned for the five variable case requiring knowledge of three of the parameters

to provide accuracy better than 10%.
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The final application of the frequency domain techniques is usually based around ex-
amination of deep regions of tissue (of the order of millimeters) due to physical limitations
of the system. Therefore, the samples designed in the studies of two-layer media[22, 71]

have been designed to mimic a dermal layer and subcutaneous fat or muscle, as opposed

to the superficial regions of concern here.

2.3.5 Spatial Analysis

The spatial point of emergence of light from a scattering medium can provide information
concerning the predictability of the path of propagation. Detection of light removed a large
distance from the optical axis of the illumination will clearly provide bias towards heavily
scattered light when compared with on-axis detection. This is true for both transmission
and reflection arrangements. The analysis of the spatial variation of emergent light is not
generally applied in its own right for implementation in a characterisation tool due to the
large dynamic range required for detection of extended regions of the intensity distribution.

Radial sensitivity considerations are generally combined within other techniques such as

those described in the preceding sections to achieve some selectivity over the regions

through which the detected light has passed.

Bays et al{72] apply evaluation of the log derivative of the radial intensity distribution
at two distinct points. Analysed samples are polyoxymethylene scattering phantoms and
the human esophageal wall with the view to extract the reduced scattering coefficient,
u', optical absorption, p,, and the refractive index of the examined tissue, 14;,ene. The
determined values were then compared with values derived from a combination of dif-

fusion theory and Monte Carlo simulations. To counter the low SNR available at large
displacements from the point of illumination, the source was modulated to allow lock-in

detection. To tackle problems with dynamic range mentioned above prior knowledge of

the approximate optical properties is required to ensure the radial distribution is sampled

at the correct point to match the detector sensitivity.
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A study performed by Kienle et al[73] aims to determine pg and g, using a neural

network trained on Monte Carlo simulation data. The proposed system uses the abso-
lute intensity distribution of the light backscattered into orthogonal linear polarization
channels. Errors on the determined values are quoted as 2.6% and 14% for u, and p,
respectively.

Although analysis of the radial intensity distribution for characterisation encounters
many problems, examination of the spatial distribution of backscattered light has been
used to gain a better understanding of the behaviour of scattered light with different
properties[74, 75, 76]. Analysis of the radial distribution of backscattered photons is

applied in this study to evaluate the sensitivity of polarized light to different depths of a

layered sample and to provide an indication of lateral resolution enhancement provided

by the extraction of polarization maintaining light.

2.3.6 Polarization Techniques

It is widely known that as light propagates through scattering media, both its direction
and polarization properties are altered[6, 25, 77, 78, 79].

MacKintosh et al[25] presented a theoretical discussion of the levels of ‘polarization

memory’ exhibited by diflerent polarization states. This effect described how an initial

polarization is maintained over varying numbers of scattering events dependent on the
polarization state of illumination. This is discussed further in section 3.2. Experimental
verification of this theory was performed illustrating the dependence of this effect on
scatterer size. The results indicated that large scatterer diameters, d, (d > A) maintained
circular polarization to a greater extent than linearly polarized states. The opposite
was shown for small particles (d < A) due to the increase in scattering in the backward
direction, leading to many photons experiencing a flip in helicity (and hence depolarization

from the initial state) for circular polarizations.

Research following this has been concerned with exploitation of the polarization mem-
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ory property to achieve localisation or analysis of specific regions of a sample. A study by
Schmitt et al[80] utilised the improvements provided by preferential detection of forward
scattered circularly polarized light in a transmission imaging system. This seeks to reduce
the contribution of photons which have propagated away from a ballistic trajectory to
improve the definition of sub-surface absorbing structure imaged by scanning a single il-
luminating spot. An improvement due to the preferential detection of circularly polarized
light for a range of scatterer sizes and hence anisotropy factors is presented along with a
comparison of linear and circular polarization was also performed with g = 0.919. This
showed that, due to the longer maintenance of the circularly polarized states, the degree

of polarization (or equivalent factor defined in the paper) is lower for linear polarizations?,

however linear polarizations provide improved imaging resolution due to its more direct
path. This results in a very poor SNR due to the low degree of polarization (DOP). In
an attempt to try and take advantage of this improved localisation of linearly polarized
light, but reduce the problems due to low SNR, Emile et al[81} proposed modulation of
the illuminating polarization. This was achieved through mechanical rotation of the input
polarizer leading to a sinusoidal modulation of the polarization maintaining component
on top of a constant amplitude multiple scatter background allowing lock-in detection.
Contrast can be seen to improve by five times for the case of modulated illumination.

Investigation of the polarization maintenance in a reflection arrangement is performed

by Morgan and Ridgway(82] through assessment of the DOP of the emerging light. Results

showed that the maximum DOP for linear polarizations occurs at the minimum optical
thickness. This implies that increased scattering will reduce the DOP. For circular polar-
1zation states however, the DOP peak occurs away from the minimum optical thickness
implying detection of circular polarization maintaining light will provide sensitivity to

sub-surface regions preferentially over the surface contributions.

?Quantification of the difference between the polarizations is not possible due to inconsistencies in the

optical thickness used for linearly and circularly polarized states.
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To examine more closely the behaviour of different polarization states and confirm
the reasoning behind the polarization memory effect presented by MacKintosh et al[25],

Hielscher et al{74] and Rakovié et al{75] have analysed the two dimensional spatial distri-
bution of backscattered polarized light. Hielscher et al{74] verify the azimuthal variation of
linearly polarized backscatter from both microsphere solutions and biological tissue show-
ing the effects of scatterer size and have determined this value from comparison with known
distributions. Whereas, Rakovié et al[75] reconstruct the full Mueller matrix through ex-
periments and Monte Carlo simulations displaying the inherent circular asymmetry and

symmetry of linear and circular polarizations respectively, as will be considered in section

3.2.

The research presented in this section thus far has been limited to single-point illu-

mination. However, derived from these studies is the ability to perform full field, depth

localised, imaging of scattering samples.

This was demonstrated by Demos and Alfano[50] using linearly polarized light. Images
were recorded from the back of a human hand using off-axis detection (to reduce surface
glare) in polarization planes parallel and perpendicular to the plane of illumination. Simple
subtraction of the co-polar and cross-polar channels (which will be discussed in section

3.6) was shown to extract the surface and shallow penetrating polarization maintaining
component. Contrast enhancements of the surface features were quoted as improving by
a factor of 4.5.

The surface contribution detected in [50] is undesirable when attempting to determine
the sub-surface structure of samples. Therefore, a widely applied technique of remov-

ing this component is to simply detect emerging light in the plane orthogonal to the

plane of illumination. This was initially suggested for application in tissue imaging by
Anderson[83]. If applied to skin images this would result in sensitivity to depths greater

than 300pm below the surface as stated by Jacques et al[84].

Studies by Jacques et al[84, 85] seek to remove both the multiple scatter component as
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in {50] and also reflections from the sample’s surface. This is to provide sensitivity to near
sub-surface regions. The extraction of polarization maintaining light is performed through
subtraction of the co-polar and cross-polar images[50]. Surface contributions are removed
by applying a flat glass plate and matching fluid to the sample’s surface and performing
detection off-axis to avoid the specular reflection. The research aimed to remove effects
of non-uniform illumination and effects due to pigmentation. This was attempted by
normalising the extracted polarization maintaining light by the total unpolarized intensity
on a pixel-by-pixel basis. This provides a representation of the variation of scattering, but
will remove any effects due to pigmentation. For this reason application of this processing

1in the diagnosis of pigmented lesions in debatable since, as discussed in 2.3.1 pigmentation

has an important role to play in lesion diagnosis.

Referring back to the discussion presented in section 2.3.1, polarization gating has

also been used to perform localised spectroscopy demonstrated by Backman et al[48] and

Bartlett and Jiang[49] for extraction of surface features. If a technique allowed localisation

below the surface of a sample, sub-surface spectroscopy may prove viable. The techniques

presented in this thesis indicate the potential to achieve this.

A property of tissue which can provide structural information is birefringence. The
effect is due to the fibrous nature of dermal collagen and is of interest to polarized light
studies as the alignment of the sample’s fast axis[86] in relation to incident linearly po-
larized light will determine the behaviour of the polarization properties. The propagation
of circularly polarized light under birefringent conditions is also of interest as its inher-

ent circular symmetry will be affected. Such issues are discussed by Wang and Wang[76]

through time-resolved Monte Carlo simulations. Tissue birefringence is examined experi-

mentally on in-vitro samples using circularly polarized OCT by de Boer et al[87] and more

thoroughly by Yang et al[88] showing regions of varying birefringence in a cross-sectional

SCall.
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2.4 Computational Image Analysis Techniques

The techniques considered up to this point have all been concerned with either the lo-
calisation of volumes of tissue, the extraction of the optical properties of the sample or
both of these issues. This has been achieved by comparing properties of light before and
after interaction with the medium. However, commercially available skin lesion diagno-
sis systems do not generally take advantage of these optical techniques which have been
extensively studied in an academic setting. Possible reasons for this will be discussed in
section 2.9.
As far back as 1987 Cascinelli et al[89] proposed the possible implementation of com-
puter assisted analysis of melanoma diagnosis. Early studies performed determination of
basic lesion properties such as size, shape and colour from the raw clinical photograph of

a lesion with some level of success[90, 91, 92, 93], however, none provided performance

above that already achievable by a trained clinician.

The introduction of epillumenescence light microscopy (ELM)[94] into standard clinical

practice is reported to have increased the diagnostic accuracy of clinicians from 64% to

80%(95]). The technique simply involves the application of a refractive index matching oil
being applied to a flat glass plate and placed on the skin. The matching of refractive indices
seeks to render the epidermis translucent (assuming no epidermal scattering). Therefore,
application of such a technique coupled with digital imaging and analysis should provide
enhanced information concerning the properties of a lesion.

Considered in this section are four commercially available systems designed to aid the
diagnosis of pigmented lesions. Unfortunately, when reviewing the operation of commer-
cially based systems, the content of the literature can prove somewhat vague in comparison

to academic studies due to protection of the developed technique.
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2.4.1 PolarProbe/SolarScan®

Presented by Bischof et al{10] is a proposed technique toward the development of an auto-
mated melanoma diagnosis system. The techniques presented describe the concepts behind
the PolarProbe, developed by Polartechnics Ltd® in Sydney, Australia, which has been re-
named the SolarScan@®). This device aims to diagnose malignant melanoma through the
processing of clinical ELM images and should not be confused with the device developed

by the same company called PolarProbe to detect the occurrence of cervical cancer using

electronic stimulation{96] now called the TruScreen®.

The processing involved in this system aims to find a balance between the extracted
lesion properties generally considered of clinical significance (conforming to the recognised
ABCD classification[13] as discussed in section 1.3.2) and determination of abstract pa-
rameters concerning the subtleties of the lesion geometry. As well as lesion geometry, the

spectral properties were also crudely analysed by defining six colours through their RGB

values and identifying the number of these colours occurring across a single lesion.

To pertorm classification of the determined parameters a decision tree(97]| was imple-
mented, repeatedly filtering data through comparison of the recorded data with those
from a known training set. The performance of the system reported as a sensitivity be-
tween 88.9% and 100% and specificity between 80.0% and 84.1%. This technique showed
a marked improvement on a previous iteration of the system quoting a sensitivity of 92%

and specificity of 71%[98].

Practical issues encountered during the use of this system have involved image distor-

tion due to the presence of bubbles in the recorded images. Therefore, as an enhancement

to the system, processing developed by Gutenev et al[99] flags the presence of these arti-

facts and prompts re-imaging of the lesion.

A further study presented by Menzies et al[100] uses the developed system for mon-

itoring of a sample of lesions over extended periods. This indicates that key diagnostic

‘www.polartechnics.com.au
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information is contained within the evolution of a lesions properties in addition to the

properties recorded at any instant in time.

2.4.2 MicroDERM®)

The implementation of the device described above in section 2.4.1 involved the assessment
of various signifiers and design of a decision tree. Hoffmann et al[101] present the trial
results of the MicroDERM®), developed by Visiomed AG* in Bochum, Germany. This
system attempts to avoid the need for manual mathematical analysis of the training data,
by applying a neural network in an attempt to build an expert system to perform diagnosis.
The aim of this study was to record white light ELM images of pigmented skin lesions
at thirteen dermatology clinics across nine European countries. These images were then
used, coupled with the clinical diagnosis by specialists, to train the expert system.

To make the images compatible for input into a neural network, the images are prepro-
cessed performing lesion segmentation and hair removal (example routines are provided
in [10, 102, 103, 104}). As inputs to the neural network, the asymmetry percentage[105],
border irregularity[106], colour variation[104] and texture[105] were quantified.

The full data set contains 2218 images obtained from 1173 different patients, classified

as twenty-three different conditions. To evaluate the conditioning of the data, two expert
systems were constructed: one using data recorded at a single clinic and one with data from
all clinics. As the system performance is considered for a range of neural network threshold

levels a receiver operating characteristic (ROC){107] curve can be defined mapping the

trade-off between sensitivity and specificity. As an assessment of performance, the area

under the ROC curve, Aroc, is evaluated®.

twww.visiomed.de

Use of Aroc for performance evaluation can be slightly misleading. A system which randomly selects

a diagnosis would result in a linear ROC characteristic producing an area of 0.5 resulting in the limits of

the area being 0.5 < Aroc < 1.0. Therefore, use of this value is convenient for comparison, but should be

used with caution when quoted as an absolute measure of performance.
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The best performance achieved by the system (Agroc = 0.845) was obtained by the
single site expert system being tested on images from the same site, whereas testing of
this system on multi-site images reduced the performance to provide a characteristic with
Aroc = 0.807. Testing of the full multi-site trained expert system provides intermediate
performance (Aroc = 0.826), but is clearly the most significant as final clinical implemen-
tation would mimic this test. The performance of this system produced results comparable
to human clinical diagnosis which, as suggested by Bischof et al{10}], is the maximum per-
formance available to a system based on imitation of human decision making such as the
ABCD assessment scheme[13].

For difficult to diagnose cases however, the lesions correctly diagnosed by expert sys-
tem differ to those from human examination. This indicated that there may be some

improvement in diagnosis if the clinician and microDERM®) are used in tandem.

24.3 DBDermo-MIPS

An alternative system called DBDermo-MIPS designed for the diagnosis of malignant
melanoma has been developed by Scientific Informations in Italy®. Assessment of the
instrument and training of the diagnostic neural network is reported by Rubegni et al{108].
For characterisation, 147 pigmented skin lesions previously digitally imaged using ELM
were analysed extracting an initial forty-eight different parameters from each recorded
colour image. The parameters were based upon the lesion’s geometry, colour, texture and
colour clusters. Analysis of the data was implemented using a neural network initially
formed using all forty-eight parameters. However, when implementing neural network
solutions, non-optimal performance can occur due to over definition of the training set.
Therefore, the most influential ten parameters, determined by the neural network’s derived
weighting of the parameter, were selected to train and test the final neural network.

Using different neural network thresholds diagnostic performance was quoted as having

% www.skinlesions.net
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a sensitivity of 99.0% with 80.60% specificity or 93% sensitivity with 92.75% specificity.
These results are an improvement on the the initial implementation reported by Bauer

et al{109]. This iteration used computer generated representations of the ABCD scheme
characteristics in a similar manner to the MicroDERMQ®) system discussed in the previous

section. This also provided results considered no better than human assessment.

A study discussing the specifics of the applied neural network is presented by Rubegui

et al[110] applying thirteen of the derived parameters. Also contained here is the ROC

plot describing the system’s performance.

2.4.4 SIAscope™

The techniques presented in sections 2.4.1 to 2.4.3 used colour information contained
within the imaged lesion to aid diagnosis through examination of the RGB channel lev-
els resultant from white light illumination. Seeking to improve on these techniques the
SIAscope™™, developed by Astron Clinica Ltd? in Cambridge, UK, considers more closely
the behaviour of different wavelengths of light propagating in the skin and applies sample
illumination with discrete narrow band sources. The main principles of the system and re-
sults of its clinical testing are reported by Moncrieff et al{111]. The processing techniques

use a numerical model of tissue to simulate the behaviour of illumination at different

wavelengths. This is followed by reference to a look-up table to extract morphological

information from the sample images.

Illumination by the system 1s provided at four wavelengths using LEDs with a view to
achieving varying sensitivity to different sample depths and the contained chromophores.
The system aims to determine morphological properties of the examined sample rather

than anonymous data processing to supply an answer to the question of diagnosis and

is 1ntended to act as a diagnostic aid to a clinician rather than an automated diagnosis

machine.

"www.astronclinica.com
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The developed system records data using Spectrophotometric Intracutaneous Analysis
(SIATM), resulting in distributions termed SIAgraphs. As stated above these graphs seek
to represent directly the histological properties of a pigmented lesion rather than merely
assigning numbers to signifiers of visual properties. To aid the design of the system and
ensure that the output of the system reports significant properties, nine lesion features
(defined in standard terms by Bahmer et al{112]) were evaluated to determine their sig-
nificance. The study found that the most useful information retrieved from a lesion is the
presence or distribution of dermal melanin, blood displacement, dermal melanin globules,
blood displacement with blush, collagen holes and erythemateous blush. The sensitiv-
ity and specificity of these individual features range from 63.5% to 96.2% and 56.8% to
74.0% respectively in the diagnosis of malignant melanoma. The system therefore aims to
combine the reporting of these features through the SIAgraphs to provide increased infor-

mation to a clinician for diagnosis. The properties which the system seeks to map in the

SIAgraphs to contain the above features are total melanin (biaxial symmetry and asym-

metry), dermal melanin, localised blood saturation (blood displacement and erthematous

blood) and collagen density (collagen holes).

2.5 Summary

Presented in this chapter has been a review of the techniques applied for the determi-
nation of the optical properties of a scattering medium, focusing on application in the
field of tissue examination, along with a discussion of the technology currently available to

perform computerised analysis or diagnosis of pigmented skin lesions. A wider but more

general review of commercially available techniques for melanoma diagnosis is provided

by Marghoob et al[113).

Considering the optical techniques discussed in sections 2.3.1 to 2.3.6, it can be seen

that the current solutions do not meet the requirement of this study. Temporal domain

techniques do not provide the low cost solution required, whereas the lack of ruggedness
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and practical implementation of an OCT system means that its application is not suitable.

Other localisation technique such as spatial analysis and frequency domain techniques do

not meet the requirements due to their inability to provide full field analysis.

It is clear from the discussion of commercially available systems provided in sections
2.4.1 to 2.4.4 that the diagnostic performance achieved can be impressive. However, prob-
lems have frequently been touched upon in the literature concerning image quality and
the use of matching fluid. It is apparent that many images recorded for the clinical studies
were omitted from either the training sets or testing due to the presence of image artifacts.
The study reported by Hoffmann et al[101] stated that only 70% of the recorded images
were considered of high enough quality for processing. Of these, 10% of the lesions could
not be sucessfully segmented. These figures are acceptable for application in a trial where

data can be easily omitted, however, this becomes more of a concern in clinical application.
The SolarScan®) discussed by Bischof et al[10] also ran into problems due to the use of
matching fluid and required additional processing to indicate the presence of an unusable
image. In addition to this, the physical practice of applying a glass plate to the surface of
the skin could result in distortion of the properties which are trying to be measured. More

specifically, evacuation of blood from dermal capiliaries and in extreme cases disturbance

of collagen architecture may occur. This having been said, these contact issues can be
largely removed through sensible probe design.

~ After review of the proposed techniques for diagnosis of skin lesions a clear split can be
observed between the approaches: those techniques applied to achieve the localisation and
characterisation of samples through extracting the optical coefficients and raw processing
of digital lesion images. The overall objective of this study is to combine these ideologies

into a system capable of determining the optical properties of tissue over the dimensions

of a typical lesion and use these distributions to perform the inversion to either tissue

morphology or a clinical diagnosis.

As discussed in the introduction to this thesis the proposed method is to apply polar-
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ization gating techniques to achieve localisation of the superficial regions of a sample. This
is with a view to producing a simple, low cost and robust solution producing a localisation
system more appropriate than the techniques described in section 2.3. Application of these
techniques may also provide an improvement to current commercial systems described in
section 2.4 as they may allow imaging without the need for glass plates and matching fluid
to remove surface contributions. Improvement to these systems could also be provided
by the incorporation of localisation techniques. It the depth of interest can be isolated,
the sensitivity to the region’s properties will be improved. Imaging without a localisa-
tion mechanism will be fundamentally limited in terms of the achievable resolution due
to scattering. The developed technique may also provide improvement to current optical
coefficient determination systems due to the application of advanced processing techniques

applied in the commercial systems once the distribution of optical property variation is

extracted.

In summary, addressing the issues discussed in this review, this thesis aims to indicate

the ability to perform depth discrimination using polarization gating in uniform scattering
samples in chapters 3 and 4. This is extended to localised sub-surface in-vivo tissue

imaging, without the need for matching fluid and glass plates in chapter 6, using the

imaging system developed in chapter 5. Assessment of the condition of the data, to

indicate the potential for optical property determination using the developed system is

given in chapter 7.



Chapter 3

Polarized Light Scattering:

Theory and Simulation

3.1 Introduction

The fundamental mechanism for discriminating between paths of propagation in this study
is the use of polarization state and the degree to which that polarization is maintained as

the light scatters and propagates. This is with a view to application in a medical diagnostic
setting. However, before addressing the biomedical application directly, and more specifi-
cally the propagation of polarized light in human skin tissue, it is necessary to address the
polarized light scattering problem at a more fundamental level. This investigation involves
the examination of the rate of depolarization of polarized light incident on a sample and
assessment of the volumes which have been probed by the different emerging polarization
states. To perform this analysis 1t is necessary to be able to rigorously analyse the be-
haviour and changing properties of light as it propagates and is ultimately backscattered.
One widely used technique which is appropriate for application in a situation such as this

is a Monte Carlo simulation, where photons are propagated and tracked through a layered

scattering medium on a photon-by-photon basis. A general discussion of such techniques

43
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was presented in section 2.2.J.

This chapter will discuss the fundamental behaviour of polarized light interacting with
scattering media to assess the sensitivity of light backscattered in different polarization
states to the illuminated sample. The fundamentals of the polarized light Monte Carlo
simulation and the samples which can be theoretically éxamined in these simulations
will also be discussed. In addition to this, the results of these simulations on layered

media, their analysis and how the results indicate the potential for using polarization

discrimination to achieve the goals of the study is discussed. The majority of these results

have been presented previously in [114].

3.2 The Scattering of Polarized Light

The direction of light propagating in scattering media is adjusted due to interactions with

small inhomogeneities, mathematically represented as a modification of the light’s propa-

gation vector, k. For a ray propagating in a volume, this direction of propagation can be

represented on the surface of a unit sphere as shown in figure 3.1. The random propagation
of a ray scattering through a turbid medium can be represented as a continuous random
walk taken around the surface of this sphere[25]. The change in direction also affects the
polarization state of the ray, resulting in depolarizing of the light as it propagates|77, 78].
If a mechanism could be applied to enable analysis of light which had not had its po-
larization state randomised by many scattering events, it would suggest that sensitivity
to superficial regions through which this polarization maintaining light had propagated is
available.

The case of polarized light scattering can be extended from this simplistic view of ei-
ther fully polarized or unpolarized by investigating the effects of scattering on the rates of
depolarization of different initial polarization states. Discussion performed here is in-line
with the concepts presented in [25]. To aid the mathematical representation of polariza-

tion, the Poincaré sphere forms a useful tool[115]. The Poincaré sphere is defined along
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Figure 3.1: The unit sphere representing the direction of propagation as components of k.

three axes by the three Stokes’ parameters which define polarization[39]. Considering
fully polarized light, it can be seen from figure 3.2 that the cases of linearly polarized
(\/m = I, V = 0)! and circularly polarized light (Q =0, U = 0, V = %I) provide
the extremes in the range of behaviour of fully polarized light with linear polarizations
falling on the equatorial plane and pure circular polarizations occurring at the sphere’s
poles. It can be seen that intermediate states (elliptical polarizations) fall between these
states (Q% + U? # 0, V # 0) and it is therefore postulated[25] that they have scattering

properties between these two extremes and are therefore not considered fully here.

The behaviour of different polarizations under scattering conditions is dependent on

the anisotropy of the scattering by a single particle [25, 77, 78]. It has been discussed
previously (116, 117, 118] that the scattering properties of superficial tissue regions, such
as the epidermal and dermal layers, are in the forward direction[119]. For this reason

the discussion performed here focuses on this case, but the general nature of the analysis

indicates that the trends are scalable to the limits of anisotropy as g tends to =+1.

As discussed previously in section 1.2 the range of pathlengths resultant in backscatter

from a scattering media have a tendency to the transport mean free path[6]. Therefore,

'Using the standard notation for the Stokes’ parameters.
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v

Figure 3.2: The Poincare sphere using standard notation for Stokes’ parameters.

investigating the behaviour of a photon propagating exactly this distance before being

backscattered will form a good basis on which to hypothesise concerning overall behaviour.

Using the representation of propagation using the unit sphere (figure 3.1), the simplest

mechanism resulting in backscatter is to travel around the unit sphere from the point

representing the illumination angle directly to its antipole, as shown in the examples

illustrated in figure 3.3.

When evaluating the differing behaviour of the polarization states under scattering a
key point is to analyse the effect of an azimuthal rotation of the polarization components.
Considering first linearly polarized light it is clear that any path around the unit sphere
either parallel or perpendicular to the plane of illumination will result in the maintenance
of its initial state (figure 3.3a). However, should the path of propagation be taken at
a 45 degree azimuthal angle (figure 3.3b) the emergent state is perpendicular the initial
polarization plane. Azimuthal variation of backscattered linear polarizations is considered
extensively in [74] and [75] illustrating this effect. This azimuthal dependence indicates
that, for path lengths greater than or equal to the expected transport mean free path,

there 1s an equal contribution to the co-polar and cross-polar components in the case of

linearly polarized illumination|25].
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Figure 3.3: Alteration in direction from direct forward propagation (ky =ky =0, k, = 1)
to direct back propagation (ky = ky =0, k; = —1) a) along the plane of linear polariza-

tion resulting in polarization maintenance and b) at 45 degrees to the polarization plane

resulting in a cross-polar state.

Circularly polarized light however is insensitive to an azimuthal rotation of polarization
components. Intuitively, this is explained due to circular polarization states being, by

definition, circularly symmetrical and therefore their rotation in this azimuthal plane does

not result in any depolarization away from its initial state.

3.2.1 Mie Scattering

During this study an effort is made to approximate the properties of producible scatter-
ing phantoms to the properties of skin tissue samples. Clearly, however, the model must
simplify the structures significantly due to the complex structure of tissue. One model,
widely used as a first approximation, is spherical scattering centres suspended in a ho-
mogeneous supporting medium. The numerical modelling of such an arrangement can be
implemented using a range of models concerning the scattering behaviour of the individual
particles. These include the Henyey-Greenstein approximation[34], Rayleigh scattering[3]

and Mie theory(3, 35].

The model selected here is defined by Mie theory. This allows the simulation of scat-

terers at a range of sizes including the region d ~ A which is not possible using Rayleigh
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Channel Illumination Detection
1 Linear (Horizontal)
2 Linear (Vertical)
3 Circular (Right) Circular (Right)
4 Circular (Right) Circular (Left)

Table 3.1: Polarization discrimination detection scheme.

models[3] which are tailored to very small particles. The implementation of Mie theory
also includes determining the rigorous mathematical solution of the electromagnetic field
interacting with the scattering particle. This provides a detailed scattering phase func-
tion characterising scattered field with scattering angle. Such a detailed solution is not

provided by the Henyey-Greenstein solution[34] which provides an approximation to the

result provided by Mie theory.

3.3 The Polarization Detection Regimes

The techniques throughout this thesis use both linear and circular polarization states to
illuminate the samples due to their different behaviour with scattering as discussed in
section 3.2. To allow analysis of the behaviour of the polarization state of scattered light,
a detection regime is required to provide analysis of light emerging in different states. To
achieve this, a four channel detection scheme is used as outlined in table 3.1. This shows
that for each of the different illuminating polarization states, linear and circular, both
the co-polar and cross-polar intensities are detected. The reason for this selection is to
allow discrimination between light that may have maintained its initial polarization state |
to some degree, which would fall into the co-polar detection channel, and that which has

had this property randomised which would therefore be detected either in the orthogonal

cross-polar or parallel co-polar channel.
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For the investigations performed in this thesis it is necessary to be able to perform

this discrimination both experimentally, using optical components, and theoretically, via

manipulation of the Stokes’ parameters to allow analysis of simulated data[39).

To achieve the illumination state required for channels 1 and 2 from table 3.1 it is
clear that only a linear polarizer is required. On detection these channels al<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>