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ABSTRACT

The way we move our eyes when viewing a scene is not random, but is influenced by both bottom-
up (low-level), and top-down (cognitive) factors. This Thesis investigates not only what these
influences are and how they effect eye movements, but more importantly how they interact with
each other to guide visual perception of real-world scenes.

Experiments 1 and 2 show that the sequences of fixations and saccades - ‘scanpaths’ -
generated when encoding a picture are replicated both during imagery and at recognition. Higher
scanpath similarities at recognition suggest that low-level visual information plays an important
role in guiding eye movements, yet the above-chance similarities at imagery argue against a
purely bottom-up explanation and imply a link between eye movements and visual memory. This
conclusion is supported by increased scanpath similarities when previously seen pictures are
described from memory (experiment 3). When visual information is available, areas of high visual
saliency attract attention and are fixated sooner than less salient regions. This effect, however, is
reliably reduced when viewers possess top-down knowledge about the scene in the form of
domain proficiency (experiments 4-6). Enhanced memory, as well as higher scanpath similarity,
for domain-specific pictures exists at recognition, and in the absence of visual information when
previously seen pictures are described from memory, but not when simply imagined (experiment
6). As well as the cognitive override of bottom-up saliency, domain knowledge also moderates the
influence of top-down incongruence during scene perception (experiment 7). Object-intrinsic
oddities are less likely to be fixated when participants view pictures containing other domain-
relevant semantic information. The finding that viewers fixate the most informative parts of a



scene was extended to investigate the presence of social (people) and emotional information, botf
of which were found to enhance recognition memory (experiments 8 and 9). However, the lack of
relationship between string similarity and accuracy, when viewing ‘people’ pictures, challenges
the idea that the reproduction of eye movements alone is enough to create this memory advantage
(experiment 8). It is therefore likely that the semantically informative parts of a scene play a large
role in guiding eye movements and enhancing memory for a scene. The processing of emotional
features occurs at a very early stage of perception (even when they are still in the parafoveal), but
once fixated only emotionally negative (not positive) features hold attention (experiment 9). The
presence of these emotionally negative features also reliably decreases the influence of saliency
on eye movements. Lastly, experiment 10 illustrates that although the fixation sequence
is important for recognition memory, the influence of visually salient and semantically relevant
parafoveal cues in real-world scenes decreases the necessity to fixate in the same order.

These experiments combine to conclude that eye movements are neither influenced by
purely top-down nor bottom-up factors, but instead a combination of both, which interact to guide
attention to the most relevant parts of the picture.
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Chapter 1: Introduction

When inspecting visual scenes, eye movements are not just a set of random fixations, but occur in
a specific pattern, guided by bottom-up visual features and existing top-down knowledge.
Studying eye movements is important to understand how the eyes are controlled during the
acquisition of information, and how this information is represented and stored (Henderson and
Hollingworth, 1998). The focus of this Thesis is to examine eye movements during scene viewing
and investigate how these are affected by bottom-up and top-down influences.

The fovea is part of the eye that is located in the centre of the macula region of the retina
and corresponds to approximately the central 2° of the viewed scene, and is where visua
information of the highest quality is acquired. Due to this, eye movements are made to direct the
high resolving power of this part of the eye to different regions of the scene being viewed, to
improve discrimination ability of a target location in the periphery (Deubel & Schneider, 1996;
Kowler, Anderson, Dosher, & Blaser, 1995; Schneider and Deubel, 2002). Fixations are when
gaze is relatively stationary in space and indicate the area where attention is being allocatec
(Buswell 1935). Saccades are the quick jumps of the eye from area to area, during which vision is
essentially suppressed (Hering 1879; Latour, 1962). Together, fixations and saccades produce
sequences of eye movements called ‘scanpaths’, which are a useful, objective, way to measure the
allocation of overt attention in real-world scenes. However, it must also be noted that one can



attend to details outside the area of fixation (referred to as covert attention), and it has been found
that pre-saccadic perceptual facilitation does not rely on the same processes as those of covel
attention (Blangero et al., 2009). This is demonstrated in chapters three (experiment 7) and four
(experiment 9) where first fixations are more likely to be on semantically interesting parts of the
picture, suggesting that attention was already allocated to these areas before the overt movemer
of the eyes. Therefore, although scanpaths help identify where an individual is looking (which
remains the main focus of this thesis), they may not be a complete representation of the
information processing that occurs during scene viewing. Scanpath analyses do, however, allow
us to measure how similar eye movements are over multiple viewings and over multiple
participants. Similarity in scanpaths (or at least in fixated regions) between participants would
suggest common areas of interest, whether it be due a low-level visual saliency (see section 1.2
or shared top-down knowledge about the task or the scene. Investigation of how these and othel
factors interact to influence eye movements will help to answer the question of why certain parts
of a scene are fixated over others. Firstly though, this chapter will introduce and discuss some key
theories of eye movements that will be referred to throughout this Thesis.

1.1. Scanpath Theory

Scanpath Theory was proposed by Noton and Stark in 1971 and predicts that the fixations made
when first looking at a picture are very similar to those made when recognising that picture at a
later time. According to this theory, when a person encodes an image, the eye movements the)
make are stored in memory as a spatial model. When they see the same picture again at a late
time, this pattern of fixations and saccades is re-enacted to facilitate recognition of the picture

(Noton and Stark, 1971a, b). It was originally suggested that the internal spatial-cognitive model

was directly related to the oculomotor movements and neural mechanisms in the brain; however
these assumptions are largely unsupported and have attracted criticism (e.g. Henderson, 2003). #
problem with Noton and Stark’s Scanpath Theory is that it is maintains that scanpaths are
generated almost entirely top-down and does not take into account bottom up influences such a:
low-level visual saliency. It also struggles to account for the variability in scanpaths, both across

viewings of the same observer, and between multiple observers (Groner et al., 1984; Mannan,
Ruddock, & Wooding, 1997). Lastly, studies have shown that scenes can be identified with a

single fixation (Biederman et al., 1982; Schyns and Oliva, 1994; Potter, 1999; Thorpe et al, 1996),

challenging Scanpath Theory’s assumption that recognition is reliant on replication of the eye

movement sequence produced at encoding. Therefore, allusion to scanpaths in this Thesis wil
refer only to the measurable sequences of fixations and saccades, not the underlying neure
mechanisms or the purely top-down stance argued by Scanpath Theory.

A number of studies have found that when participants view a picture for the second time,
the scan patterns they produce are very similar to scan patterns produced on first exposure to the
picture (Walker-Smith et al., 1977; Stark and Ellis, 1981; Foulsham and Underwood, 2008). For
example, in Foulsham and Underwood’s (2008) recognition memory study participants first
inspected a set of 45 pictures. They were then shown another set of 90 pictures and were asked t
decide whether they had seen each picture before. It was found that scan patterns were mos
similar when compared between two viewings of the same picture (encoding vs. old). This
similarity was significantly greater than control comparisons (encoding vs. new and old vs. new).
However, there is still some debate over Scanpath Theory, as some studies have failed to find &
similarity effect (e.g. Mannan et al., 1997). A main aim of this Thesis is to investigate whether



scanpaths are replicable (at least to some extent) over multiple stimulus viewings and also after
varying lengths of time (cf. sections 3.2 and 3.3). Furthermore, if there is a link between memory
and eye movements, as suggested by Scanpath Theory, then it is plausible that similar scanpath
would be produced when remembering a picture, even when no visual cues are present. However
presuming that eye movements are influenced by bottom-up as well as top-down factors, this lack
of low-level visual information may decrease scanpath similarities, (this possibility is explored in
chapter 2 and section 3.4).

Reproducing similar eye movements at test as at encoding has been linked to
improvements in recognition memory. For example, outpatients with Schizophrenia were shown
to have impaired visual short term working memory, but if scanpaths were replicated at test, this
impairment was significantly reduced (Cocchi, Bosisio, Berchtold, Orita, Debbane, Wood and
Schenk, 2009). Memory for visual scenes has been found to be consistently good, even ove
extended periods of time (e.g. Hollingworth, 2005), which may be related to the replication of
scanpaths. However, eye movements during recognition memory tests have not always beer
measured, and there is also the question of whether the scanpath similarity is responsible for the
memory advantage or a consequence of it. Either way, It has been suggested that scene memoi
is important in real-world processes such as visual search (Brockmole & Henderson, 2006b; Chun
& Jiang, 1998; Henderson, Weeks, & Hollingworth, 1999), as almost all real-world tasks require
some degree of visual search, for example looking for a knife when making a sandwich (Hayhoe,
2000; Hayhoe et al., 2003).

As well as how we move our eyes, it is important to consider why certain locations are fixated in
the first place — a question not really answered by Scanpath Theory. Findlay and Walker (1999)
proposed a model of saccade generation with five different levels of processing that incorporates
bottom-up and top-down influences on eye movements (see appendix 1 for a diagram). The model
has two parallel information and command streams, which run vertically through a hierarchy of
processing levels. Information about where a fixation falls is transmitted in spatially mapped
pathways, whereas information regarding when a saccade is initiated involves a single nonspatial
signal. At level 2 of the model there exists a ‘fixate centre’ and a ‘move centre’ which ultimately
control when and where the eyes move. Competitive interaction occurs when two centres, or two
regions within a centre, are cross-connected with reciprocal inhibitory links. Saccades are
produced when activity in the fixate centre decreases, or activity in the move centre increases —
this is referred to as ‘disengagement’. It has been suggested (Henderson, 1992, Rayner, 1998) the
when the eyes move is based on the processing of the currently fixated object. The majority of this
Thesis will focus on the ‘move centre’ of the model, i.e. the factors that influence where the eyes
move. At level 2, the ‘move centre’ can be influenced by bottom-up low-level visual features of
the scene — Findlay and Walker refer to this as the Salience Map. Saliency is an item’s quality of
being visually distinctive relative to its neighbouring items and has been shown to affect the order
and pattern of fixation. Saccades are made to the area with the highest salience (determined b
‘peaks’ of activation in the map), in a winner-takes-all situation. An inhibition of return
mechanism prevents constant refixation of the same area and directs saccades to the next mo
salient area. This attraction to areas of high visual saliency occurs automatically, without
conscious awareness. At level 5, on the other hand, the ‘move centre’ can be influenced by top-
down cognitive factors such as task instructions and domain knowledge (see chapter 3), by either
suppressing a saccade or moving the eyes voluntarily. This location of attention to parts of the
picture that are semantically relevant addresses the question of not only where the eyes move, bu
also why the viewer fixated that part of the picture.



1.2. The effect of saliency on scanpaths

Similar to Findlay and Walker’s Salience Map, Koch and Ullman (1985) and Itti and Koch (2000)
proposed a ‘Saliency Map’ whereby attention is drawn to the most salient region in an image first,
followed by the second most salient region then the third most salient region, and so on. Attention
and eye fixations are attracted to the region identified by the map as being of greatest brightness
colour contrast and orientation change, and once that region is fixated a process of inhibition of
return prevents attention from being locked onto any one region, and allows us to saccade to the
next most salient region. It is suggested that this winner-takes-all situation is caused by the firing
of an integrate-and-fire cell, which generates a sequence of action potentials, causing attention to
move to the ‘winning’ location. Neurological support for this theory comes from spiking patterns
of single neurons in response to visual stimuli (Bichot, and Schall, 1999; Bisley, and Goldberg,
2003; Fecteau, et al., 2004; Fecteau, and Munoz, 2003, 2005; Goldberg, et al. 2002; Gottlieb,
2002; Li, 2002; Mazer, and Gallant, 2003; McPeek, and Keller, 2002, 2004; Thompson, and
Bichot, 2005).

The influence of saliency on eye movements, attention and memory has been
demonstrated in a number of studies. For example, Sheth and Shimojo (2001) briefly displayed a
target and then asked participants to point to its previous location. Participants estimated targets to
be closer to the centre of gaze, and closer to visually salient markers in the visual display than
they actually were. The locations of objects presented earlier were remembered falsely as being
closer to salient reference frames than they really were. Salient regions attract fixations when
viewers are not given an explicit purpose in looking at a picture. Parkhurst, Law, and Niebur
(2002), showed viewers a range of images and recorded eye movements. Saliency strongly
predicted fixation probability during the first two or three fixations, and the model performed
above chance throughout each trial. In contrast to this, Tatler, Baddeley and Gilchrist (2005)
found no change in the involvement of image features over time and Tatler (2007) argues that
even the correlation between features and fixations is minimal. On the other hand, more recent
work by Carmi and Itti (2006) on dynamic scenes supports Parkhurst’s position.

Further support for a saliency map model of scene inspection comes from Underwood,
Foulsham, van Loon, Humphreys, and Bloyce, (2006) and from Underwood and Foulsham
(2006), who found that when viewers inspected the scene in preparation for a memory task,
objects higher in saliency were potent in attracting early fixations. These studies of the effects of
saliency could suggest that scan patterns are similar at encoding and recognition not because of al
internally stored sequence of fixations, but because the same bottom-up features are present :
both encoding and recognition, and therefore participants just look at the same conspicuous parts
of the scene. Lastly, Cerf, Harel, Huth, Einhauser and Koch (2008) investigated whether saliency
maps could be used to predict which image observers were viewing given only scanpath data
Using the data from one participant, pictures were correctly identified 82.4% of the time.
However, when scanpaths of 9 participants were combined, accuracy fell to 69%, suggesting that
although saliency can predict (to an extent) where participants look, there are individual
differences in viewing strategies. This thesis, in part, aims to further investigate the effect of
saliency on eye movements, and whether is it moderated by other factors such as domair
proficiency and emotional stimuli.

1.3. Variation in scanpaths



As well as bottom-up low-level visual features and top-down domain specific knowledge (see
chapter 3), scanpaths have been found to be influenced by the nature of the viewing task. Fo
example, Buswell (1935) found that the number of fixations and fixation durations increased
when participants were required to search a picture, compared to when they inspected it under free
viewing conditions. Furthermore, when participants were given a written description of the picture
before viewing, the number of fixations increased from 61 to 108! A similar study was carried out
by Underwood, Jebbett and Roberts (2004), but instead of a simple description of the picture,
participants were given a sentence and had to verify whether it was true or false. Compared to
seeing the picture first, participants viewing the image after the sentence made fewer fixations
overall and these fixations were guided to the objects described in the sentence.

A classic study by Yarbus (1967) found that scanpaths during free-viewing were
dramatically different than when instructions such as “Remember the clothes worn by the
people” were given. It was concluded that fixations fell in regions that were most informative for
that particular task. However, Yarbus only tested one participant and the conditions under which
eye movements were recorded were not very natural or comfortable, which could have affected
the results. For example, the observer's eye was anaesthetized, their eyelids taped open wit|
heated strips of adhesive plaster and their head was constrained using chin and forehead rests. Th
experiment has recently been replicated by DeAngelus and Plez (in press), who recorded eye
movements of 17 naive observers using a head-free eye tracker. The results were very similar tc
those reported by Yarbus, with variations in scanpaths depending on task instruction. However,
whereas Yarbus’s observer refixated on ‘informative’ regions for the whole 3 minute viewing
time, DeAngelus and Plez found that participants began to examine background objects about
halfway through viewing. It could be that the observer in Yarbus’s study felt obliged to follow the
strict instructions due to the uncomfortable equipment set-up, or that having to look at the same
painting for over 20 minutes caused them to consciously narrow their gaze based on the
instructions. Nonetheless, the effect of task instructions on eye movements continues to be evident
in more recent studies. For example, Hayhoe (2003) found that during free-viewing, irrelevant
objects were fixated 48% of the time, but when participants were given specific task instructions,
this fell to 16%.

For tasks that require visual search, there is some evidence from scanpaths for systematic
scanning (Gilchrist and Harvey, 2006). When participants had to confirm whether a target was
present in a grid-like display, more horizontal than vertical saccades were produced. This
systematic component was not eliminated by disruption of the grid, suggesting that participants
employ a cognitive strategy in scanpath generation during visual search. Search has also bee
found to be directed towards areas where targets are likely to be found and this is reflected in the
narrowed focus of fixations (Castelhano, Mack and Henderson, 2009). Castelhano et al also found
that when the participants were told to look at the scene in preparation for a memory test, the
number of fixations increased and were more distributed than in the search task. These differences
in scanpaths have been found to be consistent between participants (Hembrooke, Feusner, an
Gay, 2006). Hembrook et al used a multiple sequence alignment algorithm to extract similarities
among multiple scan patterns and found that when participants looked at web-pages in preparatior
for a memory test, saccades were shorter (indicative of reading and close inspection) than in the
free-viewing condition.

This top-down effect of task relevance has been shown to override the influences of
bottom-up saliency (Underwood, Foulsham, van Loon, Humphreys and Bloyce, 2006; Underwood
& Foulsham, 2006; Underwood, Templeman, Lamming and Foulsham, 2008). Underwood,



Foulsham, van Loon, Humphreys and Bloyce (2006) found that saliency played a significant role
in a memorisation task, attracting earlier and longer fixations than less salient objects. However,
when participants were instructed to search for an object in the scene, saliency was only of
secondary importance. Similarly, Einhauser, Rutishauser, and Koch, (2008) found that during free-
viewing, observers’ eye-positions were immediately biased toward the high-saliency side of a
picture. However, this sensory driven bias disappeared entirely when observers searched for &
target embedded with equal probability to either side of the stimulus. When the target always
occurred in the low-contrast side, observers’ eye-positions were immediately biased towards this

low-saliency side, i.e., the sensory-driven bias reversed.
As well as differences due to task, scanpaths have also been found to differ between participants depending

on culture. For example, Chua, Boland, and Nisbett (2005) found that American participants fixated
focal objects in a scene faster and more often than Chinese participants, who made more saccade
to background objects. These differences in scanpaths could be related to differences in perceptua
judgment and memory (Masuda, & Nisbett, 2001; Ji, Peng, & Nisbett, 2000; Kitayama, Duffy,
Kawamura, & Larsen, 2003). For example, Masuda and Nisbett found that when asked to describe
underwater scenes, Americans emphasised focal objects (large, brightly coloured, rapidly moving
objects) whereas Japanese participants reported 60% more information about the backgrounc
(rocks, water colour, small stationary objects). Furthermore, in a recognition memory test of
previously viewed animal scenes, changing the background (but keeping the focal animal)
decreased the accuracy of Japanese participants compared to American participants (Masuda, ¢
Nisbett, 2001). It is suggested that the Japanese participants used a more holistic processing
binding information about the objects with the backgrounds, so that the unfamiliar new
background adversely affected the retrieval of the familiar animal. These cultural differences in
attending to objects and context of the scene have also been observed in perceptual judgment task
(Ji, Peng, & Nisbett, 2000) and change blindness studies (Masuda and Nisbett, 2001). Simons &
Rensink, (2005) suggest that the mental representations of scenes may differ with culture, (e.g.
Asian participants have more detailed mental representations of scene backgrounds, wherea
Westerners have more detailed mental representations of the focal objects). Another explanation is
that different cultures have similar mental representations but differ in accuracy for detecting a
deviation between the mental representation of the background or focal object and the current
stimulus.

Lastly, scanpaths have been found to differ with age and gender. Goldstein, Woods, and
Peli (2007) found that when viewing dynamic scenes, male and older subjects were more likely to
look in the same place than female and younger subjects, respectively. Despite these differences
for more than half of the time, participants fixated in areas that made up less than 12% of the
scene, suggesting that a common component of scanpath generation does exist betwee
participants. The importance and practical applications of scanpath similarity are discussed in the
next section.

1.4. Practical Applications of Scanpaths

In this modern, computer-driven age, where camera film and photo albums are being replaced
with memory cards and online picture-sharing sites, images are more and more likely to be stored
digitally. The volume and diversity of the growing research on picture databases is seen in recent
reviews (Eakins and Graham, 1999; Veltcamp, and Tanase, 2002). However, there remain a



number of serious difficulties in both the entry of images into databases and their efficient
retrieval that, unresolved, will continue to seriously limit their potential (Enser, 2002).

The two main methods of image retrieval at the moment are the content-based approach
(CB) and the description-indexing approach (DI). DI approaches involve textual descriptors and
keywords that are used in traditional query languages. An example of a DI image retrieval
database is PhotoFinder, which provides a set of visual Boolean query interfaces, coupled with
dynamic query and query preview features. However, there are three main difficulties with this
approach, i.e. the large amount of manual effort required in developing the annotations, the
subjectivity in interpretation of image contents, and inconsistency of the keyword assignments
among different indexers (Niblack and Barber, 1994; Flickner, Sawhney, Niblack, Ashley, Huang,
Dom, Gorkani, Hafne, Lee, Petkovic, Steele, and Yanker, 1995; Faloutsos, Flickner Niblack,
Petkovic, Equitz, and Barber, 1993). As the size of image repositories increases, the keyword
annotation approach becomes infeasible.

CB image retrieval (CBIR) on the other hand involves automatic analysis of low-level
features such as colours or texture and promise greater automation than DI. Since its advent
CBIR has attracted great research attention, ranging from government (Jain, 1993; Jain, Pentland,
and Petkovic, 1995) and industry (Flickner et al., 1995; Dowe, 1993) to universities (Pentland,
Picard, & Sclaro, 1996; Huang, Mehrotra, & Ramchandran, 1996; Smith and Chang, 1997; Ma
and Manjunath, 1997; Mandal, Aboulnasr and Panchanathan, 1996). Many special issues from
leading journals have been dedicated to CBIR (Gudivada and Raghavan, 1995; Pentland anc
Picard, 1996; Narasimhalu, 1995; Schatz and Chen, 1996) and many CBIR systems, both
commercial (Niblack and Barber, 1994; Flickner et al., 1995; Faloutsos, et al., 1993; Dowe,
1993) and academic (Pentland, Picard, & Sclaro, 1996; Huang, Mehrotra, & Ramchandran, 1996;
Smith and Chang, 1997; Ma and Manjunath, 1997; Mandal, Aboulnasr and Panchanathan, 1996)
have been developed recently.

A problem with CBIR is that there is still a degree of subjectivity involved in defining the
visual characteristics of a picture and in many cases domain specific knowledge is required to do
so (Amadasun and King, 1988). Even if a computer program was designed for this purpose, it
would still require photo interpreters to spend a considerable amount of time in generating the
spectral rules used by the expert system. Furthermore, some low-level pictorial qualities are hard
to define, for example most people can recognise texture but, it is more difficult to describe
(Howarth and Ruger (2004). As a solution, many CBIR systems began to integrate bottom-up
visual features and top-down knowledge — the basis of ‘computer centric systems’. These system
first finds the ‘best’ representations for the visual features by mapping a high level concept (e.g. a
fresh apple) to low-level features (e.g. green and round), then, during the retrieval process, the
user selects the visual feature(s) that he or she is interested in. Then the system tries to find simila
images to the users query. However, a problem arises when there is a gap between high leve
concepts and low-level features. For example, it would be difficult to map an ancient vase with
sophisticated design to an equivalent representation using low level features (Rui, Huang, Ortega,
and Mehrota, 1998). Furthermore, different persons, or the same person under different
circumstances, may perceive the same visual content differently. One person may be more
interested in an image’s colour feature while another may be more interested in the texture
feature. Even if both people are interested in texture, the way they perceive the similarity of
texture may be quite different. Also, the features identified by the model as the ‘best’ are
intransigent, so cannot effectively model high level concepts or individual subjectivity.

A further development of CBIR is the Human-Computer-Interaction approach. This



approach allows the user to submit an initially broad query and then continuously refine the
information based on relevance feedback. Rui, et al (1998) tested over 70,000 images and founc
that this method greatly reduces the user’s effort of composing a query and captures the user’
information need more precisely. CBIR systems that have utilised the relevance-feedback
approach include ‘FourEyes’ (Minka and Picard, 1997), which employs a learning algorithm that
selects and combines feature groupings based on examples of positive and negative picture
provided by the user. A variation of this is PicHunter (Cox, Miller, Minka, and Yianilos, 1998),
which uses an algorithm based on a stochastic-comparison search where the probability of eacl
image in the database being the target is updated thanks to comparisons carried out by the use
This Bayesian relevance feedback process is interesting, since it is not based on binary decision:
(relevant or irrelevant). This kind of information is easier to assess, less arbitrary than the binary
one, and it takes into account the uncertainty of human judgment. Another interesting system
based on interactivity is presented by Schroder, Rehrauer, Seidel, and Datcu (2000). Their
program actually allows the user to click on the specific part of a picture that they are looking for
(e.g. alake in a park scene) and the highlighted pixels are associated with the user-defined labe
for future searches. This way, the user can visually supervise the learning process. The relevance:
feedback method has been applied to numerous systems, for beyond the scope of this Thesit
including website deconstruction (“The Collage Machine”, Kerne, 2000, 2001), electronic
sketchpad drawing (“Epic” Jose, Furner and Harper, 1998), and medical image database:
(Howarth, Yavlinsky, Heesch, and Ruger, 2005).

Of particular interest to this Thesis are computer programs that have utilized algorithms
that calculate how similar pictures are based on features of a sample picture, for example the
weighted dissimilarity function (“RETIN”, Fournier, Cord and Philipp-Foliguet, 2001) and
sequential pattern recognition (“CAVIAR”, Evans, Sikorski, Thomas, Sung-Hyuk, Tappert, Jie,
Gattani, and Nagy, 2005). If previous research on the replication of scanpaths holds true anc
people really do produce highly similar eye movements at encoding and recognition of a picture,
then it could be possible to create a CBIR program controlled by eye movements. The participant
would simply imagine the picture they want to find in an image library and use their eyes to
‘draw’ on the blank screen, which is transformed into x-y coordinates and used by the computer
program to search the database. This would eradicate a lot of the problems currently associatec
with CBIR regarding subjective and time consuming labelling of features. Potentially, it would
possible to create such an algorithm based on The Hough Transformation. The Hough Transform
is primarily for recognising geometric shapes within images, but there is a variant that will allow
us to look for partial matches of irregular shapes expressed in the way that the eye tracking
software produces them. There is considerable literature in this area that has successfully put thes
theories into practice. Schau (1992) carried out several experiments that changed the scale ant
relative rotation of the unknown. In all cases the correct automobile was identified from the set of
six prototypes. Eom and Park (1991) developed algorithms to identify and object based of it's
similarity to other objects and also to classify it into the appropriate object category. Out of
1280 unknown objects created by rotating and morphing machine parts and aircraft shapes,
more than 98% of machine parts, and more than 97% of aircraft shapes were correctly classified.

Creating a pictorial library controlled by eye movements could be of great benefit to
picture database librarians who have the job of searching through millions of visually similar
pictures. These pictures hold similar or identical key words and thus Description Indexing
approaches are of limited use. It could also be further developed for use with motor impaired
persons, as a way to search pictorial databases without having to use their arms or hands



However, to create such a program, we first have to determine how similar eye movements are at
encoding, imagery and recognition of a picture, and the factors that could potentially affect
scanpaths.

1.5. Main methods & equipment used in the experiments

1.5.1. Eye tracking equipment

Eye position was recorded using an SMI iVIEW X Hi-Speed eye tracker, which uses an
ergonomic chinrest and provides very precise data within a gaze position accuracy of 0.2 degrees.
The system parses samples into fixations and saccades based on velocity across samples, with
spatial resolution of 0.01°, a processing latency of less than 0.5 milliseconds and a sampling rate
of 240 Hz. An eye movement was classified as a saccade when its velocity reached 30 deg/s o
when its acceleration reached 8000 deg/s?. For experimental analysis throughout this thesis, @
fixation is defined as anything above 70ms — micro-fixations below 70ms were discarded.

1.5.2 Scanpath similarity - string editing
There is a certain amount of difficulty in quantifying the similarity between scanpaths elicited at
encoding and those made during the recognition test. This difficulty lies in condensing the spatial
information of multiple fixations without losing the sequence information inherent in a two
dimensional serial scanpath. The most well-known methods are Markov matrices and string-
editing. The Markov process is a stochastic model for the probabilities that the viewers’ eyes will
move from one visual element to another and is based on the assumption that each eye fixatior
depends only on the previous one. However, an obvious criticism of this is that the sequence-
generating process may have a longer history than the immediate past. Furthermore, Abbott anc
Hrycak (1990) point out that Markov models do not provide a technique for assessing similarity
between sequences, categorizing sequences, or identifying typical sequences.
This string editing technique, on the other hand, is described in detail by Brandt and Stark (1997);
Choi, Mosley, & Stark, (1995); Hacisalihzade, Allen, and Stark, (1992), Privitera, Stark and
Zangemeister (2007) and Foulsham and Underwood (2008) and involves turning a sequence of
fixations into a string of characters by segregating the stimulus into labelled regions. The
similarity between two strings is then computed by calculating the minimum number of editing
steps required to turn one into the other. Three types of operations are permitted: insertions
deletions and substitutions. Similarity is given by one minus the number of edits required,
standardised over the length of the string. An algorithm for calculating the minimum editing cost
is given in Brandt and Stark (1997) (appendix 1c) and was adapted to analyse string similarity
using a Java program (an example of the javacode used can be found in appendix 1d).

For the analyses in this Thesis, a 5 by 5 grid was overlaid onto the stimuli (see Figure 1).
The resulting 25 regions were labelled with the characters A to Y from left to right. Fixations
were then labelled automatically by the program, according to their spatial coordinates, resulting



in a character string representing all the fixations made in this trial.

Figure 1: A picture of a natural scene with a 5x5 grid overlaid and an example scanpath
superimposed.

For the fixation sequence shown in figure 1, the string would be MNSTJGRRXS. The first
fixation, which was always in the centre or region “M”, was removed and adjacent fixations on
the same regions were condensed into one (making the example NSTJGRXS). Repetitions were
condensed because it is the global movements that are of interest here, rather than the small re
adjustments which combine to give one gaze on a region. Strings were cropped depending on the
average number of fixations per picture in that experiment (but see sections 2.4 and 6.4)

1.5.3 Measuring Chance

The results were compared against a chance baseline. One way we considered doing this was t
compare the experimental data against a random model. For example if more human gazes thar
randomly generated gazes lie in salient regions then this would suggest the visual system is
selecting based on saliency. However, a uniformly distributed random model might lead to a

difference purely due to systematic bias in eye movements towards the centre (see Tatler et al
2005). Therefore, for each picture a participant viewed, the scanpath produced was compared to &
scanpath that the participant produced on another a randomly selected picture. This was repeate
for every participant and an average similarity score was calculated. This score differed for each

experiment as eye movements differed depending on task (however, see chapter 6.3.1 fo
problems with measuring chance).



Chapter 2 — Scanpaths and Imagery

2.1 Introduction

Imagery plays an important part in human memory (e.g., Paivio, 1969, 1971) and it has been
suggested that eye movements or their control systems may play an important intermediate role in
imagery (e.g., Hebb, 1968). The strong link between perception and imagery can be seen in the
linear relationship between the distance of two imagined points and the time taken to scan
between those points, with increased distance resulting in increased scanning time (Kosslyn,
1973; Finke and Pinker, 1982). Mental rotation of 3D objects (Shepard and Metzler, 1971;

Cooper, 1975) revealed spatial properties of imagery that are analogous with visual perception.
Furthermore, Fink and Schmidt (1977) found that illusions and after-effects normally caused by

perception can result from mental images, suggesting that imagery is not just spatial but
specifically visual.

It is suggested that this connection between perception and imagery exists because c
common neurological underpinnings. For example, various brain scanning techniques have
revealed that visual areas in the occipital, temporal, and parietal lobes are also activated during
visual mental imagery (see Kosslyn, 1994). The involvement of cortical structures common to
imagery and perception in the visual modality is also supported by studies on evoked potentials
(Farah, Weisberg, Monheit, and Peronnet, 1989) and regional cerebral blood flow (Charlot,
Tzourio, Zilbovicius, Mazoyer, and Denis, 1992; Goldenberg, Podreka, Steiner, Willmes, Suess,
and Deecke, 1989; Kosslyn, Alpert, Thompson, Maljkovic, Weise, Chabris, Hamilton, Rauch, and
Buonanno, 1993; Mellet, Tzourio, Denis, and Mazoyer, 1995). However, arguments against these
shared neurological processes for perception and imagery come from the double dissociatior
between brain-damaged patients that have impaired vision but intact imagery abilities (Behtmann,
Winocur, and Moseovitch, 1992) and patients with visual imagery disorders that exhibit no
perceptual impairment (Guaraglia, Padovani, Pantano, and Pizzamaglio, 1993). Goldenberg,
Miillbacher and Nowak (1995) report the case of a patient with extensive lesioning of the primary
visual cortex. Despite being blind, the patient had intact mental imagery, and more interestingly,
believed she could see. This belief could be due to her confusing mental images with real
percepts. Due to the extent of her lesioning, however, her mental imagery ability must have relied
on higher-level visual areas. Similarly, Servos and Goodale (1995) examined a patient with visual
agnosia who nevertheless was able to scan mental images to search for specific features and coul
generate novel images by combining images of previously encoded stimuli. These studies sugges
that while visual perception and mental imagery may be connected, they do not necessarily share
the same neurological structures or mechanisms.

To test the extent to which eye movements play a role in mental imagery, Baddeley
(Baddeley 1986; recently reported by Postle, Idzikowski, Sala, Logie, Baddeley, 2006) ran three
interesting experiments. The first aimed to test whether involuntary eye movements induced by
spinning in a chair (post-rotational nystagmus) would disrupt imagery. The lack of disruption to
imagery or memory tasks indicated that eye movements per se do not have an important
immediate role in imagery. However, in the second experiment voluntary eye movements, made
by watching a moving spot, did disrupt imagery, implying that voluntary eye movements and
imagery do share a common processing capacity. The third experiment showed that impairment of
performance on the spatial task occurred for voluntary eye movements during both presentation
and recall of the memory material. However, because memory was no more impaired when the



eyes were moving all the time compared to only at presentation or only at recall, Baddeley
concluded that the link between eye movements and imagery was in the maintenance of the
image. This study was followed up by Postle et al (2006) who concluded that that the maintenance
component of spatial working memory, independent of encoding and/or response, is sensitive to
concurrent saccadic activity. In summary, these four studies show that the control of visual
imagery and visual working memory may derive from the same cognitive resources that support
eye movement control.

2.2. Experiment 1: Eye movements at Imagery vs. Recognition

2.2.1 Introduction

An argument against Scanpath Theory is that people may not reproduce the same scanpaths ove
time due to the sequence of eye movements being stored internally or being related to an internal
visual image, but they do so by chance because of the bottom-up influences of the visual stimulus.
When we view a picture (at least in a free-viewing or in a memory task), our eye fixations are
attracted by the visual saliency of the image, with more attention being given to conspicuous
regions than elsewhere. When we are shown that same picture again at a later time, perhaps w
simply look at the same parts of the picture again, as those parts still hold the same low-level
properties as when it was first inspected. By this argument, the re-instatement of a sequence o
fixations on separate occasions may be a product of the visual characteristics of the image rathel
than having any involvement with our memories of the image or of our scanpath on first viewing.
Even when saliency is overridden by the task demands, it could still be argued that scanpaths are
reproduced because the same semantically interesting parts of the scene are present at encodi
and recognition. Repeated scanpaths may be generated by viewers remembering how the
inspected a picture when they first looked at it, but it could be that the features of the image -
either bottom-up visual features or top-down meaningful features — are what drive the sequence of

fixations.

One way to get around these problems is to use an imagery task, so that if scanpaths are reproduced, i
cannot be due to external bottom-up influences, as no visual stimulus is present. Brandt and Stark (1997) found
substantial similarities between sequences of fixations made whilst viewing a simple checker-board diagram and
those made when imagining it later. Since there is no actual diagram or picture to be seen during the imagery period,

itis likely that an internalised cognitive perceptual model is in control of these scanpaths. Holsanova,
Hedberg and Nilsson (1998) used natural, real life scenes and found results similar to those
reported by Brandt and Stark. Pieters, Rosbergen, and Wedel (1999) found that scanpaths remai
constant across advertising repetitions, across experimentally induced and naturally occurring
conditions, and (like Brandt and Stark), Zangemeister, Oechsner, and Freksa (1995) and
Gbadamosi, Oechsner, and Zangemeister (1997), also demonstrated firm evidence for scanpati

sequences in the viewing of both real and imagined stimuli.
In a modified version of the imagery experiment, Laeng and Teodorescu (2002) manipulated when
participants could move their eyes. Participants that were told to keep their eyes centrally fixated during the initial

scene perception did the same, spontaneously, during imagery. Participants that were allowed to move
their eyes during initial perception but were told to keep their eyes centrally fixated during
imagery exhibited decreased ability to recall the pattern. Laeng and Teodorescu argued that this
was because the oculomotor links established during perception could not be used in the proces:s
of building up a mental image, and this limitation impaired recall. Eye movements at first viewing



help to encode the picture and reproducing those eye movements at a later stage may help reca
the picture. However, it could be argued that when pictures are better recalled, the eye movemeni
patterns during imagery, as a result, better match the eye movement patterns during scen
viewing. A decrease in recall performance when participants are instructed to keep fixation at
imagery could therefore be due to additional cognitive load exhibited by the (additional) task to

refrain from naturally moving one’s eyes.
One aim of the current experiment is to determine whether scanpaths are reproduced during imagery. This
could avoid the criticisms that the reproduction of scanpaths may be due to external bottom-up influences, as this

cannot be true if no visual stimulus is present. It would also be interesting to know whether this
relationship between imagery and perception persists over time. Ishai and Sagi (1995) have
shown, for example, that imagery induced facilitation in a target-detection task decays and is only
effective in the first 5 min after the participants saw the stimuli. In Laeng and Teodorescu’s
(2002) study, the participants performed the imagery task 40 seconds after they studied the stimuli
and it was suggested by Mast and Kosslyn (2002) that the sensorimotor trace may be stored only
in short-term memory. Therefore, another aim of the current experimentis to determine whether

scanpaths at imagery are stable over extended periods of time.
One model that could help explain eye movements during imagery is Kosslyn's (1994) ‘visual buffer’, which

is used to construct an internal image. The visual buffer is located in the working memory, which is topographically
organized and has the possibility to represent spatiality. An ‘attention window’ can be moved to
certain parts of the visual buffer, which could be connected to eye movements during imagery.
Mental images are generated in the visual buffer, and representations of those images are stored il
long term memory. When a scene stored in long term memory is visualized, it is generated (or
rather created or re-created) in the working memory and in the visual buffer. Kosslyn’s visual
buffer model is fundamentally different from Noton and Stark’'s (1971) Scanpath Theory in the
purpose/explanation of the eye movements that occur during imagery. Whereas the visual buffer
suggests a ‘scanning’ of an already existing memory/mental image, Scanpath Theory suggests the
reconstruction of an image through scanpath replication (i.e. similar eye movements are essential
for accurate picture recognition).

A large amount of criticism against the visual buffer comes from propositional accounts
(e.q., Pylyshyn, 2002, 2003), which claim that there are no such things as internal images.
Pylyshyn argues that imagined objects and spatial locations are bound to visual features in the
external world; these bindings are called ‘visual indexes’ (Pylyshyn, 2000, 2001, 2002). This
theory assumes no pictorial properties whatsoever of the ‘projected image’, only the binding of
imagined objects to real, perceived ones. However, Johansson, Holsanova and Holmgvist (2006)
carried out an imagery study in the dark (i.e., without any possible visual features) and still
yielded eye movements that reflected objects from both the description and the picture. Therefore,
Johansson et al. argued that visual indexes that only assume the binding of propositional objects tc

real ones cannot explain eye movements during mental imagery.
An additional objective of this experiment is to investigate which account best explains eye movements
during imagery, and also whether eye movements at retrieval are affected by different methods of encoding and of

retrieval. If Pylyshyn’s propositional model holds true, then eye movements should not be affected by such
manipulations, as they would not change tacit knowledge (the knowledge of what seeing a
specific object would be like). This study also aims to find out if, assuming that a scanpath is
reproduced, temporal information is reproduced as well as spatial information. To do this, average
fixation duration, average saccadic amplitude, and the number of fixations are calculated at each
encoding and retrieval condition. Two procedures were used in the experiment, one in which
viewers were required to visualize the picture most recently inspected, and one in which the



imagery task was conducted after the presentation of all of the pictures in the experiment. In both
procedures there was an imagery task and a recognition memory task — the order was reverse
between procedures. After a two day interval the imagery task was repeated.

2.2.2 Methodology

Participants

Thirty participants took part in the experiments, all of whom were students at Nottingham
University. The age range was 18-51 and the mean age was 25.5. The sample comprised 2
females and 9 males. All participants had normal or corrected-to-normal vision. Inclusion in the
study was contingent on reliable eye tracking calibration and the participants being naive to eye
movements being recorded.

Materials and apparatus
A set of 60 high-resolution digital photographs were prepared as stimuli, sourced from a
commercially available CD-ROM collection and taken using a SMP digital camera. Each picture
was distinctly individual, in that given a short sentence describing a picture; it could not be
mistaken for any of the others. Examples of these stimuli are shown in Figure 2.

A pilot study was conducted to make sure the stimuli were distinctly individual and could
not be confused. Ten participants were given a sheet of 60 pictures and a sheet of 60 descriptive
labels, both randomly ordered, and were asked to match the pictures to the labels. All of the

participants correctly matched 100% of the stimuli.

Half of each category were designated “old” and shown in both encoding and test phases, while the other
half were labelled “new” and were shown only as fillers at test. New and old pictures were similar in complexity,
semantic and emotional content. Pictures were presented on a colour computer monitor at a resolution of 1600 by
1200 pixels. The monitor measured 43.5cm by 32.5cm, and a fixed viewing distance of 98cm gave an image
18.83 dearees of visual angle.

i &/ (/,.

Figure 2: Examples of two of the distinctively individual pictorial stimuli used in the experiments:
‘the penguins’, and ‘the buttons’.

Design
The experiment used a between groups design, with 2 groups of participants (15 participants in
each group). The independent variable was therefore which group the participant belonged to (The



Imagery First group or The Recognition First group). The dependent variable measures were:
accuracy in deciding whether a picture was old or new, average fixation durations, average
saccadic amplitude, average number of fixations, and the similarities of scanpaths compared ali
encoding and imagery, encoding and recognition, encoding and delayed imagery, imagery and
recognition, imagery and delayed recognition, and recognition and delayed imagery.

Procedure

Participants were told that their pupil size was being measured in relation to mental workload.
They were informed that although their eye movements were not being recorded, it was important
to keep their eyes open so pupil size could be reliably measured.

Task1: Imagery Prior to Recognition. Following a 9-point calibration procedure, participants were
shown written instructions on the experimental procedure and given a short practice. The first
stage involved seeing a picture for 3000 milliseconds then a brightly coloured mask for 1000
milliseconds and then the screen turned blank. The participant then had 5000 milliseconds to
visualize the last photograph they had seen. After this time, a fixation cross appeared for 1000
milliseconds to ensure that fixation at picture onset was in the centre of the screen. This
experimental procedure is illustrated in figure 3.

Figure 3: A diagram of the imagery prior to recognition procedure.

After participants had seen and visualized 30 stimuli, presented in a random order, they
took a short break and were then asked to perform a recognition memory test. Participants saw a
second set of pictures and had to decide whether each picture was new (never seen before) or ol
(from the previous set of pictures). They were instructed to press “N” on the keyboard if the
picture was new, and “O” on the keyboard of the picture was old. Sixty stimuli were presented in
a random order, 30 of which were old and 30 new. In order to facilitate an ideal comparison of
scanpaths between encoding and recognition, each picture was shown for 3000 milliseconds anc
participants could only make a response after this time. This was to encourage scanning of the
whole picture. This procedure is illustrated in figure 4.



Figure 4: A diagram of the recognition memory test in the ‘imagery prior to recognition’
procedure.

Participants returned approximately 48 hours later to perform another imagery task. This time they saw 30
white screens with a short sentence describing one of the pictures seen 48 hours earlier. All of the pictures describec
in this task had previously appeared in the first imagery task, and were presented here in a nev
random sequence. Participants were asked to visualize the picture described and try to remembe
everything they could about it. Each description appeared for 3000 milliseconds and then the
screen went blank for 5000 milliseconds, during which they visualized the stimulus. This
procedure is illustrated in figure 5

Figure 5: A diagram of the delayed imagery task in both the ‘imagery prior to recognition’ and
the ‘recognition prior to imagery’ procedures.

Task 2: Recognition Prior to Imagery. The difference between The Imagery First group and The
Recognition First group was in the order of the imagery and recognition tasks. As before, the first



stage here involved viewing a set of 30 stimuli, presented in a random order, in preparation for a
memory test, but no imagery took place at this stage. Each picture was preceded by a fixation
cross for 1000 milliseconds, which ensured that fixation at picture onset was in the centre of the
screen. Each picture was presented for 3000 milliseconds, during which time participants moved

their eyes freely around the screen.
After all 30 pictures had been presented, participants saw a second set of pictures and had to decide whethel
each picture was new (not seen before in the experiment) or old (from the previous set of pictures). They were

instructed to press “N” on the keyboard if the picture was new, and “O” on the keyboard of the
picture was old. Sixty stimuli were presented in a random order, 30 of which were old and 30
new. In order to facilitate an ideal comparison of scanpaths between encoding and recognition,
each picture was shown for 3000 milliseconds and participants could only make a response after
this time. This was to encourage scanning of the whole picture. See figure 3 for a diagram of this

recognition procedure.

After all 60 pictures in the recognition test had been shown, the participants took a break before performing
an imagery task. This time they saw 30 white screens with a short sentence describing one of the pictures they hac
just seen. All the pictures in this imagery task were classified as ‘old’ but the participants were not informed of this.

The pictures appeared in a random order. Participants were asked to visualize the picture described and tn
to remember everything they could about it. Each stimulus appeared for 3000 milliseconds and
then the screen went blank for 5000 milliseconds, in which they visualized the stimulus. See

figure 4 for a diagram of this procedure.
Participants returned two days later to perform the last imagery task again (see figure 4). The procedure was

identical and all of the descriptions of pictures in this task had previously appeared in the firsi
imagery task, and were presented here in a new random order. Participants were asked to visualiz
the picture described and try to remember everything they could about it. Each description
appeared for 3000 milliseconds and then the screen went blank for 5000 milliseconds, in which
time they visualized the stimulus.

2.2.3 Results

In all cases, trials were excluded where the fixation at picture onset was not within the central
region (the central square around the fixation cross when the picture was split into a 5x5 grid at
analysis), or when calibration was temporarily interrupted (e.g. if the participant sneezed,

therefore removing their head from the eye tracker).
There were 2 main types of data, recognition memory data (accuracy), and eye tracking measures — average

fixation durations, average saccadic amplitude, average number of fixations, and string analyses.

Although participants in both Tasks performed both the imagery and recognition tests but in different orders,
for the sake of clarity Task 1 will be referred to as the ‘Imagery First group’ and Task 2 will be referred to as the
‘Recognition First group’.

At the end of both Tasks, participants filled out a short questionnaire consisting of 9 filler questions (e.g.
age, degree course, level of tiredness etc) and one target question asking them about the aim of tr
experiment. One participant in the Imagery First group guessed the aim of the study and their
datum was discarded.

Recognition Memory
Accuracy was measured by the number of pictures participants correctly identified as ‘old’ (if
they were from the previous set) or ‘new’ (if they had never been seen before). As shown in



Figure 6, both groups performed at a very high accuracy rate (98.10% in the Imagery First group
and 97.11% in the Recognition First group).

Datum from one participant in The Imagery First group had to be removed because they
pressed the wrong button all the way through the recognition test. A between-groups T-test on the
remaining 28 participants showed no reliable difference between the groups: t(26)=0.97, p=0.623
(see appendices 2a and 2b).

Figure 6: The mean recognition accuracies in the two Tasks. In The Imagery First group,
participants attempted to visualize each picture immediately after viewing it, and in The
Recognition First group they performed the imagery task after a recognition test. The error bars
here and throughout this Thesis represent Standard Error (SE).

Eye tracking measures

Average Fixation Duration

Overall, participants in The Imagery First group exhibited shorter fixations than participants in
The Recognition First group. These means are shown in Figure 7 (and appendix 3a). In both
Tasks, participants made shorter fixations at encoding than at imagery or delayed imagery.
Participants also made shorter fixations at recognition (old and new pictures) than at imagery or
delayed imagery.

A mixed-design ANOVA showed a reliable main effect of group (Imagery First or
Recognition First), F(1,27) = 17.89, MSe = 128692, p<0.001 (appendix 3b), and a reliable main
effect of test phase, F(4,108) = 45.39, MSe = 61483.77, p<0.001 (appendix 3c). There was no
statistically reliable interaction between group and test phase. From the descriptive statistics in
appendix 3d it can be seen that overall the Imagery First group make longer fixations than the

Recognition First group.
A post-hoc paired samples T-tests were carried out to further investigate the main effect of condition



(appendices 3e and 3f). The results showed that fixations were shorter during encoding than during the first
imagery phase (t(28) = 5.946, SEM = 84.16780, p<0.001), and the delayed imagery phase
(t(28) = 7.197, SEM = 70.01095, p<0.001). Fixations were longer at encoding than during
recognition of new pictures (t(28) = 3.759, SEM = 29.57112, p<0.01), but there was no
statistically reliable difference between fixation durations at encoding and recognition of old
pictures [t(28) = 1.767, p=0.088]. Fixation durations during imagery, however, were longer than
during recognition of both old (t(28) = 6.632, SEM = 85.96716, p<0.001) and new (t(28) =
7.363, SEM = 83.06748, p<0.001) pictures. Similarly, fixation durations during delayed imagery
were longer than during recognition of both old (t(28) = 8.345, SEM = 68.73568, p<0.001) and
new (t(28) = 8.765, SEM = 70.17152, p<0.001) pictures. Fixation durations were also longer at
recognition when viewing old pictures than new ones (t(28) = 2.309, SEM = 17.94159, p<0.05).
There was no reliable difference in fixation durations between imagery and delayed imagery
[t(28) = 0.047, p=0.963].

Figure 7: Differences in average fixation durations between the two Tasks and between phases o
the course of the experiment.

Average Number of Fixations

The mean numbers of fixations made in each phase of the experiment and for each group o
participants, are shown in Figure 8 (see also appendix 4a). Participants made more fixations a
encoding then at imagery or delayed imagery. Participants also made fewer fixations at imagery
and at delayed imagery than at recognition (old and new).

A mixed design ANOVA (appendices 4b and 4c) showed a reliable effect of test phase
F(4,108) = 20.080, MSe = 2601.373, p<0.001, but no reliable main effect of group [F(1,27) =
3.918, p=0.058]. There was no reliable interaction between group and test phase [F(4) = 0.503,

=0.734].
g P(])St-hOC paired-samples T-tests (appendix 4d and 4e) showed that there were more fixations during



encoding than during imagery (t(28) = 4.672, SEM = 16.05267, p<0.001), and delayed imagery (1(28) =
5.151, SEM = 15.42290, p<0.001). There was no reliable difference in the number of fixations
between encoding and recognition of either old [t(28) = 1.340, p=0.191] or new [t(28) = 0.657,
p=0.516] pictures. There were reliably fewer fixations at imagery than at recognition of both old
(t(28) =4.437, SEM = 14.93565, p<0.001) and new (t(28) = 6, SEM = 13.91332, p<0.001)
pictures. Similarly, there were reliably fewer fixations at delayed imagery than at recognition of
both old (t(28) = 4.432, SEM = 15.23354, p<0.001) and new (t(28) = 5.607, SEM = 15.11156,
p<0.001) pictures. There was no reliable difference in the number of fixations made between
imagery and delayed imagery [t(28) = 0.81, p=0.936]

Figure 8: Differences in number of fixations between The Imagery First group and The
Recognition First group and between phases of the course of the experiment.

Average Saccadic Amplitude

The average saccadic amplitudes in each phase of the experiment and for each group o
participants are shown in Figure 9 (see also appendix 5a). Participants in the Recognition First
group produced greater saccadic amplitudes than participants in the Imagery First group.
Participants also produced greater saccadic amplitudes at imagery than at encoding and at delaye
imagery than at encoding.



Figure 9: Differences in average saccadic amplitude between The Imagery First group and The
Recognition First group and between phases of the course of the experiment.

A mixed design ANOVA showed a reliable effect of group (Imagery First or Recognition
First) F(1,27) =13.987, MSe =3795.602, p<0.001 (see appendix 5b). There was also a reliable
effect of test phase F(4,27)= 2.640, MSe =3667.229, p<0.05 (appendix 5c). The descriptive
statistics for ‘group’ (appendix 5d) show that the average saccade amplitude was reliably greater

in the Recognition First group then the Imagery First group.
Post-hoc paired-samples T-tests were carried out to further investigate the main effect of test phase
(appendices 5e and 5f). The results revealed the saccadic amplitudes were reliably greater at imagery and delaye

imagery than at encoding: t(28) = 2.584, SEM = 16.77314, p<0.05; and t(28) = 3.534, SEM -
10.92878, p<0.01, respectively. There was no reliable difference between encoding and
recognition of either old or new pictures [t(28) = 0.728, p=0.472; and t(28) = 3.534, p=0.111,
respectively]. Similarly, there was no reliable difference between imagery and recognition of
either old or new pictures [t(28) = 1.741, p=0.093; and t(28) = 0.754, p=0.457, respectively].
There was also no difference between imagery and delayed imagery [t(28) = 0.349, p=0.729],
recognition of old and new pictures [t(28) = 0.913, p=0.369], or between recognition of new
pictures and delayed imagery [t(28) = 0.701, p=0.489]. There was, however, a difference between
recognition of old pictures and delayed imagery t(28) = 2.288, SEM = 11.66517, p<0.05.

Scanpaths: String Editing

String editing was used to analyse the similarity between scanpaths produced on encoding and
imagery, encoding and recognition, encoding and delayed imagery, imagery and recognition,
imagery and delayed recognition, and recognition and delayed imagery. The average number of
fixations made by participants in the current experiment was eleven, so strings were cropped to
eleven letters for the following scanpath analyses. In those trials where fewer than eleven fixations

remained after condensing gazes, the comparison strings were trimmed to the same length.
The results were compared against a chance baseline, calculated by comparing the scanpath produced ol
each picture a participant viewed to a scanpath that the participant produced on another a randomly selected picture



This was repeated for all 30 participants and an average chance similarity of 0.1159 was calculated.
Several experiments have shown that subjects rotate, change size, change shape, change colour, ar

reorganize and reinterpret mental images (e.g. Finke, 1989; Johansson, Holsanova, and Holmgvist,

2006). Although this could be a potential problem for the current experiment, it will also be
interesting to see whether scanpaths (and saccadic amplitudes) are highly similar at imagery anc
delayed imagery, suggesting that the reorganisation occurs mostly between encoding and imagery

but then stays relatively stable over multiple imagery tasks.
The results of the comparisons are shown in Figure 10 (see also appendix 6a). In the Imagery First group eye

movements were more similar when comparing imagery and delayed imagery than when comparing encoding
and imagery or encoding and delayed imagery or Imagery and recognition. Example scanpaths
from one participant in The Imagery First group (chosen at random) are also shown in figure 11

and compare encoding, imagery and recognition phases.

Figure 10: Differences in string similarities between The Imagery First group and The
Recognition First group and between string comparison types.



Figure 11: Example scanpaths from one participant in The Imagery First group, chosen at
random. The blue scanpath represents fixations and saccades at encoding; the red at imagery;
and the blue at recognition. Encoding and recognition are slightly more similar than encoding
and imagery or recognition and imagery. Note the increased saccadic amplitudes at imagery.

In The Recognition First group, eye movements were less similar when comparing encoding and imagery
then when comparing encoding and recognition, imagery and recognition or imagery and delayed imagery. Eye

movements were more similar when comparing encoding and recognition than when comparing
encoding and delayed imagery. Eye movements were less similar when comparing encoding anc
recognition than when comparing imagery and recognition, imagery and delayed imagery or
recognition and delayed imagery. Eye movements were less similar when comparing encoding
and delayed than when comparing imagery and recognition or imagery and delayed or recognition
and delayed.

A mixed design ANOVA (appendices 6¢) showed a reliable effect of string comparison
type: F(5,135) = 11.232, MSe = 0.010, p<0.001, and a reliable interaction between group
(Imagery First and Recognition First) and string comparison type: F(5) = 3.569, p<0.01. There
was no main effect of group [F(1,27) = 3.268, p=0.082] (appendix 6b).

In the following post-hoc paired samples T-tests, the string similarity scores that are shown in Figure 10
were compared against each other. To identify the source of the interaction, this was done for eack
of the Task. For the Imagery First group (see appendices 6d and 6e), there were reliable
differences between string similarities encoding vs. imagery and imagery vs. delayed
imagery (t(13) = 4.509, SEM = 0.02558, p<0.01), between encoding vs. delayed imagery and
imagery vs. delayed imagery (t(13)= 2.979, SEM = 0.03774, p<0.05), and between imagery vs.



recognition and imagery vs. delayed imagery (t(13) = 3.399, SEM = 0.02893, p<0.05). In each of

these three comparisons, the imagery vs. delayed imagery similarity was the greater of the two.
There were also a reliable differences between encoding vs. recognition and encoding vs. delayed
imagery (t(13)= 2.168, SEM = 0.02429, p<0.05), and between imagery vs. recognition and

recognition vs. delayed imagery (t(13)= 2.346, SEM = 0.01444, p<0.05).
In The Recognition First group (see appendices 6f and 6g), post-hoc T-tests showed that there were reliable

differences between encoding vs. imagery and encoding vs. recognition (t(14) = 2.927, SEM
0.02624, p<0.05), with more similarity between scanpaths involving recognition than imagery.
There were also differences between encoding vs. imagery and recognition vs. imagery (t(14) =
3.393, SEM = 0.05341, p<0.01), between encoding vs. imagery and imagery vs. delayed
imagery (t(14) = 3.774, SEM =0.05049, p<0.01), between encoding vs. imagery and recognition
vs. delayed imagery (t(14) = 2.708, SEM = 0.06392, p<0.01). In each of these comparisons the
similarity of encoding vs. imagery had the smaller magnitude. As with The Imagery First group,
the similarity score for encoding vs. recognition was greater than that for encoding vs. delayed
imagery (t(14) = 4.241, SEM = 0.01972, p<0.05), and the score for imagery vs. delayed
imagery was greater than for encoding vs. delayed imagery (t(14) = 4.853, SEM = 0.04067,
p<0.001). Other reliable differences were found between encoding vs. recognition and imagery vs.
delayed imagery (t(14) = 2.3877, SEM = 0.04786, p<0.05), between encoding vs. delayed
imagery and imagery vs. recognition (t(14) = 4.285, SEM = 0.04388, p<0.01), and between
encoding vs. delayed imagery and recognition vs. delayed imagery (t(14) = 3.491, SEM =
0.05153, p<0.01).

2.2.4 Discussion

The main aims of this study were to determine whether scanpaths are reproduced when no visual
stimulus is present and thus arguing against fixation selection being based on low level factors; to
determine whether scanpaths at imagery are stable over time; to determine which account (Visual
Buffer/propositional theory) best explains eye movements a imagery; and to determine whether

eye movements at retrieval are affected by methods of encoding and of retrieval.
Analyses of recognition memory showed that participants in both Tasks were very good at identifying

pictures as old or new. The accuracy was so high because each picture had to be distinctly individual in order
for the imagery and delayed imagery tasks to work. This made it easy to decide which pictures

had been seen before and which had not.
Average fixation durations were measured and analyses found a main effect of group in that participants in

The Imagery First group made shorter fixations than participants in The Recognition First group. Average fixation
duration at encoding was almost identical for The Imagery First group and The Recognition First
group; suggesting that the groups were well matched and the differences between groups in othe
conditions were effects of the experimental design. This was also true of number of fixations.
Interestingly, there was a difference between the groups at encoding when saccadic amplitude was
measured, with participants in the Imagery First group producing smaller saccadic amplitudes
than participants in the Recognition First group. One explanation for this could be that because
participants in the Imagery First group were visualizing the pictures soon after they had seen them
(and thus the pictures would still be in working memory), they may have focused on the main
areas of interest. Whereas the Recognition First group had to remember a lot of pictures all at
once (which would not be readily available in working memory) so scanned more widely to try



and encode spatial relations between objects.

The lower average fixation duration at imagery for the Imagery First group compared to the Recognition
First group suggests that visualizing a scene directly after you have seen it (Imagery First) is less cognitively
demanding than visualizing it after the recognition task (Recognition First), where you have to choose from a number
of inspected scenes. The lower average fixation duration at delayed imagery for the Imagery First group compared to
the Recognition First group suggests that visualizing the scene after the recognition task makes it more cognitively
demanding to visualize it again 48 hours later. In accordance with the Visual Buffer model, when you visualize the
scene directly after inspection (Imagery First) this process facilitates the long term memory representation of the

image, and thus makes it less demanding to visualize it a second time at a later occasion. It is possible tha
imagining a scene after recognition, where you have to choose from a number of pictures is a
process that takes more cognitive processing than the visualizing per se, and therefore this doe
not facilitate the long term representation, and consequently makes it harder to visualize it a

second time.
At recognition, participants in The Imagery First group may have made shorter fixations because they had
‘inspected’ each picture twice before the recognition test (once during encoding and once during imagery) so

recognition may have been easier and less time at each fixation was needed.

Analyses of the number of fixations also varied according to the task being performed. There were
more fixations at encoding and at recognition than at imagery or delayed imagery. Considering the
above explanations of fixation duration, this makes sense because participants tried to take in ac
much at encoding as possible, making a greater number of shorter fixations. Research has show
that eye movements at encoding and recognition are similar (e.g. Foulsham & Underwood, 2008;
Humphrey & Underwood 2009) and the current results support this, in that the numbers of
fixations in these conditions are also similar. In the imagery conditions on the other hand, the
longer fixation durations and greater saccadic amplitudes due to the more difficult task of recall
with no visual cues may have ultimately lead to a smaller number of fixations in these conditions.
This could also be due to the fact that there is less information to fixate on in a "mental image",
and also because of reorganizing and resizing shown to occur during imagery. Some previous
studies have shown a ‘shrinking’ of the mental image, (e.g. Finke, 1989; Johansson et al, 2006),
though the saccadic amplitude results of this study suggest that a ‘stretching’ during imagery may

also exist.

At recognition, average saccadic amplitudes in the Imagery First group were shorter than those in the
Recognition First group. Taking into account the shorter fixation durations and increased number of fixations, this
saccadic amplitude data suggest that participants in the Imagery First group focus on a smaller area of the picture
This could be because the participants in this group had, in effect, moved their eyes around the pictures twice before
the recognition test — once at encoding and once at imagery, and thus were more familiar with where the areas of
interest were situated. They therefore did not have to scan the picture as broadly as participants in the Recognition
group, who had only seen the pictures once before.

Overall, average saccadic amplitudes were greater at imagery and delayed imagery than at encoding. This
could be explained by the reorganizing and re-shaping shown to occur during imagery. As mentioned above,
previous research has indicated a ‘shrinking’ of the mental image during imagery tasks, whereas
the saccadic amplitude data in this experiment suggest enlarging or ‘stretching’ of the mental
image. One possible explanation for this could be a type of boundary extension, which has been
shown to occur during imagery as well as perception (e.g. Intraub, Gottesman, and Bills, 1998).

The fact that the results showed no reliable difference between the imagery and delayed imagery conditions
suggests that the reorganizing of mental images may take place between encoding and first imagery an
then stays relatively stable over multiple imagery tasks.

Scanpaths produced at each condition were compared to every other condition using string analysis to create
a similarity score. In The Imagery First group, scanpaths were more similar when comparing imagery and delayed
imagery than when comparing encoding and imagery or encoding and delayed imagery or imagery anc
recognition. This could be explained in terms of mixed and pure process comparisons. When



comparing imagery and delayed imagery, the task was the same in The Recognition First group
and very similar in The Imagery First group, in that both conditions involved recalling a memory
without any immediate visual cues. This could be referred to as a ‘pure process comparison’.
Whereas when comparing encoding and imagery or encoding and delayed imagery or imagery anc
recognition, one of the conditions in each comparison involved visual input from the stimulus and
the other involved recalling without any visual input. These could be referred to as ‘mixed process

comparisons’, and produce lower similarity scores.

In The Recognition First group, scanpaths are less similar when comparing encoding and imagery than when
comparing encoding and recognition, or imagery and recognition or imagery and delayed imagery. Encoding and
imagery is a mixed process comparison and it makes sense that scanpaths in these two conditions would be le:
similar than when comparing encoding and recognition or imagery and delayed imagery, as these are pure process
comparisons. How then can we explain why there is such great similarity between imagery and recognition in The
Recognition First group when this is a mixed task comparison, and the same result is not true of this comparison in
The Imagery First group? In The Imagery First group, participants visualized the picture shortly after seeing it;
therefore the visual image was still in short term memory and imagery involved more reconstruction of the picture

rather than retrieval of the memory. It could be said that the spatial information was still in the visual
buffer. In The Recognition First group, retrieval was a more competitive process due to the
distracter stimuli in the recognition test. Participants had to remember which picture the
description was referring to before imagining specific details or features, so this type of imagining
is more like the process of recognition. It could be argued that the visual information had to be
retrieved from long term memory and re-created in the visual buffer before the picture could be
imagined. This also applies to the delayed imagery test and explains the high similarity in between
recognition and delayed imagery in both Tasks. In this sense, the comparison between imagery
with written cues and recognition is more of a pure process comparison than between encoding
and imagery or encoding and recognition or encoding and delayed. The reproduction of eye
movements at imagery argues against a purely bottom-up explanation of scanpath similarity, as
there is no visual (bottom-up) information at imagery.

The most similar scanpaths came from pure process comparisons where there was similar
visual input in each condition (imagery compared to delayed imagery and encoding compared to
recognition), and from comparisons that mimicked the same retrieval processes (imagery
compared to recognition in The Recognition First group and delayed imagery compared to
recognition in both Tasks 1 and 2). Pure process comparisons could also offer an explanation for
the similarities between encoding and recognition phases with regards to fixation durations and
number of fixations. The lowest scanpath similarity scores came from mixed process comparisons
(encoding compared to imagery, encoding compared to delayed imagery, and imagery comparec

to recognition in The Imagery First group).

Even though the string similarity scores were quite low when comparing encoding and imagery, (Imagery
First group = 0.170; Recognition First group = 0.165), the scores were still reliably above chance, suggesting that eye
movements are still reproduced even when no visual information is present (during imagery). This argues against a

purely bottom-up explanation of scanpath similarity.

The lower scanpath similarity scores when comparing encoding and imagery could be due
to reorganizing and re-sizing during mental imagery. However, the greatly increased similarity
scores when comparing imagery and delayed imagery (Imagery First group = 0.274; Recognition
First group = 0.346) suggest that reorganisation occurs mostly between encoding and imagery but

then stays relatively stable over multiple imagery tasks.
Overall, the scanpath analyses have shown that the more similar the retrieval process is to the encoding
process, the more similar the scanpaths produced. This suggests that the visual buffer model may be mor

complicated than simply shifting attention to different parts of an internal image (Kosslyn, 1994).
The relationship between the encoding and retrieval process seems to be very important and one



might even suggest the existence of facilitatory and inhibitory pathways within the model. For
example, retrieval of a representation from long term memory could be facilitated if exactly the
same visual information is present at encoding and recognition, as there are more visual guides
and less chance of reorganizing or resizing as the information is transferred from long term

memory to the Visual Buffer. The cognitive load on working memory is also lowered.

Propositional accounts such as that of Pylyshyn (2002) argue that there is no such thing as a visual buffer
and that when participants are asked to “imagine X" they use their knowledge of what “seeing X” would be like, and
they simulate as many of these effects as they can. However, it seems very unlikely that participants are able to mimic

behaviour so precisely in their eye movements. In agreement with Johansson et al (2006), the number o
points and the precision of the eye movements to each point are too high to be rememberec
without a support to tie them together in a context, such as an internal image. This is backed up
further by the finding that temporal information as well as spatial information is reproduced at

retrieval and is consistent over time as long as the same retrieval process is used. Furthermore, |
participants did store spatial scene information as a large collection of propositional statements,
scanpath similarity should have remained constant across conditions despite changing the retrieva

task, but this was not the case.

The finding that scanpaths at imagery were highly similar to those at delayed imagery (48 hours later)
suggests that they are stable over time. Furthermore, the similarity between the scanpaths at encoding and imager
challenges the view that eye movements are influenced purely by bottom-up visual features, as none existed during
the imagery stage. Instead it suggests that a combination of top-down and bottom up factors interact to guide our eye
movements.

To conclude, in accordance with Johansson et al (2006), the results of this experiment lend support for the
visual buffer model of imagery (Kosslyn, 1994), and challenge the propositional visual index model (Pylyshyn,

2002). The variations in scanpath similarities caused by manipulation of the retrieval processes
suggests that the visual buffer may be more complicated than previously thought, with possible
facilitatory and inhibitory pathways. The similarity of scanpaths at encoding and imagery show

that eye movement sequences can be, to an extent, replicated at a later time and also argue
against the fixation selection being based on low level factors. The lower scanpath similarity

scores when comparing encoding and imagery suggests that most of the re-sizing and reorganising
of mental images occurs at this stage. The high scanpath similarity scores when comparing
imagery and delayed imagery suggests that much less resizing happens once the mental image
have been formed and that these scanpaths are relatively stable over time.

2.3. Experiment 2: Controlling for methodological variables — Looking beyond the picture
boundaries

2.3.1 Introduction

Although the previous experiment shows novel and promising results, it still remains uncertain
why saccadic amplitudes are longer for imagery than other conditions, as previous literature
suggests that the resizing and reorganisation during mental imagery result in smaller, not larger
scanpaths. One suggested explanation is boundary extension, a memory illusion where
participants remember seeing more of the picture than was actually presented. This phenomenor
has been shown to occur in both recall and recognition tests (Intraub and Richardson, 1989), after
long and short picture presentations (Intraub, Gottesman, Willey and Zuk, 1996), in people of all
ages (Seamon, Schlegel, Hiester, Landau and Blumenthal, 2002), and despite prior warning
(Intraub and Bodamer, 1993). Boundary extension during imagery could cause the participant to
actively look further than the picture boundaries (i.e. off the computer screen). However this is
very difficult to measure as any eye movements off the screen are recorded by the eye tracker as



loss of calibration, thus making it impossible to differentiate between actual calibration issues and
fixations out of the picture boundaries.

One solution is to make the picture smaller and central, with a large border. This serves
two purposes: firstly to reinforce the picture boundaries by the presence of an obvious border; and
more importantly to allow analysis of any fixations that may fall outside the picture boundaries.

This experiment was conducted to determine whether eye movements were affected by the
presence of a definite picture border and whether the more extensive scanpaths during imager
could be explained by participants remembering more of the picture than was actually present,
causing them to look beyond the picture boundaries.

2.3.2 Methodology

Participants

Fifteen participants took part in the experiment, all of whom were students at Nottingham
University. The age range was 18-30 and the mean age was 21. The sample comprised 21 female
and 9 males. All participants had normal or corrected-to-normal vision. Inclusion in the study was
contingent on reliable eye tracking calibration and the participants being naive to eye movements
being recorded.

Materials and apparatus

The same pictures were used as in the previous experiment (60 high resolution, distinctly
individual photographs), but they were reduced to half the size (800 by 600 pixels) and were
displayed centrally with a black border filling the rest of the screen (see figure 12). Stimuli were
presented on a colour computer monitor measuring 43.5cm by 32.5cm, at a fixed viewing distance
of 98cm. As in the previous experiment, half of each category were designated “old” and shown
in both encoding and test phases, while the other half were labelled “new” and were shown only
as fillers at test. New and old pictures were similar in complexity, semantic and emotional
content.

Figure 12: An example of the stimuli used in the experiment.



Design

The experiment used a within groups design, with one groups of participants and four main
experimental conditions (encoding, imagery, recognition, and delayed imagery). The independent
variable was therefore the experimental condition and the dependent variable measures were
accuracy in deciding whether a picture was old or new, average fixation durations, average
saccadic amplitude, average number of fixations, the number of fixations outside the picture
boundaries and the similarities of scan patterns compared at encoding and imagery, encoding an
recognition, encoding and delayed imagery, imagery and recognition, imagery and delayed
recognition, and recognition and delayed imagery.

Procedure

Participants were told that their pupil size was being measured in relation to mental workload.
They were informed that although their eye movements were not being recorded, it was important
to keep their eyes open so pupil size could be reliably measured.

The procedure was identical to the ‘Imagery First’ procedure of the first experiment.
Following a 9-point calibration procedure, participants were shown written instructions on the
experimental procedure and given a short practice. The first stage involved seeing a picture for
3000 milliseconds then a brightly coloured mask for 1000 milliseconds and then the screen turned
blank. The participant then had 5000 milliseconds to visualize the last photograph they had seen.
After this time, a fixation cross appeared for 1000 milliseconds to ensure that fixation at picture

onset was in the centre of the screen.
After participants had seen and visualized 30 stimuli, presented in a random order, they took a short break
and were then asked to perform a recognition memory test. Participants saw a second set of pictures and had tt

decide whether each picture was new (never seen before) or old (from the previous set
pictures). They were instructed to press “N” on the keyboard if the picture was new, and “O” on
the keyboard of the picture was old. Sixty stimuli were presented in a random order, 30 of which
were old and 30 new. In order to facilitate an ideal comparison of scan patterns between encoding
and recognition, each picture was shown for 3000 milliseconds and participants could only make a

response after this time. This was to encourage scanning of the whole picture.

Participants returned approximately 48 hours later to perform another imagery task. This time they saw 30
white screens with a short sentence describing one of the pictures seen 48 hours earlier. The descriptive sentence wa
in black font on a white background measuring 800 by 600 pixels, with a black border filling the rest of the screen.

See figure 13 for an example. All of the pictures described in this task had previously appeared in
the first imagery task, and were presented here in a new random sequence. Participants were aske
to visualize the picture described and try to remember everything they could about it. Each

description appeared for 3000 milliseconds and then the screen went blank for 5000 milliseconds,
during which they visualized the stimulus.



The Penguins

Figure 13: An example of the stimuli used in the delayed imagery test.

2.3.3 Results

In all cases, trials were excluded where the fixation at picture onset was not within the central
region (the central square around the fixation cross when the picture was split into a 5x5 grid at
analysis), or when calibration was temporarily interrupted (e.g. if the participant sneezed,

therefore removing their head from the eye tracker).
There were 2 main types of data, recognition memory data (accuracy), and eye tracking measures — average

fixation durations, average saccadic amplitude, average number of fixations, and string analyses.
At the end of the experiment, participants filled out a short questionnaire consisting of 9 filler questions (e.qg.

age, degree course, level of tiredness etc) and one target question asking them about the aim of tr
experiment. One participant guessed the aim of the study and their datum was discarded. Out of
the 14 remaining participants, only 8 were included in the eye data analysis (fixation duration,
saccadic amplitude, number of fixations and string analyses), as the rest did not move their eyes al
all during imagery.

Average Accuracy

The average accuracy to identify pictures at recognition test was calculated to be 96.4% (Standard
error: 1.2%). Accuracy scores were then calculated to take into account whether the picture was
old or new (see figure 14) and a paired samples T-test was carried out.



Figure 14: A bar chart to illustrate the differences in accuracy in recognising old and new
pictures at test.

The T-test revealed a statistically reliable difference between old and new stimuli: t(13) = 3.017,
SEM = 2.20998, p<0.05 (appendices 7a and 7b).

Average Fixation Duration

The average fixation duration was calculated for each experimental condition (See figure 15) and
a within-group ANOVA was carried out (see appendix 8a). There was a reliable main effect of
experimental condition: F(4,28) = 34.383, MSE = 22170.627, p<0.001.




Figure 15: a bar chart to illustrate the average fixation duration in each of the experimental
conditions.

Post-hoc paired-samples T-tests were carried out (see appendices 8b and 8c) and founc
reliable differences between encoding and imagery: t(7) = 6.597, SEM = 97.15002, p<0.001;
encoding and delayed imagery: t(7) = 8.8, SEM = 55.70356, p<0.001; imagery and recognition
old: t(7) = 5.116, SEM = 118.02844, p<0.001; imagery and recognition new: t(7) = 5.681, SEM =
113.44837, p<0.001; recognition old and delayed imagery: t(7) = 10.352, SEM = 43.76445,
p<0.001; and between recognition old and delayed imagery: t(7) = 12.140, SEM = 40.66865,
p<0.001. There were no reliable differences between encoding and recognition (p = 0.451),
imagery and delayed imagery (p = 0.144), or recognition old and recognition new (p=0.075).

Average Number of Fixations

The average number of fixations per picture was calculated for each experimental condition (See
figure 16) and a within-groups ANOVA was carried out (appendix 9a). There was a reliable main
effect of experimental condition: F(4,28) = 18.202, MSE = 0.795, p<0.001.

Figure 16: A bar chart to illustrate the average number of fixations per picture, in each of the
experimental conditions.

Post-hoc paired-samples T-tests were carried out (appendices 9b and 9c) and found
reliable differences between encoding and imagery: t(7) = 5.103, SEM = 0.55115, p<0.01;
encoding and delayed imagery: t(7) = 4.286, SEM = 55.70356, p<0.01; imagery and recognition



old: t(7) = 3.263, SEM = 0.63203, p<0.05; imagery and recognition new: t(7) = 6.279, SEM =

0.47979, p<0.001; recognition old and delayed imagery: t(7) = 3.694, SEM = 0.40158, p<0.01,;

recognition new and delayed imagery: t(7) = 7.588, SEM = 0.32012, p<0.001; and between
recognition old and recognition new: t(7) = 3.801, SEM = 0.24992, p<0.01. There were no reliable

differences between encoding and recognition old (p = 0.114), encoding and recognition new (p =
0.555), or imagery and delayed imagery (p = 0.179).

Saccadic Amplitude

The average saccadic amplitude per picture was calculated for each experimental condition and &
within-groups ANOVA was carried out (appendix 10). There was no main effect of experimental
condition: F(4,28) = 1.085, MSE = 0.480, p=0.383.

Fixations outside the picture boundary

An average was calculated for the percentage of stimuli where participants fixated outside the
picture boundary. This was calculated for each experimental condition (see figure 17) and a within-
groups ANOVA was carried out (appendix 11a). There was a reliable main effect of experimental
condition: F(3,21) = 49.816, MSE = 6.812, p<0.001.

Figure 17: A bar graph to illustrate the average percentage stimuli where fixations fell outside
the picture boundary. Only ‘old’ stimuli in the recognition condition were analysed, partly
because this analysis was carried out to help further explain differences in string similarities
(therefore only old stimuli are comparable) and partly because none of the previous eye data



analyses have found any reliable differences between old and new stimuli at recognition.

Post-hoc paired-samples T-tests were carried out (appendices 11b and 11c) and showec
reliable differences between encoding and imagery: t(7) = 8.037, SEM = 1.39976, p<0.001;
encoding and delayed imagery: t(7) = 6.416, SEM = 1.88325, p<0.001; recognition and imagery:
t(7) = 8.919, SEM = 1.16794, p<0.001; and recognition and delayed imagery: t(7) = 7.329, SEM =
1.53498, p<0.001. There were no reliable differences between encoding and recognition (p =
0.351) or between imagery and delayed imagery (p = 0.170).

String comparisons

A string editing algorithm was used to analyse the similarity between scan patterns produced at
each experimental condition. This was the same method of analysis as the previous experiment
and used the same 5x5 grid structure to divide up the picture. The difference this time was that the
squares were smaller (160x120 pixels instead of 320x240 pixels) to take into account the smaller
image size. Any fixations that fell outside the central image boundaries were assigned numbers,
lower-case letters and other symbols, depending on the position of the fixation. A chance baseline
was calculated by comparing each scanpath produced by each participant to another randomly
selected scanpath from the same participant. This was repeated for all participants and an averag
similarity score was produced (but see chapter 6 for discussion on calculating chance). Figure 18
illustrates the string similarity scores for each condition comparison.

Figure 18: A bar chart to illustrate the differences in string similarity scores between the
comparison types.



A between-groups ANOVA (appendix 12a) showed a reliable main effect of comparison
type: F(5,35) = 14.101, MSE = 0.002, p<0.001. Post-hoc paired samples T-tests showed were
carried out (appendices 12b and 12c) and showed reliable differences between encoding
imagery and encoding v recognition: t(7) = 4.339, SEM = 0.0186499, p<0.01; encoding Vv
imagery and imagery v recognition: t(7) = 2.813, SEM = 0.0157486, p<0.05; encoding Vv
imagery and imagery v delayed imagery: t(7) = 4.968, SEM = 0.01292128, p<0.01; encoding v
recognition and encoding v delayed imagery: t(7) = 4.578, SEM = 0.0182466, p<0.01; encoding v
recognition and imagery v delayed imagery: t(7) = 2.940, SEM = 0.0218319, p<0.05; encoding v
recognition and recognition v delayed imagery; t(7) = 2.923, SEM = 0.0193295, p<0.05; encoding
v delayed imagery and imagery v delayed imagery: t(7) = 6.935, SEM = 0.0213024, p<0.001;
imagery v recognition and imagery v delayed imagery: t(7) = 3.175, SEM = 0.0317499, p<0.05;
and between imagery v delayed imagery and recognition v delayed imagery: t(7) = 5.167, SEM =
0.0233563, p<0.01. There were no reliable differences between: encoding v imagery and encoding
v delayed imagery (p = 0.901); or between recognition v imagery and recognition v delayed
imagery (p = 0.105). All string similarity scores were reliable greater than chance, apart from
encoding v imagery and encoding v delayed imagery (appendix 12d).

2.3.4 Discussion

This experiment was conducted to determine whether eye movements were affected by the
presence of a definite picture border and whether the more extensive scanpaths during imagen
could be explained by participants remembering more of the picture than was actually present,
causing them to look beyond the picture boundaries.

Analyses show that overall recognition memory is high (consistent with the previous
experiment). The reliably higher accuracy for new pictures could indicate a recognition bias, i.e.
when participants couldn’t remember if they had seen a stimulus before or not, they were more
inclined to say ‘new’. If the picture was actually new, this increased the average accuracy score
for new pictures, however, if the picture was old, the average accuracy for ‘old’ pictures
decreased.

Average fixation durations and the average number of fixations on each picture during
each condition were measured and analysed. The pattern of results was almost identical to that o
the previous experiment. Participants made reliably more fixations at encoding and recognition
than at imagery or delayed imagery, but fixated for longer during imagery and delayed imagery
than encoding or recognition. When visual information was available (encoding and recognition),
participants made more fixations, trying to take in as much as possible. Whereas when no visual
information was available (imagery and delayed imagery), participants looked at each place for
longer whilst trying to remember what was there during encoding, meaning they only had time to
make a smaller number of fixations. The black border emphasising the picture boundaries
therefore did not have an effect on the number of fixations or fixations durations.

Recognition data were split into ‘old’ and ‘new’ for two reasons: firstly to remain



consistent with the previous experiment, and secondly because differences were found in the
analysis of recognition memory data. There were no reliable differences in the number of fixations
or fixation duration between old and new stimuli at recognition.

Saccadic amplitude was measured and analysed. The previous experiment showed that the
average saccadic amplitude for the imagery first condition was 3.169 degrees and that saccadic
amplitude was reliably greater during imagery and delayed imagery. The current results show
greatly reduced average saccadic amplitude (1.687 degrees) and no reliable differences betwee
any of the experimental conditions. This could be because the picture was half the size and thus
smaller eye movements were needed to guide attention around the scene (interestingly, the
saccadic amplitude is also approximately half the size). This would be true in all conditions, and
was reinforced by the surrounding black border, thus differences in saccadic amplitude seen in the
previous experiment were reduced to the point of statistical unreliability.

However, participants may have produced smaller saccades but still fixated outside the
picture boundaries. The results show that this is the case, on average, for 1.25% of the pictures a
encoding, 2.08% of the pictures at recognition, 12.5% of the pictures at imagery, and 13.3% of the
pictures at delayed imagery. The reliable difference between the imagery conditions and the
conditions where visual information is available suggests that participants are fixating beyond the
picture boundaries, despite the presence of the black border. This coincides with previous researct
into the area (e.g. Intraub and Richardson, 1989). This may also help further explain why string
similarities are so low between conditions where visual information is present and those where it
is not. As well as the ‘pure’ and ‘mixed’ comparison theory, boundary extension at imagery could
lead to broader scanpaths, thus reducing their similarity to smaller scanpaths in other conditions.
This existence of boundary extension could be confirmed by repeating the experiment and
including either a recall memory test or a recognition test where participants are presented with
variations of the same picture showing more, less, or the same amount of the scene as was show
at encoding. If the fixations outside the picture boundaries were caused by this memory illusion
then it would be predicted that participants would incorrectly choose the pictures showing more of
the scene than was present during encoding.

Analysis of the string similarities revealed a pattern almost identical to that of the previous
experiment. The decreased scanpath similarity between encoding and imagery could be due t
scaling, rather then boundary extention. Pictorial memories have bee found to be distorted in
shape and size during imagery, therefore the larger saccadic amplitudes in experiment one, anc
the fixations outside the picture boundaries could be due to a re-sizing of the scanpath. In effect,
participants could be making very similar patterns of eye-movements, but on a larger scale — so
the problem is not that they are remembering more of the picture than was present at encoding
but simply that the scanpaths have nbeen scaled up. Further research could test this theory b
reanalysing the eye dats, scaling scanpaths and recomputing scanpath similarity.

Further research could also focus on increasing the string similarities between the
conditions, especially between imagery and encoding, for possible use in human-computer
applications such as content based image retrieval. One way to do this could be to ask participants
to give verbal feedback whilst they are imagining the previously-seen picture.

In conclusion, introducing the border to emphasise the picture boundaries did not affect
the average number of fixations or average fixation duration, but did help us further understand
the increased saccadic amplitudes during imagery and decreased similarity in scanpaths betweel
conditions where visual information is present and those where it is not.



2.4. Experiment 3: Imagery and Verbalisation

2.4.1 Introduction
The link between verbalisation and imagery has been demonstrated on several occasions using tht
visual world paradigm, whereby participants are presented with a visual scene and eye
movements are recorded as they either hear an instruction to manipulate objects in the scene or a
they listen to a description of what may happen to those objects. This paradigm has been usec
whilst the picture is still present (e.g. Allopenna, Magnuson & Tanenhause, 1998), and when the
visual information has been removed or was never present. For example, Altmann (2004) showed
participants a scene, which was then removed and a corresponding sentences was hear
Participants looked towards parts of the blank screne that had previously contained information
relevant to the sentence, even though the picture had been absent for over 2 second. Similarly
verbalising the memory of a previously seen picture has been shown to produce eye movements
spatially related to both the verbal description and the original picture (Johansson, Holsanova and
Holmgvist, 2006). These eye movements were produced when no visual information was present
and thus provide evidence for the shared cognitive processes between imagery and ey
movements.

This experiment is a simple exploratory study aimed at finding out whether scanpath
similarity for a previously seen image can be improved by verbalisation of the memory, compared
to simply imagining it.

2.4.2 Methodology

Participants

Sixteen participants took part in the experiment, all of whom were students at Nottingham
University (undergraduates and postgraduates). The age range was 18-24 and the mean a
was 20.5. The sample comprised 9 females and 7 males. All participants had normal or corrected-
to-normal vision. Inclusion in the study was contingent on reliable eye tracking calibration.

Materials and apparatus

Eye position was recorded using an SMI IVIEW X Hi-Speed eye tracker (see chapter 1.5 for
details) A set of 35 high-resolution digital photographs were prepared as stimuli, sourced from a
commercially available CD-ROM collection and taken using a 5MP digital camera. The photos
were of easily describable scenes (see figure 19) and were presented on a colour compute
monitor at a resolution of 1600 by 1200 pixels. All scenes were unique but of similar complexity.



Figure 19: An example of the stimuli.

Design

The experiment used a between groups design, with 2 groups of participants (8 participants in
each group). The independent variable was therefore which group the participant belonged to (The
Imagery First group or The Description First group). The dependent variable measures were the
similarities of scan patterns compared at encoding and imagery, and at encoding and verbalization
(description).

Procedure

Participants were told that their pupil size was being measured in relation to mental workload.
They were informed that although their eye movements were not being recorded, it was important
to keep their eyes open so pupil size could be reliably measured. Following a 9-point calibration
procedure, participants were shown written instructions on the experimental procedure and given
a short practice.

Group 1: Imagery Prior to Description

Each stimulus was presented for 7000 milliseconds, preceded by a 1000 millisecond fixation
cross. After each picture, a brightly coloured mask appeared for 1000 milliseconds and then an
instruction to “visualise”. The screen then appeared blank for 7000 milliseconds whilst the

participant visualised the last picture they had seen. An instruction to “describe” was then
presented for 1000 milliseconds and the screen appeared blank for another 10,000 milliseconds
whilst the participants described the last picture they saw. After this time, the fixation cross

reappeared to ensure that fixation at picture onset was in the centre of the screen. Thi
experimental procedure is illustrated in figure 20.
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Figure 20: A diagram of the imagery prior to description procedure.

Group 2: Description Prior to Imagery

The only difference between the groups was the order that they described and visualised eacl
picture. Each stimulus was presented for 7000 milliseconds, preceded by a 1000 millisecond
fixation cross. After each picture, a brightly coloured mask appeared for 1000 milliseconds and
then an instruction to “describe”. The screen then appeared blank for 10,000 milliseconds whilst
the participant described the last picture they had seen. An instruction to “visualise” was then
presented for 1000 milliseconds and the screen appeared blank for another 7000 milliseconds
whilst the participants visualised the last picture they saw. After this time, the fixation cross

reappeared to ensure that fixation at picture onset was in the centre of the screen. Thi
experimental procedure is illustrated in figure 21.
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Figure 21: A diagram of the description prior to imagery procedure.

In both groups, a head-mounted microphone was worn by the participants. Although the objective of this experiment
was purely to find out if the similarity of eye movements differed depending on whether pictures were described or
simply visualized, the microphones were used so that participants believed that their descriptions were being recorded
and were thus important to the experiment.

2.4.3 Results

The similarity of eye movements at encoding and visualisation and at encoding and description
were analysed using a string editing technique. The similarity scores from these analyses were
then compared.

Trial exclusions comprise of 27.3% of trials from the encoding and visualisation
comparison and 7% of trials from the encoding and description comparison, due to participants
not moving their eyes at all.

As in previous string editing analyses, strings were cropped to five letters to provide
standardised and manageable data sets that were still long enough to display any emergin
similarity (Foulsham and Underwood, 2008).

Paired samples T-tests found no reliable difference between the comparisons [t(15) =
0.408, SEM = 0.01656, p=0.689] (appendix 13a), but both string similarities for encoding vs.
visualisation and for encoding vs. describe were reliably greater than chance (appendix 13b): t(15)
=2.718, SEM = 0.01436, p<0.05 and t(15) = 3.674, SEM = 0.00879, p<0.01, respectively. See
figure 22.



Figure 22: A bar chart to show the similarity of eye movements at encoding and visualisation and
at encoding and description, compared to an average chance similarity score of 0.1037. Stings in
this analysis were cropped to 5 letters.

The average number of fixations were calculated for each of the 3 tasks (encode, visualise
and describe). The least number of fixations were made in the visualisation task (average 13). The
string editing analysis was repeated using this average as the string length instead of cropping to 5
letters. Paired samples T-tests found no reliable difference between the comparisons [t(15) =
0.471, SEM = 0.01610, p=0.645] (appendix 13c), but both string similarities for encoding vs.
visualisation and for encoding vs. describe were reliably greater than chance (appendix 13d): t(15)
= 2.595, SEM = 0.01744, p<0.05 and t(15) = 4.574, SEM = 0.00824, p<0.05, respectively. See
figure 23

Figure 23: A bar chart to show the similarity of eye movements at encoding and visualisation and
at encoding and description, compared to an average chance similarity score of 0.1. Stings in this
analysis were cropped to 13 letters (based on the average number of fixations in the visualisation



task).

The above string analysis was repeated using unrestricted string lengths. A reliable
difference was found between the string comparisons, t(15) = 5.069, SEM = 0.00623, p<0.001
(appendix 13e). Eye movements were reliably more similar to encoding when pictures were
described from memory than when they were simply visualised. The encoding-describe
comparison was reliably greater than the average chance similarity of 0.1463, t(15) = 5.425, SEM
= 0.00599, p<0.05, but the encoding-visualisation comparison was not, t(15) = 0.116, SEM =
0.03131, p = 0.909. See figure 24 (and appendix 13f).

Figure 24: A bar chart to show the similarity of eye movements at encoding and visualisation and

at encoding and description, compared to an average chance similarity score of 0.1. Stings in this
analysis were unrestricted in length, although the computer program cropped to the length of the
shortest string in the comparison.

2.4.4 Discussion

This experiment was a simple exploratory study aimed at finding out whether scanpath similarity
for a previously seen image can be improved by verbalisation of the memory, compared to simply
imagining it. Scanpath analyses cropped to strings of 5 and 13 letters showed no reliable
differences between the groups or between the comparisons. However, when the strings were lef
unrestricted (and automatically cropped to the length of the shortest string in the comparison by
the computer algorithm), eye movements were found to be reliably more similar to encoding when
pictures were described from memory than when they were simply visualised. It could be that in
the describe task, participants spent the first few fixations thinking what to say and the later
fixations were the important ones related to description. As a result, participants made reliably
more fixations during description than during visualisation but when the strings were cropped,
these later fixations were lost. This could explain why string similarity was reliably increased
when string lengths were unrestricted. A consequence of having more letters in a string is that
each incorrect match between the two comparable strings counts for less and the overall score i



statistically more likely to be higher (more similar). For example, if strings are cropped to 5 letters
and 4 or those letters are incorrect matches, the similarity score falls to 0.2. However, if the strings
are unrestricted in length and contain, for example, 30 letters, then 4 incorrect matches, would
give 0.93. Of course, the longer the string, the more chance of getting incorrect matches, but with
25 squares in the analysis grid, there is more chance of replicating a scanpath over the whole gric
in 30 fixations than in 5, thus increasing the chance of similarity. This explains why the chance
level is so high. Refer to chapter 6 for further discussion on string analysis.

Overall, there is some evidence for increased scanpath similarity by describing previously
viewed scenes compared to simply imagining them (p<0.05). This finding can now be elaborated
on by investigating which bottom-up and top-down factors affect these scanpaths during imagery
and verbalisation. More exhaustive analyses can also be employed such as recognition accuracy
number of fixations, fixation durations, locations of fixations and content of verbalization. Further
research should also take into account methodological issues such as giving the participant:
enough time to prepare before verbalisation.

2.5. Chapter 2 conclusions

In support of previous eye movement theories (e.g. Hebb, 1968; Postle, Idzikowski, Sala, Logie,
Baddeley, 2006) this chapter has provided evidence for a link between eye movements anc
imagery. This can be concluded due to the fact that participants moved their eyes during imagery
without being told to do so and secondly that scanpaths at encoding and imagery were reliably
more similar than would be expected by chance. Furthermore, the finding that eye movements are
still reproduced even when no visual information is present argues against a purely bottom-up
explanation of scan pattern similarity (Brandt and Stark, 1997; Laeng and Teodorescu, 2002).
Evidence was presented for the stability of scanpaths at imagery over time, suggesting that
movement sequences are (to an extent) replicable over multiple viewings and also that they do not

solely rely on bottom-up visual features.
This chapter has also shown that the reorganization of a mental image during the imagery stage can lead to
increased saccadic amplitudes, implying a ‘stretching’ of the metal image. This is contradictory to previous findings

of Finke (1989) and Johansson et al (2006) that suggested the opposite affect: a

‘shrinking’ of the mental image. Further experiments concluded

that these greater saccadic amplitudes were due to participants

extending their eye movements outside the boundaries of the

picture (‘boundary extension’), which coincides with previous research into the

area (e.g. Intraub and Richardson, 1989). The fact that the results showed no reliable difference in
saccadic amplitudes between the imagery and delayed imagery conditions suggests that th
reorganizing of mental images may take place between encoding and first imagery and then stays

relatively stable over multiple imagery tasks.
Furthermore, the most similar scanpaths came from ‘pure process’ comparisons where there was similar
visual input in each condition (imagery compared to delayed imagery and encoding compared to recognition), and

from comparisons that mimicked the same retrieval processes. This suggests that the visual buffel
model may be more complicated than simply shifting attention to different parts of an internal
image (Kosslyn, 1994). The relationship between the encoding and retrieval process seems to be
very important and one might even suggest the existence of facilitatory and inhibitory pathways
within the model.



Chapter 3: Top-Down expertise vs. Bottom-Up saliency

3.1 Introduction

Expertise can be defined as skilfulness by virtue of possessing special knowledge and has beer
shown to affect memory, eye movements and, as a top-down cognitive advantage, moderate the
influences of bottom up factors such as saliency. Brain imaging studies have suggested underlying
neurological mechanisms involved in expertise. This so-called ‘expert recognition pathway’
(Draper, Baek, and Boody, 2004) begins in the early visual system (retina, LGN/SC, striate
cortex) and is defined by subsequent diffuse activation in the lateral occipital complex (LOC) and
sharp foci of activation in the fusiform gyrus and right inferior frontal gyrus. This pathway
recognizes familiar objects from familiar viewpoints under familiar illumination. More
interestingly, Tarr and Gauthier (2000) demonstrated, through fMRI, that this expert recognition
pathway could be trained. They found that training participants to recognise and classify
‘greebles’ resulted in increased activation of the fusiform gyrus.

Chase and Simon (1973a, 1973b) propose that the enhanced memory experts demonstrat
is due to encoding and storing information in ‘chunks’, which is then stored in “retrieval
structures” (Chase and Ericsson,1982; Staszewski, 1990) in long term memory, allowing for easy
retrieval of associated memories. Chess masters are a classic example of an expert group wh
exhibit this memory advantage and can recall several chess boards that have been present:
successively (Cooke, Atlas, Lane & Berger, 1993; Gobet & Simon, 1996). Ericsson and Kintsch
(1995) suggested that the “retrieval structures” in chess memory are hierarchical and mapped onto
the 64 squares of a chess board. However if this was true, individual pieces could be associatec
with individual squares, thus accurately encoding countless random configurations into memory,
which has not been found to be the case.

This ‘chunking’ technique has been linked to faster recognition of notes (Bean, 1938;
Salis, 1980; Sloboda, 1978) and enhanced encoding of musical information (Clifton, 1986;
Halpern & Bower, 1982; Sloboda, 1976; Thompson, 1987) in skilled music readers, and increased
recall of domain-specific knowledge in baseball experts (Voss, Vesonder, & Spilich, 1980) and
athletics enthusiasts (Chase & Ericsson, 1982). This enhanced recall and recognition performance
increases linearly with level of expertise, regardless of aptitude level (Walker, 1987), and can be
applied to solve domain-related problems (Chi et al., 1982; Siegler & Richards, 1982). Myles-
Worsley, Johnston and Simons (1988) found that radiological experience was linked to increased
recognition memory for abnormal x-ray films but decreased memory for normal x-ray films. They
suggested that these experts learn to recognise and diagnose abnormalities faster (Christensen
al., 1981) and more efficiently, but as a consequence do not encode information irrelevant to their
jobs (i.e. ‘normal’ x-rays). Haider and Frensch (1999) called this that ‘information-reduction’
hypothesis where with increasing expertise people learn to distinguish between relevant and
irrelevant information and therefore concentrate on processing mostly relevant
information, Jarodzka, Scheiter, Gerjets and Van Gog (2009, in press) found that experts attend
more to relevant aspects of the stimulus, use more heterogeneous task approaches, and u
knowledge-based shortcuts.

Memory for experiences and events can effect eye movements for previously viewed
stimuli. Smith and Squire (2008) found that participants explore old scenes less than new ones,
and when shown an old scene that had been modified, participants preferentially look at the
changed region, but only if they are aware of the change. Smith and Squire concluded that eye



movements were linked to hippocampus-dependant memory, a fundamental characteristic of
which is awareness of what is learned. The pattern of eye movements also varies with the level of
experience, for example Manning, Ethell, Donovana and Crawford (2006) found that experts
covered the visual scene in longer eye movements without fixating at all on large amounts of the
image, and non-experts were more likely to show shorter saccades thereby fixating on a greatel
amount of the image. The chunking method of encoding information used by chess experts results
in fewer fixations, and fixations between rather than on individual pieces (Chase and Simon,
1973a,b). Such a visual-span advantage would also mean that while examining structured, but not
random, chess configurations, experts may make greater use of parafoveal processing to extrac
information from a larger portion of a chessboard during an eye fixation. Evidence for increased
visual span in chess experts comes from Reingold, Charness, Pomplun, and Stamper (2001) wht
tested chess masters using a combination of the gaze-contingent window paradigm, the chang
blindness flicker paradigm and a check detection task. Experts made fewer fixations per trial than
less-skilled players, and had a greater proportion of fixations between individual pieces, rather
than on pieces.

This experience-dependant variation in eye movements has also been documented in th
domains of music, driving, industry and leisure. For example, Goolsby (1994a, 1994b) found that
skilled music readers used more, but shorter, fixations and also looked father ahead in the notation
than less skilled readers. When comparing music scores, more experienced musicians do so faste
with fewer, and shorter, glances between the patterns (Walters, Underwood and Findlay, 1997).
Experienced musicians also show a greater degree of accuracy in sight-reading and comparisol
tasks (Gilman & Underwood, 2003; Walters & Underwood, 1998). In driving research, novices
have been found to hold their attention on hazards longer than more experienced drivers
(Chapman & Underwood, 1998) and in both actual and simulated driving situations, fixation
durations were longer for the experienced drivers than for the novice drivers (Carter and Laya,
1998). This, however, has been found to be dependant on the complexity of driving situations as
well as driving experience (Crundall and Underwood, 1998). For example, on dual-carriageways,
experienced drivers made shorter and more spatially varied fixations than novices, but on rural
roads novices made shorter, more spatially varied fixations than experienced drivers. One
particular group of driving experts is the police. Police drivers have been found to have a wider
search strategy and spend more time inspecting peripheral hazards such as parked vehicles ar
side roads (Crundall, Chapman, France, Underwood & Phelps, 2005). This could be due to the
nature of their jobs, i.e. the constant visual search for potential dangers.

Similarly, pilots and aviation specialists make different eye movements to novices in the
field. Experts were found to spend less time finding and fixating on navigational landmarks, while
novices exhibited greater difficulty finding landmarks and extracting useful data from them,
resulting in increased response times (Ottati, Hickox, and Richter, 1999). Furthermore,
professional radar operators have been found to be better at tracking multiple targets and are les
susceptible to interference than novices (Allen, McGeorge, Pearson and Milne, 2004). In an
airport, the importance of expertise in visual search extends beyond the people who fly the planes.
Especially in this day and age, security is more important than ever before and much research has
been invested into identification of potentially dangerous items in luggage screening. For
example, training in the recognition of knives in x-ray images resulted in faster fixation and
enhanced recognition of the target (McCarley, Kramer, Wickens, Vidoni and Boot, 2004).

In a different type of x-ray scanning, radiologists show an enhanced ability to identify
abnormalities than novices, and do so within the first 0.5 seconds of viewing (De Valk and



Eijkman, 1984; Nodine, Mello-Thoms, Kundel, and Weinstein, 2002). Such increased
effectiveness of visual scanning could reflect strategic expertise in planning scan paths (Kundel &
La Follette, 1972) or perceptual expertise in noticing and guiding the eyes toward peripherally
viewed targets (Kundel, Nodine, & Toto, 1991).

The effect of expertise on eye movements has also been seen in leisure activities such a
sports and computer gaming. For example, expert gymnastic coaches make longer and fewe
fixations than novices when inspecting videos of gymnastic techniques. With relation to Haider
and Frensch’s (1999) information-reduction hypothesis, expert coaches attended to more
informative (i.e., relevant) areas and ignored uninformative (i.e., irrelevant) ones (Moreno, Reina,
Luis, and Sabido, 2002). Furthermore, evidence from both cricket and football show that eye
movement patterns differ between beginner and expert players (Land & McLeod, 2000; Williams
& Davids, 1998; Williams, Davids, & Williams, 1999). When a ball is bowled in cricket, the
batsman makes an anticipatory saccade to the location where the ball will bounce before it reache:s
him/her (Land & McLeod, 2000). More skilled players fixate the ‘bounce point’ sooner,
suggesting that they are better at determining the trajectory of the ball when it is pitched. In
football, when determining the direction of an oncoming kick, more skilled players tend to fixate
the midsection of the opponent player rather than fixating the legs or ball, as unskilled players do
(Williams & Davids, 1998). This difference suggests that the skilled players have developed an
eye movement strategy that focuses centrally, relying on their peripheral attention to monitor the
movements of the opponents’ limbs. When watching more complicated situations that involved
everyone on the field, the experts tended to make many more saccades with quicker intermittent
fixations throughout the field of play while the novices showed a slower and less comprehensive
search pattern (Williams et al., 1999). These examples show that eye movement strategies develo
with experience as knowledge about the information most critical for selection is gained.

Experienced video game players demonstrate enhanced visual acuity (Green & Bavelier,
2007), maintain a wider field of attention (Green & Bavelier, 2003; 2006a), have a higher
resolution of temporal attention (Green & Bavelier, 2003), can better track multiple moving
objects (Green & Bavelier, 2006b), and they generally respond faster (e.g., Castel et al., 2005;
Green & Bavelier, 2007). Importantly, these benefits represent skills enhanced via videogame
experience - when novices are trained in videogame play, they demonstrate specialist-like
advantages (e.g., De Lisi & Cammarano, 1996; Gopher, Weil, & Bareket, 1994; Green &
Bavelier, 2003, 2006a, 2007). Experienced video-game players are less susceptible to crowding,
whereby visual processing is hindered with decreased distance between distracters and the targe
(Green and Bavelier, 2007). This suggests enhanced spatial processing in experienced players
Computer expertise has also been linked to faster and more efficient visual search performance
(Aula, Majaranta, and Réaiha, 2005).

Face recognition is an area where we are all considered experts (excluding patients with
brain damage that affects their ability to recognise faces, e.g. prosospagnosia). We have a natura
ability to recognise and discriminate between faces, even when we are very young. There are
however, still variations in scanpaths to faces that are more familiar than others. Althoff and Cohn
(1999) found that when asked to judge how famous a person was, participants viewing famous
faces (the ‘domain’ we have more experience in) made fewer fixations, sampled less regions, and
fixated facial features more symmetrically then when viewing non famous faces. When asked to
judge the emotion of a famous face, participants produced less constrained, more symmetric
scanpaths than when viewing non famous faces.

However, despite this wealth of evidence for experience moderated eye movements, some



studies have failed to find an effect. For example, Abernethy and Russell (1987a,b) found no
difference in eye movements between expert and novice badminton players. However, they did
find attentional differences, in that experts were able to pick up anticipatory information earlier

than novices. Furthermore, Croft, Pittman and Scialfa (2005) measured eye movements of five
experienced and 5 novice ‘spotters’ whilst carrying out an air-to-ground search task. Inter-fixation

amplitude was significantly related to task success, which was independent of fixation rate,
fixation duration, and inter-fixation duration. They found that experience did not predict task

success.

Evidence has been found for a moderating effect of domain knowledge upon the influence
of visual saliency in scene recognition. For example, Parkhurst, Law & Niebur (2002) found that
people looked in salient regions more for pictures where top-down knowledge was limited, e.g.
pictures of computer-generated fractals. Henderson, Brockmole, Castelhano, and Mack (2007)
found that during an active search task, neither region-to-region saccades nor saccade sequence
were predicted any better by visual saliency than by a random model. They conducted additional
analyses on the fixated regions in their scenes and found that these were more likely to provide
meaningful information about the scene i.e. be semantically informative. This cognitive override
of visual saliency is consistent with the Findlay and Walker’s (1999) model of saccade generation,
which acknowledges top-down influences in eye guidance. The process of “intrinsic saliency”
uses the viewers own knowledge of the scene to guide fixations to probable target
locations. Underwood, Foulsham and Humphrey, (2009) researched the bottom-up effect of visual
saliency, in conjunction with the top-down effect of cognitive knowledge in the form of domain
proficiency. The effect of saliency was supported in determining scanpaths but this effect was
found to be reduced when specialists viewed images from their domain. Domain proficiency
therefore caused an overriding effect of visual saliency in determining scanpaths. However,
participants do not necessarily have to possess a specific domain expertise to exhibit this
overriding effect. Henderson, Malcolm, and Schandl (2009, in press) found that simple
knowledge of where things are likely to be in scene is enough to moderate the influence of
saliency. They found that participants fixated objects that were in semantically relevant places
rather than objects in the scene that were more visually salient.

Lansdale Underwood and Davies (2009) argue that low-level analysis of visual saliency
has been found to occur in both untrained and expert viewers; however the guidance of eye
movements, (i.e. attending to visually salient regions) is regulated by the viewer. In domain-
specific tasks, experts selectively fixate regions on the basis of semantically salient features a
opposed to the more visually salient, whereas untrained viewers’ fixations fall upon visually
salient items since their lack of domain-proficiency means that semantic saliency information is
not available to them. In certain tasks, such as the spatial memory task in Lansdale et al.’s study,
fixating on visually salient regions can benefit performance. This explains why a strong influence
of visual saliency was found, even in experts, in this task, as they attended to such regions
selectively.

In summary, domain expertise has been shown to enhance both recall and recognition
memory for domain-specific material, affect the way in which we move our eyes, and have an
overriding effect of low-level visual saliency. This chapter will further explore the effects of
expertise and saliency on scanpaths, extending methods used in chapter 2 such as imagery ar
verbalisation, as well as introducing new concepts (incongruence) and methods (comparative
visual search tasks) and also investigating the stability of these effects over extended time periods
of time.



3.2. Experiment 4. The effects of expertise and saliency on scanpaths at encoding and
recognition

3.2.1. Introduction

The Saliency Map model of eye guidance proposes that attention is drawn to the most salient
region in an image first, followed by the second most salient region then the third most salient
region, and so on (Koch and Uliman, 1985; Itti and Koch, 2000). Support for the effect of saliency

on fixation locations comes from Parkhurst, Law, and Niebur (2002), who showed viewers a

range of images and recorded eye movements. Saliency strongly predicted fixation probability
during the first two or three fixations, and the model performed above chance throughout each
trial.

An interesting question is whether the effects of saliency are stable over time and over
multiple viewings. Parkhurst et al. concluded that saccades are guided by a low-level saliency and
more so when top-down factors can play less of a role, as, for instance, in natural scenes with
many objects. They argue that saliency has a greater impact in the early fixations and decrease
over the time of the trial. However, Tatler, Baddeley and Gilchrist (2005) argued that the finding
that saliency is more involved in targeting early fixations than later ones is due to methodological
limitations with the technique applied by Parkhurst et al (2002). Tatler et al. reported that they
also observed such an interaction when they failed to correct for central fixation bias but this
disappeared when the appropriate correction was used. On the other hand, more recent work b
Carmi and Itti (2006) on dynamic scenes supports Parkhurst’s position.

Scanpath Theory states that eye movements made when first viewing a picture, help
encode the picture into memory and that recreating those eye movements facilitates recognition. A
bottom-up explanation for similarities in scanpaths at encoding and recognition could be that
fixation locations are at least partly determined by salience and this remains constant over
viewings. However, it could be argued that this bottom-up effect of saliency could be reduced by
increasing top-down knowledge of the scene. Furthermore, if an effect of domain knowledge on
saliency affects eye movements, it would be interesting to see if it is consistent over multiple
viewings (i.e. if scanpaths remain less affected by saliency when viewing the same picture a
second or third time). This has not been specifically investigated before in non-search tasks,
although there have been studies that have found a cognitive override of saliency in search task:
(e.g. Underwood et al., 2000). This said, no studies to date have yet considered whether thes
findings are constant over multiple viewings.

In the current experiment, participants consisted of two groups of domain specialists
(Engineering Undergraduate students, and American Studies Undergraduate students) and
control group. Although the specialists cannot be strictly classified as ‘experts’, they did have a
high level of domain-specific knowledge, an imperative component of expertise, into which there
has been much research.

Expertise has been shown to enhance memory and performance on cognitive tasks, for
example Walker (1987) found that on both recall and recognition tests, performance was a
function of level of expertise in the domain. This enhanced performance has also been shown for
visual search tasks, for example, McCarley, Kramer, Wickens, Vidoni, & Boot, (2004) examined
visual performance in a simulated luggage-screening task. Sensitivity and response times to find
knives hidden in x-ray images improved reliably with expertise.

Recognition accuracy could be used as a baseline to justify whether participants have
sufficient domain-specific knowledge to be classed as ‘specialists’. If, for example, participants



were just as accurate (or inaccurate) at recognising pictures from their own domain as they are
with control pictures, then their position as ‘specialists’ might be questioned. This is important
because in order to investigate the true effect of domain knowledge on eye movements, one has tc
ensure the participants are really specialists in that domain.

As mentioned above, the scanpaths of non-specialists are influenced by saliency, but if
domain specialists produce different eye-movements to non-specialists on the same picture, i
would provide support for the overriding effects of domain knowledge. Research has shown that
experts’ eye movements do differ from non-experts, for example, experienced football players
have been found to have a higher search rate, involving more fixations of shorter duration than
novice players, (Williams & Davids, 1998).

Non-specialists have also been shown to focus on small detail rather than the bigger
picture. For example, Lowe (2004) found that when subjects were asked to make predictions on
weather maps, novices adopted more ‘local’ strategies, examining the maps bit-by-bit at the
expense of the more global details. Similar results have been found in the detection of pulmonary
nodules in radiology. Expertise, experience and training were associated with larger saccade
amplitudes. Experts were more likely to cover the visual scene in longer, sweeping eye
movements leaving larger areas of the image un-fixated whereas the non-experts used shor
interval, point-by-point examination of the visual scene (Manning, Ethell, Donovan & Crawford,
2006).

However, there is little evidence of how saliency has differing effects on the eye
movements of domain-specialists and non specialists in a recognition task. Furthermore, if eye
movements are related to memory, then the overriding effect of domain knowledge should be
constant over time, producing similar scanpaths on multiple viewings of the same stimulus.
Although research has shown that specialists are consistently more accurate at recognition o
domain specific targets (McCarley et al, 2004), and that they consistently produce scanpaths
reliably different from non-specialists (Manning et al 2006), there have been no scanpath
comparisons carried out. Therefore, the links between scanpath replication, saliency and expertise
cannot yet be identified from previous research.

The current experiment offers the chance to further investigate the similarity of scanpaths
on encoding and second viewing of a naturalistic picture and how this is influenced by saliency. It
also offers the opportunity to explore how domain knowledge influences the relationship between
saliency and scanpaths, and whether a combination of top-down and bottom-up factors determine
scanpaths during visual inspection.

3.2.2 Methodology

Participants
All participants were students at Nottingham University (undergraduates and postgraduates), and
consisted of 15 Engineers, 15 American Studies students and 15 non-specialists (control group). A
requirement of the American Studies group was that they had to have taken a core module on The
American Civil War.

The age range was 18-30 and the mean age was 22. The sample comprised 24 females ar
21 males. All participants had normal or corrected-to-normal vision. Inclusion in the study was
contingent on reliable eye tracking calibration and three participants had to be replaced due to
technical difficulties.



Materials and apparatus

A set of 90 high-resolution digital photographs were prepared as stimuli, sourced from a
commercially available CD-ROM collection and taken using a 5SMP digital camera. Of this set of
90, 30 were engineering-specific, 30 were Civil War specific, and 30 were of natural scenes such
as gardens, parks and landscapes (control stimuli) — see figures 25a, 25b, and 25c for examples ¢
the stimuli.

Figure 25b: An example of the ‘engineering’ category of stimuli.



Figure 25c: An example of the ‘neutral’ category of stimuli.

Half of each category were designated “old” and shown in both encoding and test phases, while
the other half were labelled “new” and were shown only as fillers at test. Pictures were presented
on a colour computer monitor at a resolution of 1600 by 1200 pixels. The monitor measured
43.5cm by 32.5cm, and a fixed viewing distance of 98cm gave an image that subtended 25.03 by
18.83 degrees of visual angle.

Saliency maps were generated, using a version of Itti and Koch’s (2000) model (for an overview,
see appendix 1b) compiled from source code available at http://ilab.usc and downloaded in May
2004. Standard parameters were used, as far as possible. For example the default setting for th
FOA is a size equivalent to 1/16th of the image, which it is argued is a realistic estimate of the
resolution of human visual attention. These maps were produced for the first four simulated shifts
and thus indicate the first five most salient regions for each picture (see Figure 26 for an
example). The only further criterion for stimuli was that all 5 salient regions were non-contiguous.
Those pictures where the same or overlapping regions were re-selected within the first 5 shifts
were replaced.



Figure 26: An example of a scanpath predicted by the saliency map model. The five most salient
areas are marked by yellow circles and the red arrows specify the order of the sequence of eye
movements. The stimulus is an example from the ‘Civil War’ category.

Design

The experiment used a three-by-three mixed design; with three specialist groups of participants
and three specific types of stimuli. The specialist groups were Engineers and American Studies
students, who were both domain specialists in their field. The third group consisted of non-
specialists (also students at Nottingham University), who acted as controls. The independent
variables were therefore which group the participant belonged to and the type of stimulus being
shown. The dependant variable measures were: accuracy in deciding whether a picture was old ol
new; location of fixations relative to salient regions; total number of fixations; saccadic

amplitude; average fixation duration; the similarity of the scanpath compared to that predicted by
the saliency map; the similarity of the scanpath when comparing recognition and saliency; and the
similarity of the scanpath when comparing encoding and second viewing of a picture.

Procedure
Following a 9-point calibration procedure, participants were shown written instructions asking
them to inspect the following pictures in preparation for a memory test.

In a practice phase, participants were shown a set of five photographs that were similar to the ones
in the experimental set, but did not fall into any of the three distinct experimental categories. The

practice aimed to familiarise participants with the equipment, the displays and the task.
Participants were not told to look for anything in particular in any of the pictures but were asked

to look at them in preparation for a memory test. Following the practice phase, the first stage of
the experiment began. There were 45 stimuli (15 engineering pictures, 15 Civil War pictures and
15 natural scenes) presented in a randomised order. Each picture was preceded by a fixation cros:
which ensured that fixation at picture onset was in the centre of the screen. Each picture was



presented for 3000 milliseconds, during which time participants moved their eyes freely around
the screen.

After all 45 stimuli had been presented, participants were informed that they were going to
see a second set of pictures and had to decide whether each picture was new (never seen befor
orold (from the previous set of pictures). Participants were instructed to press “N” on the
keyboard if the picture was new, and “O” on the keyboard of the picture was old.

During this phase, 90 stimuli were presented in a random order; 45 of these were old and
45 new (though the participants were not informed of this fact). In order to facilitate an ideal
comparison between encoding and test phases, each picture was again shown for 300
milliseconds and participants could only make a response after this time. This was to encourage
scanning of the whole picture so that scanpaths from the first and second phases of the experimen
could be compared. At the start of the second phase, participants were given a practice of the task
using 10 photographs that were similar to the ones in the experimental set, but did not fall into any
of the three distinct experimental categories. Five of these were the practice photographs from the
first part of the experiment. Feedback was given in the practice phase as to whether or not the
participant gave the correct response of “old” or “new”. No feedback was given in the
experimental phase.

3.2.3. Results

Trials were excluded where the fixation at picture onset was not within the central region (the
central square around the fixation cross when the picture was split into a 5x5 grid at analysis),
when participants looked away from the screen (e.g. to the keyboard), or when calibration was
temporarily interrupted (e.qg. if the participant sneezed, therefore removing their head from the eye
tracker).

There were 2 main types of data, recognition memory data (accuracy); and eye tracking
measures — mean number of salient fixations, mean total number of fixations per stimulus,
average saccadic amplitude and string analyses (encoding compared to second viewing, an
encoding compared to saliency).

3.2.3.1 Recognition Memory

Accuracy

Engineers were more accurate with engineering stimuli and American Studies students seem to be
more accurate with Civil War stimuli. Accuracy was measured by the number of pictures
participants correctly identified as ‘old’ (if they were from the previous set) or ‘new’ (if they had
never been seen before). This was done for each category of stimuli, and was out of 30 (as there
were 30 pictures in each category in the second phase of the experiment). A mixed-design
ANOVA was conducted and found these differences to be statistically reliable (see appendix 14a
for descriptive statistics).
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Figure 27: A bar chart showing the percentage of pictures correctly identified as old or new on
the recognition memory test for the three groups of participants on the three categories of stimuli.
The error bars represent standard error.

There was a main effect of group, F(2,42) = 3.9, MSe = 15.527, p<0.05 (appendix 14b).
There was no statistically reliable main effect of stimuli, [F (2,84) = 2.984, MSe = 2.729, p =
0.056], but there was an interaction between group and stimuli, F(4) = 10.004, MS = 27.296,
p<0.05 (appendix 14c).

Paired samples T-tests were carried out to further investigate the interaction between
group and stimuli (appendices 14d and 14e). American Studies students were reliably more
accurate at recognising Civil War stimuli than Engineering stimuli or neutral stimuli: t(14) =
4.380, MSe = 0.35006, p<0.01; and t(14) = 3.674, MSe = 0.32660, p<0.01, respectively. American
Studies students were also reliably more accurate at recognising civil war stimuli than Engineers
and control participants: t(14) = 3.419, MSe = 0.89691, p<0.01; and t(14) = 4.799, MSe = 0.69465,
p<0.001, respectively. Engineers were reliably more accurate at recognising Engineering stimuli
than Civil War stimuli or neutral stimuli: t(14) = 3.927, MSe = 0.84890, p<0.01; and t(14) =
3.570, MSe = 0.87759, p<0.01, respectively. Engineers were also more accurate than control
participants at recognising Engineering stimuli: t(14) = 3.603, MSe = 0.99905, p<0.01.

3.2.3.2 Eye-tracking measures

Locations of fixations
It was found that domain-specialists made fewer fixations in salient areas when looking at domain-
specific stimuli. Figure 28 illustrates this interaction.
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Figure 28: A bar chart to show the percentage of all fixations made by each group of participants
for each type of stimulus that fell into salient regions. Salient regions were as predicted by a
saliency model (Itti & Koch; 2000). The error bars represent standard error.

Out of all the fixations each participant made on each stimulus, the proportion of these that
fell in five most salient areas was calculated. A salient region was defined by an area centred on
the peak identified by the saliency algorithm, and with a radius of 2 degrees of visual angle. A
mixed design ANOVA was carried out (appendices 15a, 15b and 15¢) and found no statistically
reliable main effect of group, [F(2,42) = 3.066, SEM = 329.325, p=0.057], but there was a
statistically reliable effect of stimulus, F(2,42) = 25.563, SEM = 15.884, p<0.001. There was also
an interaction between group and stimulus, F (4) = 58.065, p<0.001.

Post-hoc paired samples T-tests were conducted and found American Studies students
made reliable fewer fixations in salient regions of Civil War stimuli compared to Engineering and
neutral stimuli: t(14) = 8.302, SEM = 2.14370, p<0.001; and t(14) = 7.617, SEM = 2.48954,
p<0.001, respectively. American Studies students also made reliably fewer fixations in salient
regions of Civil War stimuli compared to Engineers and control participants: t(14) = 3.343,
SEM = 2.32034, p<0.01; and t(14) = 2.539, SEM = 4.57165, p<0.05, respectively. There was no
reliable difference in the number of fixations American Studies students made to salient areas of
Engineering and neutral stimuli [t(14) = 1.328, p = 0.205]. Engineers made reliable fewer
fixations in salient regions of Engineering stimuli compared to Civil War and neutral stimuli:
t(14) = 5.733, SEM = 1.93713, p<0.001; and t(14) = 5.826, SEM = 1.67888, p<0.001, respectively.
Engineers also made reliably fewer fixations in salient regions of Engineering stimuli compared to
American Studies students and control participants: t(14) = 9.247, SEM = 2.28687, p<0.001; and
t(14) = 3.581, SEM = 3.91208, p<0.01, respectively.

As many of the scanpath analyses are restricted to the first five fixations in this paper, it is
useful to repeat this analysis of fixation locations using only the first five fixations from each
stimulus. A mixed design ANOVA (appendices 16a, 16b and 16c¢) found a main effect of
stimulus, F(2,84) = 26.058, MSe = 15.100, p<0.001. There was no statistically reliable main effect
of group, F(2,42) = 2.301, MSe = 246.794, p = 0.113, but there was an interaction between group
and stimulus, F (4) = 70.405, p<0.001.



Post-hoc paired samples T-tests (appendices 16d and 16e) showed that American Studies
students made reliable fewer fixations in salient regions of Civil War stimuli compared to
Engineering and neutral stimuli: t(14) = 9.940, SEM = 1.84817, p<0.001; and t(14) = 9.754,
SEM = 1.88346, p<0.001, respectively. American Studies students also made reliably fewer
fixations in salient regions of Civil War stimuli compared to Engineers and control participants:
t(14) = 6.011, SEM = 1.77460, p<0.001; and t(14) = 3.133, SEM = 4.03542, p<0.01, respectively.
There was no reliable difference in the number of fixations American Studies students made to
salient areas of Engineering and neutral stimuli [t(14)=0, p=1]. Engineers made reliable fewer
fixations in salient regions of Engineering stimuli compared to Civil War and neutral stimuli:
t(14) = 7.343, SEM = 1.79958, p<0.001; and t(14) = 6.688, SEM = 1.86952, p<0.001, respectively.
Engineers also made reliably fewer fixations in salient regions of Engineering stimuli compared to
American Studies students and control participants: t(14) = 8.565, SEM = 2.44222, p<0.001; and
t(14) = 3.789, SEM = 3.75335, p<0.01, respectively. There was no reliable difference in the
number of fixations Engineers made to salient areas of Civil War and neutral stimuli [t(14)=0.821,
p=0.425]. Figure 29 illustrates these results.

Figure 29: A bar chart to show the percentage of the first 5 fixations made by each group of
participants for each type of stimulus that fell into salient regions. Salient regions were as
predicted by a saliency model (Itti & Koch; 2000). The error bars represent standard error.

Total Number of Fixations
Specialists made fewer overall fixations when looking at stimuli from their own domain. Figure
30 illustrates these results.



Figure 30: A bar chart to show the average number of fixations made by each group of
participants on each type of stimulus. The error bars represent standard error.

The total number of fixations on each stimulus for each participant was calculated. A
mixed design ANOVA was carried out (appendices 17a, 17b and 17c) and found a main effect of
stimulus, F (2,84) = 9.340, MSe = 0.250, p<0.001. There was no main effect of group, [F (2,42) =
0.521, MSe = 4.904, p = 0.521], but there was an interaction between group and stimulus, F (4) =
45.830, p<0.001.

Post-hoc paired samples T-tests (appendices 17d and 17e) showed that American Studie:
students made reliable fewer fixations when viewing Civil War stimuli compared to Engineering
and neutral stimuli: t(14) = 9.510, SEM = 0.18459, p<0.001; and t(14) = 9.238, SEM = 0.20110,
p<0.001, respectively. American Studies students also made reliably fewer fixations when
viewing Civil War stimuli compared to Engineers and control participants: t(14) = 2.490, SEM =
0.54860, p<0.05; and t(14) = 3.126, SEM = 0.38480, p<0.01, respectively. There was no reliable
difference in the number of fixations American Studies students made when viewing Engineering
and neutral stimuli [t(14)=1.246, p=0.233]. Engineers made reliable fewer fixations when viewing
Engineering stimuli compared to Civil War and neutral stimuli: t(14) = 7.730, SEM = 0.19375,
p<0.001; and t(14) = 3.963, SEM = 0.25648, p<0.001, respectively. Engineers also made reliably
fewer fixations when viewing Engineering stimuli compared to American Studies students and
control participants: t(14) = 3.713, SEM = 0.50834, p<0.01; and t(14) = 3.760, SEM = 0.32975,
p<0.01, respectively.

Average Saccadic Amplitude
Specialists produced greater saccadic amplitudes when looking at stimuli from their own domain.
Figure 31 illustrates these results.



Figure 31: A bar chart to show the average saccadic amplitudes for each stimulus type for each
participant group. The error bars represent standard error.

The average saccadic amplitude on each stimulus for each participant was calculated. A mixed
design ANOVA (appendices 18a, 18b and 18c) revealed a main effect of stimulus F(2,84) =
7.938, MSe = 0.110, p<0.05. There was no main effect of group, [F(2,42) = 0.450, MSe = 0.492,
p = 0.641], but there was an interaction between group and stimulus, F (4) = 22.926, p<0.001.

Post-hoc paired samples T-tests (appendices 18d and 18e) showed that American Studie
students made reliable longer saccadic amplitudes when viewing Civil War stimuli compared to
Engineering and neutral stimuli: t(14) = 4.570, SEM = 0.17165, p<0.001; and t(14) = 4.766,
SEM = 0.17555, p<0.001, respectively. American Studies students also made reliably longer
saccadic amplitudes when viewing Civil War stimuli compared to Engineers and control
participants: t(14) = 4.412, SEM = 0.21221, p<0.01; and t(14) = 3.037, SEM = 0.19262, p<0.01,
respectively. There was no reliable difference in the average saccadic amplitude for American
Studies students when viewing Engineering and neutral stimuli [t(14)=1.611, p=0.130]. Engineers
made reliably longer saccadic amplitudes when viewing Engineering stimuli compared to Civil
War and neutral stimuli: t(14) = 4.706, SEM = 0.15528, p<0.001; and t(14) = 4.115, SEM =
0.16867, p<0.05, respectively. Engineers also made reliably longer saccadic amplitudes when
viewing Engineering stimuli compared to American Studies students and control participants:
t(14) = 3.874, SEM = 0.14942, p<0.01; and t(14) = 2.327, SEM = 0.20692, p<0.05, respectively.
There was no reliable difference in the number of fixations Engineers made to salient areas of
Civil War and neutral stimuli [t(14)=0.808, p=0.432].

3.2.3.3 Scanpath Analyses

Upon inspection of the sequences of fixations made when viewing a picture on the first (encoding)
and second (recognition) occasion, some repetitions are evident. Often similar regions were
inspected soon after picture onset and in some cases scanpaths were identical for the first fev
fixations.



Five letters were used because the mean number of gazes in different regions (i.e.
excluding adjacent fixations on the same regions) on each stimulus was five, with a range of four
to seven gazes. This gave a more standardised and manageable data set, and was long enough
display any emerging similarity. In those trials where fewer than five gazes remained after
condensing fixations, any comparison strings were trimmed to the same length. Once the strings
had been produced for all trials, they were compared using the editing algorithm and an average
string similarity was produced across trials.

Encoding Vs. Model-predicted saliency scanpaths

Scanpaths at encoding were similar to those predicted by the saliency model, apart from when
specialists viewed pictures from their own domain, in which case the similarity decreased. Figure
32 illustrates this interaction.
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Figure 32: The mean similarity scores for encoding of a stimulus and predicted scanpaths based
on the saliency model. A score of 1 would be 100% identical. The error bars represent standard
error.

The scanpaths generated from encoding of a picture were compared to respective scanpath
predicted by the saliency model (Itti & Koch, 2001). Each scanpath was given a score depending
on how similar eye movements were at encoding compared to scanpaths predicted by saliency.

A mixed design ANOVA (appendices 19a, 19b and 19c) revealed a main effect of
stimulus, F(2,84) = 8.785, MSe = 0.002, p<0.001. There was no statistically reliable main effect of
group, [F(2,42) = 2.374, MSe = 0.005, p = 0.105], but there was an interaction between group and
stimuli, F(4) = 8.572, p<0.001.

Post hoc paired sample T-tests (appendices 19d and 19e) found that scanpaths fo
American Studies students at encoding were reliably less similar to model-predicted saliency
scanpaths when viewing Civil War stimuli compared to Engineering and neutral stimuli: t(14) =
5.313, SEM = 0.01277, p<0.001; and t(14) = 5.101, SEM = 0.02108, p<0.001, respectively.



Scanpaths for American Studies students at encoding were also reliably less similar to model-
predicted saliency scanpaths when viewing Civil War stimuli compared to Engineers and control
participants: t(14) = 2.814, SEM = 0.01567, p<0.05; and t(14) = 3.123, SEM = 0.1710, p<0.01,
respectively. Scanpaths by Engineers at encoding were reliably less similar to model-predicted
saliency scanpaths when viewing Engineering stimuli compared to Civil War and neutral stimuli:
t(14) = 3.550, SEM = 0.01556, p<0.01; and t(14) = 4.983, SEM = 0.01201, p<0.001, respectively.
Scanpaths by Engineers at encoding were also reliably less similar to model-predicted saliency
scanpaths when viewing Engineering stimuli compared to American Studies students and control
participants: t(14) = 5.380, SEM = 0.01468, p<0.001; and t(14) = 5.276, SEM = 0.01176, p<0.001,
respectively.

An example of the differences in scanpaths at encoding between a non-specialist looking
at a picture from their domain and a specialist looking at the same picture can been seen b
comparina Fiaures 33a and 33b with the saliencv-predicted scanpath in Figure 26.

Figure 33a: A scanpath made by an engineer, looking at a Civil War stimulus. Comparing this
with Figure 1, it can be seen that a large proportion of the fixations fall into salient regions and
that the scanpath sequence is very similar to the predicted scanpath. The diagram was produced
using the eye-tracking computer software ‘Begaze’.



Figure 33b: A scanpath made by and American Studies student, looking at a Civil War picture.
Comparing this with Figure 1 it can be seen that very few fixations fall within salient areas and
the scanpath sequence is different from that predicted by saliency.

Second viewing (recognition) vs. Model-predicted saliency scanpath

The second viewing (i.e. when participants were given the recognition test) was compared to the
model predicted saliency sequence to see if the effect of saliency changed over time and aftel
multiple exposures. The results showed that with recognition as well as encoding, saliency had
less of an effect on experts’ scanpaths when viewing domain-specific stimuli. Figure 34 illustrates

this data.
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Figure 34: The mean similarity scores for scanpaths produced at the recognition test and those
predicted based on the saliency model. The error bars represent standard error.

A mixed design ANOVA (appendices 20a, 20b and 20c) revealed no statistically reliable main

effects of group, [F(2,42) = 1.754, MSe = 0.036, p=0.185], or stimulus, [F(2,84) = 0.867, MSe =



0.011, p=0.424]. However, there was a statistically reliable interaction between group and
stimulus, F(4) = 4.377, p<0.01.

Post-hoc paired samples T-tests (appendices 20d and 20e) showed that scanpaths fo
American Studies students at recognition were reliably less similar to model-predicted saliency
scanpaths when viewing Civil War stimuli compared to Engineering and neutral stimuli: t(14) =
3.743, SEM = 0.01423, p<0.01; and t(14) = 6.414, SEM = 0.01390, p<0.001, respectively.
Scanpaths for American Studies students at recognition were reliably less similar to model-
predicted saliency scanpaths when viewing Civil War stimuli compared to Engineers and control
participants: t(14) = 3.379, SEM = 0.02578, p<0.01; and t(14) = 2.167, SEM = 0.06754, p<0.05,
respectively. Scanpaths by Engineers at recognition were reliably less similar to model-predicted
saliency scanpaths when viewing Engineering stimuli compared to Civil War and neutral stimuli:
t(14) = 4.029, SEM = 0.02676, p<0.01; and t(14) = 5.494, SEM = 0.01667, p<0.001, respectively.
Scanpaths by Engineers at recognition were also reliably less similar to model-predicted saliency
scanpaths when viewing Engineering stimuli compared to American Studies students: t(14) =
4.129, SEM = 0.01398, p<0.01.

Encoding vs. Second Viewing (recognition)
Scanpaths at encoding and test were reliably more similar for all participant groups than would be
expected by chance. This data is shown in Figure 35

Figure 35: A bar chart to show the mean string similarity scores of encoding compared to test.
Chance was calculated as 0.1148 and represented on the graph by the bar labelled ‘chance’. The
error bars represent standard error.

The scanpaths generated from encoding of a picture were compared to those on seconc
viewing during the recognition test. A repeated measures ANOVA (appendices 2la, and 21b)
revealed no statistically reliable main effect of group, [F(2,28) = 1.693, MSe = 0.005, p=0.202].

Overall, there were string similarities of 0.221303 for control participants (non-
specialists), 0.257670 for Engineers and 0.267778 for American Studies students. All of these
string similarities were reliably greater than the calculated chance value of 0.1148 (p<0.01). See



appendix 21c.

This comparison was broken down further to investigate whether scanpaths from encoding
and recognition differed according to stimulus type for each participant group (see appendices 21d
and 21e). There were no statistically reliable main effect of stimulus type [F(2,84) = 2.350, MSe =
0.005, p = 0.102] and no reliable interaction between stimulus type and participant group [F(4) =
1.069, p = 0.337]. This suggests that scanpaths at encoding and second viewing were reliably
similar for all participant groups across all stimulus types.

3.2.4 Discussion
Does knowledge of a domain affect the relationship between saliency and scanpaths when viewers
look at images from within their domain?

The analyses of recognition memory show that the specialist groups were more accurate in
identifying pictures from their own domain. American Studies students were more accurate in
identifying Civil War pictures, and engineers were more accurate in identifying engineering
pictures. There was no significant difference in accuracy across the groups when identifying
neutral pictures and non-specialists were equally accurate over all the stimuli. This result suggests
that the participants in each group showed true domain-specialised knowledge for their area,
which provides a valid basis for scanpath comparison between these groups. This is consistent
with Walker (1987) who found that on recognition tests, performance was a function of level of
expertise in the domain.

All the fixations made on a particular stimulus were compared to the five most salient
areas of that stimulus. In previous research, saliency effects have been found when memory task
were performed (e.g. Underwood, et al, 2006). In this experiment, it was found that overall the
specialist groups made fewer fixations in salient areas when the pictures were from their own
domain, i.e. Engineers made fewer fixations in salient areas of Engineering pictures, and
American Studies students made fewer fixations in salient areas of Civil War pictures. This
suggests that when viewing their own area of expertise they were less constrained to looking at
salient regions. There was no significant difference between groups when looking at neutral
pictures and non-specialists showed no significant difference across stimuli types. This analysis
was repeated using only the first five fixations in order to remain consistent with the scanpath
analyses and to rule out the possibility that the saliency effect might be biased by later fixations.
The same results were found. This lends support for the saliency map theory (Koch & Ullman,
1985) that suggests that saliency influences eye-movements. It is also consistent with Parkhurst e
al (2002), who concluded that saccades are guided by low-level saliency and more so when top-
down factors can play less of a role. The present study shows a correlation between saliency anc
eye-movements but this becomes limited when domain-specific knowledge comes into play. It
can be seenin Figures 4 and 5 that Engineers make reliably fewer fixations in highly salient
regions when viewing engineering pictures. These results could also be interpreted in terms of
Haider and Frensch’s (1999) information-reduction hypothesis, which states that with experience,
people learn to ignore task-redundant information and limit their processing to task-relevant
information. Further evidence in the literature for the information-reduction hypothesis comes
from Charness, Reingold, Pomplun, and Stampe, (2001) who found that chess experts fixated
proportionally more on relevant pieces than non-expert players.

The apparent cognitive override of saliency in the current study may seem intensified
because the interesting parts of the stimuli to the Engineers may have been, by chance, o



particularly low saliency, and thus it is almost like they were actively seeking out low-salient
regions, which would not have been of interest to non-specialists. It could therefore be argued that
salience is not necessarily informativeness, in that it plays a part in allocating attention
unless there are more semantically interesting parts of the scene, in which case those mor
informative areas are fixated.

The cognitive override effect that has been found is consistent with previous investigations
of saliency influences (e.g., Underwood et al., 2006; 2007) in a search task, but when an encoding
task was used, as here, the saliency map did predict fixation locations. In the present experiment,
saliency was a good predictor of fixation locations, apart from when specialists viewed pictures
from their own domain. However, others have proposed alternative causal factors that could result
in fixations within salient locations or similarities between sequences of locations fixated. For
example, Torralba, Oliva, Castelhano and Henderson’'s (2006) Contextual Guidance model
proposes that image saliency and global-context features are computed in parallel, in a feed.
forward manner and are integrated at an early stage of visual processing (i.e. before initiating
image exploration). For example, Engineers might have known where the more interesting parts
of a car engine would have be located and thus this knowledge resulted in similar fixation
locations on first and second viewing.

The overall number of fixations and the saccadic amplitudes for stimulus type for each
participant group were calculated. It was found that specialists make fewer fixations and produce
greater saccadic amplitudes when viewing stimuli from their own domain. This suggests that
specialists have a wider spatial distribution of eye movements and coincides with previous
research such as that by Reingold, Pomplun and Stampe (2001) who also found that experts mad
fewer fixations per trial and greater amplitude saccades than non-experts.

The main analyses in this experiment were scanpath comparisons. Overall, scanpaths
produced on encoding of a picture compared to those produced on second viewing were more
similar than would be expected by chance. This was consistent across all participants, regardles:s
of group or stimulus type, providing evidence in favour of the replication if scanpaths over time
and multiple viewings. One has to keep in mind that although the similarity seen here is
significant, there is still a large amount of variance unaccounted for. Previous demonstrations of
scanpath similarity have largely used simple patterns or line drawings, with fewer and larger
regions of interest. It is likely that the much more complex photographs used here led to less
scanpath repetition, possibly due to a greater appreciation of the scene semantics b
knowledgeable viewers.

Scanpaths from the encoding of a picture were compared to computer-generated scanpaths
predicted by saliency. It was found that scanpaths of American Studies students were least similar
to the saliency scanpaths when looking at Civil War pictures; and scanpaths of Engineers were
least similar to the predicted scanpaths when looking at Engineering pictures. Very similar results
were found when scanpaths from the second viewing of the picture were compared to computer-
generated saliency scanpaths. In other words, scanpaths were similar to those predicted by th
saliency model, apart from when the stimulus was associated with the participant’s specialist
domain. This result reinforces the mean salient fixation analysis findings (that saliency is less of
an influence when the participant is a specialist in that domain) but also incorporates the
important concept of sequence and the order of fixations. This is consistent with the notion that
bottom-up saliency guides eye movements, but can be overridden by top-down cognitive domain-
specific knowledge, and that this effect is constant over time. Furthermore, it supports previous
findings that scanpaths from encoding and second viewing of a picture are more similar than



would be expected by chance. However, the effects found when comparing second viewing with
saliency, although statistically reliable, were weaker than when comparing encoding with
saliency. The main reason for this is that in the first comparison, American Studies students were
reliably different to both Engineers and non-specialists on Civil War stimuli, and Engineers were
significantly different to both American Studies students and non-specialists, thus making the
overall effect very strong. However, on the second half of the experiment, non-specialists showed
large variance amongst the group. Therefore, on the second comparison, Engineers were onl
reliably different from American Studies students and vice versa, therefore the overall effect was
decreased. Due to the large variance in the non-specialist group, it makes it hard to interpret this
result, although it does not look to be related to the main hypothesis.

In conclusion, there is a relationship between saliency and eye movements, shown by the
similarity of actual scanpaths to those predicted by the saliency model (Itti & Koch, 2000).
However, domain-specific knowledge can act as an overriding factor, weakening this relationship
between saliency and eye movements.

3.3. Experiment 5: The stability of scanpaths over time

3.3.1 Introduction

It has been found that participants have good memory for the visual detail of fixated regions of a
previously viewed scene and are capable of retaining these visual details across delays of at leas
24 hours (Castelhano and Henderson, 2005; Hollingworth & Henderson, 2002; Hollingworth,
2005). Such findings date back to classic experiments by Shepard (1967) where participants were
able to correctly identify ‘old’ (previously seen) stimuli in a 2-aternative forced choice task, 98%
of the time. Similarly, Standing et al (1970) demonstrated that participants were able to correctly
identify 90% of previously seen pictures even after extended periods of time (3 days), short
stimuli exposure (1 second per picture) and when pictures were reversed in orientation. Scanpath
Theory suggests that recognition memory for visual stimuli is facilitated by reproducing similar
eye movements to when the picture was first encoded. Therefore, if recognition accuracy is high
after extended periods of time, it follows that scanpaths should also be highly similar. This
experiment partly aims to determine whether scanpaths are stable over multiple viewings,
experimental sessions and extended time periods.

Furthermore, experts have been found to have better long-term memory for domain-
specific material (Hayes-Roth, 1983; Postal, 2004; Drai-Zerbib and Baccin, 2005) than irrelevant
material and better long term memory than control participants, who have been shown to rely
more on working memory (Sohn and Doane, 2004). This experiment also aims to test whether
long-term recognition memory for domain-specific and domain-irrelevant pictures differs with
expertise, and whether this affects scanpath similarity.

3.3.2 Methodology

Participants

30 participants took part in the experiment, 15 Engineers and 15 American Studies students. A
condition of the American Studies group was that they had to have taken a core module on The
American Civil War. Three other people took part in the pilot study, although the pilot data were
not used in the analysis and these participants were not included in the sample. Opportunity
sampling was employed to recruit participants, who were all students at Nottingham University



(undergraduates and postgraduates). The age range was 18-27 years and the mean age was 2
years. The sample comprised of 24 females and 6 males. All participants had normal or corrected-
to-normal vision. Inclusion in the study was contingent on reliable eye tracking calibration and
not having taken part in the previous experiment.

Materials and apparatus

Eye movements were recorded using an SMI iVIEW X Hi-Speed eye tracker. The same stimuli as
in section 3.3 were used (see section 3.3.2 for examples). Saliency maps were generated, using Itt
and Koch’s (2000) model with standard parameters. These maps were produced for the first five
simulated shifts and thus indicate the first five most salient regions for each picture (see section
3.3.2 for an example). The only further criterion for stimuli was that all 5 salient regions were non-
contiguous; those pictures where the same or overlapping regions were re-selected within the first
5 shifts were replaced.

Design

The experiment used a two-by-three mixed design; with two specialist groups of participants and
three specific types of stimuli. The specialist groups were Engineers and American Studies
students, who were both domain specialists in their field. The independent variables were
therefore which group the participant belonged to and the type of stimulus being shown. The
dependant variable measures were: accuracy in deciding whether a picture was old or new or
immediate test compared to accuracy on delayed test; average fixation durations, mean number o
salient fixations and scanpath similarity between encoding and model-predicted saliency,
encoding and immediate recognition test, and encoding and delayed recognition test.

Procedure

The initial procedure was identical to the previous experiment in section 3.3 (for a systematic
representation of the experimental procedure, see section 3.3.2). The only difference was that, this
time, participants were called back one week later and were given a second recognition memory
test. The procedure and conditions at the 1-week follow-up were the same except there was nc
practice trial. Forty-five of the pictures were the “old” stimuli from the first half of the experiment

(1 week prior) and 45 were completely novel to the participants. As in the first half, the
participants had to identify whether the picture was old or new.

3.3.4 Results

There were many different possible measures to extract from the raw data showing fixation
locations and durations for each subject on each picture. In all cases, trials were excluded where
the fixation at picture onset was not within the central region, when participants looked away from
the screen (e.g. to the keyboard), or when calibration was temporarily interrupted.

There were 2 main types of data, recognition memory data (accuracy and response time)
and eye tracking measures (average fixation durations, mean number of salient fixations anc
scanpath comparisons). Scanpath similarity scores were calculated for encoding compared tc
saliency, encoding compared to immediate recognition test, and encoding compared to delayed
recognition test.



3.3.4.1. Recognition Memory

Accuracy
Engineers were more accurate with engineering stimuli and American Studies students were more
accurate with Civil War stimuli. Accuracy was measured by the number of pictures participants

correctly identified as ‘old’ (if they were from the previous set) or ‘new’ (if they had never been

seen before). This was done for each category of stimuli, and was out of 30 (as there were 3(
pictures in each category in the second phase of the experiment). Accuracy was measured &
immediate and delayed test

Figure 36: Accuracy of the two groups of participants at immediate and delayed test for the three
sets of stimuli.

A 3x2x2 mixed design ANOVA (appendices 22a, 22b and 22c) revealed a reliable main effect of
picture type: t(2,56) = 7.147, MSe = 6.956, p<0.01; and a reliable interaction between picture type
and group: t(2) = 16.245, p<0.001. There was no reliable main effect of group [t(1,28) = 0.563,
MSe = 26.685, p = 0.459], and no reliable main effect of recognition test (immediate or delayed)
[t(1,28) = 0.311, MSe = 8.647, p = 0.582] and no other interactions were statistically reliable.

Post-hoc Independent samples T-tests (appendices 22d and 22e) showed that whel
viewing Civil War pictures at immediate recognition test, American Studies students were reliably
more accurate than Engineers: t(28) = 2.618, SED = 1.09487, p<0.05, although this was nof
statistically reliable at delayed recognition test [t(28) = 1.388, SED = 1.24849, p = 0.176]. At both
immediate and delayed recognition tests, Engineers were reliably more accurate at identifying
Engineering pictures than American Studies students: t(28) = 2.879, SED = 1.20423, p<0.01; and
t(28) = 2.408, SED = 1.19070, p<0.05, respectively. There was no difference between the groups
for neutral stimuli for immediate or delayed recognition test [t(28) = 1.212, SED = 1.10007, p =
0.236; and t(28) = 0.339, SED = 1.17972, p = 0.737], respectively.

Post-hoc paired samples T-tests were carried out for American studies students
(appendices 22f and 22g) and Engineers (appendices 22h and 22i). American Studies student
were found to be reliably more accurate at identifying Civil War stimuli at immediate recognition
test than Engineering stimuli or neutral stimuli: t(14) = 6.485, SEM = 0.83267, p<0.001; and t(14)
=4.962, SEM = 0.83305, p<0.001, respectively. American Studies students were also reliably



more accurate at identifying Civil War stimuli at delayed recognition test than Engineering stimuli
or neutral stimuli: t(14) = 3.063, SEM = 1.02291, p<0.01; and t(14) = 2.656, SEM = 0.85338,
p<0.05, respectively. There was no reliable difference in accuracy for American Studies students
in identifying Civil War stimuli at immediate and delayed recognition tests [American Studies
students were reliably more accurate at identifying Civil War stimuli at immediate recognition test
than Engineering stimuli or neutral stimuli: t(14) = 1.258, SEM = 0.84778, p = 0.229]. No other
comparisons for American Studies students were statistically reliable. There were no reliable
differences in accuracy between the stimuli at immediate and delayed recognition test for
Engineers.

3.3.4.2. Eye-tracking measures

Locations of fixations
Out of all the fixations each participant made on each stimulus, the proportion of these that fell in
five most salient areas was calculated. A salient region was defined by an area centred on the peal
identified by the saliency algorithm, and with a radius of 2 degrees of visual angle.

It was found that domain-specialists made fewer fixations in salient areas when looking at
domain-specific stimuli. Figure 37 illustrates this interaction

Figure 37: A bar chart to show the percentage of all fixations made by each group of participants
for each type of stimulus that fell into salient regions. Salient regions were as predicted by a
saliency model (Itti & Koch, 2000).

A mixed design ANOVA (appendices 23a, 23b and 23c) revealed a reliable main effect of
picture type: F(2,56) = 56.659, MSe = 0.003, p<0.001; and a reliable interaction between picture
type and group: F(2) = 127.497, p<0.001. There was no reliable main effect of group [F(1,28) =
1.362, MSe = 0.010, p = 0.253].

Post-hoc independent samples T-tests (appendices 23d and 23e) showed that Americar



Studies students made reliably fewer fixations in salient regions on Civil War pictures than

Engineers did: t(28) = 8.385, SED = 0.02746, p<0.001; and that Engineers made reliably fewer
fixations in salient regions on Engineering pictures than American Studies students did: t(28) =

13.528, SED = 0.01564, p<0.001. There was no reliable difference between the groups for neutral
stimuli [t(28) = 1.656, SED = 0.03397, p = 0.109].

Post-hoc paired samples T-tests (appendices 23f and 23g) showed that American Studies
students made reliably fewer fixations to salient regions on Civil War pictures compared to
Engineering and neutral pictures: t(14) = 12.072, SEM = 0.01623, p<0.001; and t(14) = 11.380,
SEM = 0.01768, p<0.001, respectively. Similarly, Engineers made reliably fewer fixations to
salient regions on Engineering pictures compared to Civil War and neutral pictures: t(14) = 8.899,
SEM = 0.02764, p<0.001; and t(14) = 3.732, SEM = 0.00727, p<0.01, respectively.

3.3.4.3 Scanpath Analyses

Strings were cropped to five letters, and were computed for each subject viewing each stimulus in
the experiment. Five letters were used because the mean number of fixations made on eac
stimulus was five, with a range of four to seven fixations. This gave a more standardised and
manageable data set, and was thought long enough to display any emerging similarity. In those
trials where fewer than five fixations remained after condensing gazes, any comparison strings
were trimmed to the same length. Once the strings had been produced for all trials, they were
compared using the editing algorithm and an average string similarity was produced across trials.

Encoding vs. model-predicted saliency scanpath

The scanpaths generated from first viewing of a picture were compared to respective scanpaths
predicted by the saliency model (ltti & Koch, 2002). Observed scanpaths were more similar to
those predicted by the model when stimuli were not domain-specific. When stimuli were domain
specific, similarity dropped to (or below) chance

Figure 38: Average string similarities between encoding and model-predicted saliency for each
groups on each type of stimulus. A score of 1 would be a perfect match.



A mixed-design ANOVA (appendices 24a, 24b and 24c) revealed a reliable main effect of
picture type: F(2,56) = 28.801, MSe = 0.002, p<0.001; and a reliable interaction between picture
type and group: F(2) = 49.848, p<0.001. There was no reliable main effect of group [F(1,28) =
1.567, MSe = 0.003, p = 0.221].

Post-hoc independent samples T-tests (appendices 24d and 24e) showed that wher
viewing Civil War stimuli, scanpaths produced by American Studies students were reliably less
similar to model-predicted saliency scanpaths than Engineers’ scanaths compared to model-
predicted saliency: t(28) = 7.246, SED = 0.01586, p<0.001. Similarly, when viewing Engineering
stimuli, scanpaths produced by Engineers were reliably less similar to model-predicted saliency
scanpaths than American Studies students’ scanaths compared to model-predicted saliency: t(28
=6.982, SED = 0.01358, p<0.001. There was no reliable difference between the groups for neutral
stimuli [t(28) = 1.183, SED = 0.02082, p = 0.247].

Post-hoc paired samples T-tests (appendices 24f and 24g) were also carried out to further
investigate the main effect of stimulus type. Overall, the average string similarities for Civil War
and Engineering stimuli were reliably different to neutral stimuli: t(29) = 5.088, SEM = 0.01327,
p<0.001, and t(29) = 4.676, SEM = 0.01516, p<0.001.

Paired samples T-tests were carried out to compare the string similarities for each stimulus
type for each group to chance (0.0417). For American Studies students, when viewing Civil War
stimuli, the similarity of actual scanpaths to those predicted by the saliency model dropped
reliably lower than chance: t(14) = 3.088, SEM = 0.00487, p<0.01; and when viewing Engineering
stimuli, the similarity of actual scanpaths to those predicted by the saliency model increased
reliably higher than chance: t(14) = 6.727, SEM = 0.01285, p<0.001. For Engineers, when
Engineering stimuli, the similarity of actual scanpaths to those predicted by the saliency model
decreased and was not reliably different from chance [t(14) = 1.906, SEM = 0.00439, p = 0.077].
When viewing Civil War stimuli, the similarity of actual scanpaths made by Engineers compared
to those predicted by the saliency model increased reliably higher than chance: t(14) = 6.617,
SEM = 0.01509, p<0.001. These results are illustrated in Figure 39.

[pic]
Figure 39: An example of a scanpath predicted by the saliency model (yellow circles) on a Civil
War Stimulus. The blue scanpath was created by an Engineer and the green scanpath was createc
by an American Studies student. Notice that the blue scanpath is much more similar to that
predicted by the saliency model than the green scanpath.

Encoding v. Immediate Test

The scanpaths generated at encoding were compared to those during the immediate tes
Scanpaths at encoding and immediate test were more similar when pictures were domain-specific.
This data is shown in Figure 40.



Figure 40: Average string similarities between encoding and immediate test, for each groups on
each type of stimulus. A score of 1 would be a perfect match.

A mixed-design ANOVA was carried out (appendices 25a, 25b and 25d) and found a
reliable main effect of group F(1,28) = 5.831, MSE = 0.011, p<0.05. From the graph and the
descriptive statistics (appendix 25c¢) it can be concluded that overall, string similarities between
encoding and immediate test were higher for Engineers than American Studies students. There
was no main effect of stimulus type: [F(2,56) = 1.385, MSE = 0.003, p = 0.259]; but there was a
reliable interaction between stimulus type and group: F(2) = 4.409, p<0.05.

Post-hoc independent samples T-tests (appendices 25e and 25f) showed a reliable
difference between the groups for Engineering stimuli: t(28) = 4.343, SED = 0.022306, p<0.001.
Scanpaths for Engineering pictures at immediate test were reliably more similar to scanpaths at
encoding for Engineers than for American Studies students. There was no reliable difference
between the groups for Civil War stimuli or neutral stimuli [t(28) = 1.457, SED = 0.02776, p =
0.155; and t(28) = 0.695, SED = 0.03106, p = 0.493, respectively]. The mean string similarity
scores were then compared to chance, using paired-samples T-tests (see appendices 25g and 25
Randomly generated strings would give a value of approximately 0.0417, and all string
similarities were shown to be reliably greater than chance (p<0.001).

Encoding v. Delayed Test

The scanpaths generated from encoding of a picture were compared to those during the delayed
test, to create string similarity scores for each group on each type of stimuli. Scanpaths were
reliably more similar between encoding and delayed test if stimuli were domain-specific. Figure
41 shows this interaction.



Figure 41: Average string similarities between encoding and delayed test, for each groups on
each type of stimulus. A score of 1 would be a perfect match.

A mixed-design ANOVA was carried out (appendices 26a, 26b and 26d) and found a
reliable main effect of stimulus type: F(2,56) = 18.357, MSE = 0.003, p<0.001; and a reliable
main effect of group: F(1,28) = 7.286, MSE = 0.004, p<0.05. These results and the descriptive
statistics (appendix 26¢) show that scanpaths for Engineers were overall more similar at encoding
and test than American Studies students’ scanpaths were. Post-hoc paired-samples T-tests wel
conducted ( appendices 26g and 26h) to further explore the main effect of stimulus type and found
that overall, similarity scores were reliably higher for Civil War and Engineering stimuli than for
neutral stimuli: t(29) = 3.401, SEM = 0.1428, p<0.01; and t(29) = 4.127, SEM = 0.02136, p<0.001,
respectively.

The ANOVA also found a reliable interaction between stimulus type and group: F(2) =
46.351, p<0.001. Post-hoc independent samples T-tests (appendices 26e and 36f) found a reliable
difference between the groups for Civil War stimuli: t(28) = 3.335, SED = 0.02467, p<0.01; and
for Engineering stimuli: t(28) = 7.482, SED = 0.02468, p<0.001. Scanpaths for pictures at delayed
test were reliably more similar to scanpaths at encoding test if they were domain-specific to the
participants’ area of expertise. There was no reliable difference between the groups for Civil War
stimuli [t(28) = 0.357, SED = 0.01240, p = 0.724]. The mean string similarity scores were then
compared to chance, using paired-samples T-tests (appendices 26i and 26j). Randomly generate
strings would give a value of approximately 0.0417, and all string similarities were shown to be
reliably greater than chance (p<0.05).

Immediate Test v. Delayed test

The scanpaths generated during immediate test were compared to those generated during the
delayed test, to create string similarity scores for each group on each type of stimuli. Scanpaths
were reliably more similar between immediate and delayed tests if stimuli were domain-specific.
Figure 42 shows this interaction.



Figure 42: Average string similarities between immediate recognition test and delayed
recognition test, for each groups on each type of stimulus. A score of 1 would be a perfect match.

A mixed-design ANOVA was carried out (appendices 27a, 27b and 27c) and found a
reliable main effect of stimulus type: F(2,56) = 31.840, MSE = 0.002, p<0.001. There was no
reliable main effect of group [F(1,28) = 0.876, MSE = 0.003, p = 0.357]. Post-hoc paired-samples
T-tests were conducted (appendices 27f and 27g) to further explore the main effect of stimulus
type and found that overall, similarity scores were reliably higher for Civil War and Engineering
stimuli than for neutral stimuli: t(29) = 4.410, SEM = 0.1398, p<0.001; and t(29) = 4.821, SEM =
0.02080, p<0.001, respectively.

The ANOVA also found a reliable interaction between stimulus type and group: F(2) =
68.248, p<0.001. Post-hoc independent samples T-tests (appendices 27d and 27e) found a reliabl
difference between the groups for Civil War stimuli: t(28) = 8.347, SED = 0.1532, p<0.001; and
for Engineering stimuli: t(28) = 6.515, SED = 0.02556, p<0.001. Scanpaths for pictures at delayed
test were reliably more similar to scanpaths at immediate test if they were domain-specific to the
participants’ area of expertise. There was no reliable difference between the groups for Civil War
stimuli [t(28) = 0.858, SED = 0.00999, p = 0.398]. The mean string similarity scores were then
compared to chance, using paired-samples T-tests (appendices 27h and 27i). Randomly generate
strings would give a value of approximately 0.0417, and all string similarities were shown to be
reliably greater than chance (p<0.05).

Figure 43 is an example of an engineer viewing an engineering stimulus at encoding (pink
scanpath), immediate test (yellow scanpath) and delayed test (green scanpath).
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Figure 43: An example of an engineering stimulus. The pink scanpath was generated at encoding,
the yellow scanpath was generated during immediate test and the green scanpath was generated
during delayed test. Notice the similarities between the scanpaths, even at delayed test one week
later.

3.3.4 Discussion

This experiment aimed to find out whether scanpaths are stable over time and whether accuracy
and eye movements differed with expertise. Accuracy was measured as the number of pictures al
test correctly identified as ‘old’ or ‘new’ and was measured immediately after the encoding stage
and also one week later. The results show that accuracy is reliably increased when participants
view pictures from their own domain of expertise. This pattern is stable over time, as there are no
reliable differences in accuracy (for each group) between immediate and delayed test. This
supports previous studies that have reported good visual long term memory (Castelhano anc
Henderson, 2005; Hollingworth & Henderson, 2002; Hollingworth, 2005) and also those that have
found evidence of better long-term memory for domain-specific material (Hayes-Roth, 1983;
Postal, 2004; Drai-Zerbib and Baccin, 2004) than irrelevant material. This domain-specific
memory advantage is also stable over time.

The number of fixations to salient regions of interest at encoding was analysed. The results
showed that participants did look to areas of high saliency but this was reliably reduced when
viewing pictures from their own domain. This suggests a bottom-up cognitive override of saliency
by top-down domain expertise — participants looked at the parts of the picture that were
semantically interesting or meaningful, even if they were not the most visually salient areas.
Findlay and Walker’s (1999) model of saccade generation refers to this as “intrinsic saliency”,
whereby top-down influences at level 4 and 5 of the model can override bottom-up low-level
influences at level 2. This analysis provides evidence that visual saliency attracts attention, and



thus eye fixations, but doesn’t take account of the order or pattern of fixations (i.e. how quickly
salient regions attract attention). To measure this, the participants’ actual scanpaths on eacl
picture were compared to the scanpaths predicted by Itti and Koch’'s (2000) saliency algorithm.
The results showed that similarity was reliably decreased when participants viewed pictures from
their own domain of expertise. This provides more evidence in favour of a cognitive override of
low-level visual saliency.

Scanpaths at encoding were also compared to scanpaths at immediate recognition test an
those at delayed recognition test one week later. When comparing encoding and immediate
recognition, scanpaths for Engineers were most similar when viewing engineering stimuli. There
was not a reliable difference between the groups for Civil War pictures. However, when scanpaths
at encoding were compared to those at delayed imagery, similarity scores were highest when
viewing domain-specific pictures, for both Engineers and American Studies students. The
difference between the groups for Civil War pictures was due to a large decrease in similarity for
Engineers (when viewing Civil War pictures). The similarity score for American Studies students
was not reliably different (from encoding v immediate test). This suggests that Engineers used
short-term memory to guide their eye movements around the Civil War pictures at immediate test,
but due to the lack of semantically relevant visual information, the stimuli provided no advantage
in encoding to long term memory. Therefore, when viewing the Civil War pictures again after a
week delay, Engineers had little memory of where they looked previously to guide their eye
movements. When viewing domain-specific stimuli, on the other hand, participants are likely to
remember semantically interesting features of the pictures, resulting in enhanced long-term visual
memory (and thus higher recognition accuracy) and increased scanpath similarity. Alternatively, it
could have been that Civil War pictures contained distinctive objects (e.g. artifacts, medals, etc.)
that were easy for Engineers to recall from short-term memory. Engineering pictures, on the other
hand were more complex and harder for American Studies participants to recall only using short-
term memory with no semantic relevance, hense not mirroring the advantage demonstrated by
engineers at initial recognition test.

One outstanding question is why were scanpaths similar at encoding and subsequen
recognition memory tests? Scanpath Theory suggests that producing similar eye movements helps
to recreate the internal mental image or ‘map’ created at encoding, which in turn help the viewer
to recognise the picture. The relationship between the increase in scanpath similarity and the
increase in accuracy can been seen as evidence in support of this theory. However, it could be
argued that scanpaths are reproduced on non-domain pictures due to low-level visual saliency anc
on domain-specific pictures due to top-down knowledge and semantically interesting visual
features. Evidence for this comes from both the number of fixations in salient regions and the
override of the model-predicted saliency scanpath by domain expertise. Either way, scanpaths
could rely on visual information being present at both encoding and recognition. The imagery
experiments in chapter 2 provide evidence for the reproduction of scanpaths in the absence o
visual information. However, they did not investigate the effect of expertise during imagery.
Scanpath similarity scores were found to be highest when encoding and retrieval processes were
most similar, resulting in reliably reduced scanpath similarity between encoding and imagery.
This reduction in similarity might eliminate the domain-specific advantage seen in the current
study, thus suggesting that the advantage (in accuracy and scanpath similarities) is due to th
presence of semantically informative regions rather than a superior memory for domain-specific
material. This could be tested by taking away the visual information and repeating the experiment
with an imagery condition.



In conclusion, this experiment has shown that scanpaths are stable over time and over
multiple viewings and that accuracy and scanpath similarities increased when experts viewed
domain-specific stimuli. This effect was also stable over time.

3.4 Experiment 6: Expertise vs. saliency on imagery, verbalisation and accuracy.

3.4.1 Introduction

The amount and organization of experts’ domain knowledge has previously been linked with the
speed of construction of mental images (Egan and Schwartz, 1979). Itis argued that experts use
‘chunking’ methods (Gobet et al., 2001) which reduce working memory load so that more
cognitive capacity can be devoted to reasoning. These chunking processes play an important role
in blindfold chess (Saariluoma and Kalakoski, 1997), where imagery is used to retrieve
information about game positions from long-term working memory and transform them in visual
working memory. The link between memory, imagery and expertise is also highlighted by
Hishitani (1988) who found that expert abacus users can encode long verbally presented number:
by encoding them into an imagined abacus. Similarly, artists have been found to perform reliably
better on imagery and drawing tasks than non-artists, which Calabrese and Marucci (2006)
conclude is due to superior cognitive abilities of artists for spatial imagery. This spatial expertise
has, however, been shown to be highly domain-specific and not easily transferable to other
domains. For example, skilled Tetris players were shown to have a mental rotation advantage
when the shapes were either identical or very similar to Tetris shapes. However, no such
advantage existed on other tasks of spatial ability (Sims & Mayer, 2002).

As mentioned in the previous chapter, verbalization can be combined with imagery to increase the
similarity of eye movements at encoding and ‘recognition’. Since the initial pilot experiment has
shown this technique to be successful, verbalisation can now be explored further to investigate the
influences of top-down (expertise) and bottom-up (visual saliency) factors on scanpaths and other
eye measures. It would be interesting to see if the previously observed advantage of domain-
expertise on scanpaths (sections 3.2 and 3.3) still exists when the visual information is taken
away. If these advantages are still seen during imagery then they cannot be purely due to salient o
semantically interesting visual features — there must be some kind of memory involved.

Verbalising a memory of a previously viewed scene has been known to affect recognition
accuracy, which Schooler et al., (1993) found was true for both written and spoken verbalizations.
Spoken verbalizations have the advantage of allowing eye movements to be recorded at the sam
time; therefore this was chosen as the most suitable method for the following experiment. This
deterioration in memory due to verbalization is called verbal overshadowing and has been claimed
to be due to the disruption of configural processing (e.g. Fiore and Schooler, 2002), especially in
examining domain-specific stimuli (Diamond and Carey, 1986). The association between
configural processing and expertise is well documented, (e.g. Fallshore and Schooler, 1995) with
non-expertise linked to featural processing. Verbal overshadowing has previously been found in
situations where participants’ perceptual expertise exceeded their verbal expertise (e.g. Ryan anc
Schooler, 1995; Melcher and Schooler, 1996). For example, untrained wine drinkers (assumed to
have low verbal expertise but high perceptual expertise), who described previously tasted wines
showed a decreased discrimination performance compared to those who did not describe it. On the
other hand, for the non-drinkers (assumed to be low on both types of expertise) and the trained



wine drinkers (assumed to be high on both types of expertise) verbalization was actually slightly
helpful. Melcher and Schooler (1996) suggest that verbalization reduces one’s ability to draw on
perceptual expertise. It could also be that verbalization causes transfer-inappropriate processing
in which, during recognition, participants inappropriately emphasize the verbal-featural
information that they considered during verbalization rather than the nonverbal-configural
information typically emphasized during the encoding. Under situations in which the default
encoding involves a proportionately greater reliance on featural information, or recognition
requires featural processing, the featural processing encouraged by verbalization is no longel
inappropriate, and consequently no interference is observed. This performance enhancing effect of
similar encoding and retrieval processes can be likened to the pure- and mixed-processing theory
suggested in the previous chapter.

Many researchers have been unable to obtain evidence of the verbal overshadowing effect
or have found that verbalization has a facilitating effect (e.g. Chance & Goldstein, 1976;
Kitagami, Sato, & Yoshikawa, 2002; McKelvie, 1976; Meissner, Brigham, & Kelley, 2001; Read,
1979; Yu & Geiselman, 1993). For example, Read (1979) found that verbal rehearsal improved
accuracy and decreased response time in recognition of faces, and McKelvie (1976) demonstratec
that hard-to-label faces benefited from verbalisation, whereas easy-to-label faces were not
significantly affected. Furthermore, when distracter and target items are highly similar,
verbalization has been found to increase recognition accuracy by allowing the participant to
distinguish between them (Bartlett, Till, and Levy, 1980; Kitagami, Sato, and Yoshikawa, 2002).
The type of instructions given with respect to verbalization, and the delay between verbalization
and the subsequent recognition test affect the direction and size of the verbalization effect. If
participants are instructed to give a detailed verbal account of the features in the previously seen
picture, a large overshadowing effect is observed. On the other hand, when a long delay elapses
between verbalization and the recognition test then a facilitating effect of verbalization is
observed (Meissner and Brigham, 2001). Verbalisation has also been found to enhance
recognition memory if visual memory of the target is poor (Itoh, 2005).

Verbal overshadowing has previously been explained by the theory that post-stimulus
verbalization induces a second, less detailed representation, which is subsequently drawn upon ir
the recognition test. This second representation then leads to recoding interference or sourct
confusion, thereby decreasing recognition accuracy. However, if the initial representation of the
visual stimulus is itself coarse and lacking in detail (Itoh, 2005), or if the verbal description is
itself sufficient in discriminating between target and distracter items (Bartlett et al., 1980;
Kitagami et al., 2002), the verbal overshadowing effect disappears or even reverses, and improved
recognition is observed under conditions of verbalization (Huff and Schwan, 2008).

The following experiment aims to test whether recognition accuracy is affected by giving a
description of a previously seen picture, compared to when simply imagining it, and whether this
is affected by domain expertise. Eye movements will be recorded at imagery, verbalization and
recognition and compared to eye movements at encoding to further investigate the similarity of
scanpaths between these encoding and retrieval processes. The stimuli contain both visually
salient regions and domain specific regions that are of semantic interest to the expert participants.
Eye movements (average number of fixations and fixation durations) in these regions of interest,
scanpaths over the whole picture and the content of the verbal descriptions will be analyses for
both expert and control participants to investigate how expertise and saliency affect imagery,
verbalisation and recognition accuracy.



3.4.2 Methodology

Participants

Thirty-one participants took part in the experiments, all of whom were students at Nottingham

University. Sixteen were computer specialists and fifteen were control participants. The age range
was 18-42 and the mean age was 22. The sample comprised 14 females and 17 males. A
participants had normal or corrected-to-normal vision. Inclusion in the study was contingent on

reliable eye tracking calibration and the participants being naive to eye movements being
recorded.

Materials and apparatus

Eye position was recorded using an SMI iVIEW X Hi-Speed eye tracker (for
specifications, see section 1.5.5) A set of 52 high-resolution digital photographs were prepared as
stimuli, taken using an 8MP digital camera. Half the stimuli were designated “old” and shown in
both encoding and test phases, while the other half were labelled “new” and were shown only as
fillers at test (see figure 44 for a diagrammatic breakdown of the stimuli). All stimuli were
pictures of junk and clutter, such as the inside of a draw or a messy shelf. Half the new and half
the old stimuli contained a computer-specialist item somewhere in the scene. The content of each
picture was carefully chosen and arranged so that the computer-specialist part would not stand out
to a non-specialist more than other objects in the picture or defy the gist of the scene. Due to the
26 test stimuli not splitting exactly into four equal groups, half the participants imagined 7
computer stimuli and described 6 computer stimuli and the other half of the participants imagined
6 computer stimuli and described 7 computer stimuli. This counterbalancing also applied to the
control stimuli, and the pictures that were imagined or described were randomised. New and old
pictures were matched for complexity, semantic and emotional content, so that the only thing in
the scene that was different at recognition was the presence or absence of a computer-specialis
item. Examples of the stimuli are shown in figure 45. Pictures were presented on a colour
computer monitor at a resolution of 1600 by 1200 pixels. The monitor measured 43.5cm by
32.5cm, and a fixed viewing distance of 98cm gave an image that subtended 25.03 by 18.83
degrees of visual angle.



Figure 44: diagrammatic breakdown of the stimuli.

Figure 45: Examples of stimuli. On the left: a computer-specialist picture, and on the right: a
matched control picture.

All stimuli were processed through the Itti & Koch (2000) computer algorithm to make
sure that the domain-specialist Region of Interest in each picture was not one of the five most

visually salient areas of the picture.
A pilot study was conducted prior to the experiment to make sure the computer specialists had true expertise
in their domain. Potential participants had to complete a short questionnaire requiring them to name and describe



pictures of computer parts. Only those who scored 100% were invited to take part in the experiment as domain
specialists. Control participants also had to complete the same questionnaire and were considered if they scored 5% o
below.

Design

The experiment used a mixed design, with one between groups IV with two levels (specialist or
non-specialist participant) and one within groups IV with two levels (condition — imagery or
describe). The dependent variable measures were: accuracy in deciding whether a picture was olc
or new, verbal feedback (the average number of references to visually salient and specialist
Regions of Interest) the average number of fixations in salient and specialist Rols, the average
fixation duration and total amount of time fixated in salient and specialist Rols, where the first
fixation fell and the similarities of scan patterns compared at encoding and visualisation, at
encoding and description and at encoding and recognition.

Procedure

Participants were told that their pupil size was being measured in relation to mental workload.
They were informed that although their eye movements were not being recorded, it was important
to keep their eyes open so pupil size could be reliably measured.

Following a 9-point calibration procedure, participants were shown written instructions on
the experimental procedure and given a short practice. The main experimental procedure was split
into three parts with breaks between each section. This made sure that participants understoo
what they had to do for each part of the experiment, gave them the opportunity to ask the
experimenter any questions and also allowed for recalibration on the eye tracker. The first stage
(‘visualisation’) involved seeing a picture for 7000 milliseconds (preceded by a 1000 millisecond
central fixation cross) then a brightly coloured mask for 1000 milliseconds. The word “visualize”
then appeared on a white background for 1000 milliseconds before disappearing and leaving &
blank screen for 10,000 milliseconds, in which time the participants visualized the last picture
they had seen. After this time, a fixation cross reappeared for 1000 milliseconds to ensure that
fixation at picture onset was in the centre of the screen. Once 13 stimuli had been presented anc
subsequently visualised, the participant took a short break before starting the second stage -
‘description’. The procedure for the second stage was identical to the first apart from instead of
‘visualising’ the last picture they saw, participants were asked to describe it. The results of the
pilot study (chapter 2.4) indicate that the participants need time to think what to say, therefore
after the word ‘describe’ appeared for 1000 milliseconds, the numbers ‘3’, ‘2’, and ‘1’ appeared
for 1000 milliseconds each in a countdown style. A head-mounted microphone was worn and
verbal descriptions were recorded digitally. See figures 46a and 46b for diagrams of the
experimental procedure. The final stage was a recognition memory test, where participants had to
decide if they had seen each picture before by making a button press on the keyboard (‘O’ for
‘old’ and ‘N’ for ‘new). Each picture at recognition was presented for 7000 milliseconds and the
computer would only accept a response after this time. This was to encourage similar eye
movement patterns at recognition as at encoding (stages 1 and 2) so that fair string comparison:



could be made at analysis.

Visualise

7000 ms

L

1000 ms

1000 ms

10,000 ms

Describe

7000 ms

SRS

1000 ms

1000 ms

10,000 ms

Figures 46a (left) & 46b (right): diagrams of the visualise (stage 1) and description (stage 2)
procedures. Each picture was either visualised or described, but was never in both conditions.

3.4.4. Results

Accuracy

An independent samples T-test was performed to compare the overall accuracy of specialists and
control participants (see appendices 28a and 28b). There was a reliable difference: t(29) = 2.829
SED = 0.0253, p<0.01. From this result and the descriptive statistics, it can be concluded that
overall specialists were more accurate than controls. See figure 47.



Figure 47: A bar chart to illustrate the reliable difference in accuracy between specialists and
control participants.

Accuracy scores were broken down further to take into account whether the stimuli were
old or new and whether they contained computer parts or not. A 2x2x2 split-plot ANOVA was
performed (see appendices 28c, and 28d) and found a 2-way interaction between new/old anc
comp/non comp stimuli: F(1,29) = 5.582, MSE = 0.030, p<0.05 (see figure 48); and a 3-way
interaction between group, old/new and comp/non comp stimuli: F(1) = 7.140, MS = 0.213,
p<0.05 (see figure 49). There was also a main effect of group, but this as already illustrated above.




Figure 48: a line graph to illustrate the reliable 2-way interaction between new/old and
comp/non comp stimuli.

The 2-way interaction shows that if a picture is new, it is recognised more accurately if it
is a computer picture, and if a picture is old, it is recognised more accurately if it is a non-
computer picture. Post-hoc paired-samples T-tests (appendices 28e and 28f) showed that th
difference between old computer stimuli and old non computer stimuli was statistically
significant: t(30) = 2.156, SEM = 0.03913, p<0.05. No other comparisons were statistically
reliable.

Figure 49: A line graph to show the 3-way interaction between group, old/new and comp/no
comp stimuli.

Post-hoc independent samples T-tests were performed to help explain the 3-way
interaction (appendices 28g and 28h) and found a reliable difference between the groups for new
non computer stimuli: t(29) = 0.265, SED = 0.0633, p<0.05; and for old computer stimuli; t(19) =
2.163, SED =0.0647, p<0.05. From these results and the descriptive statistics, it can be concludec
that Specialists are more accurate at new non-comp stimuli than controls and specialists are more
accurate at old comp than controls.

Post-hoc paired samples T-tests were also performed to help explain the 3-way interaction
(appendices 28i and 28j) and found a reliable difference between old computer pictures and old
non computer pictures for control participants: t(14) = -5.104, SEM = -0.19487, p<0.001; and
between new non computer pictures and old non computer pictures for control participants: t(14)
=-3.543, SEM =-0.200, p<0.05. No other comparisons were statistically reliable. From These
results and the descriptive statistics, it can be concluded that if the picture is old, controls are more
accurate if the stimuli do not contain computer parts, and controls are more accurate at new



computer stimuli than old computer stimuli.

Accuracy was also analysed taking into consideration whether the picture was imagined or
described. A 2x2x2 split-plot ANOVA was performed (group x imagine/describe x computer/non
computer pictures. See appendices 29a, 29b and 29c¢) and found reliable main effect of condition
(imagery or describe): F(1, 29) = 5.907, MSE = 568.334, p<0.05 (see figure 50); and a main effect
of stimulus type (computer or non computer picture): F(1, 29) = 5.342, MSE = 369.237, p<0.05.
There was no main effect of group: F(1,29) = 0.536, MSE = 711.191, p = 0.470. From these
results and the descriptive statistics, it can be concluded that accuracy is also reliably higher wher
pictures were previously described than when they were only imagined, and accuracy is overall
higher for non computer pictures.

Figure 50: A bar graph to show the reliable difference in accuracy between pictures that were
previously imagines and those that were described.

There was no reliable interaction between condition and group: F(1) = 0.347, p = 0.560; or
between condition and stimulus type: F(1) = 9.56, p = 0.336. There was however a reliable
interaction between stimulus type of group: F(1) = 9.266, p<0.01 (see figure 51). There was no
reliable 3-way interaction between the variables.



Figure 51: A line graph to show the interaction in accuracy between group and stimulus type.

Post-hoc paired samples T-tests showed no statistically reliable differences (see
appendices 29d and 29e), but an independent-samples T-test showed a reliable difference betwee
the groups for computer stimuli: t(29) = 2.611, SED = 3.66475, p<0.01 (see appendices 29f and
29g). From these results and the descriptive statistics, it can be concluded that specialists are
reliably more accurate at computer pictures than control participants.

Verbal Feedback

Verbal feedback during the description phase was recorded and analysed. The number o
references to the salient regions of interest was calculated and a 2x2 repeated measures ANOV/
was performed (appendices 30a and 30b). Reliable main effects were found for picture type
(computer or non computer): F(1,14) = 11.718, MSE = 3.995, p<0.01; and for group (specialist or
control participant): F(1,14) = 6.351, MSE = 4.852, p<0.05. See figure 52.



Figure 52: A bar chart to illustrate the average number of references to visually salient areas in
computer and non computer pictures by specialist and control participants.

Post-hoc paired samples T-tests were conducted (appendices 30c and 30d) and founc
reliable differences between specialists and controls for computer pictures: t(14) = 3.587, SEM =
0.46462, p<0.01; between computer and non computer pictures for control participants: t(14) =
-2.553, SEM = 0.6005, p<0.05; and between computer and non computer pictures for specialists:
t(14) = 2.197, SEM = 0.91026, p< 0.05. There was no reliable difference between specialists and
control participants for non computer stimuli: t(14) = 1.151, SEM = 1.04289, p = 0.269.

A paired samples T-test was also carried out to compare the number of references to
specialist Regions of Interests when viewing computer stimuli (appendices 30e and 30f). There
was a reliable difference between specialist and control participants: t(14) = 7.429, SEM =
0.54743, p<0.001. See figure 53.




Figure 53: A bar graph to illustrate the average number of references to specialist Rols by the
two groups of participants.

From the analysis of the verbal feedback data, it can be concluded that specialists make
reliably more references to specialist Rols than control participants do, and when viewing
computer stimuli, specialists make reliably fewer references to visually salient areas than control
participants. On non-computer stimuli, there is no reliable difference in the number of references
to visually salient areas between specialists and controls.

Number of fixations in Rols
Inclusion in the eye movement analyses was dependant on good eye tracking and four participants
(two computer specialist and two controls) had to be excluded due to calibrations issues.

The number of fixations that fell inside visually salient Regions of Interest and specialist
Regions of Interest at recognition were calculated. The salient Rols were defined using Itti &
Koch’s (2000) computer algorithm, which highlighted the five most salient regions. Each picture
therefore had 5 salient Rols, each spanning 2 degrees of visual angle. There was only 1 specialis
Rol in each computer picture and it was generally larger that the salient ones. When the average
number of fixations was calculated, adjustments were made to balance the size of the Rols. The
number of fixations that fell inside visually salient Regions of Interest and specialist Regions of
Interest were calculated. The salient Rols were defined using Itti & Koch’s (2000) computer
algorithm, which highlighted the five most salient regions. Each picture therefore had 5 salient
Rols, each spanning 2 degrees of visual angle. There was only 1 specialist Rol in each computelr
picture and it was generally larger that the salient ones. When the average number of fixations was
calculated, adjustments were made to balance the size of the Rols. The average size of th
specialist Rol was 1.75 times greater than one salient Rol, so over all five salient Rols were
summed and then divided by five (creating an average value), then multiplied by 1.75 to balance
the size of the salient and specialist Rols.

An independent samples T-test was carried out (see appendices 31a and 31b) and found
reliable difference between the groups for the number of fixations in specialist Rols: t(25) =
5.093, SED =0.22141, p<0.05. There were no reliable differences between the groups for the
number of fixations in salient Rols for either computer pictures (p=0.838) or non computer
pictures (p=0.084). Paired samples T-Tests were also carried out (see appendices 31c and 31c
and found a reliable difference between the number of fixations in salient Rols made by specialist
participants, between computer and non computer stimuli: t(13) = 3.653, SEM = 0.09647, p<0.05.
There was no reliable difference for control participants between computer and non computer
stimuli. From the results of the T-Tests and the descriptive statistics (appendices 31la and 31c) it
can be concluded that specialists make reliably more fixations to specialist Rols than control
participants, and that specialists make reliably fewer fixations to salient Rols in computer pictures
compared to non computer pictures. See figures 54 and 55.



Figure 54: A bar chart illustrating the number of fixations to specialist and salient Rols in
computer and non computer stimuli.

Figure 55: A computer stimulus with a model-predicted saliency scanpath (yellow and red), a
specialist’s scanpath (green) and a control participant’s scanpath (purple) superimposed on top
of it. Note that the specialist's scanpath fixates more on the specialist Rol than the control
participant’s scanpath.

The number of fixations to specialist Rols was further analysed by dividing the pictures at



recognition into four categories: New ‘added in’ (computer part added in), New ‘taken away’
(computer part taken away), Old ‘same present’ (computer part present at encoding and
recognition), Old ‘same absent’ (no computer part at encoding or recognition). For specialists (see
appendices 31v and 31w), there was no reliable difference between computer pictures at encoding
and identical pictures at recognition: t(13) = 1.939, SEM = 0.31909, p = 0.075; or at recognition
between ‘same present’ and ‘added in’: t(13) = 0.256, SEM = 0.27846, p = 0.802; or at recognition
between ‘same absent’ and ‘same taken away’: t(13) = 1.098, SEM = 0.01085, p = 0.292. There
were reliable differences between: computer pictures at encoding and ‘taken away’ at recognition
(p<0.001); non computer pictures at encoding and ‘added in’ at recognition (p<0.001); ‘same
present’ at recognition and ‘same absent’ at recognition (p<0.001); ‘same present’ at recognition
and ‘taken away’ at recognition (p<0.001); ‘added in’ at recognition and ‘same absent’ at
recognition (p<0.001); and between ‘added in’ at recognition and ‘taken away’ at recognition
(p<0.001).

This analysis was repeated for control participants (see appendices 31x and 31y) and found
that there was no reliable difference between computer pictures at encoding and identical pictures
at recognition: t(12) = 2.128, SEM = 0.34563, p = 0.055; or at recognition between ‘same present’
and ‘added in”: t(12) = 1.751, SEM = 0.22582, p = 0.105; or at recognition between ‘same absent’
and ‘same taken away’: t(12) = 0.826, SEM = 0.00861, p = 0.425. There were reliable differences
between: computer pictures at encoding and ‘taken away’ at recognition (p<0.001); non computer
pictures at encoding and ‘added in’ at recognition (p<0.001); ‘same present’ at recognition and
‘same absent’ at recognition (p<0.001); ‘same present’ at recognition and ‘taken away’ at
recognition (p<0.001); ‘added in’ at recognition and ‘same absent’ at recognition (p<0.001); and
between ‘added in’ at recognition and ‘taken away’ at recognition (p<0.001).

Total fixation duration in Rols
The amount of time fixated in salient and specialist Rols (per picture) at recognition was
calculated (see figure 56).




Figure 56: A bar chart illustrating the average total time fixated in specialist and salient Rols in
computer and non computer stimuli at recognition.

An independent samples T-test was carried out (see appendices 32a and 32b) and found
reliable difference between the groups for the total time fixated in specialist Rols: t(25) = 5.362,
SED = 65.70062, p<0.001. There were no reliable differences between the groups for the amount
of time ficated in salient Rols for either computer pictures (p=0.987) or non computer pictures
(p=0.098). Paired samples T-Tests were also carried out (see appendices 32c and 32d) and found
reliable difference between the average total amount of time fixated in salient Rols made by
specialist participants, between computer and non computer stimuli: t(13) = 2.679, SEM =
56.84325, p<0.05. There was no reliable difference for control participants between computer and
non computer stimuli. From the results of the T-Tests and the descriptive statistics (appendices
32a and 32c) it can be concluded that specialists spend reliably longer fixated in specialist Rols
than control participants, and that specialists spend reliably less time fixated in salient Rols of
computer pictures compared to non computer pictures.

First Fixation
The position of the first fixation was calculated and the number of first fixations that fell in the
different Rols was compared using T-Tests (see figure 57).

Figure 57: A bar chart to illustrate the percentage of first fixations to fall in salient and specialist
Rols.

An independent samples T-test was carried out (appendicies 33a and 33b) and found no
reliable difference between the groups for salient Rols of computer pictures (p=0.244), for salient
Rols of non computer pictures (p=0.243) or for specialist Rols of computer pictures (p=0.061).
Paired samples T-tests were also carried out (appendices 33c and 33d) and found a reliabl



difference in the number of salient Rols first fixated by specialists, between computer and non
computer pictures. It can be concluded that specialist participants are reliably less likely to first
fixate a salient region if a specialist (semantically informative) region is also present.

String Comparisons

A string editing algorithm was used to compare eye movements at visualisation, encoding and
recognition, and a similarity score was calculated. A trial was excluded if there were more than

25% data loss or the participant did not move their eyes away from the centre. When comparing
Encoding and Imagery, an average of 17.2% of trials had to be excluded. When comparing
Encoding and Description, an average of 16.85% of trials had to be excluded. When comparing
Encoding and Recognition, an average of 7% of trials had to be excluded. If a participant had
more than 75% or more trial exclusions over all, that participant was discarded from the analysis.

Because paired samples T-tests compared averages across the above three comparison grot
(Evl, EVD, EVR), if a participant was excluded in one group, they had to be taken out of the other

groups as well. In total, 12 participants out of 31 were excluded from the string comparison

analysis.

A split-plot ANOVA was performed and found a main effect of comparison: F(2, 34) =
17.053, MSE = 0.001, p<.001 (appendix 34a). There was no main effect of group: F(1,17) =
3.737, MSE = 0.001, p = 0.070 (appendix 34b); and there was no reliable interaction between
comparison and group: F(2) = 1.253, MS = 0.001, p = 0.298. See figure 58.

Figure 58: A Bar chart to illustrate the similarity of eye patterns at different stages in the
experiment.

Post-hoc paired samples T-tests were carried out to further investigate the main effect of
comparison (appendices 34c and 34d). There was a reliable difference between encoding \
visualisation and encoding v describe: t(18) = 2.511, SEM = 0.01197, p<0.05; a reliable difference
between encoding v visualisation and encoding v recognition: t(18) = 6.568, SEM = 0.00962,
p<0.001; and a reliable difference between encoding v describe and encoding v recognition: t(18)



=2.978, SEM = 0.01081, p<0.01. Each comparison was also compared to chance. There was
reliable difference between encoding v describe and chance: t(18) = 2.477, SEM = 0.00936,
p<0.05; and a reliable difference between encoding v recognition and chance: t(18) = 5.870,
SEM = 0.00943, p<0.001. There was no reliable difference between encoding v visualisation and
chance: t(18) = 0.803, SEM = 0.00854, p = 0.432.

The data were then split by stimulus type and group to see whether scanpath similarities
differed with domain (see figure 59).

Figure 59: A Bar chart to illustrate the similarity of eye patterns at encoding compared to the
other stages in the experiment. The data has also been split by stimulus type and participant

group.

Independent-samples T-tests were conducted (appendices 34e and 34f) and found tha
scanpaths at encoding and verbalisation for computer pictures were reliably more similar for
specialists than control participants: t(17) = 2.552, SED = 0.01965, p<0.05; and that scanpaths a
encoding and recognition for computer pictures were reliably more similar for specialists than
control participants: t(17) = 2.128, SED = 0.02481, p<0.05. No other between-groups comparisons
were statistically reliable. Scanpaths for a computer specialist viewing a computer picture at
different stages in the experiment can be seen in figure 60.



Figure 60: A computer stimulus with a specialist's scanpaths superimposed on top of it. The
green scanpath is from encoding, the red from description and the purple from verbalisation.
Each picture at encoding was either described from memory or simply imagined, but never both,
therefore an imagery scanpath does not exist for this stimulus.

3.4.4. Discussion

This experiment aimed to investigate the effect of top-down expertise and bottom-up
saliency on imagery, verbalisation and accuracy. Recognition accuracy was measured and founc
that overall specialists were more accurate than controls. This was most likely because half the
pictures were computer pictures, which specialists were better at recognising, and therefore
increased the overall average accuracy. A 3-way interaction was found and post-hoc analyse:s
revealed that specialists were more accurate at new non-computer stimuli and old computer
stimuli than control participants were. Pictures were matched i.e. old pictures were the same as
new ones except for containing either a computer part or a matched neutral object. Specialists’
domain expertise means they were more likely to have attended to the computer parts at encoding
which helped them distinguish old comp pictures at recognition and gave them an advantage over
control participants. Similarly, specialists’ high accuracy for new non-comp pictures could be due
to them attending to a computer parts at encoding and noticing that they were missing at
recognition. The post-hoc analyses also revealed that if pictures were old, control participants
were more accurate if the stimuli did not contain computer parts. It could be that all the computer
parts look the same to control participants and therefore they are more likely to incorrectly
identify computer pictures than non-computer pictures that contain more every-day objects.
Lastly, it was found that control participants were more accurate at identifying old computer
pictures than new computer pictures. This could be because all the computer parts look the same
to controls; therefore there is a response bias to say ‘old’ when they notice a computer part. When
the picture is actually old, the average accuracy for ‘old’ increases, and if the picture is new then
the average accuracy for ‘new’ decreases, thus explaining the reliable difference in accuracy.
Although it is not feasible to reanalyse the accuracy data for the purposes of this thesis, future
research could consider replacing the a