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Abstract

The increased contrast to noise ratio available at Ultrahigh (7T) Magnetic Res-

onance Imaging (MRI) allows mapping in space and time the brain’s response to

single trial events with functional MRI (fMRI) based on the Blood Oxygenation

Level Dependent (BOLD) contrast. This thesis primarily concerns with the devel-

opment of techniques to detect and characterize single trial event-related BOLD

responses without prior paradigm information, Paradigm Free Mapping, and assess

variations in BOLD sensitivity across brain regions at high field fMRI.

Based on a linear haemodynamic response model, Paradigm Free Mapping (PFM)

techniques rely on the deconvolution of the neuronal-related signal driving the BOLD

effect using regularized least squares estimators. The first approach, named PFM,

builds on the ridge regression estimator and spatio-temporal t-statistics to detect sta-

tistically significant changes in the deconvolved fMRI signal. The second method,

Sparse PFM, benefits from subset selection features of the LASSO and Dantzig

Selector estimators that automatically detect the single trial BOLD responses by

promoting a sparse deconvolution of the signal. The third technique, Multicom-

ponent PFM, exploits further the benefits of sparse estimation to decompose the

fMRI signal into a haemodynamical component and a baseline component using the

morphological component analysis algorithm.

These techniques were evaluated in simulations and experimental fMRI datasets,

and the results were compared with well-established fMRI analysis methods. In

particular, the methods developed here enabled the detection of single trial BOLD

responses to visually-cued and self-paced finger tapping responses without prior in-

formation of the events. The potential application of Sparse PFM to identify interic-

tal discharges in idiopathic generalized epilepsy was also investigated. Furthermore,

Multicomponent PFM allowed us to extract cardiac and respiratory fluctuations of

the signal without the need of physiological monitoring.

To sum up, this work demonstrates the feasibility to do single trial fMRI analysis

without prior stimulus or physiological information using PFM techniques.
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Chapter 1

Introduction

Since its introduction in the early 1990s, functional Magnetic Resonance Imag-

ing (fMRI) has become the most widespread tool for neuroscientists, clinicians and

physicists to investigate human brain function. fMRI is a noninvasive imaging tech-

nique that measures local changes in blood magnetic susceptibility related to changes

in blood flow and oxygenation that occur due to increased neuronal activity. In par-

ticular, characterizing the haemodynamic response to short event-related stimuli

enables the study of the temporal orchestration of cortical events with fMRI, also

known as mental chronometry. Event-related fMRI analysis is usually performed by

averaging the single trial response to multiple successive stimuli in order to improve

the estimate of the haemodynamic parameters. With the advent of ultra high MR

scanners, the contrast to noise ratio of the BOLD response is enhanced so that mea-

suring the response to individual events becomes feasible. Single trial fMRI has the

potential to study finer cognitive processes, such as learning or adaptation, or the

results of pharmacological perturbations. Assuming a priori knowledge of the tim-

ing of the events is nowadays the prevalent approach for single trial fMRI analysis.

However, this information can be difficult to obtain accurately under certain clinical,

behavioural or experimental circumstances. For instance, recording the timing of

perceptual changes in binocular rivalry requires subject’s feedback, or the onset of

interictal epilectic discharges is obtained from simultaneous EEG data in EEG-fMRI

studies in epilepsy. Therefore, there is a need for techniques to fMRI data analysis

which avoid the requirement to specify the onsets of cortical responses, and which

allow the study and use of more unconstrained experimental paradigms, particularly

for single-trial events. This thesis aims to develop novel analysis tools to enable the

detection of single trial fMRI BOLD responses without prior stimulus information.
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1.1 Overview of this thesis

The second chapter of this thesis describes the fundamental principles of nuclear

magnetic resonance and magnetic resonance imaging. An overview of the main MR

pulse sequences used in this thesis is also given.

Within the framework of functional brain imaging, Chapter 3 describes the un-

derpinnings of fMRI based on the blood oxygenation level dependent (BOLD) con-

trast. The description focus on the analysis of BOLD sensitivity in gradient echo

fMRI in order to describe how to generate sensitivity maps of BOLD detection and

formulates a statistical correction procedure to compensate for sensitivity variations

across brain regions.

Chapters 4, 5 and 6 describe three novel methods to detect and characterize single

trial BOLD responses without prior information of the event timing: Paradigm Free

Mapping.

Chapter 4 begins with a description of the rationale of Paradigm Free Mapping

(PFM), and subsequently introduces the first PFM methodology based on the ridge

regression deconvolution of the BOLD haemodynamic response and statistical infer-

ence based on spatio-temporal t-statistics against a baseline period. The method is

tested on a visuomotor paradigm for paradigm free detection of single trial BOLD

responses.

Chapter 5 investigates the use of two sparse estimators, the Least Absolute

Shrinkage and Selection Operator (LASSO) and the Dantzig Selector, for paradigm

free mapping. The potential application of Sparse Paradigm Free Mapping to detect

interictal epileptiform discharges without requiring EEG-based information is also

studied.

Chapter 6 extends the principles of sparse estimation in order to formulate a

Multicomponent PFM approach which simultaneously decomposes fMRI voxel time

series into two components, a haemodynamic component with single trial BOLD

responses and a component modelling baseline fluctuations with a sinusoidal basis

set. The usefulness of this approach is illustrated by comparing it with the Retro-

spective Correction of Physiological Motion Effects (RETROICOR) method since

the technique enables the correction of cardiac and respiratory fluctuations without

the need of physiological monitoring.

Finally, Chapter 7 summarizes the findings arising from the work developed in

this thesis and outlines research topics for further development.



Chapter 2

Nuclear Magnetic Resonance

and Magnetic Resonance

Imaging

This chapter provides an introduction to the basic features of Nuclear Mag-

netic Resonance (NMR) and Magnetic Resonance Imaging (MRI). Understanding

the basic principles of both techniques is pertinent in order to further comprehend

the physical underpinnings of the signal observed in functional MRI experiments.

Firstly, in §2.1, the principles of NMR are briefly described. This is followed in §2.2
by a description of how the NMR signal can be exploited for the imaging of objects

with MRI.

The basic principles of NMR and MRI are described in multiple excellent text-

books. The review presented here is mainly based on [34, 59, 184, 274].

2.1 Principles of Nuclear Magnetic Resonance

Nuclear Magnetic Resonance (NMR) is the study of the dynamics of magnetic

nuclei in interaction with an external magnetic field [294]. NMR is the basic physical

principle behind Magnetic Resonance Imaging and its basic theory is described in

this section.
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2.1.1 Interaction of Nuclear Spins with Magnetic Fields

Subatomic particles in an atomic nucleus, i.e. protons and neutrons, have an

intrinsic angular momentum due to the rotation along its axis, which is usually

referred to as spin. Contrary to classical spinning systems, spins of protons and

neutrons can only have an angular momentum with discrete magnitude, the spin

quantum number I, defined by quantum mechanics [184].

In order to form an atomic nucleus, protons and neutrons combine with other

equivalent spins of opposite states which causes the net spin magnitude to be zero for

atoms with an even number of protons or neutrons, or different from zero for atoms

with an odd number of protons or neutrons [59]. For example, the most widespread

nuclei studied in NMR is hydrogen, 1H, which consists of a single proton and has a

net spin of I = 1
2 producing two possible alignments M = ±1

2 .

As the atomic nucleus has an electric charge, the rotating spin generates a small

but noticeable magnetic dipole moment. When the spin is located within an external

magnetic field, B0, it will align either in the same or opposite direction of the field

depending on the state of the spin. In the absence of thermal agitation, all spins

would align in the direction of the magnetic field. Nevertheless, when a sample is at

physiological temperatures, not all the spins align with the magnetic field, but the

number of spins aligning in the direction of B0 is slightly larger that those aligning

in the opposite direction (Figure 2.1).

Strictly speaking, since the spin has an angular momentum, its spin axis does not

exactly align with the field but precesses around the field axis at a specific frequency,

called the Larmor frequency,

ω0 = γB0, (2.1)

where γ is the gyromagnetic ratio in radians/Tesla and B0 is the magnitude of

magnetic field in Tesla1. The value of γ depends on the nature of the nuclei, e.g. γ =

2.675× 108 s−1T−1 (or γ
2π = 42.57 MHz/T) for 1H. If electro-magnetic (EM) radio-

frequency (RF) pulses are applied with frequency equal to the Lamor frequency, i.e.

at resonance, a transition between the energy states of spins is produced [42, 293].

In practice, in order to simplify the analysis of the NMR experiment, the com-

bined effect of the whole ensemble of spins is generally considered rather than study-

1The strenght of Earth’s magnetic field at 0◦ is 31 µT (3.1 ×10−5T)
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M0
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(b)
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(c)

Figure 2.1: Spin interaction with a strong magnetic field. (a) The nuclear magnetic mo-
ments are initially randomly oriented. (b) When located in a strong magnetic field B0, spins
align parallel or antiparallel to the direction of field and precess at the Larmor frequency,
(c) creating a bulk magnetization moment M0 in the direction of B0. Adapted from [184].

ing the effect of the magnetic field in each particular spin. As a whole, the excess in

the number of protons which align with B0 yields a bulk magnetization moment, M0,

different from zero in the direction of field, conventionally the z-direction (Figure

2.1c). This induced magnetization due to the static magnetic field is often referred

to as equilibrium, net or bulk magnetization, and it is proportional to the excess

difference and B0.

2.1.2 The Effect of Radio-Frequency Pulses

Equilibrium magnetization produces no signal in the MR receivers since these

only detect signal in the plane transverse to B0. If, in presence of the static magnetic

field, an RF pulse B1 is applied orthogonally to B0, i.e. in the x- or y-direction,

with frequency equal to the Larmor frequency ω0, resonance occurs, the individual

spins flip, but the net magnetization tips down an angle α towards the x-y plane or

transverse plane that depends on the duration τ and amplitude of the B1 RF pulse:

α = γB1τ. (2.2)

This process of flipping can be observed from two different reference frames,

the laboratory frame and the rotating frame. When observing from the laboratory

frame, one is observing the process from outside and therefore the magnetization

would be precessing about the z-direction of B0 whilst being tipped onto the x− y

plane by B1. However, if one jumps on board of the magnetization vector M0, one

is observing from the rotating frame and the magnetization vector only tips down

in the z direction. The difference between both frames is illustrated in Figure 2.2.
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Figure 2.2: Evolution of the bulk magnetization vector M0 when applying an RF pulse at
the Larmor frequency, in the laboratory (x, y, z) and rotating frames (x′, y′, z′).

The magnetization vector in the transverse plane and the z direction are de-

noted as Mxy (transverse magnetization) and Mz (longitudinal magnetization), re-

spectively. An α-degree pulse results in the net longitudinal, Mz, and transverse,

Mxy, magnetization being

Mz(0) = M0 cos(α) (2.3)

Mxy(0) = M0 sin(α) (2.4)

For instance, if a 90◦ pulse is applied, the bulk magnetization M0 flips into the

transverse plane and the magnitude of Mxy is M0 and Mz is zero. In this case, the

magnetization is said to be excited or saturated and the 90◦ pulse is referred to as

an excitation pulse. On the other hand, a 180◦ pulse will flip the magnetization to

-z direction, which is called inverted magnetization, and the 180◦ pulse is referred

to as an inversion pulse.

2.1.3 Transverse and Longitudinal relaxations

Observing the magnetization from the laboratory frame, immediately after the

application of an RF pulse the system will be at non-equilibrium and the spins will

be rotating in phase around the z-axis and at the Lamor frequency in the transverse

plane (Figure 2.3). But, just after the RF pulse is turned off, spins will begin

returning to the equilibrium magnetization by spin-lattice relaxation processes and

spins will begin dephasing because they precess with different frequencies due to

spin-spin relaxation processes.
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Spin-Lattice relaxation

Spin-Lattice relaxation or longitudinal relaxation is the process whereby energy

absorbed by the spins is released back into the surrounding lattice, reestablishing

the spin equilibrium distribution. Physically the main processes responsible for this

phenomenon are dipole-dipole interactions. Motion of molecules can give rise to

oscillating magnetic field in the environment of the spin under consideration. The

dynamics of the magnetization are described by the Bloch equation [42]

dM

dt
= γ (M×B)− (Mz −M0)k

T1
− Mxi+Myj

T2
. (2.5)

Using (2.3), the evolution of the longitudinal magnetization Mz is given by

Mz(t) = M0

[
1− (1− cos(α)) e−t/T1

]
, (2.6)

where t is the time after the RF pulse has been applied. The longitudinal magne-

tization Mz exponentially recovers into Mz(0) along the z-axis with a spin-lattice

relaxation time constant T1 (Figure 2.4a). The value of T1 depends on the tissue

composition, temperature and magnetic field strength [375].

Spin-Spin relaxation

After the excitation RF pulse, all spins are in phase and precessing at the same

frequency. All the spins precessing in phase give rise to a rotating net transverse

magnetization. T1 recovery will lead to a reduction in this signal but it is also

reduced by any process that leads to spin dephasing. Again magnetic field from

neighbouring molecules can interact with applied magnetic fied. If the magnetic

field generated by a neighbouring proton increases (or decreases) the applied field,

then the field experienced by the spin also increases (or decreases). This spin-spin

interaction forces the Larmor frequency to vary across the sample which makes every

spin precess at a different frequency in the rotating frame (Figure 2.3).

Spin dephasing causes an exponential decay in the transverse magnetization Mxy

with a spin-spin relaxation time constant T2, also called transverse relaxation time

constant (Figure 2.4b). The dynamics of the transverse magnetization are also
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Figure 2.3: Decay of the transverse magnetization due to spin-spin interactions.
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Figure 2.4: (a) Spin-Lattice relaxation of the longitudinal magnetization, Mz, with re-
laxation time constant T1. When the flip angle α = 90◦, Mz(0) = 0 (red line) and when
α = 180◦, Mz(0) = −M0 (blue line). (b) Spin-Spin Relaxation of the transverse magnetiza-
tion, Mxy. The T ∗

2 -decay (red line) is faster than the T2-decay (blue line). Adapted from
[274].

defined from the Bloch equation (2.5) given by

Mxy(t) = M0 sin(α)e
−t/T2 . (2.7)

In practice, the decay of Mxy is faster with a true relaxation time constant

T ∗
2 (Figure 2.4b). This is a combination of true T2 spin-spin interactions that are

stochastic and therefore irreversible, and T ′
2 decay due to B0 inhomogeneities which

can be measured and reversed. In sum, the transverse relaxation time is given by

1

T ∗
2

=
1

T2
+

1

T ′
2

. (2.8)
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Figure 2.5: Free induction decay signal for the T2 and T ∗

2 decays.

2.1.4 The Free Induction Decay Signal

The energy absorbed by the spins due to the RF pulse is retransmitted by means

of EM radiation at frequencies close to the Larmor frequency. The MR spectrom-

eter captures the energy related to the transverse magnetization, Mxy, by means

of a phase sensitive detector, which then decouples the received field in-phase and

quadrature components and demodulates the signal in frequency by multiplying

with a reference signal with the same frequency as the transmitted RF pulse. After

low-pass filtering, the complex baseband signal has a bandwidth equal to the range

of Larmor frequencies across the sample. This signal is called the Free Induction

Decay (FID) signal (Figure 2.5) and its amplitude depends on the longitudinal and

transverse relaxation processes described above.

2.1.5 Echoes

The amplitude of the FID signal decays very rapidly with time constant T ∗
2 .

Therefore, some kind of trick is necessary to revert the dephasing process and in-

crease again the amplitude of the observed signal. Let us assume that a spin precesses

at a constant frequency and accumulates a phase φ after a period of time t =TE/2.

Within a sample, some spins will precess at faster or slower frequencies than others

and therefore the ’faster’ spins would have accumulated a higher phase during TE/2.

If a 180◦ RF pulse is applied at that particular time TE/2, the spin phases will be

flipped to −φ. As the spin precesses at the same frequency it will again accumulate

a phase φ for TE/2 but in opposite direction. Faster spins will accumulate more
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Figure 2.6: Formation of an echo. After tipping the magnetization into the transverse plane,
spins precesses at different frequencies and the magnetization vectors begin to dephase.
The 180◦ pulse at time TE/2 flips the transverse plane into the other direction, and each
magnetization vector continues precessing at the same frequency so that they refocus to
form an echo at the echo time TE.

phase causing net phase coherence at t =TE, i.e. the phase of all spins will be ideally

zero. Because of this effect the 180◦ pulse is often called a refocusing pulse and the

process is known as phase refocusing. This recovery in phase coherence of the spins

causes an increase in the FID signal, which is known as an echo, at time TE, which

is known as the Echo Time [157]. The process of echo generation is shown in Figure

2.6.

As described in §2.2.4, when an echo is created by means of a refocusing pulse it

is called spin echo, whereas if it is created by means of magnetic field gradients, it is

called gradient echo. As shown in Figure 2.7, this process can be repeated multiple

times such that successive refocusing pulses produces multiple echoes. The only

limitation is the decrease in the signal amplitude due to the natural T2 decay which

always exists for both spin and gradient echo techniques. Nevertheless, contrary

to gradient echoes, spin echoes are insensitive to B0 field inhomogeneity leading to

signal losses in inhomogeneous areas near air-tissue or bone-tissue boundaries.
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Figure 2.7: Generation of multiple spin echoes with RF refocusing pulses. Adapted from
[59].

2.2 Principles of Magnetic Resonance Imaging

Prior the 1970s NMR was mainly used to study the chemical properties of sam-

ples with magnetic resonance spectroscopy [112]. In 1973, Lauterbur [205] and

Mansfield [237] proposed that NMR principles could also be employed to obtain

2D MR images of a sample by spatially varying the applied magnetic field across

the sample. Those first experiments gave birth to Magnetic Resonance Imaging

[106, 169, 202, 235, 238], whose principles are described in this section.

2.2.1 Signal Localization with Magnetic Field Gradients

The NMR signal must be acquired at different spatial locations to generate an

MR image. Modern MRI scanners use variations in the applied magnetic field so that

the observed Larmor frequency is spatially dependent. This is done by modifying

the frequency of precession at different locations with the addition of small spatially-

controlled gradients of the static B0 magnetic field. Generally, linear field gradients

are used to encode the spatial location in each direction,

Gx =
dBx

dx
, Gy =

dBy

dy
, Gz =

dBz

dz
. (2.9)
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Hence, in the presence of a magnetic field gradient the local applied magnetic field

at point r = (x, y, z) is given by

B(r) = B0 + xGxi+ yGyj+ zGzk

= B0 +Gr · r, (2.10)

where Gr = (Gx, Gy , Gz) is the applied gradient in mT/m units from the gradient

RF coils. The absolute amplitude of the field increases proportionally to the distance

of r from a reference point, conventionally set at the center of the magnet. According

to the Larmor equation (2.1), the resonance frequency of each spin after an excitation

pulse would also depend on its position r in the sample as follows,

ω(r) = γB(r)

= γ (B0 +Gr · r) . (2.11)

As a result, when an RF pulse with a bandwidth ∆ω is applied in presence

of a magnetic field gradient Gr, the sample is excited within an specific region.

Therefore, differences in the resonance frequency due to magnetic field gradients can

be scattered across the bandwidth of the FID signal and this frequency diversity can

be used to encode different spatial locations.

The following sections describe three methods for signal localization. Section

§2.2.2 introduces the slice selection concept for selective excitation and §2.2.3 intro-

duce the spatial localization of the signal in a 2D Fourier space, usually known as

k-space.

2.2.2 Slice selection

Instead of exciting the whole sample with an RF non-selective pulse, as described

so far, it is usual in MRI to selectively excite the spins within a cross-sectional slice

of the sample [139]. Selective excitation is carried out by applying an RF pulse with

a linear magnetic field gradient in the direction of the slices to be excited. This

gradient field sets the Larmor frequency of the spins within the slice to match the

frequencies centered in the RF pulse.

For instance, let us assume that slice selection is done in the z-direction (Figure
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z

ω

γΔzGz=Δω

Figure 2.8: Slice selection with magnetic field gradients. When an RF pulse with a range
of frequencies, ∆ω, is applied in the presence of a magnetic field gradient, Gz , a slice of
thickness, ∆z is excited.

2.8). To excite a slice of width ∆z a gradient field Gz must be applied to cause a

linear variation of the Larmor frequency across the slice along with an RF pulse of

carrier frequency ω0 and bandwidth ∆ω. The slice thickness is then given by

∆z =
∆ω

γGz
. (2.12)

This pulse will only excite those spins within z0 +
∆z
2 > z > z0 − ∆z

2 , where

the location of z0 is defined by the carrier frequency of the pulse ω0 with respect

to the reference point of the magnet. Spins on either side of the slice will precess

at different frequencies and are thus largely unaffected by the pulse in terms of

being tipped. In order to obtain MR images with high spatial resolution in the

slice direction we could increase the steepness of the gradient, which implies higher

current and stronger fields, and/or decrease the bandwidth of the RF pulse, which

implies longer pulse durations and therefore longer scanning times. In practice, some

cross-talk into neighbouring slices always exists since an ideal square slice profile is

not possible due to finite time duration of the pulse. The effect of crosstalk is usually

overcome by acquiring interleaved slices or leaving a gap between slices.
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2.2.3 Fourier Imaging: Phase Encoding, Frequency Encoding and

the k-space

In the rotating reference frame, after applying an RF pulse the signal emanating

from point r in an object at time t is given by [235, 237]

S(r, t) ∝ ρ(r)e−i
∫ t

0
ω(r,t′)dt′ , (2.13)

where ρ(r) is the spin density distribution and the frequency of precession of the

spins is ω(r, t′) = ω0 + γr · G(t′), is conventially defined in radians. Comparing

with equation (2.11), the field gradients are not only spatial-dependent on r but

also time-dependent and so the signal depends on the evolution of the gradients

over time. In practice, the FID signal is collected across an extended region of the

sample,

S(t) ∝
∫ z0+

∆z
2

z0−
∆z
2

∫ y0+
∆y

2

y0−
∆y

2

∫ x0+
∆x
2

x0−
∆x
2

ρ(x, y, z)e−iγ
∫ t

0 (B0+r·G(t′))dt′dxdydz, (2.14)

where (x0, y0, z0) and (∆x,∆y,∆z) are the coordinates of the centre and dimensions

of the field of view in each direction, respectively. First, a slice in the z-direction

is excited during slice selection, as explained in §2.2.2. Next, gradient pulses are

applied in the x- and y-direction in order to obtain a cross-sectional 2D image of

the spin density distribution in the x − y plane. After excitation the transverse

magnetization will start to accrue a phase due to the gradients applied which at

time t will be φ = ω(x, y)t where

ω(x, y) = γ(B0 +Gxx+Gyy). (2.15)

After demodulation to baseband by the Larmor frequency (ω0 = γB0), the FID

signal from an (x, y) region is given by

S(t) ∝
∫ y0+

∆y

2

y0−
∆y

2

∫ x0+
∆x
2

x0−
∆x
2

ρ(x, y)e−iγ(Gxx+Gyy)tdxdy. (2.16)
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Defining the k-terms

kx = −γGxt

ky = −γGyt, (2.17)

the FID signal can be written as

S(kx, ky) ∝
∫

y

∫

x
ρ(x, y)ei(kxx+kyy)dxdy =

∫

y

∫

x
F−1 {ρ(x, y)} dxdy. (2.18)

This equation can be interpreted as the inverse Fourier transform of the spin

density distribution ρ(x, y) of the sample at position (x, y), and the kx and ky terms

can be thought as spatial frequencies. Consequently, an image of the spin density

at position (x, y) can be obtained by applying the Fourier transform on the received

FID signal as

ρ(x, y) ∝
∫

kx

∫

ky

S(kx, ky)e
−i(kxx+kyy)dkxdky =

∫

ky

∫

kx

F {S(kx, ky)} dkxdky.
(2.19)

This concept of Fourier imaging forms the basis of modern imaging techniques

with MRI. The sampling of the spatial frequencies kx and ky is carried out with two

encoding methods in the x-axis and y-axis known as frequency encoding and phase

encoding, respectively.

Frequency and phase encoding

Frequency encoding and phase encoding are applied after slice selection during

the image readout period in order to encode the 2D image in the frequency domain

for those spins that have already been excited by slice selection.

Conventionally, frequency encoding occurs in the x-direction with a linear gra-

dient Gx. Following (2.14) and (2.19), the FID signal due to this gradient will be

S(kx) ∝
∫

y
ρ(x, y)eikxxdy, (2.20)

providing information about the spin density population in the x-direction. At this

point, all the signals with a given x-coordinate contribute to the net signal. Between

each line encoded in the x-direction, a linear magnetic field gradient Gy is applied
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for a short interval to produce a small phase increment in the net signal and encode

the image in the y-coordinate. This is called phase encoding [106, 202].

K-space

The concept of k-space was formulated in 1983 by Ljunggren [221] and Twieg

[347] based on the ideas of Fourier imaging [237]. The spatial frequencies kx and ky

facilitate the visualization of the dynamics of the spin phase under the influence of

magnetic field gradients in the frequency space, commonly referred to as the k-space.

In general, the k-space is defined by the spatial frequencies (kx, ky , kz) corresponding

to the spatial coordinates (x, y, z). Normally, most MRI techniques are 2D planar

imaging where only one slice is acquired at a time by keeping kz fixed, i.e. selectively

excitating just that one slice, and varying kx and ky (see Figure 2.9).

In 2D planar imaging, inmmediately after excitation of the slice with the RF

pulse, the sampling position is at the centre of k-space and the sampling position at

time t depends on the accumulated-phase of the magnetization due to the gradients

along time. Low spatial frequencies are mapped in the central region of the k-

space, and the edges correspond to high spatial frequencies, as shown in Figure

2.9. In order to fully sample the k-space the k-cursor is moved according to a k-

space trajectory defined with the frequency encoding and phase encoding gradients.

During frequency encoding, data points are recorded at regular intervals along a

line in the kx direction, whereas during phase encoding the spatial frequency ky is

altered without recording the signal.

The k-space represents a continous range of frequencies, but the FID or echo

signal is only sampled at discrete intervals. The spacing and location of the k-

space measurements determine the field-of-view (FOV) and spatial resolution of the

resulting image. The FOV is inversely proportional to the spacing of k-space samples

which, in turn, depends on the difference in phase between two samples (G∆t). For

example, in the frequency encoding direction,

FOVx =
1

∆kx
=

1

Gx∆t
, (2.21)

and the largest value of k, kmax, determines the spatial resolution of the recon-
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Figure 2.9: Relationship between k-space (left) and image-space (right). The image is first
sampled in the k-space by applying magnetic field gradients. Frequency transform of the
k-space samples is done to obtain the MR image. Adapted from [274].

structed image,

∆x =
1

2kx,max
. (2.22)

This most common way of sampling the k-space is intrinsically two-dimensional,

with an image slice selectively sampled with successive RF excitation pulses. Nev-

ertheless, a three-dimensional sampling can also be done. This is usually known as

volume imaging [236, 328]. In volume imaging, the slice selective pulse is eliminated

and 3D k-space trajectories are used to encode the spatial information in the third

dimension. For instance, the most commonly used trajectory in volume imaging is

a cartesian grid with gradient echo sampling in the x-axis and then phase encoding

gradients along the y- and z-axis simultaneously. The advantage of 3D-acquisitions

is a large improvement in the SNR of the image but the total acquisition time in-

creases making the acquisition more vulnerable to motion artefacts [59].

2.2.4 Pulse Sequences

A pulse sequence is the temporal sequence of gradient pulses that is employed to

navigate through the k-space so that an FID signal is collected at each sample of the

k-space. In that sense, pulse sequence diagrams are particularly helpful to visualize

how RF pulses and the magnitudes and durations of magnetic field gradients are

manipulated over time to sample the entire k-space. Generally, a pulse sequence

diagram displays a different line for each event of the sequence: the RF excitation
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Figure 2.10: Gradient echo pulse sequence for one phase encoding step (left) and the corre-
sponding sampling of one line in k-space (right). This pulse sequence diagram is successively
repeated with changes in the polarity and amplitude of the phase encoding gradients to sam-
ple multiple lines in k-space. Adapted from [274].

pulse, the gradients in each direction (Gz or slice selection, Gx or frequency encoding,

Gy or phase encoding) and the received FID signal.

An important parameter in MRI acquision is the repetition time (TR), which is

usually defined as the amount of time between two successive RF excitation pulses.

For the single-shot EPI sequence usually employed in fMRI experiments, the TR

corresponds to the time of two successive acquisition of the same slice, i.e. a complete

volume.

Gradient Echo Imaging

As noted in §2.1.5, echoes can be generated by reverting the spin dephasing

process. This can be done by applying a second RF refocusing pulse, producing spin

echoes (SE), or by means of gradient fields, producing gradient echoes (GE). Spins

across the sample precess at different frequencies due to linear gradient fields which

makes the net magnetization dephase. If a gradient field with opposite amplitude

would reverse the dephasing process, a gradient echo is produced. Figure 2.10 depicts

the pulse sequence diagram and the k-space trajectory for the spin-warp sequence

[106] with gradient echo imaging.

First, a frequency selective RF pulse is applied simultaneously with a slice se-

lection gradient Gz to select a particular slice of the object. This RF pulse flips

the bulk magnetization down by a flip angle α into the transverse plane. This is
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followed by a reverse slice selection gradient to reverse the initial dephasing in the

slice so that the spins at the top of the slice have the same phase as the spins at

the bottom. After a period of time, which allows to modify the T ∗
2 contrast of the

image, magnetic field gradients are applied in the x- and y-direction so that the

sampling starts at the appropriate point in k-space. A frequency encoding gradient

is first applied in reverse polarity during time τ to shift the magnetization phase

to −kx,max (prephasing) at the same time as a phase encoding gradient to shift it

to ky,n. The purpose of the prephasing gradient is to prepare the transverse mag-

netization so that an echo is produced at a later time. Immediately afterwards, a

frequency encoding gradient of the same amplitude is applied for 2τ while samples

in the corresponding ky-space line are recorded. Note that the maximum magnitude

of the gradient echo occurs time τ after the start of the frequency encoding gradient,

coinciding with the centre of the ky-space line (see §2.1.5).

FLASH

The GE sequence is repeated after the net magnetization returns to equilibrium

with a variable phase encoding gradient Gy in order to sample the k-space fully.

This sequence is known as Fast-Low Angle Shot (FLASH) [156], and it is primarily

used for fast structural or anatomical T ∗
2 -weighted imaging (see §4.3). The . Figure

2.11 shows the pulse sequence diagram and k-space trajectory of the FLASH se-

quence with 2D cartesian encoding in kx and ky. The sequence consists of multiple

repetitions of the GE pulse sequence where a train of RF excitation pulses of flip

angle α applied every repetition time (TR). Since the flip angle α is usually 20-30◦,

lower than using a 90◦ pulse, the time to recover the equilibrium magnetization is

shorter and thereby a short TR can be used.

The RF pulse and slice selection gradient are applied simultaneously to generate

transverse magnetization in the selected slice. After the RF pulse, the k-space is

at zero phase. Then, a phase encoding gradient is applied before acquisition so

that the phase of the signal is at the corresponding ky. Next, a frequency encoding

gradient in the kx-direction is applied to acquire the corresponding k-space line, with

initial reverse magnitude so that the gradient echo occurs at the centre of the k-

space. Finally, a phase-rewinder gradient with reverse magnitude can be applied in

the phase-encoding direction to return to zero-phase resulting in a balanced gradient
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Figure 2.11: Two-dimensional version of the FLASH pulse sequence with GE (left) and
the corresponding k-space trajectory (right). An RF pulse is applied every repetition time
(TR) to sample one line in k-space. Adapted from [274].

waveform. In addition final spoilers are used to cancel any signal. If final spoilers are

not used, the sequence is called balanced turbo field echo (bTFE) FLASH sequence.

The process is repeated with variable magnitude in the phase-encoding gradients

in order to generate more gradient echoes until the entire k-space is sampled. In

multi-slice acquisition strategies, multiple slices are sampled for each TR period.

An important practical issue is how the longitudinal magnetization Mz behaves

due to the first RF excitation pulses until achieving a steady-state magnetization

[20, 178]. Assuming that the equilibrium magnetization due to the spin density

population is M0 and perfect spoiling of the transverse magnetization before each

RF pulse, the longitudinal magnetization after each subsequent RF excitation pulse

is given by

Mz (i+ 1) = M0

(
1− e−TR/T1

)
+Mz(i) cos(α)e

−TR/T1 . (2.23)

The steady-state is achieved when Mz (i+ 1) = Mz (i) so that the steady-state

longitudinal magnetization can be written as

Mz (i) = M0
1− e−TR/T1

1− cos(α)e−TR/T1
. (2.24)

Therefore, a series of scans are usually left before before starting to collect k-

space samples in order to achieve a steady-state magnetization. This is particularly

important in fMRI experiments since the first scans could greatly affect the results

of posterior statistical analysis.
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As noted above, each RF excitation pulse is followed by a GE acquisition. There-

fore, similar to GE pulse sequences, the image is affected by T ∗
2 -relaxation effects,

due to spin-spin interactions and field inhomogeneities (see §2.1.5). The FID signal

after the RF pulse and the GE sequence can be written as [59, 20]

SGE = M0 sin(α)e
−TE/T ∗

2
1− e−TR/T1

1− cos(α)e−TR/T1
, (2.25)

where the maximum signal is obtained for a flip angle, αE, called the Ernst angle

[112], given by

cos (αE) = e−TR/T1 . (2.26)

Therefore, one can control the amount of T1- and T ∗
2 -weighted imaging. For

large flip angles, the signal is strongly dominated by T1-weighting. On the contrary,

when the flip angle is smaller than αE, the signal is relatively independent of T1 and

strongly T ∗
2 -weighted such that

SGE = M0 sin(α)e
−TE/T ∗

2 . (2.27)

This expression is commonly used in GE fMRI experiments to demonstrate that

the optimal signal change due to the BOLD effect, which depends on T ∗
2 -effect, is

obtained when the signal is sampled at TE equal to T ∗
2 at rest (see §3.3).

In structural or anatomical T ∗
2 -weighted images, a relatively long TE and a TR

of at least four or five times T2 are used so that the transverse magnetization has

enough time to decay to zero before the next excitation pulse. If TR ≪ 5T2 then an

spoiler gradient must be used to destroy any remaining transverse magnetization.

When low flip angles are used, the transverse magnetization is slightly perturbed

whereas there is no noticeable change in the longitudinal magnetization.

Spin Echo Imaging

An alternative way of producing an echo is to apply a second RF inversion or

refocusing pulse which rephases the spins, as it was illustrated in Figure 2.6. Figure

2.12 displays the pulse sequence diagram and the k-space trajectory for the spin

echo (SE) sequence [157]. It can be observed that the main difference between the

SE sequence and the GE sequence is the presence of a RF refocusing pulse instead
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Figure 2.12: Spin echo pulse sequence for one phase encoding step (left) and the corre-
sponding sampling of one line in k-space (right). The main difference with the GE sequence
is the presence of a second RF pulse of 180◦ to produce the spin echo. Similar to the GE
sequence, this pulse sequence diagram is successively repeated with changes in the polarity
and amplitude of the phase encoding gradients to sample multiple lines in k-space. Adapted
from [274].

of simply refocusing with gradients. The RF refocusing pulse rotates the frequency

encoding axis by 180◦ as shown in the k-space trajectory. The use of spin echoes

can revert the signal drop-out effects due to the static field B0-inhomogeneities so

that the signal will only be affected by T2 dephasing. Nevertheless, gradient echo

imaging is unable to refocus field inhomogeneities.

Inversion recovery

A third widely used pulse sequence is called inversion recovery (IR). This se-

quence begins with an inversion 180◦ pulse, and then after a delay depending on

the required contrast between samples or tissues, a regular SE or GE sequence be-

gins with an excitation pulse. Contrary to the 90◦ RF excitation pulse, which nulls

the longitudinal magnetization, the inversion pulse inverts the longitudinal magne-

tization in the -z direction so that Mz(0) = −M0. As shown in Figure 2.4, the

longitudinal magnetization begins to recover with the spin-lattice relaxation process

with a exponential decay with time constant T1. After a delay of TI an RF 90◦ ex-

citation pulse is generally applied so that the longitudinal magnetization is flipped

down into the transverse plane. Using (2.6), the magnitude of the longitudinal
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magnetization at time TI is,

Mz(TI) = M0

[
1− 2e−TI/T1

]
. (2.28)

Additionally, this is affected by the T2 or T ∗
2 dephasing effect in the transverse

plane due to the spin-spin relaxation depending on whether a spin echo or gradient

echo is used. If an additional 180◦ refocusing pulse at time TE/2 after the 90◦

excitation pulse, this produces a spin echo and the transverse decay depends on the

larger T2, instead of T ∗
2 , due to the compensation of magnetic field inhomogeneities.

The resulting signal for a SE IR sequence is given by [59, 20]

SIR = M0e
−TE/T2

[
1− 2e−TI/T1 + 2e−(TR−TE/2)/T1 − e−TR/T1

]
. (2.29)

If the TR of the image is much larger than TI, the signal is approximately

SIR ∝ M0e
−TE/T2

[
1− 2e−TI/T1

]
. (2.30)

Note that if the inversion time TI is much longer than T1, the longitudinal

magnetization is completely recovered, and the 180◦ inversion pulse does not produce

any effect. But if TI is comparable to T1, the recovery is incomplete and the signal

strongly depends on T1-relaxation producing a T1-weighted image. In particular,

there is a null point when the longitudinal magnetization passes through Mz = 0 at

time TI = T1Ln2. If the 90◦ pulse is applied at this time, the signal from tissues

with that particular T1 is suppressed. This procedure is called null-point imaging

[287] and it can be useful to help the segmentation of images into grey matter, white

matter and cerebrospinal fluid and it is used in §3.6 .

Echo Planar Imaging

In 1977 Mansfield proposed a fast imaging technique which would revolutionize

the way MRI was performed, the echo planar imaging (EPI) sequence [235]. In the

simplest version of EPI the k-space is sampled after application of a single RF pulse,

which is commonly referred to as single-shot EPI. After the RF excitation pulse,

alternate gradient pulses in the frequency encoding and phase encoding directions

yield a train of gradient echoes. In the simplest case, the k-space is sampled in a
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Figure 2.13: EPI pulse sequence (left) and the corresponding sampling of the k-space with
the Modulus Blipped Echo-Planar Single-pulse technique (right). Adapted from [274].

zig-zag trajectory. Nowadays, the k-space is sampled in a rectilinear fashion with

a Modulus Blipped Echo-Planar Single-pulse Technique [173, 271] (Figure 2.13),

where a gradient in the frequency encoding direction is applied to shift the phase

from side to side of the k-space followed by a smaller phase encoding gradient and

so on. In addition, since the entire k-space is sampled after an unique RF excitation

pulse, the number of sampled lines is lower than other pulse sequence techniques

unless interleaved multishot EPI strategies are employed [57, 247].

As the echoes in EPI are formed from gradients, the EPI sequence is sensitive

to B0-inhomogeneities unless an adequate shimming is employed [288] as well as

susceptibility effects inducing geometric distortions artifacts or blurring in the image

[183]. In addition, since the k-space trajectory is moving to the left in one line and

back to right in the next line, small gradient imperfections can cause echoes be

shifted in successive lines in k-space resulting in a ghost image superimposed over

the actual image [59, 183]. Despite these drawbacks, the ability of acquiring 2D

planar images in only a few milliseconds (fast-imaging) makes EPI a very popular

sequence for functional MRI.

MPRAGE

The Magnetization Prepared Rapid Gradient Echo (MPRAGE) sequence [260] is

a volume imaging technique which combines a periodic inversion pulse to enhance the

T1-weighting in the image with a rapid GE acquision. This allows the acquisition of

high-resolution T1-weighted structural images with excellent contrast between gray

and white matter (used in §4.3). Figure 2.14 shows the diagram for the MPRAGE

pulse sequence. The sequence consists of three periods. For each slice acquisition
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Figure 2.14: Pulse sequence diagram of the MPRAGE sequence. Adapted from [274].

(kz-plane), an RF inversion pulse is first applied followed by a delay of time TI

to generate a T1-weighting effect. This is followed by an acquisition stage with

successive rapid GE sequences, usually using the FLASH sequence, to sample the

image. Finally, the magnetization is allowed to recover for a time TD before the

next inversion pulse is applied.

The excitation pulses produced by GE use low flip angles α so that the longi-

tudinal magnetization does not considerably vary during the sampling of the x-y

plane. In practice, since the repetition time between successive GE pulses is very

short, a spoiled GE pulse is applied to destroy any remaining transverse magneti-

zation before the sampling of the next ky-line. In addition, since different lines of

ky are sampled with different longitudinal magnetization, there could exist variabil-

ity of the signal intensity in the phase-encoding direction which results in a spatial

smoothing of the image.

2.3 Conclusions

This chapter has introduced the basic principles of NMR and MRI. The NMR

signal is created by the interaction of nuclear spins with applied magnetic fields

at the corresponding resonance or Larmor frequency. Transverse and longitudinal

relaxations control the amplitude of the NMR signal captured in MR scanners.

Importantly, two different mechanisms to generate an NMR echo has been described:

spin and gradient echoes. NMR principles are used in MRI to obtain images of a

sample by applying spatially dependent magnetic fields and encode the properties of
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the sample in the frequency or k-space. Several pulse sequences have been described

to illustrate how k-space can be sampled and how MR images with different contrast

can be produced. These techniques are relevant to understand the principles of

functional MRI (fMRI) described in the following chapter.



Chapter 3

Functional Magnetic Resonance

Imaging

This chapter describes the basis of functional magnetic resonance imaging (fMRI)

based on the blood oxygenation level dependent (BOLD) endogenous contrast. The

chapter begins with a short introduction to functional brain imaging techniques

(§3.1). Subsequently, the chapter describes the physiological underpinnings of BOLD

fMRI and the temporal characterization of the BOLD response (§3.2). The chapter
also describes how to optimize sensitivity to detect BOLD signal changes in gradient

echo imaging (§3.3), and the sources of noise in fMRI (§3.4). Next, the principles

of two widely used fMRI data analysis methods, the general linear model and in-

dependent component analysis (§3.5), are also reviewed in this chapter. Based on

these concepts, the chapter finishes with the description of two procedures to map

variations of BOLD sensitivity across brain regions (BOLD sensitivity maps) and to

correct test statistics depending on this variation (§3.6).

3.1 Functional Imaging

Neuroscientists and neurophysiologists have attempted to understand the func-

tional organization of the brain for more than 100 years [305]. Functional imaging

is the study of brain function based on the analysis of data acquired by means of

neuroimaging techniques which are complemantary in their temporal and spatial

resolution (see Figure 3.1). The aim of these techniques is to resolve the neuro-
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Figure 3.1: Spatial and temporal resolution of functional brain mapping techniques.

anatomical localization and dynamic changes of cortical activations.

Electrophysiological techniques such as electroencephalography (EEG) or mag-

netoencephalography (MEG) allow non-invasive recording of electric (EEG) or mag-

netic potentials (MEG) linked to the activity generated by an ensemble of neurons.

They provide excellent temporal resolution (between 10 and 100 ms), but relatively

poor spatial resolution (several mm or cm) [19, 159, 267]. This contrasts with the

high spatial resolution achieved with invasive electrophysiological techniques, such

as patch clamps [262], single-unit or multi-unit recordings [14] and electrocorticog-

raphy (EcoG) [253, 266].

fMRI and Positron Emission Tomography (PET) techniques provide information

about cerebral blood flow and oxygen metabolism indirectly associated with neural

activations. Both techniques provide relatively high spatial resolution of the order of

millimeters and are able to capture neuronal activations in deep brain structures, but

exhibit limited temporal resolution due to the sluggish dynamics of hemodynamic

changes. The main advantage of fMRI over PET is its higher temporal resolution

and therefore is more suitable to study the temporal responses to short events.

However, PET techniques have the advantage of measuring well-defined physiolog-

ical quantities such as cerebral blood flow (CBF), cerebral blood volume (CBV) or

cerebral metabolic rate of oxygen (CMRO2) [126, 127].

MR spectroscopy imaging (MRSI) also enables metabolic imaging, providing
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quantitative measurements of the relative concentrations of ions and compounds

that contain a nucleus with a magnetic moment (e.g. 1H, 31P or 23Na) within a brain

region. The different nuclei composing a molecular structure can be resolved due

to differences in their resonance frequency (measured in parts per million or ppm)

in the proton magnetic resonance spectrum. However, the spatial and temporal

resolution achieved with MRSI is lower than that achieved with fMRI techniques,

even for proton MRSI [259].

Optical diffusion imaging techniques, such as near infrared spectroscopy (NIRS)

[195, 355] or event-related optical signalling (EROS) [152, 153], also measure changes

in the cortical blood flow by positioning an optical imaging device on the scalp and

measuring the absorption or scattering of light. However, since the light must go

through the skull, these techniques have lower spatial resolution than MR imaging

techniques in addition to being restricted to the study of the cortical surface. The

temporal resolution of EROS is of the order of milliseconds as with MEG and EEG,

but that of NIRS is similar to fMRI since it studies blood flow. An advantage

of optical imaging is that its instrumentation is relatively low cost and portable,

compared to MRI or MEG.

Finally, transcranial magnetic stimulation (TMS) is a noninvasive technique that

induces local currents by appliying short but powerful magnetic fields close to the

scalp. These currents can be used to stimulate neuronal activity in a particular

region of the brain or to disrupt neuronal processing by creating a virtual brain

lesion [276, 277].

3.2 BOLD Functional MRI

MRI techniques can be used to detect the increased metabolic demand associated

with brain function based on the BOLD contrast, changes in CBV using contrast

agents and in CBF using arterial spin labeling techniques (ASL) [59]. BOLD fMRI

requires no exogenous contrast agent and is more sensitive than CBF contrast and

so it is widely used for functional imaging since it was introduced by Owaga et al.

in 1990 [268, 269].

In the following, some basic concepts related to the physical and physiological

basis of the BOLD effect are reviewed in order to fully understand the assumptions
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and methods presented in this thesis.

3.2.1 Physiological basis of the BOLD contrast

The signal contrast of BOLD fMRI images originates from changes in local

magnetic susceptability, χ, due to differences in the oxygen concentration of the

haemoglobin in blood (see Figure 3.2). As local neuronal activity increases, there is

an increase in local oxygen consumption which results in increased supply of oxy-

genated blood and this is delivered to the tissue by passive diffusion across the

capillary blood vessels. When haemoglobin is bound to oxygen (oxyhaemoglobin),

it is slightly diamagnetic compared to tissue so that the applied magnetic field is re-

pelled by the molecule, while deoxygenated haemoglobin is paramagnetic compared

to tissue and the applied magnetic field is pulled to the molecule [279]. Conse-

quently, the magnetic field is distorted in the vicinity of deoxygenated red blood

cells, creating higher local magnetic field gradients in the surrounding tissue leading

to spin dephasing [338]. With less oxygenation, the spin dephasing effect is in-

creased, shortening T ∗
2 of the tissue and reducing the amplitude of the MR signal in

T ∗
2 -weighted images. Conversely, with higher oxygen concentration the susceptibility

of the blood becomes similar to that of the surrounding tissue so the local magnetic

field gradient is reduced, T ∗
2 increases and the measured MR signal amplitude also

increases by a few percent. This is the principle of BOLD fMRI: changes in blood

oxygenation are used as endogenous contrast in T ∗
2 -weighted images to reveal corti-

cal areas with functional activity where the demand and supply of oxygen increase

[22, 31, 203, 268, 269, 346]

3.2.2 Temporal characterization of the BOLD response: Haemody-

namic Response Function

The BOLD effect does not directly reflect neuronal activity, but rather measures

the haemodynamic response associated with it [222, 223]. The relationship between

the hemodynamic response and the underlying neuronal activity is complex involving

dynamic changes in CBF, CBV and CMRO2 [59]. After neuronal activity increases

in a brain region, there is an initial decrease in blood oxygenation due to oxygen

consumption which might cause a small initial dip in the haemodynamic response

following the first second after the activation [113, 250]. Although this initial dip
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Figure 3.2: Blood Oxygenation Level Dependent Contrast. Changes in oxygen concentra-
tion in cerebral blood between activation and resting states causes a decrease in the local
magnetic field gradient, increasing the MR signal measured with T ∗

2 -weighted images.

is not always observed in fMRI [28, 58, 174, 378], it is suggested that it maps more

accurately the site of neural activity [104, 234]. Afterwards, the local supply of oxy-

haemoglobin increases more than it is strictly demanded, probably to ensure a large

oxygen gradient across capillary walls so that there is a high rate of transfer of oxy-

gen or glucose to tissue [222], generating a positive BOLD response due to an excess

of oxyhaemoglobin. Negative BOLD responses have also been observed associated

with neuronal deactivations [319]. Regardless of the polarity of the response, the

BOLD response peaks between 5 and 8 s after the activation starts and its amplitude

depends on the type of stimulus and the magnetic field strength. For instance, for

visual stimulation the signal change is 2-3 % at 1.5T, 4-6 % at 3T, 7-10 % at 7T

[350]. After the stimulus ceases, there is a return of the BOLD response to baseline,

often followed by a post-stimulus undershoot due to an increase of deoxyhemoglobin

which may last for several seconds until the response returns to baseline. The cause

of the post-stimulus undershoot is also not completely understood, whether this is

a vascular, neural or metabolic effect [59, 75].

In summary, the time scale of the BOLD response is much slower than the time

scale of neural activity and the return of the BOLD signal to baseline level after a

short stimulus may occur more than 30 s from the stimulus onset. The temporal

characteristics of the BOLD response are usually modelled by a haemodynamic

response function (HRF). Figure 3.3 shows the shape of typical HRF, along with

the initial dip for illustration of this effect. In this figure, the HRF plotted is the well-
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Figure 3.3: Temporal characterization of the haemodynamic response function. The shape
in bold line corresponds to the canonical haemodynamic response function.

known canonical HRF [129, 130], which is defined as the difference of two-gamma

functions :

h(t) = g(t; a1, b1)−
1

c
g(t; a2, b2), (3.1)

where the Gamma function is given by

g(t; a, b) =
bata−1e−bt

Γ(a)
. (3.2)

The canonical HRF is parameterized by a time-to-peak (a/b) of 6 s and dispersion

(a/b2) of 1 s for the initial overshoot, and a time-to-peak of 16 s and dispersion of 1 s

for the undershoot, with an overshoot-undershoot ratio (c) of approximately 6 [129].

Due to the variability of the BOLD response across trials, brain regions and subjects

[4, 103, 162, 242, 323], other HRF shapes have been proposed in the literature

such as single gamma functions [48, 79], two-gamma functions with different HRF

parameters [143], Poisson functions [133] or Gaussian functions [199, 295].
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3.3 BOLD sensitivity in Gradient Echo Echo Planar

Imaging

The vast majority of fMRI experiments make use of the Echo Planar Imaging

(EPI) pulse sequence [235] in order to acquire T2- or T
∗
2 -weighted 2D-images in less

than 100 ms. Furthermore, Gradient Echo (GE) EPI is commonly used since it pro-

vides greater sensitivity to the BOLD contrast than Spin Echo (SE) EPI, although

SE provides better spatial specificity of the location of the activation [376, 377]. In

GE EPI, the T ∗
2 contrast in a voxel depends on microscopic field heterogeneity due

to the presence of deoxyhaemoglobin, macroscopic field heterogeneity due to large

vessels and magnetic field inhomogeneities, and the nuclear T2-relaxation rate (R2).

In total, the decay rate R∗
2 = 1/T ∗

2 can be expressed as

R∗
2 = R2 +R′

2. (3.3)

With GE EPI the signal is acquired with longer TR in order to minimize T1-

relaxation effects and at the optimal Ernst angle to maximize the amplitude of the

signal [172]. In that regime, the MR signal is given by

S(t) = M0e
−tR∗

2 , (3.4)

and the BOLD signal due to changes in R∗
2 is given by

∆S

∆R∗
2

= −M0te
−tR∗

2 . (3.5)

Figure 3.4 plots the magnitude of the signal change as a function of time for

different simulated values of T ∗
2 at rest. The maximum BOLD contrast is achieved

when the signal is sampled with an echo time TE equal to the value of T ∗
2 of the

tissue in the region of interest. Hence, the BOLD contrast is given by

∆S = −M0 ∆R∗
2 TE e−TER∗

2

= −S ∆R∗
2 TE, (3.6)

where S = M0e
−TER∗

2 is the signal at rest, and ∆R∗
2 = R∗

2,a − R∗
2 is the change in
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Figure 3.4: Magnitude of the BOLD contrast as a function of TE for different values of
T ∗

2 . The maximum of the BOLD contrast occurs at TE = T ∗

2 .

R∗
2, where R∗

2,a is the value of R∗
2 due to the BOLD effect. Setting TE to a value

shorter than T ∗
2 might also be appropriate in order to reduce the effect of suscept-

ability differences between voxels, whereas values longer than T ∗
2 are appropriate to

minimize the venous component of the signal [283]. In practice, R∗
2 or T ∗

2 maps can

be obtained by fitting the linear decay of the T ∗
2 -weighted signal acquired with a

multi-echo EPI sequence [184]. For instance, with a double-echo GE EPI sequence

the signal is acquired at two echo times, one smaller and another larger than the

average T ∗
2 value. If Sa and Sb are the signals acquired at the first echo time TEa

and second echo time TEb respectively, the voxelwise R∗
2 value can be estimated as:

R∗
2 =

Ln(Sa)− Ln(Sb)

TEb − TEa
. (3.7)

The BOLD sensitivity depends on the values of S, TE and R∗
2. Mapping the

variability in BOLD sensitivity is necessary at any MR field strength to interpret the

final fMRI results, but it becomes crucial at ultra-high magnetic fields, such as 7T,

owing to the strong variations in R∗
2 between brain regions due to B0-inhomogeneity

effects and signal drop-offs in the signal magnitude S in peripherial regions of the
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brain due to spatial B1-inhomogeneity effects [21, 95, 96, 361].

3.4 Noise in BOLD fMRI

The temporal signal-to-noise ratio, tSNR, of a voxel time series is defined as

tSNR = S/σ, where S is average signal of the voxel time series, which depends on

the baseline R∗
2, and σ is its standard deviation. In fMRI it is generally assumed

that the standard deviation of the signal arises from noise-related fluctuations arising

from at least four different sources [200, 201]:

σ2 = σ2
T + σ2

S︸ ︷︷ ︸
σ2
0

+σ2
B + σ2

NB︸ ︷︷ ︸
σ2
P

. (3.8)

In general terms, the term σ0 is independent of the MR signal S, where σT rep-

resents the thermal noise from the subject and scanner electronics and σS describes

other system noise and drift imperfections [105, 200]. On the other hand, σP in-

cludes the noise terms arising from physiological fluctuations, where σB includes the

physiological noise arising from intrinsic brain fluctuations in CMRO2, CBV and

CBF that are proportional to the BOLD signal change ∆S and it can be expressed

as σB = c1∆S, where c1 is a constant, and σNB includes cardiac and respiratory

fluctuations, and subject motion which also depend on the MR signal such that

σNB = c2S. In short, the physiological noise term is signal-dependent such that

σP = λS, where

λ2 = c21 (∆R∗
2)

2 TE2 + c22. (3.9)

Substituting (3.8) and (3.9), the tSNR can be rewritten as:

tSNR =
SNR0√

1 + λ2SNR2
0

, (3.10)

where SNR0 = S/σ0 is the signal-to-thermal noise ratio. As shown in Figure 3.5,

the achievable tSNR reaches an asymptotic limit of 1/λ as SNR0 is increased. This

asymptotic behaviour in tSNR contrasts to an ideal scenario where no physiological

noise exists (λ = 0). As this asymptotic limit is approached, further increases in

SNR0 due to higher MR fields or improvement in the RF system only translates

into small improvements in tSNR.
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Figure 3.5: Temporal signal-to-noise ratio (tSNR) as a function of the signal-to-thermal
noise ratio (SNR0). There is an asymptotic limit in tSNR equal to 1/λ due to the physio-
logical noise terms depending on the MR signal. This contrasts with the linear increase in
tSNR = SNR0 when no physiological noise exist, i.e. λ = 0. The tSNR curve is computed
for λ=0.0112, which is the mean value of λ in GM tissue at 1.5, 3T and 7T [343].

The value of λ is voxel specific, with higher values in cortical gray matter (GM)

than in white matter (WM) [200, 343]. The ratio of physiological to thermal noise

(σP /σ0) depends on the MR acquisition parameters such as flip angle, voxel resolu-

tion, coil type or parallel imaging strategy [44, 342, 343]. More specifically, thermal

noise is dominant over physiological noise at 1.5T until approximatey voxel volume

of 70 mm3, whereas it is the opposite at 7T where the physiological noise is higher

than thermal noise except in a very high resolution regime [44, 343]. Therefore, it is

in fMRI data acquired at high spatial resolution, around 3 mm3, where the advan-

tage of 7T MR scanners becomes really apparent since further increases in SNR0

translate into increases in tSNR [329]. This differentiation between thermal and

physiological noise will be used in Chapters 5 and 6 to create realistic simulations

of fMRI voxel time series.
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3.5 FMRI data analysis

FMRI data analysis techniques aim to detect and characterize the BOLD re-

sponse in order to shed light on the dynamics of the underlying neuronal activity.

There exist many statistical methods to study BOLD fMRI data and therefore the

choice of the statistical method is a critical step which determines the type of info-

mation that the results of the analysis provide. Rather than providing a complete

review (e.g., see [207, 311]), we will focus on model-based analysis based on a gen-

eral linear model (GLM) and model-free analysis based on independent component

analysis (ICA). Both GLM and ICA will serve as benchmarks with which compare

the methods introduced in this thesis.

3.5.1 General Linear Model

The general linear model (GLM) is the most widespread method for analyzing

fMRI data and it encompasses many of the principles used by more complex tech-

niques [129, 132, 133, 372]. In GLM analysis, the fMRI data observed in a voxel k

at time t is mathematically described as [133]

ykt = xkt1β1 + . . .+ xktlβl + . . . + xktLβL + ekt , (3.11)

where xtl and βl, for l = 1, . . . , L, are the explanatory variables at time t and their

corresponding unknown weights, respectively. Having collected N observations for

t = 1, . . . , N , the fMRI time course of the voxel can be written as:

yk1 = xk11β1 + . . .+ xk1lβl + . . .+ xk1LβL + ek1 ,
...

...

ykt = xkt1β1 + . . .+ xktlβl + . . .+ xktLβL + ekt ,
...

...

ykN = xkN1β1 + . . .+ xkNlβl + . . .+ xkNLβL + ekN

(3.12)

Let yk = (y1, . . . , yN )T , β = (β1, . . . , βL)
T and ek = (e1, . . . , eN )T be column vec-

tors denoting observations, weights and noise terms of voxel k, andXk = [x1, . . . ,xL]

as the N ×L design matrix with regressors xl = (x1l, . . . , xtl, . . . , xNl)
T . The entire
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linear model can be written as

yk = Xkβk + ek. (3.13)

The design matrix comprises those fixed effects that may explain some variability

of the fMRI time series, such as experimental regressors that model signal changes

for each experimental condition [132, 133]. Apart from experimental regressors, it is

usual to include regressors accounting for artifacts apparent in the fMRI signal due

to subject motion, such as the realignment parameters computed during registration

of the MRI scans to a common reference image [137], or regressors accounting for

systematic drifts or low frequency trends [229]. The standard way of analysis in

fMRI is to define the same design matrix for all the voxels. However, this is not a

neccessary condition and different design matrices could be proposed for differerent

voxels in order to better capture the variability of the fMRI time course across

different voxels [230, 297]. This will be the case for the Paradigm Free Mapping

techniques described in the following chapters. On the other hand, the noise term

includes all random effects which vary every time the data is scanned again. Based

on the central limit theorem, the noise term in fMRI data can be well approximated

by a Multivariate Normal distribution with zero mean and covariance matrix σ2Σ,

i.e. ek ∼ N
(
0, σ2Σ

)
.

The experimental regressors included in the design matrix attempt to model the

BOLD response to a stimulus. Assuming a linear time-invariant system, the BOLD

response can be modelled as the linear convolution of the HRF, h(t), and a stimulus

signal, s(t):

x(t) = h(t) ∗ s(t) =
∫ ∞

0
h(τ)s(t− τ)dτ, (3.14)

where ∗ denotes the convolution operator [270]. Figure 3.6 shows the BOLD response

to different stimuli of increasing duration assuming a canonical HRF. Depending on

the goals of the experiment, the duration of the stimuli can be short, usually less

than 5 or 10 s, generating an event-related response, which is optimal to estimate

the temporal characteristics of the HRF. On the other hand, if the experimental

paradigm comprises an alternation of long, sustained stimuli, it is known as block

design or epoch-related, which is optimal in terms of maximizing the detection of

the BOLD response [219].
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Figure 3.6: Model of the BOLD response generated by linear convolution of stimulus with
increasing duration with the canonical HRF (Adapted from [129]).

In many experiments, the researcher is interested in the contrast between two

different tasks or stimuli, e.g. task A and task B (Figure 3.7). In practice, several

experimental regressors are usually created for each task by the convolution of the

stimulus signal, s(t), with a set of basis functions characterizing the shape of the

HRF, rather than using a single HRF in order to account for the HRF variability

[129, 130] . This helps to enhance the sensitivity of the analysis to detect an effect

providing the basis set is properly designed. Otherwise, increasing the number of

regressors in the design matrix by using more basis functions increases the variabil-

ity of the model estimates and reduces the statistical significance of the detected

response [214]. A common set of basis functions is the informed basis set, which

includes the canonical HRF and the temporal and dispersion derivatives (Figure 3.8)

[130]. The informed basis set makes possible to test for temporal shifts in the delay

and dispersion of the canonical HRF [374]. Other common sets of basis functions

used in fMRI analysis are the Fourier or the Finite Impulse Response (FIR) basis

sets, which do not assume any a-priori shape of the HRF [129]. Finally, after convo-

lution, each regressor is sampled at the temporal resolution of the fMRI time series,
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Figure 3.7: Creation of regressors for the design matrix. a) The signals corresponding to
two different stimuli, task A and task B, b) are convolved with the set of basis functions,
in this case the canonical HRF (blue) and its first temporal derivative (green), in order to
create the predicted BOLD regressors (Adapted from [184]).

equal to the repetition time (TR).

It is very important to note that the assumption of linearity in the BOLD re-

sponse is an oversimplification which is useful to allow us formulate tractable math-

ematical models of the BOLD response. In particular, the coupling between stimuli

and BOLD responses might exhibit nonlinear effects under certain stimulus pat-

terns, such that the amplitude of the response to a sustained stimulus is not as

high as it could be predicted from a short stimulus [39, 48, 143, 285, 327, 353] or in

rapid event-related designs with short overlapping responses in contrast to spaced

designs [92, 360]. A practical solution to this is to model the nonlinear effects in

the GLM formulation with regressors which consider the quadratic (second order

Volterra kernels) or cubic (third-order Volterra kernels) interactions between the

linear regressors [134].

Once the design matrix for a given experiment is defined, estimates of the weights

β can be computed by means of classical maximum likelihood (ML) or Bayesian
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Figure 3.8: Informed basis set: Canonical HRF (blue) and its temporal (green) and dis-
persion (red) derivatives (Adapted from [129])

estimators [181]. Adopting a classical inference approach and assuming that the

covariance matrix of the errors is known, the best linear unbiased estimator of β is

the generalized least squares estimator:

β̂ = argmax
β

(
y −Xβ

)T
Σ−1

(
y −Xβ

)
(3.15)

where

β̂ =
(
XTΣ−1X

)−1
XTΣ−1y. (3.16)

In practice, the covariance matrix of the errors Σ is not known and must be

estimated from the data. An iterative reweighted least squares procedure is then

adopted which first fits a model assumming uncorrelated errors, i.e. Σ = I, such

that β is estimated with the ordinary least squares estimator:

β̂ =
(
XTX

)−1
XTy = X+y, (3.17)

where X+ =
(
XTX

)−1
XT is the Moore-Penrose pseudoinverse of the matrix X.

Then, the residuals of the uncorrelated-error model are computed as r = y − ŷ,
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where ŷ = Xβ̂. Substituting Eq. (3.17), the residuals can be computed as r = Ry,

with the residual projection matrix defined as R = I−XX+. Next, the covariance

matrix Σ̂ required to compute the GLS estimates in Eq. (3.16) can be estimated

from these residuals. This process can be repeated iteratively to estimate β̂ and Σ̂,

but in practice only two iterations are sufficient to achieve efficient estimates [373].

Importantly, estimating the N(N − 1)/2 correlation coefficients of the matrix Σ̂ in

a voxel-by-voxel basis results in biased estimates at large correlation lags. Conse-

quently, the temporal correlation structure is usually modelled by an autoregressive

(AR) or autoregressive moving average (ARMA) stochastic process.

It can be shown that the variance of the GLS estimates is given by

var
(
β̂
)
= σ2

(
XTΣ−1X

)−1
. (3.18)

Notice that the model of the temporal correlation of the error becomes decisive

when estimating the standard errors of the estimates and assessing the significance

of an effect, along with the error variance estimate. Assuming that Σ is known

or estimated, the error variance estimate σ̂2 is computed from the residuals of the

model r = Ry as

σ̂2 =
rT r

tr
(
RΣ

) . (3.19)

Based on the Satterthwaite approximation [312], the effective degrees of freedom

of this estimate can be approximated by

ν =
2E
(
σ̂2
)2

var
(
σ̂2
) =

trace
(
RΣ

)2

trace
(
RΣRΣ

) , (3.20)

and the distribution of νσ̂2/σ2 is well described by a χ2 distribution with ν degrees

of freedom [129, 184].

In classical statistical inference, the significance of the effects of the GLM regres-

sors related to a given stimulus is assessed by means of T -tests and F -tests. The

question to evaluate with a T -test is about a linear combination of effects, cTβ, de-

fined with a contrast vector c. For instance, to test whether the first regressor in the

design matrix X is relevant against a null condition, the contrast vector is defined

as c = (1 0 . . . 0)T so that cT β̂ = β̂1, or to test whether the difference between the

first and second regressors is significant, the contrast vector is c = (1 − 1 . . . 0)T
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so that cT β̂ = β̂1 − β̂2. In general, given a column vector c with L weights, the

distribution of cT β̂ is given by

p(cT β̂ | σ) ∼ N
(
cTβ, σ2cT

(
XTΣ−1X

)−1
c
)
, (3.21)

conditional on σ. After accumulating the uncertainty in σ, p(cT β̂) is them seen to

follow a Student’s t-distribution with ν degrees of freedom, tν . A t-statistics can

then be defined as

T
(
cT β̂

)
=

cT β̂

σ̂
√

cT
(
XTΣ−1X

)−1
c
, (3.22)

to test the null hypothesis H0 : c
T β̂ = 0 [129, 184].

F-tests are used to assess whether a group of regressors (or effects) is significant

over the complete model. Assuming that the full model X can be partitioned into

two parts such that X =
[
X1

...X2

]
, where X1 includes the effects to test and X2

is the reduced model, the parameters can also be bi-partitioned as β =
[
βT
1 β

T
2

]T
.

After estimating β̂, we can compute the residual sum of squares of the full model

S (β) = rT r, and the residual sum of squares of the reduced model S (β2) = rT2 r2 ,

where r2 = y −X2β̂2. Testing for the hypothesis that the regressors in β̂1 are not

significant, i.e. H : β̂1 = 0, is done with the following F -statistic:

F =
S (β2)− S (β)

S (β)
· N − p

p− p2
, (3.23)

where p = rank(X) and p2 = rank(X2). This statistic follows an F -distribution,

Fd1,d2 , with d1 = p − p2 and d2 = N − p degrees of freedom. It can be shown that

when X1 only includes one regressor, then the F -statistic is equal to the squared

T -statistic, T 2, for that regressor.

Significance p-values are computed from the T - and F -statistics with standard

statistical procedures from the cumulative probability functions of the Student’s t-

distribution and F -distribution, respectively. The p-values are usually thresholded

in order to decide, at a given level of significance, at which voxels the null hypothesis

is rejected, creating a Statistical Parametric Map (SPM). Note, however, that we

face a multiple hypothesis testing scenario where N voxels are tested. If rejection is

done at a p-value of α, then αN voxels will be rejected even if the signal is random

noise, where the null hypothesis is true, becoming false positives. Owing to the
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multiple comparison problem, p-values must be corrected with a statistical correction

procedure, such as Bonferroni, Gaussian Random Fields or False Discovery Rate

[129, 141, 265, 370].

3.5.2 Independent Component Analysis

Independent Component Analysis (ICA) is used in fMRI as a model-free ap-

proach where no specific model for the fMRI data is assumed. Since the first papers

applying ICA for fMRI data analysis [244, 245, 246], this technique has acquired

an enormous popularity in the neuroscience communinity so that nowadays it is

probably the most employed model-free technique [65]. Model-free or data-driven

approaches are very useful in situations where the brain response to a given task may

not be well-modelled, such as transient task-related signals or decaying responses

during long-epoch stimuli.

Consider that the fMRI data is generated by the linear mixture of L components

or sources, X =
[
xT
1 x

T
2 . . . xT

L

]T
,

yk = Xak, (3.24)

where the vector ak =
[
a1k . . . aLk

]T
represents the contribution of each source to

the time series of voxel k, yk. For instance, the sources of the data can be task-

related, motion-related, physiological signals and scanner drifts. Gathering the time

courses of K voxels, we can write the linear mixing model

Y = XA, (3.25)

whereY =
[
yT
1 . . .yT

K

]T
is aN×K matrix including the voxel time courses, andA =

[
aT1 . . . aTK

]T
is a mixing matrix comprising the weights that specify the contribution

of each source to each voxel, i.e. a spatial map of weights. The purpose of ICA is

to blindly estimate the matrices A and X by assuming independence between the

spatial maps of weights as in spatial ICA, or the source time courses as in temporal

ICA, eventually decomposing the data into the original sources and so this problem

is also known as blind source separation.

Figure 3.9 illustrates the differences between spatial and temporal ICA. On the
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Figure 3.9: Spatial and temporal ICA.

one hand, the aim in spatial ICA (sICA) is to compute the unmixing matrix W

such that

A = WY. (3.26)

The criteria to obtain W is to make the spatial maps of weights, i.e. the rows of

A, statistically independent. Additionally, the algorithm also computes estimates

of the source time courses as the columns of the pseudo-inverse of W, W+. On the

other hand, one could consider a temporal ICA (tICA) model [66], where the signal

matrix is YT of size K × N , i.e. YT = ATXT , and the goal is to estimate the

matrix W̃ such that

XT = W̃YT , (3.27)

and the sources time courses, i.e. the columns of X, are statistically independent.

In this case, the algorithm estimates the spatial maps of weights as the rows of W̃+.

ICA-based approaches can be classified according to the criteria followed to com-

pute the independent components, such as maximization of information transfer or

maximum likelihood (Infomax) [29, 244, 245, 246], maximization of non-gaussianity

(FastICA) [177, 27], mutual information minimization or entropy maximization
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[111, 110], or joint approximate diagonalization of eigenmatrices (JADE) [69]. Im-

portantly, ICA results in fMRI data depend on the algorithmic criteria [81, 114],

the number of components to estimate [1, 212] or the initialization of the algorithm

[168]. In practice, the dimensionality of the data is reduced by applying principal

component analysis (PCA) in combination with information theoretic criteria prior

to the ICA decomposition, which decreases the number of ICs to estimate. Among

the algorithmic criteria, Infomax has demonstrated more consistent results than Fas-

tICA and JADE. However, since most ICA algorithms perform a stochastic search

of the components, it is advisable to perform some type of bootstrapping procedure,

such as ICASSO [168], to validate the components. Typically, the sICA formulation

is adopted for fMRI analysis where the output is a set of spatial independent maps

showing nonoverlapping brain networks with an associated temporal signature (time

course). The argument in sICA is that each spatial component showing plausible

haemodynamic time courses identifies a distinctive functional brain network with

temporal coherence [13, 88]. Nevertheless, it has been argued that independence

might not be the right mathematical framework for blind source separation in fMRI

data, but that the decomposition must be driven by the sparsity of the components

or their intersections, i.e. separability of the components [89].

Finally, in addition to detecting task-related signals, ICA has also been employed

for data denoising as a preprocessing step. Artifactual components, such as motion-

effects or physiological noise, are identified with ICA as they are assumed to be

independent to the BOLD-related components, and then removed from the data

before performing a GLM analysis [243, 282].

3.6 Correcting BOLD sensitivity maps

As noted in §3.3, the sensitivity to the detect the BOLD response depends on

physiological and physical parameters of the fMRI acquisition, i.e. S, TE and R∗
2,

which vary across brain regions. In addition, the detection of the effect with a t-

statistic also depends on the assumed model of the BOLD response. Combining

both concepts, this section describes two approaches to map the required change

in R∗
2, ∆R∗

2, so that the BOLD response is statistically significant with a certain

p-value and viceversa; and compute correction factors for GLM-based statistics so
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that a constant ∆R∗
2 were measured uniformly regardless of the R∗

2 variability, i.e.

assuming that all voxels were acquired at their estimated T ∗
2 by virtually adapting

TE.

3.6.1 Theory

A BOLD sensitivity map is defined in this study as a map showing on a voxel-

by-voxel basis the ∆R∗
2 required to detect statistical significant activation with a

required p-value given the underlying variation in the baseline R∗
2.

From Eq. (3.22), the necessary signal change ∆S to reject the null hypothesis

of non activation is proportional to the standard deviation of the noise σ and a

statistical factor K,

∆S = σK. (3.28)

Assuming uncorrelated noise, the factor K is defined from Eq. (3.22) as

K = Tth

√
cT
(
XTX

)−1
c, (3.29)

so that it depends on the design matrix X (e.g. number of scans, number and

duration of the events, the shape of the HRF) and the statistical significance required

to accept the alternative hypothesis of activation Tth (or related pth). Figure 3.10

plots curves of the factor K versus the scan duration in order to detect a single-trial

event with statistical significance of p = 10−6, for different stimulus duration (1, 2

and 4 s) and TRs (1, 2 and 4 s), where the linear model includes a unique regressor

which is the convolution of the stimulus time course with the canonical HRF. For

instance, the factor K to detect a single trial event of duration 2 s in a time series

of duration 120 s with TR of 2 s, i.e. N = 60 scans, is 8.78 (shown with a black dot

in Figure 3.10).

Combining (3.6) and (3.28), the ∆R∗
2 required to significantly reject the non-

activation hypothesis is given by

∆R∗
2 = − K

tSNR TE
. (3.30)

Therefore, tSNR is demonstrated to be the fundamental measure to map vari-

ations in BOLD sensitivity across brain regions [261, 275]. Since tSNR depends on
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Figure 3.10: Statistical factor K in Eq. (3.28) in order to detect a single trial event of
duration 1, 2 and 4 s with statistical significance of p = 10−6 versus the scanning time when
TR is 1, 2 and 4s. The dot point is the value of K=8.78 used in order to compute the maps
of p-values in Figure 3.12, and the ∆R∗

2 curves in Figure 3.11.

the baseline R∗
2 by its effect on the signal S and the physiological component of the

noise σP = λS, it can be shown that ∆R∗
2 is given by

∆R∗
2 = −

K
√
σ2
0 + λ2 M2

0 e−2TER∗

2

M0 e−TER∗

2 TE
, (3.31)

which illustrates that the required ∆R∗
2 depends on TE, the baseline R∗

2, the factor

K and the relationship between the thermal noise σ0 and physiological noise, σP ,

represented by λ. Figure 3.11 illustrates the signal change ∆S (bold lines) and R∗
2

change ∆R∗
2 (dashed lines) as a function of TE for T ∗

2 = 66 ms and T ∗
2 = 33.2 ms,

corresponding to estimates in GM tissue at 3T and 7T respectively [283]. It can be

observed that the demand in terms of ∆R∗
2 to detect an activation is stricter at 7T

than at 3T. Even though changes in CBV and CMRO2 are physiologically constant

across MR fields, the effect in cerebrovascular reactivity in terms of ∆R∗
2 achieved

at 7T is higher than at 3T so that higher sensitivity to the BOLD effect is feasible

at higher MR fields [102].
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Figure 3.11: Signal change ∆S (bold lines) and R∗

2 change ∆R∗

2 (dashed lines) as a function
of TE for T ∗

2 = 66 ms and T ∗

2 = 33.2 ms, corresponding to estimates in GM tissue at 3T
and 7T respectively [283]. The curves for ∆R∗

2 are computed for K = 8.78, and assuming
M0 = 1, λ = 0.0112, and σ0 = 2.

In order to compensate for differences in BOLD sensitivity due to variations in

baseline R∗
2, correction factors for the signal change and the noise can be computed

as if all voxels were sampled at the optimal T ∗
2 = TE. Then, the t-statistics can

be corrected based on Eqs. (3.28) and (3.30). Hereinafter, Xa and Xc will denote

the values of the parameter X when the signal is measured at the actual echo time

t = TE and corrected t = T ∗
2 , respectively. Assuming t = T ∗

2 the MR signal would

be Sc = M0e
−1, whereas the signal acquired at t = TE is M0e

−TER∗

2 . Therefore, we

can define a signal correction factor fs such that fs = Sc/Sa:

fs = eTER∗

2−1. (3.32)

Similarly, it can be shown that the correction factor for the BOLD signal change

∆S so that f∆S = ∆Sc/∆Sa is also equal to fs.

However, as noted in §3.4, the physiological term of the noise, σP , also scales

with the MR signal change as a function of λ. Based on the noise model given in
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Eq. (3.8), we can define a noise correction factor such that fσ = σc/σa:

fσ =

√
σ2
0 + λ2 M2

0 e−2

σ2
0 + λ2 M2

0 e−2TER∗

2
. (3.33)

Substituting for SNR0 = M0e
−TER∗

2/σ0, the noise correction factor can be written

as

fσ =

√
1 + λ2 SNR2

0 e2TER∗

2−2

1 + λ2 SNR2
0

. (3.34)

Combining the factors for the signal and the noise, the t-statistics can be cor-

rected for variations in baseline R∗
2 by multiplying them with the following correction

factor:

ft = eTER∗

2−1

√
1 + λ2 SNR2

0

1 + λ2 SNR2
0 e2TER∗

2−2
, (3.35)

which depends on voxelwise estimates of the SNR0, λ, baseline R∗
2 and TE.

3.6.2 Methods

In order to illustrate the concept of BOLD sensitivity maps, two datasets were

acquired in one subject scanned during a hypercapnic challenge at 3T and 7T field

strengths. We used this paradigm because it causes a uniform BOLD signal change

across the whole cortex. The hypercapnic challenge consisted of an initial 3 min of

baseline PETCO2 (40 mm Hg) followed by a 2 min period of a target level of pressure

of end-tidal CO2 (PETCO2), followed by 1 min of baseline with this cycle repeated

for 5 cycles (targeted PETCO2 time course) [102]. MR images were acquired on a

Philips Achieva 3T MR scanner with a whole body volume transmit and 8-channel

SENSE head receive coil, and a Philips Achieva 7T MR scanner with head volume

transmit and 16-channel SENSE head receive coil. Nine slices of fMRI data were

acquired with a double-echo, single-shot GE EPI sequence with TE=16/81 ms at 3T,

and TE=15/58ms at 7T, where the TE values were optimized for estimation of the

baseline R∗
2. The total number of scans was 800 acquired with TR=1.5 s. The voxel

size was 2x2x3 mm3 and parallel imaging was used with a SENSE factor of 2. Tissue

classification inversion-recovery echo-planar (IR-EPI) images were acquired with the

same geometry at the null imaging points of GM, WM and CSF (TI=600/900/1900

ms at 3T, and TI=600/1100/2200 ms at 7T) [102].

Datasets were initially corrected for motion with AFNI (NIMH/NIH, USA).
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Then, R∗
2 time courses were calculated from the double-echo data using (3.7) and

then corrected for low frequency drifts. Voxelwise estimate of R∗
2 were computed

as the average R∗
2 during the middle baseline periods of the time course, creating

R∗
2 maps. The fMRI data acquired with the first echo time (TE=16 ms at 3T

and TE=15 ms at 7T) were used to obtain a voxelwise estimate of tSNR. BOLD

sensitivity maps of the ∆R∗
2 required to detect significant activation were computed

as (tSNRTE)−1, based on Eq. (3.30) regardless of the constant factor K. Assuming

a single trial model with stimulus duration 2 s, TR 2 s and 60 scans (K = 8.78,

black dot in Figure 3.10), maps of the p-value resulting from a constant ∆R∗
2 were

also computed.

Furthermore, we computed t-statistics of the signal change generated by the

hypercapnic challenge in the fMRI signal of the first echo time at 7T. For that,

a GLM analysis was formed with two regressors: the time course of the targeted

PETCO2 time course and an all-ones vector to represent the mean. Correction

factors for these statistics were computed based on Eq. (3.35) and were multiplied

to the initial t-values. Since no data was acquired to obtain voxelwise estimates

of λ [200, 201] and SNR0 [190], we assumed constant values of λ = 0.0112 and

SNR0 = 131.7 for all voxels, as suggested in Triantafyllou et al. (2005) [343] for

GM tissue with magnetic field strength of 7T and voxel resolution of 2x2x3 mm3.

3.6.3 Results and discussion

Figure 3.12 shows the sensitivity maps of the required ∆R∗
2 and p-values achieved

with a constant ∆R∗
2 of 5 s−1 for the single trial model (duration 2 s, TR 2 s, 60

scans) at 3T and 7T. The sensitivity maps and p-maps demonstrate that there exist

significant variations in BOLD sensitivity across the cortex at both magnetic fields.

At 3T, higher ∆R∗
2 changes are required in frontal areas than in posterior areas,

whereas higher ∆R∗
2 is required at 7T in CSF areas, such as the lateral ventricals.

Across magnetic fields, larger values of ∆R∗
2 are required at 7T than at 3T as sug-

gested in Figure 3.11. The maps also illustrate high BOLD sensitivity in WM tissue

because the TE of the datasets was closer to WM than GM (T ∗
2 values at WM/GM:

53.2/66.0 ms at 3T; 26.8/33.2 ms at 7T [283]). Equivalently, the p-maps show that

more significant p-values are achieved at 7T than at 3T, demonstrating the higher

sensitivity available at higher fields. Furthermore, the maps also illustrate that set-
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Figure 3.12: Sensitivity maps of the required ∆R∗

2 (top) and p-values achieved with a
constant ∆R∗

2 of 5s−1 for the single trial model (duration 2 s, TR 2s, 60 scans) (bottom) at
3T and 7T.

ting a constant p-value threshold can obscure the detection of significant BOLD

changes in areas with low sensitivity. For instance, the sensitivity maps at 3T illus-

trate that detecting BOLD effects in frontal cortical areas requires a larger change

in blood flow and BOLD signal than in parietal or somatosensory regions. Conse-

quently, by setting a statistical threshold which is appropriate to detect activations

in the somatosensory areas (with relatively long T ∗
2 ), simultaneous activations in

the prefrontal lobes (with relatively short T ∗
2 ) might not achieve enough statistical

significance to be detected (i.e. becoming a false negative event). This nonunifor-

mity in thresholding proves that sensitivity variations between the different regions

of interest affect the statistical power of the final fMRI results [151]. Adequate

shimming of the regions of interest [21, 288], field map correction [182, 183] or using

parallel imaging techniques [91, 155, 292] can improve B0 and B1 homogeneities and

diminish differences in BOLD sensitivity. Nevertheless, even if those strategies were

employed or not employed at all, variations in BOLD sensitivity could remain and

mapping them by means of’ BOLD sensitivity maps can facilitate any statistical

interpretation of the results.

Figure 3.13 plots the correction factors for the dataset at 7T and its effect in
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Figure 3.13: Correction factors (top), standard t-statistics (middle), and corrected t-
statistics for the dataset of the hypercapnic challenge acquired at 7T.

the corresponding t-statistics of the hypercapnic challenge. Higher sensitivity to

the hypercapnic paradigm is observed in GM than in WM (maps are thresholded

at p <0.001 FDR corrected), in agreement with [102]. The maps of correction fac-

tors illustrate that the t-statistics of frontal regions would scale down, whereas the

statistics of posterior GM voxels would increase in case of an optimal T ∗
2 acquisi-

tion. Correcting the statistics has little effect in GM regions but does reduce the

number of active voxels (p > 0.001, FDR corrected) in WM and CSF areas, in par-

ticular in those voxels showing negative t-values before correction. However, care

must be taken in order to investigate the effect of a voxelwise estimation of SNR0

and λ, along with more elaborate procedures for R∗
2 estimation which compensate

macroscopic magnetic field inhomogeneity effects [283]. In addition to correction of

the statistics, maximal ratio combination of the signals acquired with a multiecho

acquisition have been proven beneficial over single-echo acquisitions to reduce the

T ∗
2 dependence of BOLD sensitivity [151, 291, 316].

3.7 Conclusion

After a brief review of functional imaging techniques, the chapter focused on

describing the principles of BOLD fMRI. First, the physiolological basis of the BOLD
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effect and the temporal characterization of the associated haemodynamic response

were described. In addition, the main concepts of BOLD sensitivity in gradient

echo EPI were presented, along with a physiological model for the noise observed

in BOLD fMRI. The chapter also drew attention to fMRI data analysis based on

the GLM and ICA methods. Both techniques will be used in following chapters.

Finally, we presented a novel approach to map BOLD sensitivity in terms of the

necessary change in R∗
2 to detect a statistically significant activation and introduced

correction factors in order to account for the variability in R∗
2 across brain regions.

The following chapters in this thesis will build on the concepts presented in the

previous two chapters in order to describe three novel paradigm free mapping tech-

niques to detect single trial event related BOLD responses without prior information

of the stimulus timing.



Chapter 4

Paradigm Free Mapping

Throughout this thesis, novel fMRI methodologies are presented for mapping the

brain’s responses to single trial events or actions without prior information about

the timing or locations of the events, Paradigm Free Mapping (PFM). The chapter

begins with an introduction to the principles of PFM (§4.1), followed by a description

of the theory in which the first PFM technique is based (§4.2). The technique is

evaluated in a real fMRI experiment where subjects performed visually-cued and

self-paced finger tapping tasks (§4.3 and §4.4). The chapter finishes with a brief

discussion of the results and the theory of the technique presented in this chapter

(§4.5). The ideas introduced in this chapter form the basis of the PFM extensions

presented in Chapters 5 and 6.

4.1 Introduction to Paradigm Free Mapping

Paradigm Free Mapping (PFM) aims to detect and characterize the cortical

responses to isolated events or actions with no prior information about the timing

or locations of the events. The next sections give a brief review about the potential

of both concepts in fMRI analysis.

4.1.1 The potential of single trial fMRI

Mapping the cortical response to a single mental event in both space and time

is essential to improve our understanding of the basis of human perception and cog-

nition. FMRI paradigms typically use event-related (ER) designs to characterize

individual cognitive events and analyze the cortical response to isolated trials by

measuring the hemodynamic response function (HRF) [51, 186]. The traditional
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approach in ER-fMRI is to average across several single trial responses in order to

improve estimation of the HRF parameters [30], but this assumes that the haemody-

namic response and neuronal activity is constant across trials[54]. It is generally as-

sumed that the improvement in the estimate of the HRF parameters is proportional

to the square root of the number of trials averaged. However, there is intrinsic vari-

ability in the observed HRF between successive trials (inter-trial variability), across

trials of different sessions (inter-session variability) and across subjects (inter-subject

variability) [4, 103, 162]. Variability in the response may arise not only from physio-

logical effects, motion, systematic confounds such as magnetic field inhomogeneities,

but also from uncontrolled changes in the subject’s attention, perception, cognition

or performance [63, 356]. Although averaging responses across trials enhances the

characterization of the common response to a task, it also avoids the characterization

of particular differences in the subject’s response to a task, which may be important

for understanding finer aspects of mental processing, such as learning or adaptation

[145, 154]. Parametric designs can be investigated to assess linear or nonlinear re-

lationships between the haemodynamic response amplitude, neuronal activity and

experimental parameters [62]. Inference about the timing of neuronal activity can

be obtained by comparing the haemodynamic response across different conditions

[30, 52]. In general terms, functional imaging at ultrahigh MR fields (7T) provides

sufficient BOLD contrast to noise ratio to allow the detection and characterization

of the response to true single trials in fMRI paradigms [286, 349].

Even though the idea of using single trial events in fMRI events was initially

proposed by Buckner et al. in 1996 [54], the first studies of true single trial exper-

iments were independently presented by Ritcher et al. in 1997, Zarahn et al. in

1997, and Menon et al. in 1998, and investigated the brain response during a de-

layed cued finger movement task [298], mental rotation [300], visual discrimination

[381] and visuomotor tasks [249]. The technique, called time-resolved fMRI anal-

ysis, allows the investigation of the sequential orchestration of cortical responses

across brain regions or mental chronometry of the brain [248, 249] by correlating

the estimated hemodynamic response parameters, such as onset time or width, with

behavioural parameters, such as reaction time. Since then, single-trial time-resolved

fMRI analysis has been extensively used to study different cognitive processes with

fMRI [37, 85, 123, 309, 381], and also in multimodal imaging with EEG-fMRI [93, 94].

Other popular techniques for single trial fMRI analysis rely on the deconvolution of

the shape of the HRF [227], autoregressive models with exogenous inputs (ARX)
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models [23], or fitting of a predetermined HRF function and parameters [199, 335].

Decisively, these single trial fMRI techniques assume prior knowledge of the stimulus

or paradigm timing.

4.1.2 The potential of no timing information

In many studies an exact temporal model of the expected BOLD signal cannot

be formulated or predicted in advance, such as clinical studies of hallucinations in

schizophrenia [192], interictal discharges in epilepsy [17], or cognitive paradigms

which involve switches in the subject’s perception, such as visual priming [194] or

binocular rivalry [341], where the subject’s behavioural response is difficult to be

accurately synchronized with the cortical response. Consequently, there is a need for

approaches to analyze fMRI data which avoid the requirement to specify the onsets

of cortical responses, and which allow the study and use of more unconstrained

experimental paradigms, particularly for single-trial events. In addition, the study

of task-unrelated brain activity may also provide novel information about transient,

spontaneous cortical activations which characterize the basal brain state at rest

[35, 124].

Model-free methods

If there is no information about when the activation occurs or the shape of the

HRF, model-free techniques, such as clustering methods [25, 26, 117, 150], princi-

pal component analysis (PCA) [8, 24, 337], independent component analysis (ICA)

[27, 65, 246] and temporal clustering analysis (TCA) [220, 255, 257] can be used.

These methods have been proven efficient in identifying voxels showing consistent

and common temporal or spatial patterns of activation (components), which later

can be used as regressors in a General Linear Model analysis for statistical infer-

ence. Nevertheless, since the initial formulation does not rely on any model, the

components are susceptible to noise and scanner artifacts. Furthermore, the results

of the analysis could greatly vary depending on the number of components or clus-

ters estimated from the data, which are defined a-priori or estimated from the data

[163, 193], or the initialization of the algorithm in the case of ICA [168]. As for

TCA methods, the technique couples together voxels based on the timing of its first

maximum or activation, and so this approach would not be useful if the initially

coupled regions were activated in response to two different stimuli [257].

Regarding the application of data-driven techniques for single-trial paradigms,
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ICA-based methods have been demonstrated to be very promising to study the

variability of BOLD responses [103], successful for predicting human errors in com-

bination with a finite impulse response deconvolution [109], and able to display the

mental chronometry of auditory-cued and visual imagery task [326]. As for clus-

tering techniques, self-organizing mapping [263] or fuzzy clustering [299] obtained

comparable performance as time-resolved fMRI in a sequential finger movement task

studied by Ritcher et al. (1997) [298].

Model-based methods for PFM

Contrary to popular belief, model-based techniques have also been developed to

study the brain’s response with no timing constraints. To begin with, although the

traditional GLM analysis mainly focuses on the estimation of the amplitude of the

activations, inference about the delay or latency of the response can be still obtained

by using the temporal and dispersion derivative of the HRF to account for shifts

of one or two seconds [67, 130, 167, 213, 214, 374]. With similar reasoning, Ciuciu

et al. (2003) proposed the Bayesian deconvolution of an asynchronous HRF model

in which the image acquisition rate is jittered with the stimuli, allowing for small

timing shifts in the response relative to the stimulus [78]. Note, however, partial or

total a-priori information about the paradigm timing is necessary for the definition

of the model regressors.

Probabilistic frameworks based on Hidden Markov models have been presented

in Faisan et al. (2007) [118] and Hutchinson et al. (2009) [176]. Hidden Markov

multiple event sequence modelling (HMMESM) [118] enables spatio-temporal map-

ping of the response by first searching the voxel time series for spikes, which are

then incorporated into a Hidden Markov chain of candidate onsets associated with

a hemodynamic response. However, no statistical inference is given on the activa-

tion onsets. Alternatively, Hutchinson et al. (2009) [176] proposed to disentangle

a sequence of multiple hidden processes by estimating their corresponding spatio-

temporal responses, in addition to the probability distribution of the lag between

stimulus and activation of each process. Nevertheless, it is recommended that the

stimulus onsets should be specified in order to diminish the computational complex-

ity of the technique, with similar recomendations in Ciuciu et al. (2003) [78].

From a deconvolution point of view, Riera et al. (2004) proposed blindly esti-

mating the dynamics of the physiological components driving the BOLD responses

under an extended Ballon-model and simultaneously reconstructing the underlying
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activations. However, the practical application of this approach for single-trial fMRI

is challenging due to the large amount of parameters to be estimated. Based on the

L1-norm deconvolution, an HRF-shaped wavelet analysis, termed ’activelets’ [191],

has shown promise in detecting simulated single-trial event-related responses with

no prior timing information.

Finally, change point theory methods enable the characterization of prolongued

single-epoch paradigms without timing information by modelling the voxel time se-

ries as the mixture of two Gaussians distributions, one for the baseline state and

another for the activations [215, 303]. Interestingly, Lindquist et al. (2007) intro-

duced a methodology for single-subject analysis where the data was processed with

an Exponentially Weighted Moving Average (EWMA) filter and then significant

changes in the filtered time series were detected by a Hotelling T 2-statistic against

a baseline state [215]. The PFM method presented in this chapter follows this last

idea in order to detect significant activations (see §4.5).

4.2 Theory

All the PFM techniques presented in this thesis involve two-stages of analy-

sis. The first stage is based on the voxel-wise deconvolution of the HRF from the

fMRI time series assuming linearity in the BOLD response [48, 143]. In the second

stage the statistical significance of the deconvolved responses is determined. Con-

sequently, PFM must be understood as a model-based (model of HRF) approach

which enables the study of brain activity associated with single trial events in a

simple and exploratory manner, without any knowledge of the paradigm timing.

Chronologically, the technique described in this chapter was the first approach

based on the PFM principles, and consequently it will be referred to as PFM in

the following. The technique computes the deconvolution of the HRF by means

of the ridge regression estimator [170], assuming that the noise is an autoregressive

(AR) stochastic process [333]. Statistical inference is performed by t-statistics which

assess the significance of signal deviations from a baseline state for each voxel and

time point [215]. The t-statistics are finally corrected for spatial dependence with

the Benjamini-Hochberg (BH) procedure to control the false discovery rate (FDR)

[32].
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4.2.1 Signal model

In the absence of noise and assuming a linear, time-invariant model [48], the

continuous BOLD signal, y(t), in a voxel can be modelled as the convolution of an

input neuronal-related signal, s(t), and the haemodynamic response function (HRF),

h(t),

y(t) = h(t) ∗ s(t) =
∫

τ
h(τ)s(t− τ)dτ. (4.1)

The continuous signal is then sampled during the MRI acquisition at successive

TRs (t = nTR) such that we can write a discrete model for the BOLD signal as

yn = hn ∗ sn =
L−1∑

l=0

hlsn−l, (4.2)

for time points n = 0, . . . , N − 1, where N is the number of time points, L is

the discrete length of the HRF, and yn denotes the sample of y(t) at time nTR.

Throughout this thesis, it is assumed that the coefficients of h are normalized such

that ‖h‖22 = 1. This discrete time model can be rewritten in matrix formulation as

y = Hs, (4.3)

i.e. 


y0

y1
...

yN−1



=




h0 0 . . . 0
... h0

. . . 0

hL−1
...

. . . 0

0 hL−1 . . . h0







s0

s1
...

sN−1



, (4.4)

where y and s are column vectors of length N denoting the measured fMRI and

neural-related signals, respectively. The matrix H is the convolution (Toeplitz)

matrix of size N ×N defined from the HRF.

In practice, the fMRI signal also includes confounds of systematic or physiological

origin, such as scanner drifts or cardiac and respiratory fluctuations, which will be

incorporated into the signal model as an additive noise term ǫ(t) (denoted as ǫ in

discrete time). Thereby, the signal model is given by

y = Hs+ ǫ. (4.5)

In this chapter, the noise is assumed to be a stationary, stochastic process fol-

lowing a Multivariate Normal distribution with zero mean and temporal correlation
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matrix, E
[
ǫǫT

]
= σ2Σ, i.e. ǫ ∼ N(0, σ2Σ), where the variance σ2 and autocorre-

lation matrix, Σ, are assumed to vary across voxels, i.e. voxel-dependent, in order

to account variations in the noise statistical characteristics observed across regions

and tissues [369, 373].

4.2.2 Deconvolution with L2-norm regularization: From Least Squares

to Ridge Regression

The analysis with PFM is based on the assumption that the underlying neuronal

signal s provides more accurate information about the dynamics of brain activation

than the hemodynamic response observed in BOLD fMRI [142]. Therefore, the goal

is to estimate s by means of the deconvolution of the HRF.

Maximum likelihood or least squares deconvolution

Since we assume that the noise follows a Gaussian distribution, the probability

distribution of the signal is p (y|s, σ,Σ) = N
(
Hs, σ2Σ

)
. An estimate of s can be

obtained by maximizing the likelihood or probability of the voxel time series, which

is called the Maximum Likelihood (ML) estimator [166]:

ŝML = argmax
s

p (y|s, σ,Σ) (4.6)

where

p (y|s, σ,Σ) =
(
2πσ2

)−N/2 |Σ|−1/2 exp

(
− 1

2σ2
(y −Hs)T Σ−1 (y −Hs)

)
. (4.7)

It can be seen that the ML estimator (4.6) is equivalent to minimizing the neg-

ative logarithm of the likelihood such that

ŝML = argmin
s

(y −Hs)T Σ−1 (y −Hs) . (4.8)

Therefore, maximizing the likelihood for a Gaussian distribution is equivalent to

the Generalized Least Squares (GLS) estimator which minimizes the residual sum

of squares for a general covariance matrix Σ. It can be shown that the GLS solution

is given by

ŝGLS =
(
HTΣ−1H

)−1
HTΣ−1y, (4.9)

and if the noise observations are uncorrelated, i.e Σ = I, being I the N ×N identity
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matrix, the GLS estimator reduces to the ordinary least squares (OLS) estimator,

or simply least squares (LS):

ŝOLS =
(
HTH

)−1
HTy. (4.10)

Nevertheless, there are some cases where the GLS estimator (4.9) may not be the

optimal one. First, observe that in the signal model (4.5) the number of regressors

in H is equal to the number of observations N . Consequently, the ML estimate has

a high probability of exactly fitting the observations so that all the coefficients of

ŝML are nonzero. As a result, the ML estimates yield an accurate fit (low bias) but

are very inefficient in terms of prediction error (large variance). The large variance

is especially noticeable at high frequencies because the estimates at low frequencies

are controlled by the smoothness of the HRF [142].

The estimation can be improved by incorporating some kind of penalization or

regularization to the least squares function (4.8) so that simpler models are favoured.

In linear models such as (4.5), reducing the model complexity translates to shrink-

ing some coefficients of s to zero. By doing that, the variance of the fitted values is

reduced at the expense of allowing some bias in the estimation of s. Consequently,

these type of estimators are often called shrinkage, regularized or penalized estima-

tors [166].

The regularization term is generally established in terms of the Lp-norm of the

coefficients:

‖s‖p =

(
∑

i

|si|p
)1/p

. (4.11)

For instance, L2 for p = 2 is the Euclidean norm of a vector. Figure 4.1 plots the

countours of the Lp-norm for different values of p for a two-dimensional vector. In

practice, Lp-norms with 0 < p ≤ 2 are commonly employed and it is well-known that

a selection of 0 < p ≤ 1 is appropriate when one expects that most of the coefficients

are equal or very close to zero, i.e. promoting that s is a sparse vector with few

coefficients significantly different from zero. In fact, the L0-norm is a measure of

sparsity in the strictest sense since it is defined as the number of nonzeros in s [50].

In this chapter, the Euclidean norm or L2-norm is used to regularize the estimate

of s, whereas L1-norm estimators are investigated in Chapters 5 and 6.
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Figure 4.1: Contours of the Lp-norm for different values of p. Each colour indicates a
constant maximum value of the corresponding Lp-norm. These figures can also be under-
stood as prior distributions of the coefficients for the two-dimensional case. Shown above
are a very uniform (p=4), Gaussian (p=2), Laplacian (p=1) and a very sparse distribution
(p=0.2).

Ridge Regression deconvolution

The shrinkage method of ridge regression (RR) [170] estimates the signal s by

imposing an L2-norm penalty on the coefficients. The generalized RR estimate is

computed as

ŝRR = argmin
s

(y −Hs)T Σ−1 (y −Hs) + λsT s, (4.12)

where λ is a nonnegative regularization parameter which controls the tradeoff be-

tween minimizing the least squares term and the penalization term. The larger the

value of λ, the greater the amount of shrinkage of the coefficients. It can be shown

that (4.12) is the minimization of the Lagrange function:

ŝRR = argmin
s

(y −Hs)T Σ−1 (y −Hs) subject to sT s ≤ γ (4.13)

This equivalent formulation of the problem is useful to understand how the RR

estimator operates and how it is useful in the proposed model. Notice that, by

definition of the convolution (4.3), the columns of H are non-orthogonal and the

matrix HTΣ−1H may be singular or non-invertible. Therefore, if the GLS estimator

were to be used, the estimates become poorly determined and exhibit high variance.

For instance, a very large positive coefficient could be cancelled out by another very

large negative coefficient from a correlated regressor. By imposing a constraint in

the L2-norm of the coefficients as shown in (4.13), the variability of the coefficients

and the complexity of the model are controlled [166].

It can be shown after some algebra that the RR estimate from (4.12) can be
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written as

ŝRR =
(
HTΣ−1H+ λI

)−1
HTΣ−1y, (4.14)

where the RR solution becomes equal to the GLS solution (4.9) when λ = 0.

Therefore, applying a L2-norm regularization translates to adding a diagonal

constant λ which prevents the matrix
(
HTΣ−1H+ λI

)
from being singular even

if the matrix HTH (or HTΣ−1H) is not full-rank. This was the original rationale

for the RR estimator when first proposed by Hoerl and Kennard in 1970 [170].

Furthermore, diagonal loading has been shown to enhance the robustness of linear

estimators against model mismatches [226, 317]. In addition, the RR solution can

be interpreted from a Bayesian perspective as the maximum a-posteriori estima-

tion (MAP) of s when the prior distribution of s is Gaussian with zero-mean and

uncorrelated coefficients, i.e. s ∼ N
(
0, β2I

)
, as shown in Appendix A.1.

Selection of the regularization parameter

The choice of λ is important to ensure that the RR algorithm computes estimates

with low bias and low variance. In this study, following the Bayesian arguments

described in Appendix A.1, the regularization parameter is set to [206],

λ =
Nσ̂2

GLS

ŝTGLSH
TΣ−1HŝGLS

, (4.15)

where σ̂2
GLS = ‖y −HŝGLS‖22/

(
N − rank(H)

)
is the variance of the residuals after

first fitting the GLS estimate with λ = 0 (note that the rank of H is N − 1 and

therefore the denominator is equal to 1). Hence, the regularization parameter is

set to the quotient between the GLS estimates of the variance of the noise and the

coefficients.

Alternative selection criteria for the regularization parameter could be consid-

ered such as L-curve [164], cross-validation methods [166] or using empirical bayes

procedures to estimate the variance of the noise and the coefficients [142]. Nev-

ertheless, in all these approaches the computation of λ is done iteratively which

consirably increases the computational cost of the algorithm with small improve-

ment over selecting λ with (4.15) in terms of robustness against model mismatches

[317].
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Statistical characterization of the noise

The signal model used in PFM considers that the noise exhibits temporal corre-

lation which is modelled with the autocorrelation matrix Σ. The fMRI signal can

be significantly affected by low-frequency fluctuations of systematic origin, such as

drifts due to scanner instabilities [321], and physiological origin, such as cardiac and

respiratory fluctuations [38, 71, 144, 320]. Modelling the temporal correlation of

the noise is important in any fMRI analysis technique since conclusions based on

test statistics or p-values could be largely biased when the noise is correlated but

assumed to be an uncorrelated process [322].

Numerous strategies have been proposed to deal with temporal correlations in

fMRI. A simple approach is to remove low-frequency fluctuations during prepro-

cessing by regressing out a set of basis functions, such as sinusoidal signals, splines,

wavelets [336]. This helps to reduce the most relevant low-frequency components.

Even so, it is still recommendable to estimate the temporal correlation of the residual

noise. For that, one can estimate the autocorrelation matrix and then ’prewhiten’

the fMRI time series so that the noise can now be considered uncorrelated or ’white’

[239, 369, 373]. Alternatively, one can shape or impose a predetermined autocorre-

lation via temporal filtering or smoothing [132, 372]. At first sight, smoothing or

colouring approaches might be adequate in situations where it might be difficult to

accurately know or estimate the intrinsic autocorrelation of the noise and so shap-

ing the autocorrelation function can reduce the bias and variance of the estimates

[135]. Nevertheless, in practice, the autocorrelation imposed by colouring does not

completely shape the intrinsic autocorrelation present in the data [369]. In addition,

it has been shown that the efficiency of the estimator with a prewhitening approach

is higher than with a colouring method, especially for event-related designs [369].

As shown in Appendix A.2, the GLS estimator can be interpreted as a prewhitened

OLS estimator.

In this study, the matrix Σ is estimated using the data acquired during a baseline

or pre-stimulus period, which is assumed to have no signals or events of interest (see

Figure 4.5). Furthermore, a spatial neighbourhood of K voxels is considered in

order to reduce the variance of the estimate and incorporate spatial information

[140, 371, 373]. First, the raw autocorrelation coefficients for a given voxel are



4.2. Theory 66

computed over a local neighbourhood

r (i) =
1

K

K∑

k=1

1

B − i

B−i∑

n=1

yk(n)yk(n + i), i = 0, . . . , B − 1, (4.16)

where yk(i) is the fMRI observation at time i of the baselines for the kth voxel of

the neighbourhood. Then, the matrix Σ is defined as the Toeplitz matrix of the

autocorrelation coefficients r (i).

Despite spatial averaging, using the raw autocorrelation coefficients directly is

not advisable since those estimates will have large variance, especially at higher time

lags, making the estimate ofΣ and in turn the estimate of s considerably biased. One

solution is to smooth the raw correlation coefficients with a single or multitapering

approach or characterize them with a parametric model (see for instance [46, 49, 333]

for textbooks on the topic, and [239, 322, 369] for fMRI time series analysis). In

this study, a parametric approach is implemented where the noise is modelled as an

autoregressive process of variable order p (AR(p)),

ǫ (n) + a1ǫ (n− 1) + a2ǫ (n− 2) + . . . + apǫ (n− p) = w(n) (4.17)

where ai (i = 1, . . . , p) are the AR model parameters and w(n) is a white noise

process with variance σ2
p. AR models are preferred to more complex models, such as

autoregressive-moving average (ARMA) models, because any ARMA model can be

closely approximated with an AR model with higher number of parameters and AR

estimation algorithms exhibit higher accuracy and computational robustness than

those for ARMA model estimation [49, 333]. Besides, AR models have been proven

sufficient to model temporal correlations in fMRI when prior detrending is carried

out to remove the most relevant low-frequency trends [280].

The Levinson-Durbin (LD) algorithm [333] is used here to estimate the AR model

parameters for each candidate order p (ai, i = 1, . . . , p) and σ2
p (see Appendix A.3).

Once the AR parameters for each candidate order have been found, the optimal

order, p̂, of the AR model is selected based on statistical model selection criteria

[333]. Under the assumption of Gaussian noise, model selection criteria find the

optimal order which minimizes the variance of the residuals after fitting the AR

model for order p, given by σ̂2
p, plus a penalty function, K(p,B), which depends on

the number of parameters to fit the model, p, and the number of observations, B.
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Figure 4.2: Penalization curves for the AIC, MDL, AICc and MDLc model selection criteria
as a function of the ratio between the number of parameters of the model, p, and the
number of observations, B. Finite sample criteria (MDLc and AICc, dotted lines) apply
larger penalizations than the corresponding asymptotic criteria, which assume that B →
∞. Besides, MDL-based criteria apply larger penalizations than AIC-based criteria and
consequently tend to choose less complex models.

AIC AICc MDL MDLc

K(B, p) 2p
B

2(p+1)
N−p−2

LnBp
B

LnN(p+1)
N−p−2

Table 4.1: Penalization factors for AIC, AICc, MDL and MDLc model selection criteria.

Mathematically, the optimal order p̂ is selected as

p̂ = argmin
p

Ln
(
σ̂2
p

)
+K (p,B) . (4.18)

In this study, asymptotic and finite-sample versions of the Akaike Information

Criterion (AIC) [5, 175] and the Bayesian Information Criterion (BIC) [315, 301],

which is equivalent to the Minimum Description Length (MDL) [302], were inves-

tigated. The terms K (p,B) for these criteria are given in Table 4.1. Figure 4.2

plots the penalization curves as function of p/B. It can be seen that the MDL-based

criteria penalize further those models with larger number of parameters than AIC-

based, and so MDL-based criteria are more efficient in controlling model complexity

and avoiding problems of overfitting [49].

The performance of the different model selection criteria in Table 4.1 was evalu-
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ated based on the spatial maps of the optimal model orders and AR model param-

eters, and histograms of the AR model orders for each dataset (see §4.3 and §4.4).
Based on these results, the MDLc criterion showed larger spatial coherence in the

AR model parameters and consequently the optimal order p̂ for the deconvolution

was selected as

p̂ = argmin
p

Ln
(
σ̂2
p

)
+

LnB (p+ 1)

B − p− 2
. (4.19)

Finally, the estimate of the autocorrelation coefficients r(i), i = 0, . . . , N − 1,

which defineΣ, are calculated from the AR coefficients and the reflection coefficients

corresponding to the optimal model order p̂ (see Appendix A.4).

4.2.3 Statistical Inference and Thresholding

4.2.4 Test-statistics

To assess the statistical significance of the activations, a t-statistic time course

is defined from the RR estimates given in (4.14), comparing the signal at each time

point to the mean of the baseline period for each voxel [215]. Significant deviation

from the mean estimated during the baselines would cause the null hypothesis of

non-activation to be rejected for a given voxel and time point. Hereinafter, we do

not consider the subscript RR and the superscript k to simplify the notation. For

each time point i after the baseline period, the t-statistic time series is computed

over the L nearest neighbouring voxels as

t(i) =
ŝL (i)− µ̂L

σ̂L

√
1 + 1

B

i > B, (4.20)

where ŝL(i) is the spatial mean of the ridge regression estimates at voxel k at time i,

and µ̂L and σ̂L are the mean and standard deviation of ŝL of the baseline period (1 ≤
i ≤ B) taking into account the correlation of deconvolved time series, all calculated

over the neighbouring L voxels. Note that the t-statistics are not independent in

time. Each temporal t-statistic has a marginal Student’s t-distribution with B − 1

degrees of freedom, assuming the observations in the baseline are independent of

that at time point i (i > B) (see Appendix A.5 for full details). Finally, p-values

are computed from the t-statistics at each voxel and at each time point after the

baseline.
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Multiple hypothesis correction

The total number of hypothesis tests is equal to the number of voxels being tested

multiplied by the number of time points of the time series (excluding the baseline

time points). This number is much greater than conventional statistical parametric

approaches where a single statistic is computed per voxel. Due to the temporal

and spatial dependence of the t-statistics and the large number of tests, using a

Bonferroni correction would be very conservative, resulting in very low sensitivity

in detecting activations. Therefore, in this study we propose to correct p-values

in space for each time point individually by applying the traditional Benjamini-

Hochberg (BH) procedure for false discovery rate (FDR) control [32].

The FDR procedure controls the expectation or mean of the false positive pro-

portion, i.e.,

FDR = E

[
Q

V

]
, (4.21)

where Q is the number of false positives within the V tested hypotheses.

In order to compute the threshold to achieve a given FDR, the BH FDR proce-

dure proceeds as follows. Let V be the total number of tested voxels and α be the

desired rate of false positives tolerated in our test (0 < α < 1) for each time point.

First, order the p-values in increasing order such that [32]

p(1) ≤ p(2) ≤ . . . ≤ p(V ). (4.22)

Next, we compute the FDR threshold, pFDR, as the largest of the ordered p(i),

i.e. pFDR = argmaxi{p(i)}, for which

p(i) ≤ α
i

V
. (4.23)

Finally, reject the null hypothesis of non-activation in the voxels with p(i) ≤
pFDR, or equivalently, threshold the map of t-statistics at the t-value corresponding

to pFDR (see Figure 4.3). Another possible interpretation of the FDR procedure is

terms of the corrected p-values, known as Q-values, which for a given p(i) can be

computed as [380]

Q
(
p(i)
)
= min

i≤k

[
p(k)

V

k

]
. (4.24)

The null-hypothesis of non-activation is rejected in those voxels with FDR-

corrected Q-values < α [380], as illustrated in Figure 4.3. Since PFM performs
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Figure 4.3: False discovery rate (FDR) procedure for α=0.05. The uncorrected p-values
are ordered increasingly (green line) and plotted as a function of i/V . The null-hypothesis
is rejected for all those voxels with p(i) < αi/V (red line). This is equivalent to computing
the corrected p-values, Q-values, (blue line) and reject those voxels with Q(p(i)) < α.

the FDR correction for each time point independently, a time series is computed

with the t-threshold for each time point given a FDR rate, e.g. α=0.05.

4.3 Methods

Paradigm Free Mapping was evaluated with real data where subjects performed

a visuo-motor paradigm with single trial events. Experiments were conducted with

approval from the University of Nottingham ethics committee and informed consent

was obtained from all participants.

4.3.1 Experimental paradigms

Six volunteers (5 male and 1 female, age 24-32 years, 5 right-handed and 1 left-

handed) participated in the experiment. Functional MRI scans were acquired with

BOLD acquisition at TRs of 2 s and 0.4 s. Figure 4.4 plots a schematic of the events

and corresponding timing of the paradigm. The same paradigm was employed for

all subjects at both TRs. Each scan started with an initial baseline (pre-stimulus)

period of 140 s. This resulted in B = 70 baseline time points for TR 2 s and

B = 345 baseline time points for TR 0.4 s. After this initial baseline, the subjects

were visually cued to perform two trials of finger tapping (VCT) at 140 s and 180

s, each finger tapping trial being 4 s in duration. After 384 s, a message ’TAP at
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Figure 4.4: Visuomotor experimental paradigm. After the initial baseline period of 140
s, the subjects were visually cued to perform two trials of finger tapping at 140 s and 180
s, each finger tapping trial being 4 s in duration. After the message ’TAP at will’ at time
384 s, the subjects were asked to carry out two trials of self-paced tapping (SPT) of similar
duration to the VCT task. Throughout the periods of rest, subjects were instructed to fixate
on a cross projected on the screen. Note that during the second part of the experiment, the
fixation cross was continuously projected on the screen.

will’ was projected onto the screen indicating the start of the second period during

which subjects were asked to carry out freely two trials of self-paced tapping (SPT)

of similar duration to the VCT task. Throughout the scan duration, subjects were

instructed to fixate on a cross projected onto the screen when no other instruction

was presented. Subjects were instructed about the paradigm prior to the scanning

session. The visual instructions were projected from an LCD projector onto a screen

located inside the scanner room, which subjects viewed through prism glasses with

angle mirrors. The total scan duration was 684 s (342 scans for TR 2 s, after 5 scans

discarded to achieve steady-state magnetization, and 1710 scans for TR 0.4 s, after

30 scans discarded).

4.3.2 MR data acquisition

MR images were acquired on a Philips 7T Achieva scanner (Best, Netherlands)

using a 16-channel SENSE head coil (Nova Medical Inc., MA). Subjects’ heads were

secured in place using foam pads to minimize head motion. Cardiac and respira-

tory data were recorded throughout the fMRI acquisition using a respiratory belt

and a pulse oximeter to allow physiological noise correction of the data. Datasets

were acquired using single-shot, gradient echo EPI (TE: 30 ms, in-plane resolution:

2x2 mm2, slice thickness: 2 mm, SENSE factor: 1.5) with 20 slices for TR 2 s

and 6 slices for TR 0.4 s. The flip angle was set to 80◦ or 40◦, which approx-

imated the Ernst angle for each TR respectively. At TR 2 s the imaging slices

were positioned at approximately +15◦ to the cantho-meatal line [87] above the

corpus callosum, to cover the supplementary motor area (SMA), premotor (PM)
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and primary motor (M1) cortices, parietal cortex and the calcarine fissure. At TR

0.4 s a more tilted angle and 1 mm gap between slices was employed to cover ap-

proximately the same brain regions in fewer slices. Following the fMRI acquisition,

high-resolution 1mm-isotropic resolution 3D anatomical T1-weighted (MPRAGE se-

quence) and T2*-weighted (spoiled-FLASH sequence) images were acquired to aid

the localization of activations in functional and anatomical brain regions.

4.3.3 Surface electromyography (EMG) recording and analysis

Surface electromyography (EMG) was used to monitor the muscle activity in

both hands during the fMRI experiment. Active electrode pairs were positioned on

the left extensor (LE), right extensor (RE) and right flexor (RF) digitorum with

paired electrode wires twisted to minimize the differential effect of the magnetic

field on the EMG leads [352]. Ground and reference electrodes were positioned on

bony parts of the wrist. Although subjects were instructed to perform finger tapping

with their dominant hand (five right-hand subjects and one left-hand subject), EMG

signals from both hands were recorded. EMG recording was performed using a

Brain Vision recorder and a MR compatible BrainAmp amplifier (Brain Products,

Munich, Germany). The amplifier was placed at the foot of the scanner bed on foam

to minimize the effects of vibration. EMG signals were transmitted via an optical

cable and recorded on a PC outside the scanner room. Data were sampled at 5000

Hz/channel and EMG analysis performed using Brain Vision Analyzer software. The

quality of the EMG signals was checked visually prior to scanning and during the

fMRI acquisition. EMG data were corrected for scanner artifacts using the average

artefact subtraction method [6]. The differential signal between each active electrode

pair was then calculated, a high pass filter with a 10 Hz cut-off frequency applied

and EMG signals rectified [128, 352].

4.3.4 Functional MRI data analysis

PFM analysis

Functional MRI datasets were motion corrected with rigid body registration to

the mean of the functional scans, and the realignment parameters were visually

assessed for task-related movements, particularly at the times of the finger tap-

ping events. This resulted in two datasets from one subject (left-handed) being

discarded due to significant motion during the execution of the self-paced finger
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tappings. Therefore, 10 datasets from the remaining five subjects were corrected

for physiological noise using RETROICOR [144]. In-brain voxels were then masked

for further analysis. Detrending was performed to remove trends of up to 4th-order

Legendre polynomials, and sine and cosine signals with one cycle over the scan du-

ration. Each voxel time series was then normalized to the mean value of its baseline

volumes to compute the percentage signal change. These steps were performed using

AFNI (NIMH/NIH) [82].

Each dataset was then analyzed using the PFM method described in the The-

ory section (§4.2), with algorithms implemented using in-house software written

in Matlab (The Mathworks Inc., Natick, MA). Necessary for the ridge regression

deconvolution, the raw autocorrelation coefficients r(i) were estimated from the

baseline time points in a voxelwise basis considering the three-dimensional nearest

neighbours (K = 27), although smaller kernels were used at mask boundaries. The

raw autocorrelation coefficients were used by the LD algorithm to compute the AR

model parameters for each candidate order and the AIC, AICc, MDL and MDLc

criteria were investigated for model order selection. The final autocorrelation coef-

ficients used to define Σ were computed from the AR parameters (Appendix A.4)

and normalized by r̂(0).

In order to ease the visualization of the noise serial correlations, we computed

for each voxel [369]

Sp =
B

1 + 2
∑B−1

i=1 r(i)
, (4.25)

where Sp = B indicates uncorrelated or white noise as r(i) = 0 for i = 1, . . . , B − 1.

Lower values of Sp implies higher degree of autocorrelation. Two spatial Sp maps

were computed: an Sp map using the raw autocorrelation coefficients but only con-

sidering the coefficients until the first lag with r(i) < 0 in order to avoid including

those coefficient with very high variance, and an Sp map using the estimated au-

tocorrelation coefficients after fitting the optimal AR model. Histograms with the

number of voxels per AR model order, and spatial maps of the AR model coeffi-

cients, the optimal model order p̂ and Sp were obtained for each criteria [280]. Based

on a qualitative analysis of the maps and the histograms (see §4.4), the estimates

corresponding to the MDLc criterion were chosen to model the autocorrelation for

the deconvolution. Furthermore, a maximum model order of 3 was established for

the MDLc criterion since higher orders were mainly located on large veins and CSF

regions, as shown in the T1- and T ∗
2 -weighted anatomical images.
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Subsequently, the ridge regression (RR) deconvolution was performed using (4.14)

where the convolution matrix H was defined from the two gamma-variate HRF with

standard SPM (FIL/UCL) parameters [130] sampled at the corresponding TR. In

order to increase the speed of the algorithm, the RR deconvolution was performed

in blocks of 50 scans for TR 2 s and 150 scans for TR 0.4 s with the regularization

parameter, λ, computed from the first block. To validate this block-by-block imple-

mentation, the analysis was repeated for several block lengths, and block length was

found to have negligible effect on the results provided that the duration of the block

was longer than the HRF. Following the RR deconvolution, t-statistics were com-

puted using Eq. (4.20) with the five closest in-plane voxels (L = 5) and each t-map

was FDR corrected and thresholded at FDR α ≤ 0.05. Finally, spatial clustering

was applied to the thresholded maps with a minimum three-dimensional cluster size

of 5 voxels in order to enhance the spatial specificity of the method, i.e. diminish

the probability of isolated false positives. The resulting t-maps were then overlaid

on the T1-weighted and T ∗
2 -weighted anatomical images which were resampled to

EPI space using a 12-parameter affine spatial transformation.

Activation movies, Activation Events and Activation Time Series

A problem with paradigm-free fMRI analysis is that the whole data set must

be explored to determine when interesting cortical events occur. Two methods

were developed to address this. To begin with, an activation movie was created

from the time series of thresholded t-maps to allow an exploratory and qualitative

visualization of when coordinated activation occurred across the cortex. Secondly, an

Activation Time Series (ATS) was created to compress this 4D thresholded dataset,

shown in the activation movie, into a 1D time series that highlighted periods when

coordinated activation occurred across the cortex (see Figure 4.9). Each plot of

ATS contains two lines to separate positive and negative BOLD events: the positive

going line (black) plots the number of voxels exceeding the t-threshold with positive

signal amplitude at each time point, whereas the negative going line (red) similarly

plots voxels with negative signal amplitude.

In addition to the finger tapping events, all activation events during apparent

periods of rest involving more than 100 voxels on the ATS were investigated. For

each activation event, an additional PFM Statistical Map was created by condens-

ing the corresponding t-maps into one volume, where the value for each voxel was

the maximum of the t-maps during that activation event. The number of t-maps
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included in each activation event was determined according to the width of the cor-

responding peak in the ATS. Besides, for the activation events associated to finger

tapping trials, a PFM Delay Map displayed the latency between the time of the

maximum statistically significant activation included in the ’PFM Statistical Map’

and the movement onset recorded by the EMG. In addition, for those voxels declared

active in each trial, the time series of percent BOLD signal changes were measured

from 5 s before to 25 s after movement onset, and filtered with a Hamming window,

low pass filter with cut-off frequency of 0.3Hz, to investigate the variability of the

hemodynamic response across trials.

To summarize and combine the results for all subjects, the number of times a

functionally interesting ROI exceeded threshold at an expected event for each TR

and each type of trial (cued and self-paced) was found, in order to calculate its

frequency of activation and investigate inter-trial consistency. For the paradigms

used here, functionally interesting ROIs were identified following relevant publica-

tions [83, 368] and included the supplementary motor area, bilateral lateral premotor

cortex, bilateral primary motor cortex, bilateral primary somatosensory cortex, su-

perior parietal cortex, inferior parietal cortex, and secondary and primary visual

cortex.

Evaluation of PFM

Three methods were used to evaluate the proposed PFM method:

i) The EMG time-series of the hand movements were compared to the onset of

activated regions by means of a nonparametric test of the correlation between

the ATS and the EMG signals.

ii) The spatial extent of activated regions was compared to the statistical maps

obtained with the traditional GLM analysis approach, using the timing infor-

mation from the EMG signals as the stimulus onsets for the definition of the

regressors.

iii) The spatial extent of activated regions was compared to the results of the

Probabilistic Independent Component Analysis algorithm [27] included in FSL.

i) Rank correlation between ATS and EMG signals

The Spearman’s rank correlation coefficient [171] between the the EMG ampli-

tude time series of the LE, RE and RF and the fMRI ATS (positive and negative
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lines summed) were calculated using the Matlab Statistical Toolbox (The Mathworks

Inc., Natick, MA), along with the corresponding p-values for the non-correlation hy-

pothesis. The EMG signals were first decimated to have the same number of time

points as the ATS and then thresholded at an amplitude z-score of 4, i.e. 4 times

the standard deviation from the EMG time course mean, in order to only consider

significant hand movements. The decimation was performed using the Matlab Signal

Processing Toolbox (The Mathworks Inc., Natick, MA) which applies a Chebyshev

Type I filter with normalized cut-off frequency 0.8/r, where r is the decimation fac-

tor, and 0.05 dB of passband ripple. The correlation coefficients were computed to

assess the accuracy of PFM in detecting significant movements recorded in the EMG.

Note that in case of no movement in the decimated time series, the Spearman’s rank

correlation cannot be defined.

ii) GLM analysis

A GLM-based analysis was done with the regressors in the design matrix cal-

culated from the convolution of the stimulus time series for the VCTs and SPTs

(modelled as delta functions at the times of onset of tapping as detected by EMG)

with the SPM-canonical HRF and its first temporal derivative [130]. The GLM-

based analysis was done using the 3dREMLfit function in AFNI which assumes an

ARMA(1,1) model for the noise serial correlations, and the corresponding statistics

(F-test) were FDR corrected and thresholded at FDR corrected p-value ≤ 0.05 and

minimum cluster size of 5 voxels. GLM-based statistical maps were also computed

for any activation events detected during periods of rest, but in this case using the

onset times estimated from the ATS to define a single-event regressor.

In order to examine the degree of concordance between the GLM and PFM

maps, we calculated the number of overlapping voxels in both maps for each of the

tapping events (PFM ∩ GLM), and the percentage of overlapping voxels relative to

the number of detected voxels with PFM (% PFM in GLM = PFM ∩ GLM / PFM).

iii) Probabilistic ICA

The datasets were also analyzed with the Probabilistic ICA [27] algorithm avail-

able in FSL (MELODIC, www.fmrib.ox.ac.uk/fsl). This software first performs prin-

cipal component analysis (PCA) in combination with a model selection criterion,

based on a Laplace approximation to the posterior distribution of the model evidence

(LAP) in order to reduce the dimensionality of the data. The spatial independent
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components, or sources, are then computed with the FastICA algorithm [177], which

maximizes the non-Gaussianity of the spatial sources. Finally, the spatial maps are

transformed into z-score maps by dividing by the voxelwise estimated standard error

of the residual noise [27] so that statistical inference for the voxels in each spatial

component can be obtained. In order to identify relevant components, we computed

the Pearson correlation coefficients between the time course of each spatial compo-

nent and a reference time course, which was generated by the convolution of the

decimated right-flexor EMG signal with the two gamma-variate HRF with SPM de-

fault parameters (EMG-regressor). Spatial components with correlation coefficient

larger than 0.3 were labelled as relevant components. For illustration, the z-score

maps were thresholded at z > 3.0 and minimum cluster size of 5 voxels.

4.4 Results

Figure 4.5a illustrates the pre-processed, (i.e. corrected for motion, trends and

physiological fluctuations), normalized BOLD signal time course of a voxel located in

the contralateral primary motor cortex for a representative subject at TR 2 s. Figure

4.5b shows the corresponding sequence of t-maps (p-value ≤ 0.05, FDR-corrected)

for the first visually-cued tapping (VCT) and the second self-paced tapping (SPT)

produced using the PFM method. The timing of the maps are marked with red

arrows in Figure 4.5a. The t-maps are shown for three different slices, for three

consecutive time points (TR 2 s) labelled relative to the onset of movement as

recorded by the EMG signals.

Statistical Modelling of the Noise Autocorrelation

Figures 4.6 and 4.7 depict the histograms of the optimal AR model order com-

puted by the AIC, AICc, MDL and MDLc criteria considering all datasets at TR 2

s and TR 0.4 s, respectively. The maximum order shown in the histograms corre-

sponds to the maximum order estimated with MDLc (p = 3 for TR 2 s, and p = 10

for TR 0.4 s) in order to facilitate the visualization, but the maximum model orders

of AIC were p = 4 for TR 2 s and p = 19 for TR 0.4 s. The histograms clearly illus-

trate that slightly higher model orders are necessary to model the autocorrelation at

TR 0.4 s due to the faster sampling rate. Besides, the histograms also demonstrate

that optimal model orders are higher for the AIC-based criteria than for MDL-based

criteria, and the finite sample criteria (AICc and MDLc) select lower model orders
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Figure 4.5: Data for subject A and dataset of TR 2 s (a) pre-processed and normalized
fMRI time series of a voxel located in the contralateral primary motor cortex. The figure
illustrates the initial baseline of B time points used to estimate the noise covariance matrix
and to compute the statistics; (b) time course of t-maps of the first Visual Cued Tapping
(VCT) and second Self Paced Tapping (SPT) indicated by the red arrows in a). The times
shown on the left are relative to the movement onset as recorded by the EMG signals.
Activity is detected (p-value < 0.05, FDR-corrected) in SMA, bilateral PM, M1 and S1,
inferior and superior parietal cortex and visual cortex.

than the asymptotic ones (AIC and MDL) owing to stricter penalization terms (see

Table 4.1 and Figure 4.2).

To investigate this further, Figure 4.8 shows the spatial maps of: a) Sp computed

with the raw autocorrelation coefficients; b) Sp computed with the raw autocorre-

lation coefficients; c) optimal model order p̂; and the AR model coeffients for orders

d) p = 1, e) p = 2 and f) p = 3, for the dataset of Subject A at TR 0.4 s. This

figure illustrates that considerable spatial variability and anatomical structure exists

in Sp, higher (low degree of autocorrelation) in WM than in GM regions (Figure

4.8a). Consequently, WM areas with low correlation were modelled with an AR(0)

model. It was also observed that model orders larger than 3 were mainly located
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Figure 4.6: Histograms of the optimal model orders selected with the AIC, AICc, MDL
and MDLc criteria for all dataset at TR 2 s (Number of baselines B = 70).
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Figure 4.7: Histograms of the optimal model orders selected with the AIC, AICc, MDL
and MDLc criteria for all dataset at TR 0.4 s (Number of baselines B = 350).
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on not-masked CSF voxels and large veins as confirmed by the T ∗
2 -weighted image.

This is shown in Figure 4.8c for the MDLc criterion, but was also observed for the

other criteria. Regarding the AR parameter maps, the first two coefficients, a1 and

a2, are clearly more relevant for modelling the autocorrelation than a3, and even

less significant for the coefficients of higher orders (maps not shown). In fact, for

this dataset at TR 0.4 s, 90% of the voxels were modelled with orders p ≤ 3. The

first coefficient a1 exhibited the largest amplitude (maximum value equal to -0.9)1.

Interestingly, a1 provided very relevant anatomical information with larger values in

GM regions, especially in areas of the posterior cingulate cortex, precuneus, lateral

occipital cortex, central sulcus and superior frontal gyrus, as also shown in the Sp

maps. Having said that, an AR(1) model is proven insufficient at TR 0.4 s by itself

to model the autocorrelation, and we observed that the a2 and a3 coefficients also

become meaningful for GM voxels. Exactly the same characteristics in the corre-

lation were observed for the datasets at TR 2 s, where GM regions exhibited more

correlation and so they were modeled with higher model orders. Considering these

results, the MDLc criterion was considered for the deconvolution with a maximum

candidate order of 3 which accounted for 96% of the voxels at TR 0.4 s and all voxels

at TR 2 s, respectively.

Activation Time Series and EMG correlations

The single-trial detection sensitivity of the PFM method was assessed by com-

paring the fMRI ATS to the EMG signals. Figure 4.9 plots the RF and LE EMG

signals and fMRI ATS for all datasets at each TR (the RF and RE EMG signals

provided similar information). It can be seen that temporal clusters of activation

detected as peaks in the ATS (without any knowledge of the EMG data in the

fMRI analysis) are in synchrony with the finger tapping events or precede them by

a maximum of 1 time point for the TR 2 s data and 4 time points for the TR 0.4 s

data. In general, earlier activations were observed in the SMA and voxels located in

the sulci of primary sensorimotor regions (pre-central and post-central sulci). The

peaks shown in the ATS were used to compute the PFM Activation Maps where the

number of t-maps depended on the length of the event and the TR of the dataset.

Although subjects were instructed to perform finger tapping only with the dom-

inant hand, EMG activity was recorded in the left extensor in synchrony with the

1Note that the definition of an AR model used in Eq. (4.17) implies negative values of the AR
coefficients for positive autocorrelation
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Figure 4.8: Spatial maps of a) Sp computed with the raw autocorrelation coefficients; b)
Sp computed with the raw autocorrelation coefficients; c) optimal model order p̂; and the
AR coeffients for orders d) p = 1, e) p = 2 and f) p = 3. These maps correspond to the
MDLc criterion for dataset of Subject A at TR 0.4s.

right hand finger tapping in all but subject F (see Table 4.2 and Figure 4.9). In

addition, two subjects did not exactly follow the instructions: Subject A performed

an additional finger-tapping of 2 s at the end of the scanning period in the TR 2

s dataset, which was confirmed by post-scanning questioning and by EMG, whilst

subject B performed four SPT trials rather than the instructed two trials for both

TR 2 s and 0.4 s datasets (see Figure 4.9). The PFM method was able to detect

7 out of 10 (7/10) VCT events at TR 2s, 11/13 SPT at TR 2s. PFM did not

detect the second VCT and the second and third SPTs of subject B, and the two

VCTs of subject C. As a comparison, no voxels were detected with GLM (Q < 0.05,

FDR-corrected) in the first VCT of subject C, whereas only 11 voxels exceeded this
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Figure 4.9: Activation Time Series (ATS) and EMG signals. Each plot shows the fMRI
Activation Time Series (Q < 0.05, FDR-corrected) (bottom) and the EMG time series
corresponding to the left extensor (LE) (top) and right flexor (middle) in order to capture
upper limb movements. In order to facilitate the interpretation of the result, the ATS
differentiates between positive activations (black, positive y-axis) and negative activations
(red, negative y-axis). The dark box indicates the baseline period. Activation Time Series
were used to detect periods of significant brain activation.
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Figure 4.9: Activation Time Series (ATS) and EMG signals (Continued).

threshold in the second VCT. On the other hand, all finger tapping events were de-

tected with PFM at TR 0.4s. Along with the VCT and SPT finger tapping events,

all EMG measurements showed sporadic spikes of muscle activity in both hands

which at times correlated with peaks on the fMRI ATS. Furthermore, the ATS also

showed task-unrelated events, i.e. sporadic, spatio-temporal clusters of cortical acti-

vation occurring during the rest periods and which did not allineate with significant

changes in the EMG signals.

Quantitatively, the concurrence between EMG activity and the activity detected

with PFM was also evaluated by computing the Spearman’s rank correlation co-

efficients between the fMRI ATS and the EMG signals. At both TRs, the fMRI

ATS and EMG time courses were significantly correlated (p < 0.001) at 23 of the 30

possible combinations (EMG-dataset). The causes for no correlation between the

fMRI signal and the EMG were: no detection of the event (RE and RF of subject C

at TR 2 s); artifactual EMG acquisition (LE of subject B at TR 2 s); and reduced

or no significant movement recorded by the EMG (LE of subject C at TR 0.4 s, LE

of subject F at TR 2 s, LE and RE of subject F at TR 0.4 s).
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Left Extensor Right Extensor Right Flexor

Subject A 0.342∗ 0.483∗ 0.417∗

Subject B 0.110 0.444∗ 0.262∗

Subject C 0.242∗ 0.100 0.101

Subject D 0.620∗ 0.645∗ 0.444∗

Subject F -0.002 0.273∗ 0.446∗

a) TR 2 s

Left Extensor Right Extensor Right Flexor

Subject A 0.175∗ 0.326∗ 0.269∗

Subject B 0.138∗ 0.251∗ 0.377∗

Subject C -0.011 0.103∗ 0.342∗

Subject D 0.341∗ 0.427∗ 0.382∗

Subject F NaN NaN 0.133∗

b) TR 0.4 s

Table 4.2: Spearman’s rank correlation coefficients between the decimated and thresholded
EMG signals and the Activation Time Series for datasets of TR 2s with 342 time points (a)
and TR 0.4s with 1710 time points (b). The asterisks indicate that the correlation coefficient
is statistically significant (non-parametric p < 0.001).

Comparison with GLM and trial-by-trial variability

Figure 4.10 illustrates the time course of t-maps (Q < 0.05, FDR-corrected)

during the first VCT trial and the first SPT trial for one slice of subject A at TR 0.4

s, overlaid onto the corresponding T ∗
2 -weighted anatomical image. The duration of

this sequence was determined from the corresponding peaks in the ATS (see subject

A at TR 0.4 s in Figure 4.9). The PFM statistical map created by condensing

the time course of t-maps with the voxelwise maximum is also shown and labelled

PFM. The time shown in the t-maps is relative to the onset of movement execution as

recorded by the EMG signals. For comparison, the statistical map (F-test, Q < 0.05,

FDR-corrected) using the traditional GLM approach is also depicted in a box at the

bottom right of each time sequence of t-maps in Figure 3. It can be observed that

both PFM and GLM depict activations in overlapping regions. Averaging across all

finger tapping events and all subjects (except the first VCT of Subject C at TR 2 s

where no activated voxels were found by any method), we observed that 70% of the

voxels identified as active in the PFM maps were also present in the GLM maps,

with higher rate at TR 0.4 s (75%) than at TR 2 s (64%). The average value of %

PFM in GLM at TR 2 s increased to 83% if the five events not detected with PFM

at TR 2 s were discarded in this comparison.

Activations associated to the finger tapping tasks were found in areas of senso-
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Figure 4.10: Time courses of t-maps (Q < 0.05, FDR-corrected) showing the activation
for the first VCT (top) and first SPT (bottom) for subject A and TR 0.4s. In addition,
the corresponding PFM Statistical map with the maximum t-statistic during the sequence
and the GLM statistical parametric maps (F-test, Q < 0.05, FDR-corrected) after fitting a
GLM model with the canonical HRF and the first derivative are shown at the right of each
slice sequence (white box). The times are relative to the onset of the tapping as recorded
by the EMG signals.

rimotor execution and processing of motor movements, as shown in the PFM maps

in Figures 4.5b and 4.10. The relative timing of the different cortical responses

showed large variability between trials. For the visually-cued tap shown in Figure

4.10, initial activity occurred in regions close to the contralateral central sulcus ex-

tending into the contralateral primary motor and primary somatosensory cortices,

ipsilateral postcentral sulcus, ipsilateral supramarginal gyrus and bilaterally in the

lateral occipital gyrus and intraparietal sulcus. Later, activation extended into a

larger network of areas including the cingulate gyrus and posterior SMA (paracen-

tral lobule), bilateral primary sensorimotor (M1 and S1) cortices, superior frontal

gyrus and superior parietal lobule. Posteriorly, activation was also seen in the ip-

silateral primary motor and bilateral premotor cortices, along with draining veins.

Activation was found in similar regions for the self-paced tap shown in Figure 4.10,

although ipsilateral premotor areas showed earlier activation in the self-paced tap

than for the visually-cued tap. Interestingly, BOLD responses were seen in areas of
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Figure 4.11: (a) Delay maps of voxels exceeding threshold (Q < 0.05, FDR-corrected) for
each trial for the same slices shown in Figure 4.10. The delay is computed as the time when
the maximum statistically significant activation occurred, defined relative to the movement
onset recorded by the EMG signals; (b) Hemodynamic responses for the three highlighted
voxels in SMA, contralateral M1 (contM1) and ipsilateral M1 (ipsM1) for the first VCT and
(c) for the first SPT of the dataset of subject A at TR 0.4 s. The red arrows at time 0 s
indicate the movement onsets as recorded by the EMG signals.

the occipital lobe not only in the visually cued task but also in the self paced trial.

Figure 4.11a shows the PFM delay maps for voxels exceeding the threshold (Q <

0.05, FDR-corrected), exhibiting large variability in the timing of the response across

voxels both within and between functional areas, and across trials. Figures 4.11b

and 4.11c illustrate this variability in the single trial hemodynamic response of the

first VCT and the first SPT for three individual voxels located in the posterior

part of the contralateral M1, contralateral SMA and anterior part of ipsilateral M1

(pointed in Figure 4.11). These voxels were selected to avoid any veins (detected by

low signal in the underlying T ∗
2 -weighted image).

Both statistical and delay maps (see Figures 4.5b, 4.10 and 4.11) demonstrate

variability in the spatial extent and delay of activation across individual trials. Vari-

ability was also observed between subjects. Table 4.3 lists the frequency of detec-

tion of events across subjects and trials, for both VCT and SPT tasks at both TRs.
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TR 2s TR 0.4s
VTC SPT VTC SPT

SMA 0.7 0.7 0.9 1

Contralateral PM 0.7 0.35 0.9 0.66

Contralateral M1 0.7 0.7 0.9 1

Contralateral S1 0.7 0.7 0.9 1

Contralateral Inferior Parietal 0.7 0.4 0.9 1

Contralateral Superior Parietal 0.56 0.53 0.72 0.75

Ipsilateral PM 0.56 0.53 0.72 0.75

Ipsilateral M1 0.7 0.6 0.9 1

Ipsilateral Inferior Parietal 0.56 0.53 0.9 1

Ipsilateral Superior Parietal 0.5 0.47 0.8 0.75

Primary Visual 0.45 0.53 0.75 0.83

Secondary Visual 0.56 0.4 0.8 0.5

Table 4.3: Frequency of activation in regions of interest (ROI). This value is defined as
the number of events the ROI was found active divided by the number of times (tasks and
subjects) for which this area was scanned.

Datasets showed consistent activations (frequency of activation > 0.70) across sub-

jects and tapping tasks in the SMA, bilateral M1 and bilateral S1 regions. It was

also observed that contralateral M1 and S1 areas showed the most repeatable pat-

terns of activation across trials (i.e. same voxels consistently activated), followed by

ipsilateral S1 and M1. It should be noted that coverage of the lateral PM in both

hemispheres was limited by the tilt of the slices, especially for the datasets of TR

0.4 s which had fewer slices. In addition, the primary visual cortex was not covered

in subject B for both TRs, and in subject C for TR 0.4 s.

Comparison with Probabilistic ICA

Figure 4.12 illustrates the six spatial probabilistic ICA maps selected as relevant

(i.e. correlation coefficient with EMG-regressor > 0.3) and their associated time

series for the same dataset as Figure 4.10. Probabilistic ICA is also able to map

the cortical activation in areas of the primary sensorimotor cortex, although the

temporal information provided directly by PFM is spread across several spatial ICA

components and associated time courses. Moreover, some areas are simultaneously

active in several components, e.g. voxels of the contralateral postcentral gyrus in

components 2 and 3.

The total number of components identified from probabilistic ICA using the

LAP criterion, the percentage of the variability of the dataset described by these

components, and the number of relevant components, (i.e. those whose correlation
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Figure 4.12: Spatial probabilistic ICA maps and associated time courses of the relevant
components (i.e. those whose correlation coefficient with EMG regressor is > 0.3) for the
dataset of subject A and TR 0.4 s (same as Figure 4.10 and 4.11). All maps represent
z-scores (thresholded at z > 3.0) after normalization of the spatial components with the
voxelwise estimated standard error of the residual noise.



4.4. Results 89

TR 2s TR 0.4s

# ICs (% Var) # Relevant ICs # ICs (% Var) # Relevant ICs

Subject A 134 (82.0) 11 431 (72.3) 6

Subject B 119 (79.9) 2 298 (63.7) 6

Subject C 124 (82.8) 12 556 (78.3) 33

Subject D 125 (82.6) 11 549 (77.0) 16

Subject F 113 (78.2) 2 561 (75.6) 4

Table 4.4: Number of Independent Components (ICs) identified with Probabilistic ICA
using the criterion with maximizes the Laplace approximation of the posterior distribution
of the model evidence (LAP), the percentage of the variability of the data retained with these
components, and the number of relevant ICs (correlation coefficient with EMG regressor >
0.3).

coefficient with the EMG-regressor > 0.3) are shown in Table 4.4. The number of

independent components revealed with Probabilistic ICA using the LAP criterion

was very large for the datasets acquired with high temporal resolution (TR 0.4 s).

There was considerable variability between subjects in the number of components

identified as relevant. For the components shown in Figure 4.12, the ICA responses

were more unilateral than the responses detected with either PFM or GLM, and

the EMG indicated that there was actually movement of both hands (except for

one subject). In fact, ICA also detected bilateral activation in the motor cortex as

illustrated in components IC2 and IC3. However, the figure only plots those com-

ponents that are highly correlated with the EMG-regressor (correlation coefficient

> 0.3), suggesting that the correlation between the components including bilateral

activations were not highly correlated with the EMG.

Transient task-unrelated activations

Figure 4.13 illustrates the PFM Statistical Maps (Q < 0.05, FDR-corrected)

and the GLM analysis (F-test, Q < 0.05, FDR-corrected) for two task-unrelated

activations (at points RSA and RSB in Figure 4.9) detected during the periods of

rest for the dataset of subject A and TR 0.4 s. The GLM statistical maps were

computed using the time of the peak in the ATS to define the onset time for these

task-unrelated event. There was excellent agreement between the GLM statistical

parameteric maps and the PFM Statistical Maps. These task-unrelated activations

did not show a specific recurring pattern or a consistent spatio-temporal pattern

between subjects. For instance, the PFM map of event RSA showed cortical activity

in the posterior cingulate cortex, precuneus, and lateral inferior parietal cortex,
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Figure 4.13: Statistical maps obtained with PFM (Q < 0.05, FDR corrected) (top) and
GLM (F-test, Q < 0.05, FDR-corrected) (bottom) corresponding to the activations events
shown at the ATS of subject A at TR 0.4 s in Figure 4.9.

whereas the map at point RSB showed activation in both primary sensorimotor

areas (PM, M1 and S1, anterior cingulate cortex and SMA) and visual areas, and is

related to task-independent hand movement (confirmed by the EMG).

4.5 Discussion

We have described a new Paradigm Free Mapping method for the analysis of

fMRI data and shown that using this method it is possible to detect true single-

trial BOLD responses to visuomotor activity at ultra-high field without any prior

knowledge of the paradigm timing. This method differs from other totally or par-

tially paradigm free techniques or other single trial analysis methods (see §4.1) in

that PFM combines both concepts, enabling the observation of the dynamics of the

BOLD responses of single trial responses in a simple and unsupervised manner with

no knowledge of the stimulus timing.

4.5.1 Methodological issues

Signal model

The PFM method is based on the voxelwise deconvolution of the HRF under a

linear model using the ridge regression algorithm and characterization of the noise
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serial correlations as an AR stochastic process. This contrasts with the standard

way that deconvolution is undestood in fMRI analysis, which corresponds to the

estimation of the HRF shape assuming prior knowledge of the paradigm [143, 149].

This is usually known as Finite Impulse Response (FIR) analysis. Here, we follow a

more signal processing or linear systems perspective where the goal is to reverse the

effect of the hemodynamic response over the neural-related signal [223]. Although

rarely applied, this perspective has been proven adequate to study the effective and

functional conectivity of neural responses with fMRI [142].

Ridge regression deconvolution

As shown in Appendix A.1, the L2-norm regularization used in the RR decon-

volution is equivalent to a Bayesian deconvolution assuming Gaussian priors for the

noise and the signal coefficients [142]. The use of Gaussian priors has been previ-

ously proposed in FIR approaches to compute smooth estimates of the shape of the

HRF by setting a model for the correlation of the unknown coefficients, which is

equivalent to the Tikhonov regularization [70, 78, 149, 241]. Here, by using the RR

deconvolution, we assume uncorrelated coefficients as shown in Eq. (1). A Gaussian

correlated prior for the coefficients could be used in PFM, but it is difficult to specify

the correlation of the underlying signal in advance. Nevertheless, setting Laplacian

priors which is equivalent to L1-norm regularization estimators [339, 340, 367] is

more reasonable, and this is investigated in the following chapters.

Importantly, any PFM deconvolution model will rely on a particular shape of the

HRF. Here, we used a two-gamma variate HRF with the standard SPM parameters,

which includes a post stimulus undershoot [130]. Even though the ridge regression

estimation has previously demonstrated high robustness against model mismatches

within a limited uncertainty region [317], excessive differences in the shape of the

HRF could introduce bias in the deconvolved signal, either in timing and amplitude,

and in turn the t-statistics. It would be interesting to determine the effect of vari-

ation of the HRF model on the results and compare this information with existing

models of the variability of the HRF [4, 103, 162].

Statistical modelling of the noise autocorrelation

The parameters of the AR model of the noise serial correlations were estimated

with the Levinson-Durbin algorithm and using the time points during a baseline

or pre-stimulus period. Therefore, contrary to the traditional procedure in which
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the autocorrelation function is estimated from the residuals after an initial simpler

fitting, our approach directly estimates the autocorrelation from the ’noisy’ periods

of the time series and the estimate is not affected by the deconvolution matrix H

[373]. A drawback of this approach is that the estimated autocorrelation model could

be inaccurate if the noise autocorrelation changes throughout the acquisition. Non-

stationary models for the noise could also be investigated using a PFM formulation

[225].

The datasets were corrected during preprocessing for motion, physiological car-

diac and respiratory-related fluctuations with RETROICOR [144], and sinusoidal

and polinomial trends up to 4th order. This helped to reduce the most relevant

low-frequency fluctuations and facilitated the use of low-order AR models contrary

to high-order AR or 1/f noise models studied in [56, 135, 382].

The raw autocorrelation coefficients were estimated for each individual voxel

considering a three-dimensional neighbourhood. Spatial averaging of the autocor-

relation coefficients considerably reduced their variability [373]. Next, the raw au-

tocorrelation function was fitted to an AR model of variable order as it has been

proposed in [55, 280, 373]. Our results demonstrated considerable spatial variation

and anatomical dependence of the autocorrelation, with higher correlation on gray

matter than white matter areas as shown in the spatial maps of Sp and optimal

model orders. These characteristics of the autocorrelation agree with the results in

Woolrich et al. (2001) [369] and Worsley et al. (2002) [373], but seem to contradict

the results by Penny et al. (2003) [280] which observed more correlation in white

matter regions. This difference in results may be explained due to differences in the

magnitude of the MR fields and the ratio of physiological to thermal noise. In Penny

et al. (2003) the analysis was done on datasets acquired at 2T, whereas a 3T system

was used in Woolrich et al. (2001) and a 7T system is used in our experiments. Since

the ratio of physiological noise to thermal noise increases with the static magnetic

field and it is more prominent in GM [200, 201, 343], it is expected that the higher

AR orders necessary to model low-frequency physiological fluctuations prevail over

zero orders of thermal noise. Although a plausible explanation (also hinted in [56]),

the anatomical description of temporal correlations might also depend on MR acqui-

sition parameters, such as TR, TE or voxel size [44, 343], along with physiological,

hemodynamic and metabolic fluctuations in gray matter.

We investigated four model order selection criteria to select the optimal order

of the AR process: AIC, AICc, MDL and MDLc. The histograms and spatial maps
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confirmed that the AIC-based criteria tended to select larger AR orders and overfit

the noise. It must be noted that the model selection criteria based on the variance of

the reflection coefficients or partial correlation coefficients [46] have been proven to

give similar performance to the AIC criterion [49], and this could be the reason why

AR models performed badly in [369]. In addition, using the LD algorithm enabled us

to compute the AR model parameters for multiple candidate orders in a faster and

more efficient way than using Variational Bayes approaches [280]. The evaluation

was qualitatively performed based on the uniformity of the spatial maps of the

autocorrelation and model orders across tissues, and more compact histograms (e.g.

unimodal distribution of the AR model order). This allowed us to observe that a

maximum AR order of 3 seems to be sufficient to model the autocorrelations in gray

matter voxels, with higher orders located in CSF voxels or large veins, in agreement

with the histograms of model orders in [56, 280, 369].

Temporal t-statistic and multiple hypothesis correction

The statistical significance of the activations was evaluated after FDR thresh-

olding of the temporal t-statistic. Similar to Lindquist et al. (2007) [215], the

t-statistics were computed as the deviance of the estimated signal time series for

each voxel from its estimated baseline signal. However, the PFM t-statistics are

based on filtering the fMRI time series with a filter based on the deconvolution of

the HRF, whereas in Lindquist et al. (2007) the t-statistics are computed after ap-

plying an exponentially weighted moving averaged (EWMA) filter to the voxel time

series. Consequently, there is a noticeable difference between the interpretation of

the EWMA statistics and PFM statistics since the latter is directly related to the

signal underlying the BOLD response.

In any event, setting baseline periods involves making the assumption that no

hemodynamic event of neural origin occurred in those periods and our own results

have illustrated the presence of significant and coherent activations during periods

of rest different from the initial baseline. In a few datasets this might have lead to

loss of sensitivity to some responses in those areas with significant variability during

the baseline period [284]. All in all, the baseline period needs to extend a sufficient

number of scans so that accurate estimates of the mean baseline amplitude and the

variance are obtained. We used large values of B, but in practice we could use fewer

baseline time points since the Student’s t-distributions does not change considerably

providing B is large enough. The baseline period also needs to be of sufficient length
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in order to potentially include several cycles of baseline fluctuations.

The Benjamini-Hochberg (BH) procedure was used to control FDR for each of

the time points separately [32]. No temporal correction was performed because the

spatial and temporal correlation of the statistics led to a significant reduction in

the spatial (but not temporal) sensitivity of PFM to the main events. Future work

should address the investigation of spatio-temporal cluster inference methods in a

PFM formulation, e.g. based in adaptive FDR procedures [314] or current cluster

thresholding methods [77, 325]. These procedures will account for the spatial and

temporal smoothness of the PFM statistics and increase the sensitivity of the tech-

nique in a four-dimensional correction. Furthermore, the sensitivity and specificity

of any statistical correction method based on FDR could be enhanced by limiting

hypothesis testing to voxels located within cortical layers [122, 344].

Activation Movies and Activation Time Series

The output of the PFM analysis method is a time course of t-maps which displays

the dynamics of cortical activations in space and time. To facilitate an exploratory

analysis of the four-dimensional (space and time) results, creating a movie of the ac-

tivation proved very useful. Brain activation movies have previously been employed

to display the cortical response to stimulus processing [363], but based on a FIR

model approach where the onsets of the stimuli were known a priori. In addition,

an Activation Time Series (ATS) was generated for each dataset which plots the

number of voxels revealed as active with PFM. This helped us to reduce the di-

mensionality of the data and make the results easier to interpret. Alternatively, we

could plot the sum of the t-statistics above threshold. Similar procedures have been

proposed in Temporal Clustering Analysis [220, 257]. Exploring the results in space,

instead of in time, could be done by computing voxelwise statistics (e.g. F -statistics

or R2-coefficients) summarizing the relevance of the detected activations in order to

create statistical maps according to a given threshold [297, 35], and then examining

the corresponding time courses to identify the timing of the events.

4.5.2 Experimental results

Correlation with EMG recordings

The performance of the PFM method was evaluated using a paradigm where

subjects performed dominant-hand finger-tapping, either visually cued or self paced.
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Nonparametric p-values based on the Spearman’s rank correlation coefficient demon-

strated significant correlation between the EMG signals and fMRI ATS, and both

were able to detect visually cued and self paced motor movements. We observed a

higher probability in the detection of the events at TR 0.4 s (22 out of 22 events)

than at TR 2 s (18 out of 23 events) despite the lower CNR available at TR 0.4 s.

This might be due to improved characterization of the HRF shape at high temporal

resolution (TR 0.4 s). Nevertheless, further investigation is required to evaluate the

effect of TR and CNR on the deconvolution. In some cases the peak on the ATS

preceded the EMG peak by up to one time point for data with TR 2 s or four time

points for the TR 0.4 s. Earlier onsets may have arisen due to cortical activity

associated with preparation and planning, or may indicate mismatches between the

canonical HRF and the actual HRF. Once the activations have been detected with

PFM, a posterior fitting of the HRF parameters and their correlation with EMG

features could be helpful to understand the origins of any difference and investigate

within voxel differences in the response between different conditions, such as self-

paced, cued and transient task-unrelated activations [30, 52, 214]. Importantly, the

coupling between cerebrovascular responses (CBF, CBV and CMRO2) and neural

activity must be considered in order to make inferences about whether differences

in timing correspond to vascular or neuronal changes [59].

Anatomical and functional correlates

The PFM technique did consistently detect significant activation in brain re-

gions known to be involved in the initiation and processing of a motor task [368],

including SMA [83, 84], bilateral PM [158, 165, 278], bilateral M1 [83, 298], bilat-

eral S1 [290, 296], bilateral inferior parietal (supramarginal gyrus) [165], superior

posterior parietal areas [146, 313]. In addition, activation was also observed in the

intraparietal sulcus and superior frontal areas in some subjects and these areas may

be involved in the processing of visuo-motor tasks and spatial attention [80]. Pri-

mary and secondary visual cortex activity was observed for VCT and interestingly,

activation in the primary visual cortex was also observed during the SPT trials (see

Figure 4.10 and Table 4.3), possibly due to the mental visualization of the visual cue

associated with previous finger tapping events. The inter-trial consistency of acti-

vations across regions was measured as an indicator of the functional relevance of a

brain region for processing or performing a task [364]. Table 4.3 indicates that pri-

mary sensorimotor areas (SMA, M1 and S1) were the most consistently active areas
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within and across subjects, whilst sensory association areas not primarily implicated

in the task demonstrated larger variability [103, 298].

Ipsilateral activation in the PM and M1 cortices was detected for all subjects

(see Table 4.3). The EMG signals indicated that all subjects, except subject F,

had significant movement of the non-dominant hand during the uni-manual finger

tapping task. However, even in the case of this subject where no activity in the

non-dominant hand was recorded by the EMG, activity in ipsilateral sensorimotor

areas was detected, supporting indications that the ipsilateral hemisphere may also

play an important role in the planning, execution and control of unimanual motor

tasks [187, 289].

Comparison with GLM and Probabilistic ICA

For validation we compared the activations revealed with PFM with GLM and

Probabilistic ICA [27]. As illustrated in Figure 4.10, the PFM activation maps

showed large correspondence with the GLM maps, especially at the main clusters

of activation. In general, the PFM areas were smaller than the GLM areas but lay

with a high degree of overlap (%PFM area in GLM area: 75.5% for TR 0.4 s and

64.2% for TR 2 s) suggesting that the thresholds applied in PFM are stricter than

those used in GLM, which seem to indicate a higher specificity of PFM compared to

GLM. Therefore, PFM could serve as an exploratory sequential technique to detect

single-trial events, which later can be assessed with standard GLM techniques to

increase sensitivity based on the times shown in the ATS. Importantly, differences

between the PFM and GLM activation maps might also result from differences in

the analysis procedure, e.g. modelling of serial correlations (PFM is based on an

AR(p) models, whereas GLM analysis done with AFNI is based on an ARMA(1,1)

model) or the way spatial information is incorporated (spatial smoothing of the data

versus spatial averaging of the statistics) [334].

On the other hand, both PFM and ICA successfully detected time points and

areas of activation associated to the finger tapping responses without prior knowl-

edge of the paradigm, but there are numerous differences between both approaches.

To begin with, in order to detect single trial responses with ICA, prior temporal

segmentation of the datasets or posterior segmentation of the components into the

single-trial frames is necessary. Methodologically, PFM is based on the deconvolu-

tion of an assumed model of the HRF, whereas ICA is completely model-free. The

component decomposition obtained with some ICA algorithms, such as Fast-ICA or
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Infomax, is sensitive to their initialization [168], whereas this is not a problem for

PFM. In addition, ICA requires the number of components to be extracted from

the data to be determined, either manually or with a model selection criteria (LAP,

MDL or AIC). One of the most compelling aspects of PFM is the observation of

the spatio-temporally coordinated activation in the activation movie. In compari-

son, each ICA component describes the behaviour of a number of voxels acting in

synchrony, and so voxels with slightly different time courses may end up in differ-

ent components which need to be appropriately combined to recover the temporal

information that is immediately available from PFM. For datasets with numerous

time points, such as our datasets acquired at TR 0.4 s, ICA requires a large number

of components to describe the variability in the data (see Table 4.4) and function-

ally significant information is spread across several components (e.g. see areas of the

postcentral gyrus which are included in the components IC2 and IC3 of Figure 4.12).

Here, the relevant independent components were selected based on the correlation

between the ATS and the EMG signal. This allowed us to identify spatial compo-

nents including the SMA and bilateral primary somatosensory areas, but there were

some areas, such as superior parietal lobule or intraparietal sulcus, which were not

detected in the components selected by correlation with the EMG, but which were

significantly active with both PFM and GLM (compare Figure 4.10 and 4.12). This

does not imply that there are no components to account for these responses, but

finding them may be very difficult in a real paradigm free mapping scenario. In fact,

the PFM activation time course might prove a useful signature with which to identify

relevant components. It is worth noting that the current PFM method presented

in this chapter only detects discrete, temporally sparse events, and therefore would

not be able to characterize components low-frequency oscillations, e.g. in resting

state data, which can be detected with other techniques, such as ICA or seed-voxel

correlation [88, 124]. Baseline fluctuations of the fMRI signal can be easily modelled

within a PFM formulation and this will be investigated in Chapter 6.

BOLD response variability

Once a response had been detected with the PFM method, the high CNR avail-

able at ultrahigh MR fields allowed the amplitude and timing of the HRF to be

observed on a trial-by-trial and voxel-by-voxel basis with no temporal averaging

(see Figure 4.11). Results have demonstrated that amplitudes and delays vary con-

siderably not only between voxels of different sensory areas, but also within the



4.6. Conclusion 98

same area confirming previous observations [103, 286]. In addition to differences

in perception or execution across trials, this variability could be due to coherent

spontaneous activity [125] or underlying baseline fluctuations of non-neuronal origin

which were not removed with temporal detrending prior to deconvolution [336].

Transient task-unrelated activations

The PFM method enabled the unsupervised detection of significant transient,

task-unrelated spatio-temporal patterns of brain activity across the cortex during

periods of apparent rest (Figures 4.9 and 4.13). These activation events could be re-

lated to unconstrained behaviour in the scanner, such as small body movements with

no specific recurring pattern, or may relate to other mental tasks such as changes in

attention [80] or somatic perception [119]. Using the ATS, the temporal locations of

these events were determined, and these events could subsequently assessed using a

traditional GLM analysis, as shown in Figure 4.13. In addition, PFM may also help

to identify spurious extreme fluctuations which would affect any statistical analysis

unless noticed and the information about the task-unrelated events extracted using

PFM will complement the information obtained with other analysis techniques of

resting-state BOLD fMRI. Future work will focus on assessing the functional signifi-

cance of these activations and studying the factors giving rise to these task-unrelated

or spontaneous events and their effects on cortical networks [284].

4.6 Conclusion

This chapter introduced the principles of paradigm free mapping, an fMRI data

analysis technique which enables the detection and characterization of single trial

BOLD responses without prior timing information. The method is based on the

deconvolution of the fMRI time series under a linear model and assuming an HRF

shape. In this chapter, we investigated an L2-norm regularized estimator, ridge

regression. Statistical inference was obtained by defining t-statistics in the decon-

volved data against a baseline period. The practicability of PFM was evaluated with

a visuomotor paradigm with single trial visually cued and self paced finger tapping

events and our results have demonstrated that PFM allowed for the first time the

detection of true single trial events without specifying their onset timing.

The following chapters will investigate the use of L1-norm regularized estimators

in PFM methods.



Chapter 5

Sparse Paradigm Free Mapping

This chapter introduces a Paradigm Free Mapping approach based on sparse

estimation techniques: Sparse Paradigm Free Mapping (SPFM). In this study, two

L1-norm regularized estimators are investigated, the LASSO and the Dantzig Se-

lector. An homotopy-based algorithm is employed in order to compute all feasible

estimates, and model selection criteria and shrinkage thresholds are investigated

to select the regularization parameter (§5.2). The proposed method overcomes the

need to specify a baseline period which was required in the previous PFM approach

and ease the deconvolution of the BOLD events with the use of sparse estimators.

The performance of the method is first evaluated with simulated fMRI data. Next,

the operation of the technique is tested in the single-trial visuomotor paradigm

described in 4. In addition, preliminary results investigating the potential applica-

tion of SPFM to detect interictal epileptic discharges that occur between epileptic

seizures without using information about the timing of the seizures and a comparison

with EEG-based GLM analysis are also presented (§5.3). Finally, methodological

and experimental discussions are given in §5.4.

5.1 Theory

5.1.1 Signal Model

The signal model considered in SPFM is the same as the one presented in Chapter

4. Assuming a linear model for the fMRI signal, the voxel time series can be modelled

as

y = Hs+ ǫ, (5.1)
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where y, s, and ǫ are vectors of length N representing the fMRI voxel time series,

the neural-related signal driving the BOLD component of the fMRI signal and the

noise, respectively. The matrix H is a convolution (Toeplitz) matrix of size N ×N

defined from a given HRF. Zero-mean uncorrelated Gaussian noise with variance σ2

is assumed in this chapter, i.e. ǫ ∼ N(0, σ2I). The methods presented in this chapter

could be extended to correlated noise by means of data prewhitening providing the

noise serial correlations were accurately estimated [373].

5.1.2 Sparse Estimation: The LASSO and the Dantzig Selector

In event-related single trial fMRI experiments BOLD responses are assumed

to be the result of sparse, transient changes in neuronal activity within a cortical

region [223]. Therefore, very few observations of the neuronal-related signal s will

exhibit significant amplitude at the time of the BOLD events, whereas most of the

coefficients can be assumed to have negligible, zero amplitude. In that regime the

signal s is described as sparse. The simplest measure of the sparsity of a vector s is

defined as its number of nonzero coefficients, i.e.

‖s‖0 = card {si|si 6= 0} , (5.2)

where a vector s of length N is considered sparse if ‖s‖0 ≪ N [50].

Contrary to the ridge regression (RR) estimator considered in Chapter 4 which

regularizes the least squares (LS) solution with an L2-norm term, sparse estimators

attempt to regularize the problem by maximizing the sparsity of the estimates, i.e.

minimizing the number of nonzero observations (L0-norm) of the signal s:

ŝL0 = argmin
s

‖s‖0 subject to ‖y −Hs‖22 ≤ δ0. (5.3)

Due to the discrete and discontinuous nature of the L0-norm [50], this optimiza-

tion problem is NP-hard such that there is no polynomial time algorithm that can

closely approximate the optimum value of the objective function [7] and finding

the optimal solution involves involves a combinatorial search of all possible sparse

subsets of the columns of H. Thereby, approximate solutions are usually obtained

based on the Lp-norm of s, i.e. ‖s‖p with p → 0 [74, 367].

Sparse estimators based on the L1-norm are usually a good approximation which

allow the use of convex optimization algorithms, thereby avoiding the presence of

local minima [166]. Based on (5.3), an estimate of s can be found by solving the
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following optimization problem

ŝ = argmin
s

‖y−Hs‖22 subject to ‖s‖1 ≤ γ, (5.4)

or the equivalent problem

ŝ = argmin
s

‖s‖1 subject to ‖y −Hs‖22 ≤ δ, (5.5)

where γ or δ are nonnegative real regularization parameters. The optimization

problem (5.4) is known as the Least Absolute Shrinkage and Selection Operator

(LASSO) estimator [339], whereas (5.5) is known as the Basis Pursuit Denoising

(BPDN) algorithm with inequality constraints [76]. It can be shown that both

algorithms converge to the same solution with a one-to-one correspondence between

γ and δ [120].

If the constraints are incorporated into the optimization function via Lagrange

multipliers, the minimization of the Lagrangian of these estimators can be defined

as

ŝ = argmin
s

‖y −Hs‖22 + λ‖s‖1, (5.6)

where λ is also a nonnegative real parameter. The solutions to problems (5.4),

(5.5) and (5.6) do not have closed form expressions, but they must be computed

iteratively by solving a quadratic program (QP) for the LASSO formulation (5.4), a

quadratically constrained linear program (QCLP) for the BPDN formulation (5.5),

or a bound constrained quadratic program (BCQP) for the Lagrangian formulation

(5.6) [120].

As an alternative to the LASSO or Basis Pursuits estimators, Candes and Tao

(2007) proposed the Dantzig Selector (DS) which estimates s with the following

optimization problem [68]:

ŝDS = argmin
s

‖s‖1 subject to
∥∥HT (y −Hs)

∥∥
∞

≤ δDS , (5.7)

where the L∞-norm of a vector s is defined as ‖s‖∞ = maxi {|si|}. The DS problem

can be recast as a linear program (LP) and therefore be efficiently solved for each

value of δDS [68]. Like the LASSO, the DS optimization problem can be rewritten

as

ŝDS = argmin
s

∥∥HT (y−Hs)
∥∥
∞

subject to ‖s‖1 ≤ γDS, (5.8)
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and the corresponding minimization of the Lagrangian function

ŝDS = argmin
s

∥∥HT (y−Hs)
∥∥
∞

+ λDS‖s‖1. (5.9)

Hereinafter, the presentation of the methods will be done based on the optimiza-

tion problems minimizing the Lagrangian (5.6) and (5.9), and therefore the constant

λ is used to refer to the regularization parameter regardless of the optimization

problem. The computed LASSO and DS estimates depend on the regularization

parameter, which controls the tradeoff between the sparsity of the estimate and the

amplitude of the residuals, either their maximum absolute value in the case of the

DS or their sum of squares in the case of the LASSO. A strong link between both

problems exists since HT (y −Hs) is proportional to the derivative of ‖y −Hs‖22
with respect to the coefficients of s. Consequently, it has been observed that in a

sparse scenario where most of the entries in s are zero, the LASSO estimator and

the DS exhibit very similar behaviour in terms of prediction error [36], becoming

identical when the covariates of the model are orthonormal [180]. Note that the

regressors of the design matrix H are not orthonormal.

The L1-norm of the LASSO and the DS forces some of the coefficients of s to be

exactly zero as λ increases, inheritating excellent interpretability features of subset

selection where only the most relevant regressors are kept with nonzero weights at

the solution. From (5.4) and (5.7), one can notice that the LASSO and DS solutions

converge to the least squares (LS) solution when the penalty parameter λ is equal

or larger than the L2-norm of the LS estimate. In addition, the null solution, s = 0,

becomes valid when λ ≥ ||HTy‖∞ and thus this value is usually employed for the

initialization of λ in homotopy algorithms which efficiently compute the complete

path of feasible solutions, called the regularization path [108, 272].

5.1.3 Solving l1-minimization problems

Numerous optimization algorithms and codes have been proposed to efficiently

solve the LASSO and DS problems in their various optimization problems or mini-

mization of the Lagrangian function (see [345] for an overview). In this study, we rely

on homotopy continuation procedures which enable the computation of the entire

regularization path for all nonnegative values of λ (Figure 5.1) [15, 108, 180, 272].

Homotopy algorithms rest on the idea that the coefficient path is piecewise constant

as a function of λ [272]. Initializing with λ = ‖HTy‖∞ and the null solution s = 0,
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the algorithm only changes from one suitable solution to the next one at critical val-

ues of λ where the active set of nonzero coefficients is updated by either including

or removing one coefficient. Since homotopy algorithms work at most with the coef-

ficients in the active set, the cost of each step is equivalent to solving a least squares

problem of equivalent size [15, 108]. These properties make homotopy procedures

very computationally efficient with highly sparse signals. In addition, explicit com-

putation of the residuals can be obtained at each iteration so that the algorithm can

be stopped when the sum of squares of residuals is below some theoretical threshold.

In particular, the homotopy algorithm developed in [15] is used here to compute

the LASSO and DS regularization path1. The algorithm is based on the strong

duality between the primal and dual problems of (5.7) and (5.4) [47]. Since each

step of the Primal-Dual Pursuit algorithm only requires one-rank matrix operations

to find the update directions for the primal and dual updates, this algorithm is

more efficient than other homotopy algorithms, such as the DASSO [180] or LARS

algorithms [108].

5.1.4 Selection of the regularization parameter

Having computed the LASSO and DS regularization paths for a fMRI time series

of a voxel, y, the sparsity of ŝ depends on the regularization parameter λ as shown

in Figure 5.1. As λ is reduced at each iteration, the number of nonzero coefficients

in the active set (‖s‖0) increases such that more degrees of freedom are employed

to fit the fMRI signal. Therefore, selecting λ, and in turn the final estimate and

signal fit, can be done based on model selection criteria which consider the effective

degrees of freedom used to fit the voxel time series.

The effective degrees of freedom of an estimator can be computed as [107]

df (ŷ) =
1

σ2

N−1∑

i=0

cov (ŷi, yi) . (5.10)

where ŷ = Hŝ is the fitted signal. The linear regression model used in PFM assumes

the voxel time series follows a Normal distribution with true mean E[y] = Hs and

variance σ2. Therefore, the covariance between the estimate and the data is given

1The MATLAB implementation of the algorithm is available at
http://users.ece.gatech.edu/∼sasif/homotopy/index.html
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Figure 5.1: Computation of the Regularization path for a simulated fMRI time series (top
of Figure 5.3). The top diagram depicts the amplitude of each coefficient in s (positive
amplitude in red, negative amplitude in blue, zero amplitude in white) versus the iteration
of the algorithm. The bottom diagram depitcs the value of the regularization parameter at
each iteration. A coefficient is included or removed from the active set of nonzero coefficients
as the regularization parameter λ decreases towards 0 in each iteration of the algorithm.
As a consequence, the amplitude of the other coefficients that are at this iteration is also
updated accordingly. The first coefficients to be included in the active set correspond to the
coefficients that generate the BOLD responses of the simulated voxel time series, as shown
in Figure 5.3.

by Stein’s unbiased risk estimation (SURE) theory [332]

cov (ŷi, yi) = σ2E

{
∂ŷi
∂yi

}
, (5.11)

providing the mapping ŷ = f (y) is differentiable [107]. For a linear estimator, ŷ

can be computed analytically as ŷ = Sy, e.g. S = H(HTH + λI)−1HT for the

ridge regression estimator, such that cov (ŷi, yi) = σ2Sii and the effective degrees of
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freedom for a linear estimator is given by df (ŷ) =
∑

i Sii = Tr (S) [166].

Nevertheless, obtaining an analytical expression of the effective degrees of free-

dom for the LASSO and the DS is not so obvious since both estimators are nonlinear

subset selection procedures. In general, subset selection algorithms have larger de-

grees of freedom than the final number of parameters employed to model the signal

due to the stochastic search of the best subset among the available coefficients [166].

Interestingly, Zou et al. (2007) demonstrated that the number of nonzero coeffi-

cients of ŝ is an exact unbiased estimate of the effective degrees of freedom of the

LASSO under SURE’s theory providing the design matrix is a full rank matrix, i.e.

d̂f (λ) = ‖ŝλ‖0, where ŝλ is the estimate for a given λ. Let Aλ be the active set of

nonzero coefficients in ŝλ for a given λ [384]. According to this result, estimating

the number effective degrees of freedom for the LASSO becomes computationally

efficient despite being a variable selection procedure.

Nevertheless, the PFM design matrixH is not orthonormal and thus the previous

result cannot be directly applied in SPFM. Here, we proposed to define the following

LASSO-based operator

SLASSO = Hλ

(
HT

λHλ

)−1
HT

λ (5.12)

where Hλ is a submatrix of H with the columns whose coefficients are in the active

setAλ. Similar to the RR estimator, the effective degrees of freedom used to compute

the LASSO estimate can be approximated as

d̂fλ = Tr (SLASSO) . (5.13)

Numerical simulations demonstrate that the difference between the definition in

Eq. (5.13) and the theoretical result in [384] is negligible in event-related fMRI ex-

periments where BOLD signal changes due to neuronal activity are assumed to be

non-periodic and sparse in order to maximize the sensitivity of the fMRI experiment

[217, 218, 219]. Therefore, it is also particularly well-founded in a single trial fMRI

experiment. Furthermore, although the theoretical results in [384] were only devel-

oped for the LASSO estimator, we will assume that this approximation can also be

employed for fitting the DS since it has been demonstrated that the both solutions

become approximately equivalent when s is likely to be highly sparse [36].

Consequently, given an estimate of the effective degrees of freedom we can for-

mulate adaptive model selection criteria where the optimal value of λ is chosen as
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[384]

λ∗ = argmin
λ

‖y −Hŝλ‖22 +
K

N
d̂fλ. (5.14)

In this study we investigated two traditional model selection criteria: the Akaike

Information Criterion (AIC) with K = 2 [5], and the Minimum Description Length

(MDL), which is equivalent to the Bayesian Information Criterion (BIC), with

K = logN [302, 315]. Besides, we also studied to select λ based on the traditional

universal threshold (UT) where λUT = σ̂
√
2 logN [101], and the lower universal

threshold (LUT) where λLUT = σ̂
√

2 logN − log (1 + c2 logN) (c = 2 is used here)

[10], and σ̂ is an estimate of the noise standard deviation. We propose to estimate

σ̂ following the work by Donoho and Johnstone [101]. The fMRI time series is first

decomposed with a Daubechies wavelet with 2 vanishing moments. Then, σ̂ is com-

puted as the median absolute deviance (MAD) of the wavelet coefficients at the

finest scale level divided by 0.6745. In many scenarios, the wavelet coefficients at

the finest level are essentially pure noise and using the MAD estimate rather than

the standard deviation provides control against upward bias due to the presence of

some signal at that level [101]. Shrinkage thresholding based on the universal and

lower universal thresholds is commonly used in wavelet shrinkage estimators [233].

5.1.5 Debiasing and statistical inference

A debiasing step is usually performed in the active set of coefficients in order to

overcome the tendency of the DS and the LASSO to underestimate the true value

of the nonzero coefficients (negative bias) [68, 120]. For that, we rely on the DS or

the LASSO to define a new linear model which only includes those regressors with

nonzero coefficients at the selected solution, Hλ. Futhermore, we also propose to

extend the model with a set of additional regressors, X, which may explain some

variability of the time series such as the realignment parameters estimated during

rigid-body motion correction. Therefore, we define a debiasing general linear model

y = Hdebsdeb + ǫ. (5.15)

where the debiasing design matrix is defined as Hdeb = [Hλ X] and the weights of

the regressors for the debiasing model are given by sdeb =
[
sTλ s

T
X

]T
.

The coefficients of this model are estimated from the fMRI time series via least

squares

ŝdeb =
(
HT

debHdeb

)−1
HT

deby, (5.16)
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Algorithm 1: : Sparse Paradigm Free Mapping

Parameters: Convolution (Toeplitz) matrix H according to an HRF model,
algorithm: LASSO or DS, stopping factor ν.

For each fMRI voxel time series y:

Estimate σ̂MAD and set λmin = νσ̂MAD

Initialization: ŝ = 0, λmax = ‖HTy‖∞
while λ(n) < λmin do

Obtain the coefficient path of LASSO or DS solutions with the PD pursuit
homotopy algorithm [15] until λ < λmin. Solutions are computed at critical
values of λ, where the active set Aλ is updated;

Estimate d̂f (λ) with (5.13) and compute ‖y −Hsλ‖22 for each solution;

Select the optimal λ with MDL, AIC, UT or LUT, and define the final active set
of coefficients Aλ;

Define the debiasing linear model, Hdeb, and regress it out against the voxel time
series via Least Squares;

Compute t- and F -statistics of the regressors included in Hdeb and set t-values of the
zero coefficients equal to zero;

whereas the coefficients not included in Aλ are set to zero.

Assuming that the noise follows a Gaussian distribution and conditional on the

debiasing model, summary statistics assessing the significance of the different re-

gressors in Hλ and X can be derived with standard t- and F -tests. Here, we assume

that the zero coefficients in the LASSO or DS solution, i.e. those not included in

Aλ, are not statistically significant and have a t-value equal to zero [339].

Pseudocode Algorithm

A pseudocode implementation of Sparse Paradigm Free Mapping is given in

Algorithm 1. The regularization path is computed for each fMRI voxel time series

and the final solution is then selected depending on the method to choose λ. In

practice, the computational cost of the procedure can be reduced with some heuristic

rules. For instance, the homotopy algorithm can stop when λ is below a certain λmin,

e.g. a factor ν of the estimated noise standard deviation σ̂MAD, or when the number

of coefficients included in the active set is higher than a sparsity threshold, e.g. the

number of nonzero coefficients cannot be larger than half of the length of the fMRI

time series N .

5.2 Methods

Simulated fMRI time series and experimental fMRI data were used to evalu-

ate the performance of the LASSO and the DS algorithms in SPFM, and analyze
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the differences between using AIC, MDL, UT and LUT to select the regularization

parameter λ. In all experiments, the HRF convolution matrix H used in the estima-

tion was defined from the two gamma-variate HRF with standard SPM (FIL/UCL)

parameters (canonical HRF) [130] sampled at the corresponding TR.

5.2.1 Simulated fMRI data

We generated Nb = 1000 fMRI time series for each simulation scenario which

was characterized by the number of events of the simulated fMRI series, the HRF

shape and the tSNR. The BOLD component of the fMRI time series was created

as the convolution of a stimulus time series, s(t), with an HRF, h̃(t). Six different

HRF shapes for h̃(t) were simulated based on the canonical HRF with varying time-

to-peak from 3 s to 8 s, as shown in Figure 5.2, whereas the standard shape of the

canonical HRF used to define the matrix H has a time-to-peak of 5 s. The mismatch

between the simulated HRF and the model HRF allowed us to examine the effect

of model deviations in the detection and estimation performance of the technique.

Both h̃(t) and s(t) were initially created with a temporal resolution of 10 points

per TR in order to approximate them as continuous signals. The duration of the

simulated fMRI time series was 256 s. For the stimulus signal, zero (no activations)

to ten events of duration 2 s and constant amplitude but with random polarity were

generated, which allowed us to investigate how the different criteria perform with a

variable level of sparsity of the stimulus signal. The onset of the events was randomly

sampled from a uniform distribution across the duration of the time series at the

pseudo continuous temporal resolution of the signals (TR/10). After convolution,

the simulated BOLD signal was downsampled to TR of 2 s, i.e. N = 128 time

points.

Two noise models were investigated in the simulations: additive white gaussian

noise (AWGN), and a more realistic scenario where the noise consisted of AWGN

plus a sinusoidal term, aiming to represent cardiac and respiratory fluctuations in

the fMRI signal [144]. The sinusoidal term was generated as:

Nh∑

i=1

1

2i−1

(
sin
(
2πfr,it+ φr,i

)
+ sin

(
2πfc,it+ φc,i

))
. (5.17)

with 4th-order harmonics (Nh = 4) per component. The frequency of each harmonic

was randomly generated with a Normal distribution with mean if· and variance

0.04, i.e. f·,i ∼ N(if·, 0.04), and the fundamental frequencies were fr = 0.3 Hz for
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Figure 5.2: Haemodynamic response functions (HRF) used in the simulations. These
models of the HRF are based on the canonical HRF with standard SPM parameters but
varying the time-to-peak between 3 s and 8 s. The standard value of time-to-peak is 5 s.

the respiratory components [38] and fc = 1.1 Hz for the cardiac components [320].

A power-of-2 decrease in the amplitude of harmonics was simulated following the

results in [144]. Temporal signal-to-noise ratios (tSNR) between 30 and 80 were

studied which assume a signal change of 6% at 7T [350] and correspond to contrast-

to-noise ratios (CNR) between 1.8 and 4.8 [200, 343]. Since the physiological noise

is proportional the BOLD signal change [200], we also modelled a variable ratio be-

tween the sinusoidal and AWGN components of the noise, representing physiological

(σP ) and thermal (σ0) noise, respectively. The model was σp/σ0 = a · SNRb + c,

where a = 5.01 ∗ 10−6, b = 2.81 and c = 0.397. This model was extracted from the

experimental measures of the physiological to thermal noise ratio presented in Table

3 in Triantafyllou et al. (2005) [343] at 7T. The noise component was added to the

simulated signal to create a fMRI time series, which was analyzed with the SPFM

method for each possible combination of algorithm (DS and LASSO) and criteria

(UT, MDL, LUT and AIC).

Two measures were used to summarize the results of the analysis. We computed

the mean square error between the fitted (Hŝ) and the simulated haemodynamic
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signals (H̃s), i.e.

MSEs =
1

Nb

Nb∑

i=1

‖Hŝi − H̃si‖22. (5.18)

In addition, defining a false positive (FP) event (Type-I error) when a nonzero

coefficient in the estimated signal did not correspond to an ’ON’ time point in the

simulated stimulus signal, and a false negative (FN) event (Type-II error) when an

’ON’ event in the simulated s did not correspond with a nonzero coefficient in ŝ,

we measured the sensitivity and specificity of the technique to detect the simulated

activation events. The specificity and sensitivity ratios were defined as

Specificity =
Number of TNs

Number of TNs + Number of FPs
= 1− FPR, (5.19)

and

Sensitivity =
Number of TPs

Number of TPs + Number of FNs
= 1− FNR, (5.20)

where FPR and FNR denotes the False Positive Rate and False Negative Rate,

respectively. Therefore, both rates represent temporal sensitivity and specificity,

rather than spatial as is usually done in fMRI analysis. The tradeoff between sensi-

tivity and specificity was summarized in terms of Receiver Operating Characteristic

(ROC) curves [189].

The specificity and sensitivity measures allow us to evaluate the ability of the

method to detect the temporal location of the nonzero coefficients of the stimulus

function that was simulated to create the BOLD signal. On the other hand, the

measures of MSE examine the accuracy of the computed estimates of the BOLD

signal [204] and allow us to evaluate the robustness of the method to recover the

BOLD component of the signal in case of uncorrect nonzero coefficients in the esti-

mated stimulus signal (false negatives and false positives). Alternatively, one could

consider to assess the quality of the estimation in terms of the variance explained

by the estimate or the coefficient of determination R2 [297].

For comparison the time series were also analyzed with a GLM comprising one

regressor per activation event, which was created as the convolution of the Canon-

ical HRF with the simulated stimulus function of the event. This is an ideal non

paradigm free scenario where the onsets of the activations are known a priori and

therefore it is optimal assuming no HRF mismatch exists with respect to the model.
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5.2.2 Experimental fMRI data

SPFM was evaluated with two different experimental paradigms. We analyzed

the datasets acquired with TR 2 s of the visuomotor paradigm with visually cued

and self paced single trial finger tapping events described in Chapter 4 in order to

examine the differences between both PFM methods. As noted in that chapter,

surface electromyography (EMG) signals were recorded to capture the timing of the

self paced finger tapping trials. Second, we analyzed datasets acquired in one patient

with idiopathic generalized epilepsy in order to determine the ability of SPFM to

detect interictal epileptiform discharges (IED) without relying on MR-compatible

EEG-determined timing information about the onsets of the seizures, and contrast

the activations detected with SPFM with those detected with an EEG-based GLM

analysis.

Visuomotor paradigm: Acquisition and Preprocessing

We refer the reader to the methods section in Chapter 4 for information about the

MRI acquisition, description of the experimental paradigm, preprocessing steps (mo-

tion correction, detrending, amplitude normalization to percentage signal change)

and recording of the EMG signals. Similar to Chapter 4, we computed Spearman’s

non-parametric rank correlation coefficient [171] between the Activation Time Series

(ATS) obtained with SPFM and EMG signals. The EMG signals were decimated

to the same number of points as the ATS and thresholded at an amplitude z-score

of 4, i.e. 4 times the standard deviation from the EMG time course mean, in order

to only consider significant movements.

Epilepsy data: fMRI/EEG Acquisition and Preprocessing

Eight runs of fMRI data were acquired in one session in a patient with idiopathic

generalized epilepsy and a WM lesion in the dorsal part of the right hemisphere

apparent on the EPI T ∗
2 -weighted functional images (see Figure 5.10). The scanning

session was conducted at the University of Birmingham using a 3T Philips Achieva

scanner (data courtesy of Dr. Andrew Bagshaw). Each run lasted for 375 s, recording

125 single-shot gradient echo EPI scans (TE 35 ms, SENSE factor 2, 2.5 mm isotropic

voxels) sampled at TR 3 s with 49 slices. The first 5 scans were discarded to

allow steady-state magnetization to be achieved resulting in a time series with 120

scans. Slices were oriented parallel to the anterior commisure - posterior commisure
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(AC-PC) axis of the patient’s brain and were positioned superior to the pons and

extending to the whole brain.

Prior to the analysis with GLM or SPFM, datasets from each run were motion

corrected with rigid body registration, and detrended by regressing out the voxel

time series with the first 4th-order Legendre polynomials and the sine and cosine

signals with one cycle over the scan duration. The voxel time series were normalized

in order to represent percentage signal change based on the mean amplitude of the

time series. The data were also spatially smoothed with a Gaussian filter with 4

mm FWHM. These steps were performed using AFNI (NIMH/NIH) [82].

EEG data was simultaneously acquired (EEG-data acquisition and analysis was

done by Dr. Andrew Bagshaw) from 64 electrodes using an MR compatible EEG

system (BrainProducts, Munich, Germany), sampled at 5000 Hz and filtered with a

band pass filter with cutoff frequencies between 0.1 Hz and 250 Hz. The EEG data

acquisition setup clock was synchronized with the MRI scanner clock facilitating

the location of the IED onsets in the fMRI data. Raw EEG data were partitioned

into the fMRI runs and preprocessed for gradient artefact removal with BrainVision

software [6] and ballistocardiographic artefact removal using the Optimal Basis Set

method [264]. Interictal discharges were identified in the cleaned EEG data.

Sparse PFM analysis

Datasets of both experiments were analyzed with the SPFM method imple-

mented with in-house code written in Matlab. Based on the results on simulated

data, datasets were only analyzed with the DS estimator considering the four criteria

MDL, AIC, UT, LUT. To define the debiasing matrix in 5.15, we also included the

6 translation and rotation realignment parameters estimated with rigid body reg-

istration as additional nuisance regressors in the matrix X (see Eq. (5.15)). After

fitting the debiasing model, t-statistics of HRF-based coefficients were computed in

order to assess the significance of detected activations. Note that the part of the de-

biasing model describing the BOLD events Hdeb is different for each voxel according

to the voxelwise estimate computed with the DS or the LASSO. The use of different

models for each voxel has been previously proposed to overcome suboptimal model

specification that can occur if a unique, usually over-simplified model which may

not capture the voxelwise variability of the fMRI data is used [230, 297]. Neverthe-

less, direct visualization and comparison of the statistics with voxelwise variability

in the degrees of freedom of the statistics is inappropriate. As a solution, statistics
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were standarized to z-scores considering the degrees of freedom of each voxel and

p-values were computed accordingly. When the statistics were corrected for multiple

hypothesis testing, we used a modified FDR procedure that first estimates the num-

ber of true negatives (m0) and then adjusts the FDR corrected Q-values downward

according to Q∗ = Q ·m0/m, where m is the number of coefficients to test excluding

those coefficients with z = 0 [33]. This procedure is the default approach for FDR

control in the AFNI 3dFDR function.

We relied upon the concepts of Activation Time Series (ATS) and Activation

Events presented in Chapter 4 in order to explore the SPFM results in time without

using information from the EMG in the visuomotor paradigm or the EEG in the

epileptic study. Total, positive and negative ATS were computed for two thresh-

olding cases: no-thresholding and FDR-corrected Q < 0.05. The ATS with no

thresholding counts all the voxels whose z-score at each time point is nonzero (equal

to nonzero estimated coefficient) and therefore it aims to mimic the scenario of the

simulations.

In practice, a completely paradigm free approach would require one to study

all the activation events detected in the ATS. In this study, we only studied those

activation events corresponding to significant hand movements in the EMG signals

for the visuomotor paradigm and the IEDs detected in the EEG for the epileptic

datasets. In addition, we also studied those activation events showing a peak in the

thresholded ATS. To ease the identification of the areas showing activations in each

activation event, we computed an SPFM Activation Map for each event with the

maximum absolute z-score of the time points which were marked in the thresholded

ATS. However, the SPFM Activation Maps plotted the z-scores without applying

any amplitude threshold in order to maximize sensitivity, but a minimum cluster

size of 2 voxels was set to reduce isolated activations.

GLM analysis

The datasets were also analyzed with a standard GLM where the regressors de-

scribing the experimental effects were created by the convolution of the event related

stimuli with the SPM canonical HRF and its temporal and dispersion derivatives (3

regressors per event), and the 6 realignment parameters as nuisance covariates [130].

The events in the stimulus time series were modelled as delta functions at the times

of onset of finger tapping shown in the EMG recordings, and the times of IEDs

marked in the EEG. GLM analysis was performed with the AFNI 3dDeconvolve
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function. This function does not consider noise serial correlations and was used to

make the analysis similar to the SPFM method which assumes no correlation model

for the noise. Clusters of activation needed to have a minimum of two contiguous

voxels with significant F -statistic of the regressors describing the event (Q < 0.05,

FDR corrected). However, GLM maps plotted the t-statistic corresponding to the

canonical HRF regressor of the event in order to differentiate between positive and

negative BOLD signal changes.

In order to examine the degree of concordance between the GLM and SPFM

maps, we calculated the number of overlapping voxels in both maps for each of the

tapping events (PFM ∩ GLM), and the percentage of overlapping voxels relative to

the number of detected voxels with PFM (% PFM in GLM = PFM ∩ GLM / PFM).

Detection of sudden head motion

In order to examine whether the detected activations may originate from se-

vere signal changes due to head motion, we estimated the magnitude of the net

displacement vector, d, from the translation parameters estimated during motion

correction. The absolute scan-to-scan displacement was then computed as the ab-

solute derivative of d, |d′|. Time points with significant head motion were declared

when |d′| > 0.5 mm/scan and marked in the ATS plot [209].

5.3 Results

5.3.1 Simulated data

The results of the simulations illustrated the potential of using sparse estima-

tion techniques to detect event related single trial BOLD responses in a complete

paradigm free framework. Figure 5.3 illustrates how SPFM operates and shows the

differences between the four methods to select λ investigated in this work. In this

example, the simulated fMRI time series included 5 activation events of duration 2

s. After computing the regularization path, the solutions computed with the use of

the UT and MDL criteria correctly detect the 5 simulated events, whereas setting λ

to the LUT causes a false positive detection at approximately 200 s. The figure also

demonstrates that AIC tends to select a very low λ resulting in data overfitting.

Figure 5.4 depicts the results of the ROC analysis when the DS (left figures)

and the LASSO (right figures) is employed in SPFM for the scenarios with AWGN

noise (top figures) and AWGN plus sinusoidal trends (bottom figures). The pro-
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posed method achieves false positive rates (FPR) smaller than 5-7% for the MDL,

LUT and UT criteria when the simulated HRF shape is equal to the HRF of the

model, i.e. in a no HRF-mismatch scenario. As the fMRI signal becomes more

noisy (tSNR decreases from 80 to 30), the sensitiviy of the method decreases but

importantly the specificity is not reduced. The specificity of the method diminishes

drastically with AIC with little increased sensitivity. It can be observed that the DS

slightly outperforms the LASSO in terms of specificity for the MDL, LUT and UT,

whereas the advantage of the DS becomes more significant when using AIC which

select less sparse solutions. It is shown that the technique exhibits slightly improved

performance (1-2% specificity improvement) when the noise includes AWGN and si-

nusoidal components (bottom figures) rather than AWGN (top figures). The results

clearly demonstrate that the sensitivity of the method diminishes when the simu-

lated HRF substantially differs from the one modelled, i.e. in an HRF-mismatch

regime. In these figures, the curves at the bottom of each figure correspond to simu-

lated HRFs with time-to-peak of 8 s whereas the modelled HRF has a time-to-peak

of 5 s. In a mismatch scenario, sensitivity values larger than 0.4 are not feasible with

any method for this particular simulation. Nevertheless, it can be observed that the

method is still able to operate at FPR values lower than 5 % with MDL, LUT and

UT at low tSNR conditions, suggesting that the technique increases the threshold

for detection at low tSNR in order to avoid detecting false positives. Comparing

the ROC curves for varying number of simulated events (2 events of duration 2 s

shown with ◦ markers, 6 events shown with × markers, and 10 events shown with �

markers), it can be seen that for all the combinations of algorithm, criteria and type

of noise that the technique operates at better specificity-sensititivity points when

the stimulus signal has a very small number of events, i.e. it is very sparse.

The mean square error between the simulated BOLD signal and its estimate

(MSEs) is plotted as a function of the number of simulated events in Figure 5.5

and as a function of tSNR in Figure 5.6. Similar to the ROC analysis, both fig-

ures demonstrate no significant difference between both estimators (solid lines for

LASSO and dash lines for DS) except with AIC, which tend to overfit the time series

by detecting a large number of activations. More accurate estimates are obtained

in the case of AWGN plus sinusoidal trends. Importantly, no substantial reduction

in the accuracy of the estimates is observed when there is a mismatch in the HRF

model (curves with � markers correspond to simulated HRF with time to peak of

8 s, whereas curves without markers correspond to perfect knowledge of the HRF
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Figure 5.4: Receiver Operating Curves (Sensitivity vs. Specificity) of SPFM. The model
HRF is the Canonical HRF with standard SPM parameters. No mismatch scenario: simu-
lated HRF is equal to the model HRF with time-to-peak of 5 s; HRF Mismatch scenario:
simulated HRF has a time to peak of 8 s whereas the model HRF has a time-to-peak of 5
s (see Figure 5.2). Line markers indicate number of activation events: 2 (◦), 6 (×) and 10
(�). Points with decreasing sensitivity in each curve correspond to tSNR decreasing from
80 to 30.

with time to peak of 5 s). This robust characteristic of the technique in terms of

accuracy of estimate of the simulated BOLD response contrasts with the one ob-

served in the sensitivity and specificity analysis, suggesting that SPFM reconstructs

the stimulus signal accurately even though the HRF used to define the matrix H

does not properly model the HRF. Comparing the right and left plots of Figure 5.5

and the plots in Figure 5.6 across rows, one can observe that the estimation of the

stimulus signal improves as tSNR increases but the relative improvement depends

on the number of activation events. UT and MDL produce more accurate esti-

mates with highly sparse stimulus signals. Decisively, only MDL, and UT to a lesser

extent, detect no responses in the absence of activations. Nevertheless, the large

regularization parameters λ selected with MDL and UT makes the accuracy of the
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Figure 5.5: Mean Square Error between the simulated and the estimated BOLD signal
(MSEs) as a function of the number of simulated activation events. LASSO: solid line; DS:
Dash line. Curves with square markers (�) correspond to HRF Mismatch (HRF time to
peak of 8s), whereas curves without markers correspond to no HRF mismatch.

estimation degrade in less sparse scenarios where some events may be undetected

due to excessive shrinkage of the coefficients. In contrast, LUT offers better results

in time series with numerous events but at the cost of detecting responses in the

absence of events, i.e. detecting false positives. The GLM curves in the case of no

HRF mismatch serve in this case as asymptotic limits to the L1-norm estimators.

The MDL and UT criteria operate close to this limit for high tSNR and very sparse

signals. However, the accuracy of the estimates obtained with the GLM approach

considerably deteriorates in the case of HRF discrepancy, especially in a high tSNR

scenario when the noise includes sinusoidal trends.

5.3.2 Experimental data

The SPFM technique using the MDL criterion to select the regularization pa-

rameter demonstrated the best tradeoff between sensitivity and specificity to detect
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Figure 5.6: Mean Square Error between the simulated and the estimated BOLD signal
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single trial event related BOLD responses in both 3T and 7T experimental scenarios

(Figures 5.7 and 5.9).

Visuomotor paradigm

Figure 5.7 plots the non-thresholded ATS (ATSNoTH) and thresholded ATS

(ATSTH) computed using the DS and the MDL for all the visuomotor datasets,
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Left Extensor Right Extensor Right Flexor

NoTH TH NoTH TH NoTH TH

Subject A 0.210∗ 0.222∗ 0.271∗ 0.267∗ 0.366∗ 0.287∗

Subject B 0.042 0.052 0.179∗ 0.177∗ 0.287∗ 0.216∗

Subject C 0.193∗ 0.207∗ 0.195∗ 0.065 0.175∗ 0.074

Subject D 0.310∗ 0.347∗ 0.293∗ 0.288∗ 0.228∗ 0.254∗

Subject F -0.076 -0.071 0.062 0.051 0.174∗ 0.176∗

Table 5.1: Spearman’s rank correlation coefficients between the decimated EMG signals and
the ATS computed with and without FDR stastistical thresholding. The asterisks indicate
statistically significant correlation coefficient (p < 0.001).

along with the corresponding EMG left extensor (LE) and right flexor (RF) signals.

No significant head movements (|d′| > 0.05) were observed in any datasets. It can

be observed that all single trial finger tapping responses are detected in the non-

thresholded ATS. Nevertheless, the sensitivity of the technique to detect single trial

BOLD signal changes is observed to considerably decrease when the nonzero z-scores

were statistically thresholded at Q < 0.05, FDR-corrected. The non-thresholded

ATS computed for the remaining criteria (UT, LUT and AIC) showed a higher

number of active voxels than MDL at any time point. Notably, no activation events

were found in the ATS of the AIC and LUT after thresholding, and the ATS com-

puted with UT indicated activation events with less than 25 active voxels at the same

times found with MDL (either related to the finger tapping task or at rest (Figure

5.7), suggesting that the nonzero coefficients estimated with these criteria presented

lower statistical significance due reduced degrees of freedom of the statistics.

Consequently, Spearman’s non-parametric rank correlation coefficients between

the non-thresholded and thresholded ATS and the EMG signals were only computed

for the MDL criteria. Table 5.1 illustrates that the non-thresholded ATS were signif-

icantly correlated with the EMG signals (p < 0.001) except when no significant hand

movements were recorded (left extensor (LE) and right extensor (RE) of Subject E,

and LE of Subject B). Additionally, no significant correlation was found between the

thresholded ATS and right extensor (RE) and right flexor (RF) of Subject C where

the ATS did not show activations at the time of the visually-cued finger tapping

events.

Figure 5.8 depicts the SPFM maps (using DS and MDL criteria) and the GLM

maps (Q < 0.05, FDR-corrected) for the finger tapping events of subject A. The

SPFM maps were created without statistical thresholding, i.e. each map shows

maximum z-score of the time points detecting the event in the ATS. It can be seen
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Figure 5.7: Activation Time Series (ATS) computed with SPFM using the DS algorithm
with the MDL selection criteria. Each plot shows the EMG time series corresponding to
the left extensor (LE) (first row) and right flexor (second row), the fMRI Activation Time
Series before thresholding (ATSNoTH, third row) and after thresholding the z-scores to FDR-
corrected Q < 0.05 (ATSTH, fourth row). In order to facilitate the interpretation of the
result, the ATS differentiates between positive activations (black, positive y-axis) and neg-
ative activations (red, negative y-axis). The green dashed lines indicate the times of visual
cues for finger tapping or start of self-paced part of the run. As illustrated, all main fin-
ger tapping events are detected without thresholding. Nevertheless, the visually cued taps
of subject C and the third and fouth self-paced taps of subject B are not revealed in the
thresholded ATS. In addition, SPFM was able to detect some spiking movement recorded
in the EMG as marked with blue dashed lines.
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that the clusters of activations shown in the SPFM maps closely matched those

revealed in the GLM maps, suggesting high spatial specificity of the activations

detected with SPFM relative to the activations detected with GLM. Equivalent

results were obtained for the remaining datasets. Averaging across all finger tapping

events and all subjects, we observed that 75.6% in mean (or 81.9 % in median) of the

voxels identified as active in the SPFM maps were also present in the GLM maps.

The activations related to the finger tapping events were located in areas of

visuomotor processing including: the supplementary motor areas (SMA), premo-

tor (PM), primary motor areas (M1), primary somatosensory areas (S1), superior

parietal cortex and visual cortex (Figure 5.8). In addition, sparse activations were

observed at rest in cortical areas characteristically included in resting state networks,

such as the precuneus, posterior cingulate, lateral and superior parietal cortex and

superior frontal gyrus, or unilateral or bilateral sensorimotor areas at time points

with concordant spikes in the EMG signals (marked with blue lines in Figure 5.7).

Epileptic data

Figure 5.9 depicts the ATS before thresholding (top) and after thresholding (Q <

0.05, FDR-corrected) (bottom) for the MDL (solid line) and the UT criteria (dotted

line). The interictal epileptiform discharges (IED) revealed by the EEG are marked

with blue lines, and the times of significant head movement (|d′| > 0.5 mm/scan)

are marked with green lines. Only 5 of the 8 runs showed epileptic-related spikes in

the EEG data with 8 IEDs identified in total. The ATS computed with SPFM were

able to capture 5 after thresholding the z-scores to FDR-corrected Q < 0.05, but

importantly the non-thresholded ATS revealed 7 out of the 8 IEDs. In general, the

SPFM showed good concordance with the EEG-based GLM maps for the single IED

events, especially for those IEDs which were apparent in the ATS after thresholding.

Case Reports

Run 1

One IED was identified in the EEG at 3.5 s. This IED was identified at both

non-threholded and thresholded ATS. The corresponding SPFM maps showed ac-

tivation in the frontal lobe (inferior, middle and superior frontal cortex), insular

gyrus, caudate nucleus, anterior middle temporal gyrus, posterior inferior temporal

gyrus, occipital lobe, and limbic structures in the medial part of the superior tem-

poral lobe (entorhinal cortex). In addition, negative BOLD changes were located

in the posterior inferior and middle temporal gyrus, posterior cingulate gyrus and
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Figure 5.9: Activation Time Series computed with SPFM using the DS for the 8 epileptic
datasets. Each plot shows the fMRI Activation Time Series before thresholding (top) and
after thresholding (Q < 0.05, FDR-corrected) (bottom) computed with the MDL (solid line)
and the UT criteria (dotted line). Blue dashed lines indicated times of IED and green dashed
lines indicated times of significant head movement (|d′| > 0.5 mm/scan).



5.3. Results 125

IED Run 1
+4

-4

SPFM
z-scores

GLM
t-values

Lesion

Figure 5.10: SPFM and GLM maps of IED in Run 1.

supramarginal gyrus. The EEG-based GLM analysis of the IED (Q < 0.05, FDR-

corrected) revealed fewer clusters of activations located in the inferior and middle

frontal cortex, insular gyrus and caudate nucleus, either overlapping or adjacent to

SPFM clusters. No negative activations were observed in GLM maps (Figure 5.10).

SPFM allowed us to detect additional events in the fMRI signal. At 63s, positive

BOLD signal changes were found bilaterally in areas of the frontal lobe with a more

anterior spatial distribution of the activations in the same hemisphere as the lesion

(shown in Figure 5.10). The events at 120 s and 138 s showed substantial positive and

negative signal changes with patterns of activations which resemble sudden signal

changes which might occur due to scanner or movement artefacts. The spatial

distribution of the activations found in the event starting at 192 s showed a great

resemblance with the maps of the EEG-marked IEDs A & B in Run 3, and the one

in Run 4. This event showed positive signal changes in thalamus, caudate nucleus,

frontal areas, entorhinal cortex and later deactivations in areas of the Default Mode

Network (DMN) such as posterior cingulate, precuneus, superior and lateral parietal

cortex, and frontal areas. The event found at 255 s showed negative signal changes in

anterior orbitofrontal cortex bilaterally, and positive activations in entorhinal cortex,

thalamus and occipital lobe. At 264 s, negative activations were seen at posterior

cingulate, superior and lateral parietal cortex, occipital lobe and precuneus. Even

though the event at time 306 s was simultaneous to large head movement with

|d′| = 2mm/scan, which generated very distinctive spiking BOLD signal changes

in the inferior orbitofrontal cortex bilaterally, later SPFM maps showed significant

(Q < 0.05, FDR-corrected) clusters of positive activation in frontal regions and

thalamic areas of the same hemisphere as the lesion, whereas a negative cluster was

also found symmetrically in thalamic areas.
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Figure 5.11: SPFM and GLM maps of IED in Run 2.

Run 2

One IED was identified at time 8.4 s. This IED was identified in both non-

thresholded and thresholded ATS. The SPFM Activation Map of the IED indicated

initial positive activations in frontal areas (inferior, middle and superior frontal gyri)

and posterior lateral parietal cortex (supramarginal gyrus) and occipital lobe. Pos-

itive BOLD responses were later observed in the insular gyrus and anterior inferior

temporal gyrus, tail of the caudate nucleus, fusiform gyrus and entorhinal cortex,

concurrently with negative BOLD responses in the posterior cingulate cortex and

lateral and superior parietal cortex. In subsequent maps, negative responses further

extended into occipital lobe, internal capsule, caudate nucleus and the frontal lobe.

In addition, positive responses were detected in the head of the caudate nucleus

surrounding the anterior part of the lateral ventricals. The sensitivity of the EEG-

based GLM was higher than SPFM and the analysis revealed significant clusters

of positive and negative responses in the frontal lobe and the insular gyrus, posi-

tive responses in the inferior temporal gyrus and negative responses in the posterior

cingulate gyrus, and middle and lateral posterior parietal (Figure 5.11).

Regarding the additional events detected by SPFM, positive activations were

seen in frontal areas, caudate nucleus, precuneus and insula at 30 s. Negative acti-

vations were seen in the occipital lobe and precentral gyrus at 87 s. The event at 138

s showed positive activations in frontal and posterior areas in the same hemisphere

and axial slices as the lesion, and negative activations in dorsal regions bilaterally and

superior to the lesion. Later at 150 s, negative activations were predominantly found

in DMN areas, bilateral insula but also positive activations in the entorhinal cortex

bilaterally. Negative activations were observed in frontal areas, insula, posterior cin-

gulate and parietal cortex at 231 s and 270 s, whereas at 330 s negative activations

were located in large veins of the occipital-parietal and cerebellar-occipital sulci.
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Run 3

Four IEDs were identified in this run at times 26.6 s (A), 32.0 s (B), 159.5 s (C)

and 226.9 s (D). The first two IEDs (26.6 s and 32 s) were considered together since

BOLD signal changes due to both IEDs overlapped in time. The EEG-based GLM

statistics were adapted accordingly in order to consider both events (t-test of the

two canonical HRF regressors and F -test of the 6 corresponding regressors). The

SPFM technique captured IEDs A and B and negative responses of IED C with

thresholding, whereas EID D was only detected in the ATS without thresholding.

The sequence of BOLD signal changes associated with IED A and B was plotted

in order to picture the dynamics of epileptiform network (Figure 5.14). The maps

plot the signal fitted by the SPFM method (canonical HRF model) from 21 s (-5

s before IED A) to 60 s (28s after IED B). Initial positive BOLD changes were

predominantely seen in the dorsal frontal lobe, posterior superior frontal gyrus,

posterior lateral parietal cortex and the insula. Interestingly, negative responses

were also observed at this initial stage close to the lesion, middle part of the insula

and superior to the main cluster of positive activation in the lateral parietal cortex.

As illustrated in the figure, the timing of these BOLD changes preceded the time of

the IED marked in the EEG. Later, positive responses were revealed in the thalamus,

caudate nucleus, entorhinal cortex, fusiform gyrus, anterior parts of the inferior

occipital lobe, and superior cerebellum. At 36s, negative responses began to appear

in the posterior cingulate gyrus, precuneus and caudate nucleus. A predominant

cluster of negative responses was found in the same areas of the lateral parietal

cortex, which exhibited positive BOLD changes in earlier maps. Finally, negative

responses extended into posterior parietal areas and the frontal lobe which peaked at

42 and 45 s. The compact SPFM Activation Map of the activations corresponding

to both IEDs is shown in Figure 5.12. The EEG-based GLM analysis of IEDs A and

B revealed positive responses in the thalamus, caudate nucleus, dorsal frontal areas,

entorhinal cortex and fusiform gyrus. Negative responses were predominantely seen

in posterior brain regions with scattered frontal clusters. The insula showed both

positive and negative responses in different clusters as detected with both methods.

The SPFM maps for IED C found positive activations in dorsal inferior frontal

areas and the insula. Negative responses were also observed in superior dorsal frontal

areas, superior posterior frontal cortex close to central sulcus, superior parietal cor-

tex, posterior cingulate, precuneus, and occipital lobe. In contrast, the GLM analysis

only revealed negative responses in posterior areas of the occipital lobe with very
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Figure 5.12: SPFM and GLM maps of IED A and B in Run 3.
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Figure 5.13: SPFM and GLM maps of IED C in Run 3.

little agreement with the SPFM results (Figure 5.13).

SPFM analysis of IED D found positive responses involving the caudate nucleus,

insula, thalamus, caudate nucleus, dorsal superior frontal gyrus, middle temporal

gyrus and, interestingly also positive responses in the lateral and superior parietal

cortex and the occipital lobe were found in this IED. No voxels exceeded the es-

tablished threshold in the GLM analysis (the minimum Q-value was 0.1221, FDR

corrected). Therefore, for this IED we considered to reduce the GLM threshold until

both SPFM and GLM maps presented equal number of significant voxels. Then, the

GLM map revealed positive responses closely matching the areas found with SPFM

(Figure 5.15).

The activation events detected by SPFM from 270 s to 294 s displayed a chaotic

spatial distribution of positive and negative activations involving the entire cortex.

Significant head movement |d′| = 2mm/scan was detected at 282 s as highlighted

in the corresponding ATS of Figure 5.9.

Run 4

One IED was identified at time 30.2 s, which was clearly seen in the thresholded

ATS. Positive activations were initially observed in the insular cortex, anterior infe-

rior frontal gyrus, anterior middle frontal gyrus, superior frontal gyrus, orbitofrontal
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Figure 5.14: Sequence of SPFM maps corresponding to the IED A and B in Run 3 (time of IED in EEG was 30.2 s). The sequence of images depicts
the fitted signal (convolution of the canonical HRF with the signal estimated by the SPFM method using the DS algorithm and the MDL criteria after
debiasing) in scale of percentage signal change.
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Figure 5.15: SPFM and GLM maps of IED D in Run 3.
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Figure 5.16: SPFM and GLM maps of IED in Run 4.

gyrus, middle cingulate gyrus, fusiform gyrus. Later positive activations were found

in the head and tail of caudate nucleus, thalamus, posterior insula, entorhinal cortex,

lateral parietal cortex, posterior superior temporal gyrus, superior parietal cortex,

anterior inferior temporal gyrus, and the superior cerebellum. At the same time, the

first negative responses appear in the precuneus and precentral gyrus, which later

extended laterally into parietal areas, dorsally into the middle cingulate gyrus and

the superior frontal lobes, and the occipital lobe. The areas revealed with EEG-

based GLM were overlapping or adjacent to those ones found with SPFM except

the large negative cluster found in the occipital lobe which was scattered in SPFM

(Figure 5.16).

In this run SPFM also detected an event at time 108 s with positive acivations

in anterior frontal areas, anterior insular gyrus, superior parietal cortex along with

negative activations in the posterior insular gyrus. At time 123 s, positive activa-

tions were observed in white matter voxels surrounding the head and tail of the

lateral ventricals. This was followed at 126 s by negative activations in voxels near

anterior and posterior sagittal sinus, cingulate cortex, insula and posterior areas of

the superior frontal gyrus.
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Figure 5.17: SPFM and GLM maps of IED in Run 5.

Run 5

One IED was identified at time 52.2 s. SPFM and EEG-based GLM analysis

did not find any significant activation with Q < 0.05, FDR corrected for the EEG-

marked IED in this run. Nevertheless, without thresholding the SPFM analysis

showed clusters of positive responses in the entorhinal cortex, superior frontal gyrus,

insula and inferior anterior temporal gyrus and in the main veins and sinus draining

from the occipital lobe. Negative responses were observed in the dorsal medial frontal

cortex, thalamus and precuneus. When reducing the threshold in GLM to match

the number of voxels detected with SPFM (p <0.02, uncorrected), the maps did not

show overlapping areas except in entorhinal cortex and superior frontal gyrus, and

negative responses in the thalamus, anterior inferior frontal gyrus and anterior part

of the insular gyrus (Figure 5.17).

The fMRI data of this run exhibited large positive and negative fluctuations

(signal changes larger than 10%) in WM areas of the same hemisphere as the lesion,

corresponding to the peaks in the thresholded ATS at times 12 s, 21 s, 36 s, 66 s

and 87 s. The events shown in the thesholded ATS at 189 s and 284 s consisted of

positive activations in the posterior cingulate cortex, lateral parietal, precuneus and

occipital lobe. The same regions were found to deactivate at time 327 s.

Runs 6, 7 and 8

No IEDs were detected in these runs in the EEG. These datasets exhibited

considerable head motion (mean/std/max of |d′| were 0.238/0.376/2.516 in run 6,

0.195/0.3/1.725 in run 7, 0.217/0.352/1.838 in run 8) with 35 head jerks in total,

and SPFM detected significant responses in 30 of them. Across all runs, the SPFM

maps at the time of head jerks displayed a distinctive pattern of positive and negative

activations, easing their identification as motion-related events as shown in Figure

5.18.
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Figure 5.18: Three examples of SPFM Activation Events related to significant head motion
|d′| > 0.05 mm/scan in runs 6, 7 and 8.

5.4 Discussion

Our results demonstrate that sparse estimation techniques are an adequate tool

to detect single trial events in a paradigm-free method where the timing of the acti-

vations is unknown. We made use of L1-norm regularized estimators to deconvolve

the signal in time and reveal significant responses according to an HRF shape. This

contrasts with the manner in which sparse estimators are typically used for fMRI

data analysis in the spatial dimension of spatio-temporal models [354, 121, 224]

and/or feature selection [307], even though some attemps have been presented to

consider temporal sparse events in fMRI [191] and EEG/MEG [45]. It has recently

been demonstrated that spatial sparsity is the quality which drives spatial ICA de-

compositions rather than independence [89, 208].

Methodological issues and simulations

Consistent with previous theoretical results, sparser estimates were obtained

with DS than with LASSO [180]. On average, however, there were no significant

differences between both estimators in terms of the mean square error (MSEs) as

shown in Figures 5.5 and 5.6 when the regularization parameter is chosen based on

the MDL, UT and LUT criteria which tend to compute sparser estimates than AIC,

in agreement with the results in [36]. This effect was also observed in the specificity

and sensitivity analyisis shown in Figure 5.4. Although we found the use of L1-

norm convex estimators very useful in our experiments, it has been proved that

non-convex methods based on L1 and L2-norm reweighted methods are superior
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[366]. Using sparsity as a measure may be appropriate in the case of single-trial

event-related responses, but argueable since the actual degree of sparsity of the

signal is unknown in real situations. Additional simulations (data not shown) have

demonstrated that the SPFM method using MDL and UT approaches to select λ

can recover BOLD signal changes due to longer events. Furthermore, the LASSO

and the DS estimators have been shown to achieve accurate estimates of relatively

non-sparse signals [68, 180].

In this study, the regularization parameter λ was selected according to model

selection criteria (MDL and AIC), following the work by Zou et. al. (2007) [384], and

thresholding approaches (UT and LUT) [10, 101]. Our simulations demonstrated

that none of the criteria investigated was superior in all scenarios and the selection

depends on tSNR and sparsity of the signal. Our simulation results illustrated

the well-known tendency of AIC to overfit the data when trying to minimize the

prediction error, and a superior performance of MDL which tends to select the true

model when this is included among the candidate models [384]. In practice, the use of

the MDL and UT selection methods are recommended since they offered better false

positive control. The experimental results demonstrated the superiority of the MDL

criteria in the detection of sparse BOLD events. Furthermore, homogeneous maps

of λ were obtained for all the selection criteria in both experimental paradigms even

though voxelwise selection of λ was used in this study. This may potentially cause

overfitting of the data and future studies will also consider alternative approaches

where the same value of λ is used for a neighbourhood of voxels, e.g. according to

tissue classification.

Uncorrelated Gaussian noise was assumed in this thesis. However, SPFM could

deal with correlated noise via data prewhitening providing the serial correlations

were accurately estimated [373]. Yet, our simulations tested the performance of the

method with additional sinusoidal noise terms, representing cardiac and respiratory

fluctuations. The results demonstrated better performance of the estimators in that

scenario, similar to observations in [180], suggesting that sparse estimation can be

seen as an accurate band-pass filtering approach tuned to the HRF activations which

is able to denoise the BOLD signal [204] as was illustrated with the simulations in

Figure 5.3. In that sense, the DS and LASSO estimators showed robustness against

HRF variability [4, 103, 162, 242, 323] in the estimate of the simulated BOLD

responses (Figures 5.5 and 5.6) in contrast to the traditional degradation of the LS

estimator used in GLM with model mismatches especially at high SNR [64, 211].
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We also evaluated the specificity and sensitivity of the technique to detect event-

related responses in time. In fMRI data analysis, false positive and false negative

ratios have typically been measured over space assuming a model of experimental

effects. However, a temporal model of the events is not available in PFM analysis

and so sensitivity and specificity need also be measured in time. In this study, both

measures were computed regardless of the standard error of the estimates in the

simulations. This was done because sparse estimation techniques may potentially

reveal BOLD activations based on the coefficient estimates [191, 379]. Even so

we also aimed to provide statistical inference of the estimates and this was done

based on the debiasing model and conditional on the solution found by the DS and

LASSO estimator [120]. Mathematically speaking, since the individual coefficient

estimates will typically exhibit a probability distribution with more condensation

of zeros estimates, they may be far from normally distributed. This suggests that

summarizing uncertainty by standard errors and standard t- and F -tests may not

be completely appropriate and this topic deserves further investigation [272, 339].

Therefore, alternative methods based on the residual diagnostic statistics may also

become useful for statistical model validation and assessment [229, 232, 297].

Experimental data

Visuomotor paradigm

The analysis of the visuomotor paradigm with SPFM confirmed the activations

detected with the PFM method described in Chapter 4. In Chapter 3, paradigm

free mapping was initially proposed based on the deconvolution of the BOLD signal

using Ridge Regression, and statistical inference required the definition of a baseline

period in order to compute the t-statistics. Here, this requirement is not necessary

by virtue of the subset selection features of L1-norm regularized estimators. The fact

that no posterior thresholding is required when using sparse estimation algorithms

to deconvolve the signal suggests that this method eases the detection of single

trial fMRI BOLD responses and facilitates the interpretation of results without

decreasing temporal specificity and sensitivity to detect the finger tapping events

(compare Figures 5.7 and 4.9).

Spatial averaging of the deconvolved data was performed in PFM in order to

compute the t-statistics, considering a neighbourhood of L=5 voxels. In contrast,

the visuomotor datasets were analyzed with SPFM without spatial smoothing and

this may explain why fewer voxels are detected with SPFM than with PFM. The
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SPFM maps associated with finger tapping events showed functional activations in

the same cortical areas as were detected with PFM (Figure 5.8) and we observed

that 75 % of the voxels found active in SPFM were also active in the FDR-corrected

GLM maps.

Epilepsy data

We also evaluated the potential application of SPFM to detect IED in 8 fMRI

runs acquired in a patient with idiopathic generalized epilepsy. SPFM was able

to detect 7 of the 8 IEDs marked in the EEG data without the need to specify

the timing of the IED. In general, the results of the analysis showed good visual

concordance between the SPFM maps and the EEG-based GLM maps, particularly

in those IEDs that were detected after FDR correction.

The sequential analysis provided by SPFM maps suggest that positive BOLD

signal changes precede negative ones (Figure 5.14) assuming that the HRF model is

constant across regions. Positive activations were mainly located in the thalamus,

the insular gyrus, frontal areas, limbic structures in the medial superior temporal

cortex, superior cerebellum, and borders of lateral ventricals. Involvement of thala-

mic structures in the generation of generalized epileptic discharges has been consis-

tently found in EEG-fMRI studies [2, 147, 254]. Positive and negative activation in

the insula might be explained by its connections to the thalamus [2, 11, 161], and

similarly for cerebellar activations [147]. With SPFM we also observe positive acti-

vations in frontal areas which achieved maximum amplitude at the initial stages of

the IED BOLD changes. Bursts of generalized waves were also observed in the EEG

in frontal and central regions, but are not generally seen in fMRI data [2]. Activa-

tion in limbic structures such as the entorhinal cortex have been found with thalamic

stimulation in animal studies of epilepsy [3]. Positive and negative activations in

areas of the occipital lobe in generalized epilepsy have been found in [2, 11, 161].

Positive responses in the borders of the lateral ventricals were unexpected. These

activations are hard to explain due to BOLD effects and are generally associated

with physiological fluctuations or head motion. No physiological recordings were

measured to test the first explanation, and no significant head motions (‖d′‖ > 0.5

mm/scan) were observed at the times of the epileptic discharges. However, activa-

tions in WM areas are believed to result from sudden changes of ventrical volume

due to the general increase in blood volume, thereby changing the NMR signal from

these voxels [147].
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Negative responses were predominantely seen in brain areas of the default mode

network (DMN) [53], such as the precuneus, posterior cingulate, bilateral poste-

rior parietal cortex, anterior cingulate cortex and anterior frontal regions at a later

stage. The deactivation of the DMN has been revealed in several EEG-fMRI studies

of generalized epilepsy [2, 147, 161, 256, 308], suggesting a temporal suspension of

normal resting state brain function [196]. The amplitude of negative signal changes

was of the same magnitude as positive activations [196]. Additional negative re-

sponses were sometimes revealed in the head of the caudate nucleus, posterior to

the lateral horns of the lateral ventricals, as it has previously been described in some

patients with idiopathic generalized epilepsy [2, 161, 254]. When negative responses

were clearly observed, these were always bilateral and never found solely in anterior

regions [196].

Apart from the activations related to the IEDs, SPFM allowed us to identify

additional activation events which were clearly marked in the ATS but not in the

EEG, and that were not concordant to significant head motion. The spatial distri-

bution of the activations of some of these events showed strong resemblance with the

IED-related activation maps, e.g. event at 192 s in Run 1, or involved cortical areas

commonly seen in idiopathic generalized epilepsy, such as the caudate nucleus or the

thalamus. Cautiously, the maps of other events shown in the SPFM ATS showed sig-

nificant and synchronous positive or negative BOLD signal changes across extensive

areas of the cortex, particularly near cortical sulci and sinus, which might be related

to cardiac pulsations. The long TR used to acquire these epileptic datasets (TR of

3 s) causes cardiac and respiratory fluctuations of the signal to overlap in frequency

with the BOLD responses. Therefore, we cannot neglect the possibility that some

of the activations detected with SPFM might be associated with physiologically-

related signal changes since taking good account for cardiac and respiration-related

fluctuations has been proven decisive in resting state fMRI studies [72] and also in

epilepsy [160, 216, 351]. Ultimately, it will be necessary to reexamine the EEG data

at these time points in order to elucidate whether these events are related to some

type of epileptiform activity.

In this study, SPFM allowed us to map sequential BOLD signal changes related

to interictal discharges (Figure 5.14), but the method could also be applied in ictal

studies [12, 179, 197, 348] if the patient experienced partial seizures during clinical

assessment with fMRI. Sequential analysis of ictal fMRI data has successfully allowed

the identification of the brain structures involved in seizure generation and map the
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dynamics of the epileptiform network during pre-ictal, ictal and posti-ictal periods

with temporal resolution of 10 s [16, 99, 100]. As a step forward, SPFM allows

the visualization of the sequence of activations with the actual temporal resolution

of the fMRI acquisition. A paradigm free mapping approach integrating EEG and

fMRI models has been recently proposed based on the Kalman filter [97], but this

method find difficulties in tracking sharp spatio-temporal sparse events such as the

ones observed in interictal seizures. Similarly, the modus operandi of SPFM can be

combined with continuous EEG source imaging techniques [357, 358, 359].

The canonical HRF was used as a haemodynamic response model, but variabity

in the BOLD response to IED may exist between areas of the epiletpic network

and subjects [60]. FIR or Fourier basis sets can deconvolve the HRF shape with

prior information of the stimulus onset [60] or after obtaining this information with

ICA [210]. To overcome this problem, Bagshaw et al. (2004) proposed mapping the

maximum of the t-values of 4 different regressors created with the convolution of

four HRF shapes with peaks at 3s, 5s, 7s and 9s [17]. According to our simulations,

SPFM using the canonical HRF is robust against this range of mismatches in terms

of MSE of the haemodynamic component of the signal. Besides, the canonical

HRF has accurately modelled activations (deactivations) in the most relevant areas

involved in idiopathic generalized epilepsy, such as the thalamus, caudate nucleus

and default mode areas [254].

Head motion is a major problem in clinical fMRI studies and we found measur-

ing the absolute scan-to-scan displacement from the realignment parameters very

useful to detect significant head jerks [209]. Similar to temporal clustering analysis

[160], our results demonstrated that SPFM is very sensitive to movement-related

effects since activation events were found in 85 % (30/35) of the head jerks marked

with our movement-threshold (|d′| > 0.5 mm/scan) in the epilepsy study. Therefore,

adding the 6 realignment parameters as nuisance covariates into the design matrix

prior to debiasing, as it is routinely done in standard fMRI analysis [137], seems

to be insufficient to model motion-related signal changes of such a high magnitude.

Alternative procedures can be considered to deal with this problem. To begin with,

24 instead of 6 motion-related regressors can be added into the design matrix based

on a Volterra expansion of the realignment parameters [137, 209, 304, 357, 359]. In

addition, one might also consider including scan-nulling regressors marking scans

with significant head jerks [209]. Note, however, this might not be practical for

datasets with reduced numbers of scans since it will considerably reduce the de-
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grees of freedom of the statistics. Motion regressors could also be incorporated into

the model prior to the DS or the LASSO estimation, which would then select the

most representative subset of HRF or motion-related regressors. Nevertheless, this

formulation causes considerable reduction in sensitivity as additional analyses have

demonstrated (results not shown), calling for the design of mixed methods with L1-

and L2-norm terms [198].

Taking those points into consideration, these initial results applying SPFM to

study interictal epileptic discharges are encouraging in that SPFM can provide com-

plementary information about when to perform EEG source localization, and not

only that the EEG informs about how to define a GLM analysis as it has been the

common practice in EEG-fMRI epileptic studies [148, 358]. Modelling only IED

detected on the scalp EEG may not reflect the abundant underlying epileptic ac-

tivity recorded with intracranial recordings [61, 358]. Finally, SPFM may help to

retrieve datasets where no IED are evident in the EEG data, similar to other model

free approaches such as ICA [240, 254, 304] or temporal clustering analysis (TCA)

[160, 258, 256]. All in all, SPFM can help to enhance our understanding of epilep-

tiform activity and address some of the questions of inter-subject and intra-subject

variability observed in EEG-fMRI studies of epilepsy [148, 357].

5.5 Conclusion

This chapter described a PFM method based on sparse estimation techniques,

Sparse Paradigm Free Mapping. In particular, the LASSO and DS estimators were

investigated in this study, in combination with model selection and thresholding

approaches to select the regularization parameter. The results of our simulations

demonstrated that the method is able to provide higher temporal specificity and

sensitivity in the detection of event-related BOLD responses with an accurate HRF

model. Even so, the benefits from using sparse estimators are better seen in terms of

its denoising capability, where the technique is able to extract BOLD signal changes

at low SNR conditions and with HRF mismatch. Notably, the method showed

preliminary, but promising, results in the study of epileptic activity with fMRI

without relying on EEG information.

The next chapter will also rely on sparse estimation techniques in order to de-

scribe a multicomponent PFM approach, which decomposes the fMRI signal into

multiple sources.



Chapter 6

Multicomponent Paradigm Free

Mapping

This chapter extends the principles of paradigm free mapping into a semipara-

metric formulation which allows the decomposition of the fMRI signal into multiple

components under a generalized linear model: Multicomponent Paradigm Free Map-

ping. The technique relies on the algorithm of morphological component analysis

and enables both the paradigm-free detection of event-related single-trial BOLD re-

sponses and automatic extraction of baseline fluctuations in the fMRI signal (§6.1).
The operation of the technique is evaluated with simulations and real fMRI data.

Its usefulness is illustrated by comparing it with RETROICOR, since the baseline

component also comprises physiological cardiac and respiratory fluctuations which

are extracted without the need of external physiological recordings (§6.2 and §6.3).
Finally, these results and possible extensions of the technique are discussed in §6.4.

6.1 Theory

6.1.1 Signal Model

Previous PFM approaches have assumed the following signal model of the fMRI

voxel time series:

y = Hs+ ǫ, (6.1)

where y is a N -length column vector representing the fMRI voxel time series, Hs

comprises the haemodynamic component of the signal resulting from BOLD signal

changes as a response to stimuli or neural events, and the noise term ǫ includes
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baseline fluctuations and noise components of the signal. Among other sources,

baseline fluctuations in fMRI include scanner drifts [336], cardiac and respiratory

physiological fluctuations [38, 40, 71, 86, 90, 144, 320, 365] or movement artefacts

[137, 209]. Importantly, baseline fluctuations of systematic origin have been observed

not only in-vivo [35], but also in cadavers [321] and phantoms [228].

In fMRI data analysis, one faces a choice when dealing with noise fluctuations.

On the one hand, they can be removed prior to the statistical analysis by means

of detrending methods. On the other hand, descriptive time courses of the fluctua-

tions can be incorporated as additional covariates of the linear model and estimated

simultaneously with the stimulus effects [188, 229]. It is important to realize that

these approaches are not equivalent and by using a detrending approach one assumes

that any potential correlation between the fluctuations and the effects is removed

and neglected in the statistical analysis [219, 251].

Similar to [116, 231, 251], we propose extending (6.1) to a partially linear model

y = Hs+ g + ǫ, (6.2)

where g is a column vector of length N which describes a nonparametric and arbi-

trary function, modelling the systematic and physiological fluctuations of the noise,

and ǫ is random white noise with variance σ2. Furthermore, we assume that the

nonparametric component can be described by a linear combination of basis func-

tions within a complete dictionary, i.e. g = Φα, such that (6.2) can be written

as

y = Hs+Φα+ ǫ. (6.3)

Following [115] a dictionary Φ = [φ1, . . . ,φL] is defined as a N×L matrix whose

columns are basis functions with unit euclidean norm, i.e. ‖φl‖22 = 1, for l = 1, . . . , L.

When L = N , we are dealing with a complete dictionary, while overcompleteness

occurs when g is represented by more coefficients than the number of samples, i.e.

L > N .

The main contribution of Multicomponent PFM is that both the neural-related

haemodynamic effects and the baseline fluctuations are estimated from the data in

a paradigm-free scenario. This contrasts with existing approaches in fMRI data

analysis which, based on a semiparametric model, propose decomposing the fMRI

voxel time series into a parametric part assuming prior knowledge of the stimuli or

experimental effects, and a nonparametric baseline term [116, 231, 251].
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6.1.2 Morphological Component Analysis

Assuming the model in (6.2), we face solving an underdetermined problem where

the total number of unknown model coefficients N +L is larger than the number of

observations N . Consequently, similar to the LASSO and DS estimators investigated

in Chapter 5, we need to rely on sparsity priors on s and α so that the decompo-

sition of the signal becomes feasible. Here, the morphological component analysis

(MCA) algorithm [330, 331] is used in order to decompose the fMRI signal into

two components which are morphologically distinct, the haemodynamic component

comprising the BOLD responses of the fMRI time series and baseline fluctuations.

The term morphological component arises from the signal/image processing litera-

ture and means that the component has a distinctive morphological signature, e.g.

piecewise smooth and spike components in a signal or different textures in an image,

which facilitates its identification among other components of the signal.

The MCA algorithm solves the following constrained optimization problem

{
ŝ, α̂

}
= min

s,α
‖s‖1 + ‖α‖1 subject to ‖y −Hs−Φα‖22 ≤ δ, (6.4)

which is equivalent to minimizing the Lagrangian

{
ŝ, α̂

}
= min

s,α
‖y −Hs−Φα‖22 + λ‖s‖1 + λ‖α‖1, (6.5)

where the nonnegative, real regularization parameter λ balances the sparsity of the

representation of the components in the dictionaries against the model imperfection

measured in terms of residual sum of squares.

Consequently, the way in which MCA operates can be understood as a gener-

alization of a GLM analysis where, based on an overcomplete representation of the

fMRI signal and relying on the subset selection features of L1-norm estimators, the

basis functions describing each component are estimated from the data instead of

being specified in advance.

Two conditions are important to understand how the MCA algorithm operates

[115]. First, the assumption that each component must be sparsely represented

by its dictionary, i.e. s and α are sparse coefficient vectors where few coefficients

are large and the rest can be neglected. This condition has been successfully in-

vestigated in Chapter 5 where the haemodynamic component of the signal due to

event-related BOLD responses allowed a sparse representation in the HRF-based
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dictionary H. Second, when both dictionaries are considered together, each of them

must efficiently represent a unique morphological component of the signal, and be

highly inefficient in representing other components [115]. In other words, the repre-

sentation of baseline fluctuations in the haemodynamic dictionary H cannot be as

sparse as it is in Φ. This condition is similar to the collinearity condition between

covariates in linear regression and standard GLM analysis [9], and it can be math-

ematically understood as minimizing the correlation between the dictionaries, also

known as mutual incoherence [115].

To solve (6.4) or (6.5), the MCA algorithm proceeds in a recursive fashion. Let

x(n) denote the value of an arbitrary variable x at iteration n. If the componentHs(n)

is fixed, the estimation of the vector α(n+1) can be computed from the marginal

residuals at each iteration, r
s(n) = y−Hs(n), as follows

α̂(n+1) = min
α

‖r
s(n) −Φα‖22 + λ(n)‖α‖1. (6.6)

Since most of the haemodynamic component has been removed, the LASSO

estimator in (6.6) will select the most salient features to describe the baseline fluc-

tuations. Equivalently, the sparse representation of the haemodynamic component

s(n+1) can be estimated as

ŝ(n+1) = min
s

‖rα(n) −Hs‖22 + λ(n)‖s‖1, (6.7)

where rα(n) = y −Φα(n).

Similar to the homotopy algorithms studied in Chapter 5, the algorithm starts

with an extreme value for λ where the null solution with all components equal to

zero is feasible, and hence the initial estimate of the residuals is equal to the fMRI

time series, y. The initialization of λ is given by the maximum correlation of the

time series with both dictionaries, i.e. λmax = max{‖HTy‖∞, ‖ΦTy‖∞}. Based

on a block-coordinate relaxation algorithm [310], the value of λ is then reduced at

each iteration according to a convergence strategy and the MCA cycles through

each component so that the estimates of s and α are updated with the most salient

features which describe each morphological component. The algorithm continues

with decreasing values of λ until it is below a given stop criteria, λmin. Note that

if the algorithm continues until λ = 0, the entire regularization paths for both

morphological dictionaries are computed.

An important computational consideration is that if the dictionaryΦ is orthonor-
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Algorithm 2: : Multicomponent Paradigm Free Mapping

Parameters: Convolution (Toeplitz) matrix H according to the HRF model,
dictionary for the nonparametric component Φ, stopping factor ν or λmin, update
strategy for λ.

For each fMRI voxel time series y:

Estimate σ̂MAD and set λmin = νσ̂MAD

Initialization: ŝ = 0, α = 0, λmax = max(‖HTy‖∞, ‖ΦTy‖∞);

while λ(n) < λmin do
Compute marginal residuals for nonparametric part, r

s
(n) ;

Update the nonparametric estimate by solving the LASSO in (6.6) (possibly via
soft-thresholding);
Compute marginal residuals for haemodynamic component r

α
(n) ;

Update the haemodynamic estimate by solving the LASSO in (6.7) with an
L1-norm solver (e.g. a homotopy algorithm);
Update the regularization parameter λ(n) according to a given strategy;

end
Debiasing to reduce estimation bias of the morphological components.

mal, the LASSO coefficients αl, l = 1, . . . , L, can be efficiently computed from the

least squares (LS) estimates by soft-thresholding [233]

α̂l = sign
(
α̂LS
l

) (
|α̂LS

l | − λ
)
+
. (6.8)

where (a)+ = max{a, 0}. Nevertheless, notice that the haemodynamic dictionary

used in PFM approaches, H, is not orthonormal. Therefore, computing the estimate

of s needs to be done with an L1-norm regularization solver. The same homotopy

algorithm investigated in Chapter 5 is used in this study [15]. A pseudocode imple-

mentation of the MCA procedure in Multicomponent PFM is given in Algorithm

2.

6.1.3 Choice of the dictionaries

Choosing an appropriate dictionary to describe the baseline fluctuations is deci-

sive in the successful operation of the MCA algorithm. A wide range of candidate

dictionaries is now available to obtain sparse representations of a signal, such as

wavelet packets, Gabor dictionaries, ridgelets, chirplets or cosine and sine packets

[233, 306, 331]. The selection of the dictionaries is largely influenced by the type of

data to decompose and prior knowledge of the possible components of the baseline

fluctuations might help the choice of the dictionary to describe them. Importantly,

one needs to minimize the mutual coherence between the dictionaries in the sense

that the haemodynamic component of the signal cannot be more sparsely represented
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in Φ than it is in H. The main assumption in PFM is that the BOLD responses are

transient, stochastic events for which no timing model can be assumed in advance.

In that scenario of stochastic event-related responses, the energy of the haemody-

namic component spreads across a wide range of frequencies [138, 217, 218, 219].

Therefore, the haemodynamic component does not admit a sparse representation

in a Fourier dictionary, which then becomes a suitable choice to describe the base-

lines. Furthermore, an important source of the baseline variability of the fMRI arises

from low frequency systematic drifts and physiological cardiac and respiratory rates

[35], especially at high MR fields [343], which can be represented as single or linear

combination of sinusoidal signals [144, 229].

Taking these points into account, we here suggest to use a dictionary Φ of size

N×2N , i.e. L = 2N , with basis functions from the discrete cosine and sine transform

(DCST)1 such that α = [a0, b0, . . . , aN−1, bN−1]
T and the nonparametric term of the

signal, g = [g0, . . . , gN−1]
T = Φα, is modelled as [233]:

gn =
N∑

k=1

ck

[
ak cos

(
kπ

N

(
n+

1

2

))
+ bk sin

(
kπ

N

(
n+

1

2

))]
, n = 0, . . . , N − 1,

(6.9)

where the coefficients of the discrete cosine functions are given by

ak = ck

√
2

N

N∑

k=1

gn cos

(
kπ

N

(
n+

1

2

))
, k = 0, . . . , N − 1, (6.10)

the coefficients of the discrete sine functions are given by

bk = ck

√
2

N

N∑

n=1

gn sin

(
kπ

N

(
n+

1

2

))
, k = 0, . . . , N − 1, (6.11)

and ck are the factors to orthonormalize the dictionary

ck =





1/
√
2 if k = 0

1 otherwise
(6.12)

6.1.4 Choice of regularization parameter and decreasing strategy

Being a regularized estimator, the estimates computed by the MCA algorithm

depend on the regularization parameter λ. More degrees of freedom are effectively

1By considering sine terms, instead of simply using the DCT, it is possible to model sinusoidal
signals with arbitrary phase at zero time since A cos θ+B sin θ = R cos (θ + φ), whereR =

√
A2 +B2

and φ = tan−1 (B/A).
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used to fit the data as λ decreases to zero. Similar to Sparse PFM, the Akaike Infor-

mation Criterion (AIC), the Minimum Description Length (MDL) that is equivalent

to the Bayesian Information Criterion (BIC), and the universal threshold (UT) and

lower universal threshold (LUT) were investigated in Multicomponent PFM.

The UT and LUT values of λ were computed using the maximum absolute de-

viance (MAD) of the wavelet coefficients (Daubechies wavelets with 2 vanishing

moments) at the finest scale level as estimate the standard deviation of the noise,

σ̂MAD [101].

For AIC and MDL we propose approximating the effective degrees of freedom

used to obtain the solution for a given λ as the sum of degrees of freedom to fit the

baselines and the degrees of freedom to fit the haemodynamic component [384]

d̂fλ = ‖αλ‖0 +Tr
(
Hλ

(
HT

λHλ

)−1
HT

λ

)
, (6.13)

where ‖α‖0 is the number of nonzero (L0-norm) coefficients in αλ, and the matrix

Hλ includes those columns of H with nonzero coefficients in sλ. This approximation

is based on the effective degrees of freedom of the LASSO estimates given by (6.6)

and (6.7), and it becomes a reasonable approximation provided that the mutual

coherence between the dictionaries H and Φ is negligible [116].

Another important issue in the MCA algorithm is the strategy used to update the

regularization parameter since it controls the computational cost of the algorithm

and the accuracy of the estimates. For semiparametric PFM, we investigated an

exponential strategy [330, 331], where λ(n+1) = δλ(n) and the update factor is given

by

δ =

(
λmax

λmin

)1/(1−Imax)

(6.14)

Choosing a very low number of iterations Imax leads to a bad separation of the

components. whereas the computational cost of the algorithm considerably increases

if Imax is too large [43].

6.1.5 Debiasing

Since MCA algorithm is a L1-norm regularization, the nonzero coefficients of the

selected estimates sλ and αλ tend to be underestimated due to the shrinkage to zero

in the search for sparse signals. Consequently, performing a debiasing procedure is

recommended to obtain less biased estimates of the morphological components. Two

different linear models were investigated for debiasing. The first model comprised
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all basis functions of the dictionaries H and Φ with nonzero MCA coefficients in s

and α, denoted as Hλ and Φλ, respectively. Therefore, the first debiasing linear

model to fit to the fMRI voxel time series was:

y = [Hλ Φλ]︸ ︷︷ ︸
X1

β1 + ǫ, (6.15)

where β1 =
[
sTλ αT

λ

]T
includes the subsets of nonzero coefficients in sλ and αλ.

In addition, a second model was also considered:

y = [Hλ gλ]︸ ︷︷ ︸
X2

β2 + ǫ, (6.16)

where gλ = Φαλ is the estimate of the morphological component and β2 =
[
sTλ βg

]T

includes the subset of nonzero coefficients in sλ and βg is an amplitude factor that

scales the estimate of gλ. This second strategy with model X2 is more appropriate

when the selected λ causes that the representation of the baseline fluctuations stops

being sparse, i.e. a large number of basis functions are included to describe the

baseline trend, so that the fMRI signal is not overfitted. On the contrary, the

complete model X1 is more appropriate when sparser representations are favoured

with higher values of λ. In practice, the number of nonzero coefficients in αλ was

considered to compute the effective degrees of freedom in (6.13) even though the

model X2 only employs one degree of freedom to model the baselines. Finally, the

least squares estimate of βi, for i = 1 or 2, is computed as βi =
(
XT

i Xi

)−1
XT

i y.

6.2 Methods

The properties and performance of Multicomponent PFM were investigated with

simulated and experimental fMRI data. The two gamma variate canonical HRF with

SPM parameters was used to define the haemodynamic dictionary. The number of

iterations of the MCA algorithm was Imax = 50, and λmin = 0.5 σ̂MAD is chosen in

order to stop the convergence of the MCA algorithm earlier.

6.2.1 Simulated fMRI data

Multicomponent PFM was initially evaluated with the same simulated fMRI data

that was generated to investigate Sparse PFM (see Methods section in Chapter 5).

In brief, Nb = 1000 fMRI voxel time series were generated for each combination of
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number of events (0, 2, 4, 6, 8 and 10 events of duration 2s), HRF shape (six different

canonical HRF shapes with varying time-to-peak parameter of 3, 4, 5, 6, 7 and 8 s)

and temporal signal to noise ratio (tSNR) between 30 and 80. Since the HRF used

in the model has a time-to-peak of 5 s, it was possible to assess the performance

of the Multicomponent PFM in HRF mismatch scenarios due to variability in the

actual HRF. Two different noise models were investigated: additive white gaussian

noise (AWGN), and AWGN plus two sinusoidal components with 4 harmonics each

(8 sinusoids in total), which aim to simulate physiological cardiac and respiratory

fluctuations (see Eq. (5.17)). The frequencies of the main frequency and harmonics

were randomly generated as f·,i ∼ N(if·, 0.04), with fr = 0.3 Hz [38] and fc = 1.1 Hz

[320]. A power-of-2 decrease in the amplitude of harmonics was also simulated [144].

The ratio between the sinusoidal and AWGN components of the noise was modelled

following [343]. The fMRI time series were 256 s in duration and were sampled at

TR 2 s, resulting in N=128 time points. Note that the sinusoidal components of the

signal are undersampled at this simulated TR since the Nyquist frequency is 0.25

Hz.

Similar to the simulations performed for Sparse PFM in Chapter 5, we measured

the sensitivity and specificity in detecting the simulated activation events over time

with (5.19) and (5.20). On the other hand, we also measured the mean square error

of the estimate of the BOLD component (MSEs) computed with (5.18), and the

mean square error of the sinusoidal fluctuations (MSEg) which was defined as

MSEg =
1

Nb

Nb∑

i=1

‖gi −Φα̂i‖22, (6.17)

in order to examine the accuracy of the computed estimates of the BOLD signal

and the sinusoidal trend and evaluate the robustness of the method to recover the

BOLD and sinusoidal components of the signal.

Each voxel time series was analyzed with Multicomponent PFM considering the

four methods to select the regularization parameter (AIC, MDL, UT and LUT),

and the two debiasing strategies described in (6.15) and (6.16). In addition, we

compared the performance of the method with the GLM analysis in Chapter 5.

The GLM comprised one regressor per activation event, which was created as the

convolution of the Canonical HRF with the simulated stimulus function of the event.
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6.2.2 Experimental fMRI data

We illustrated the principle of Multicomponent PFM with the datasets acquired

at TR 2 s for the visuomotor paradigm used in Chapters 4 and 5. More details

about the experiment are given in Chapter 4.

For this study, the original fMRI datasets were simply corrected for motion and

a linear trend with AFNI (NIMH/NIH) [82]. Afterwards, the datasets were analyzed

with Semiparametric PFM where the debiasing was done with X2 (6.16) since this

model has lower computational cost than the model X1 and little difference was

observed in the simulation results between both debiasing models with respect to

the estimation of the haemodynamic component of the signal. Total, positive and

negative Activation Time Series (ATS) counting the number of voxels with nozero

coefficients at each time point were also created for each λ-selection approach.

Spearman’s nonparametric rank correlation coefficients [171] between the ATS

and the EMG signals from the left extensor (LE), right extensor (RE) and right

flexor (RF) were computed. After decimation to the same length as the fMRI data,

the EMG signals were thresholded in order to indicate only significant EMG activity

(amplitude of the decimated signal is larger than 4 times the standard deviation of

the signal).

Multicomponent PFM Activation Maps were created for the finger tapping events.

The maps displayed the maximum absolute value (maximum or minimum) of the

coefficients of s during the time points defining the Activation Event. A minimum

cluster size of 5 neighbouring voxels was employed in order to reduce isolated ac-

tivations that are likely to be false positives. These maps were compared with the

results of the GLM analysis performed in Chapter 5 in terms of overlapping voxels

(PFM ∩ GLM) and its ratio to the number of voxels detected with Multicomponent

PFM and GLM.

Finally, since we aimed to represent the baseline fluctuations with a morpholog-

ical dictionary composed of sine and cosine basis functions, we used RETROICOR

[144] as a benchmark to evaluate the ability of the method to extract sinusoidal fluc-

tuations of physiological origin. RETROICOR was applied to the motion corrected

data, prior to linear detrending. The comparison between both methods was done in

the frequency domain and we computed the power spectral density of the signal re-

moved by RETROICOR and the baseline component estimated by Multicomponent

PFM.
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6.3 Results

6.3.1 Simulated data

Figure 6.1 illustrates the idea behind Multicomponent PFM in a simulated fMRI

time series with 5 events of duration 2 s (4 positive events and 1 negative event). For

this example, the debiasing model X2 was used. The simulated HRF to generate

the BOLD responses had a time to peak of 7 s, whereas the HRF of the model

has a time to peak of 5 s. The simulated temporal signal-to-noise ratio (tSNR)

and contrast-to-noise ratio (CNR) of the time series was 50 and 3, respectively. It

can be observed that the MCA algorithm used in Multicomponent PFM is able to

separate the BOLD and sinusoidal components of the signal if the UT and LUT

approaches are used to select λ. Setting λ using UT produces a false negative at

98 s, whereas a false positive is detected with LUT at 196 s. In contrast, setting λ

according to a model selection criteria results in overfitting in the case of AIC and

choosing an overconservative null estimates in case of MDL. In the Fourier domain,

it can be seen that the technique can detect the main frequency components and

the harmonics of the simulated respiratory and cardiac signals with the UT and

LUT criteria, whereas the AIC criteria starts fitting the spectral components of the

random white noise.

Figure 6.2 depicts the receiver operating characteristic (ROC) curves showing

the specificity and sensitivity values achieved by Multicomponent PFM for the de-

biasing model X2 in Eq. (6.16). Differences in sensitivity and specificity to detect

the BOLD responses between both debiasing models were negligible. The curves

correspond to a scenario where perfect knowledge of the HRF is available (No HRF

mismatch) and when the simulated HRF is the canonical HRF with time to peak of

8 s in contrast to the HRF of the model which has a time to peak of 5 s. It can be

seen that Multicomponent PFM achieved very high specificity values (less than 5%

false positive rate) with all the investigated criteria in case of perfect knowledge of

the HRF, and less than approximately 10 % false positive rate with HRF mismatch.

In general, we observed that specificity values are higher than those obtained with

Sparse PFM in the same simulations (see Figure 5.4 in Chapter 5), demonstrat-

ing the benefit of modelling the baseline fluctuations. In terms of sensitivity, we

observed that higher values for the AIC and LUT than in Sparse PFM, whereas

similar results were achieved with UT. The most relevant observation of the ROC

analysis with Multicomponent PFM is the good operation of AIC, which is now
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Figure 6.1: Example of the operation of Multicomponent PFM in a simualted fMRI time
series (tSNR = 50, CNR = 3, TR = 2 s). The left figures plot the original simulated time
series (top) and the haemodynamic (middle) and sinusoidal (bottom) components estimated
by the MCA algorithm, whereas the right figures plot the corresponding spectra of the fMRI
time series and each component.

comparable to the UT and LUT approaches. This contrasts to the unsatisfactory

results obtained for Sparse PFM when AIC was used to select the regularization

parameter λ. Furthermore, using the MDL criterion to select λ in Multicomponent

PFM resulted in a considerable reduction in sensitivity of the method where the

number of simulated events increased to 6 and 10.

Figures 6.3 and 6.5 show the Mean Square Error of the estimate of the BOLD

component (MSEs) as a function of the number of events and tSNR, respectively,

while Figures 6.4 and 6.6 plot the mean square error of the estimate of the sinu-

soidal trends (MSEg) as a function of the number of events and tSNR, respectively.

These figures demonstrate that using the MDL criteria in Multicomponent PFM
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Figure 6.2: Receiver Operating Curves (Sensitivity vs. Specificity) of Multicomponent
PFM for the debiasing model X2 in Eq. (6.16). The model HRF is the Canonical HRF with
standard SPM parameters. No mismatch scenario: Simulated HRF is equal to the model
HRF with a time-to-peak of 5 s; HRF Mismatch scenario: Simulated HRF has a time to
peak of 8 s. Line markers indicate number of activation events: 2 (◦), 6 (×) and 10 (�).
Points with decreasing sensitivity in each line correspond to tSNR decreasing from 80 to 30.

is not recommended since it computes inaccurate estimates of the haemodynamic

and sinusoidal component when these are present in the fMRI signal. The poor

operation of MDL is due to the high values of λ chosen with this criterion which

causes excessive shrinkage of the coefficients to zero. This effect in turn becomes

benefitial when the sinusoidal fluctuations must not be estimated and explains the

low MSEg obtained with MDL when only AWGN is simulated in Figures 6.4 and

6.6. In detecting the BOLD responses, the MDL criterion would only give satis-

factory operation at high tSNR conditions and with very low numbers of events.

This contrasts with the behaviour shown by MDL for Sparse PFM where it demon-

strated excellent operation. This suggests that the penalization applied by MDL

(equal to logN) is too restrictive due to the rapid increase in the effective degrees of

freedom used to fit the time series when modelling the baselines and the haemody-

namic component. In general, selecting λ based on the UT and LUT outperformed

the results obtained with model selection criteria (AIC and MDL). Selecting λ with

LUT exhibits improved estimation properties when the number of events is large

due to the higher sensitivity of the method and lower degree of shrinkage. However,

this characteristic becomes a drawback when no events exist the fMRI signal (2-3%

higher false positive rate than UT) and setting λ to the UT provides better control

for detecting false positives. Furthermore, regularizing with the L1-norm provides
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certain robustness of the method against HRF mismatches in that the technique is

able to provide reasonable estimates of the haemodynamic component of the signal

despite the decrease in sensitivity observed in the ROC curves. Again, the type of

debiasing did not affect the estimate of the haemodynamic component (see Figures

6.3 and 6.5). In contrast, the type of debiasing becomes relevant if one is interested

in estimating the baseline fluctuations of the signal. According to the simulation

results, debiasing using X2 attained better estimates than debiasing with X1 where

each nonzero coefficient describing the haemodynamic and sinusoidal components

are treated independently. Furthermore, Multicomponent PFM outperforms the

GLM analysis in case of HRF mismatch at high SNR conditions and with lower sim-

ulated activation events and the technique asymptotically converges to the optimal

estimates provided by GLM in case of no HRF mismatch as the tSNR of the signal

increases. In comparison with Sparse PFM, we observed that Multicomponent PFM

improved the estimate of the haemodynamic component, i.e. lower MSEs, when λ

was selected based on the LUT, whereas similar curves were obtained for UT.

6.3.2 Experimental data

The results in experimental data demonstrated that Multicomponent PFM can

decouple sinusoidal fluctuations of the fMRI signal, including physiological fluctu-

ations, and single trial BOLD responses without prior timing information of the

events. Figure 6.7 depicts the Multicomponent PFM decomposition of an fMRI

time series located in the motor cortex, fitting separately the haemodynamic com-

ponent of the signal and the baseline fluctuations. Note that the technique is able to

identify the main sinusoidal trends of the signal (strong peaks at 0.005 Hz, 0.014 Hz

and 0.23 Hz), along with the 4 finger tapping trials without using prior information

about the events or physiological information

Figure 6.8 plots the Activation Time Series (ATS) obtained with Multicomponent

PFM using UT, which was the criteria with which a smaller number of activations

were found. It can be seen that all visually cued and self-paced finger tapping events

were detected in all datasets. The ATS computed by Multicomponent PFM using

UT showed fewer voxels deemed active than the corresponding ATS computed with

Sparse PFM (note that the ATS presented in Chapter 5 were computed using MDL).

As shown in Table 6.1, the Spearman’s correlation coefficients between the ATS and

the EMG signals showed no significant correlation in the LE of Subject B, the RE

and RF of Subject C and the EMG signals of Subject D, even the Activation Events
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Figure 6.3: MSE between the simulated and the estimated stimulus signal (MSEs) as a
function of the number of activation events. Solid lines: Debiasing model (6.15); Dash lines:
Debiasing model (6.16). Square markers (�) correspond to HRF Mismatch (Canonical HRF
with time-to-peak of 8 s), whereas lines without markers correspond to no HRF mismatch
(Canonical HRF with time-to-peak of 5 s).

for this datasets can be clearly identified in the ATS. This divergence is related to

the larger amount of activations found during the periods of rest and may not be

related to hand movements and therefore is not captured by the EMG recordings.

Figure 6.9 depicts the Multicomponent PFM maps (amplitude of coefficients)

and GLM maps (F-test, Q < 0.005, FDR corrected) for the 4 finger tapping events

of the datasets of subject D. The Multicomponent PFM maps show the maximum

absolute value of the coefficients during the Activation Event, whereas the GLM

maps plot the amplitude of the coefficient corresponding to the canonical HRF

regressor. The figure demonstrates strong similarity in the spatial distribution of the

activations between both techniques, even though quantitatively we observed that

36.7 % of the activations detected with Multicomponent PFM were were also present

in GLM, and 68.7 % of the GLM activations were also present in Multicomponent

PFM. It can be observed that cortical responses associated with single-trial finger
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Figure 6.4: MSE between the simulated and estimated sinusoidal trend (MSEg) as a func-
tion of the number of activation events. Solid lines: Debiasing model (6.15); Dash lines:
Debiasing model (6.16). Square markers (�) correspond to HRF Mismatch (Canonical HRF
with time-to-peak of 8 s), whereas lines without markers correspond to no HRF mismatch
(Canonical HRF with time-to-peak of 5 s).

tapping events were found in areas of the bilateral primary motor, bilateral primary

somatosensory, bilateral superior parietal cortices, intraparietal sulcus and visual

cortex. The technique also displayed a higher number of active voxels, i.e. higher

sensitivity, in the events detected during periods of rest and these activations also

showed close spatial concordance with those detected with PFM and Sparse PFM.

Figures 6.11 and 6.10 depict the maps of the Fourier coefficients at the respiratory

(0.23Hz) and cardiac (0.014Hz) frequencies for Subject D. These frequencies were

selected based on the spectrum shown in Figure 6.7. It can be seen that the spatial

distribution of baseline signal estimated with Multicomponent PFM showed large

agreement with those of RETROICOR. In general, we observed that RETROICOR

removed more frequency components than Multicomponent PFM. It can be seen

that the maps computed with lower regularization parameters (AIC and MDL)

criteria showed a higher resemblance with the RETROICOR maps. The regions
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Figure 6.5: MSE between the simulated and the estimated stimulus signal (MSEs) as a
function of tSNR. Solid lines: Debiasing model (6.15); Dash lines: Debiasing model (6.16).
Square markers (�) correspond to HRF Mismatch (Canonical HRF with time-to-peak of 8
s), whereas lines without markers correspond to no HRF mismatch (Canonical HRF with
time-to-peak of 5 s).



6.3. Results 156

30 40 50 60 70 80
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

 

 

30 40 50 60 70 80
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

 

 

30 40 50 60 70 80
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

 

 

30 40 50 60 70 80
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

 

 

30 40 50 60 70 80
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

 

 

30 40 50 60 70 80
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

 

 

tSNR

M
SE

g

tSNR

M
SE

g

N
o

 e
v
e

n
ts

AWGN

4
 E

v
e

n
ts

tSNR tSNR

tSNR

M
SE

g

tSNR

M
SE

g
M

SE
g

1
0

 E
v
e

n
ts

AWGN+Sinusoidal Noise

M
SE

g

MDL UT LUT AIC

Figure 6.6: MSE between the simulated and estimated sinusoidal trend (MSEg) as a func-
tion of tSNR. Solid lines: Debiasing model (6.15); Dash lines: Debiasing model (6.16).
Square markers (�) correspond to HRF Mismatch (Canonical HRF with time-to-peak of 8
s), whereas lines without markers correspond to no HRF mismatch (Canonical HRF with
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Figure 6.7: Multicomponent PFM method using the UT applied to a fMRI time series
located in the motor cortex. The top figure plots the original fMRI data (just after regressing
out for a linear trend) in black, and the estimated haemodynamic component (Hs) in red,
baseline fluctuations (g) in green and fitted signal (Hs + g) in blue. The bottom figure
plots the corresponding spectra of the signal. It can be observed that the method is able to
identify the four finger tapping events without prior timing information, and identifies the
main sinusoidal frequencies of the baselines (strong peaks near 0.005 Hz, 0.014 Hz and 0.23
Hz).

with higher spectral amplitude in the cardiac component were localized in the edges

of the brain such as near sulci, or major vessels such as the sagittal sinus or the

middle cerebral artery. Relevant coefficients from respiratory-induced fluctuations

were more scattered across the brain, and also showed overlapping regions with

cardiac fluctuations. Similar results were obtained for the rest of the datasets.

6.4 Discussion

These results illustrate that Multicomponent PFM can decompose the fMRI

voxel time series into a haemodynamic component without prior information about

timing of the events and sinusoidal baseline fluctuations without specifying the fre-

quencies to remove. In consequence, our results have illustrated that the technique

is able to extract the main cardiac and respiratory components of the fMRI signal

and showed good correspondance with RETROICOR [144].
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Left Extensor Right Extensor Right Flexor

Spearman’s Spearman’s Spearman’s

Subject A 0.263∗ 0.286∗ 0.233∗

Subject B 0.054 0.172∗ 0.260∗

Subject C 0.184∗ 0.173 0.153

Subject D 0.245∗ 0.217∗ 0.201∗

Subject F -0.064 0.062 0.149

Table 6.1: Spearman’s correlation coefficients between the decimated EMG signals and the
ATS computed with Multicomponent PFM with λ chosen as the Universal Threshold (UT).
The asterisks indicate that the correlation coefficient is statistically significant (p-value <
0.001).
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Figure 6.8: Activation Time Series (ATS) computed with Multicomponent PFM (UT cri-
teria) (bottom), left extensor (LE) (top) and right flexor (middle) EMG signals. In order to
facilitate the interpretation of the result, the ATS differentiates between positive activations
(black, positive y-axis) and negative activations (red, negative y-axis).

Methodological issues and simulations

Multicomponent PFM is based on partially linear model formulation of the fMRI

voxel time series and relies on morphological component analysis (MCA) to sepa-

rate the signal into two morphological components. The present work extends upon

previous semiparametric approaches for fMRI data analysis [116, 231, 251]. This
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Figure 6.9: Comparison between the Multicomponent PFM maps and the GLM maps
(Q < 0.05, FDR corrected) for the 4 finger tapping events of the datasets of subject D. The
Multicomponent PFM maps show the maximum absolute value of the coefficients during the
Activation Event, whereas the GLMmaps plot the amplitude of the coefficient corresponding
to the canonical HRF regressor.

previous work proposed semiparametric generalized linear models where the para-

metric part described the effect of experimental stimuli and thus required informa-

tion about the paradigm. In these approaches the baseline drift was also modelled as

a linear combination of basis functions from a dictionary. Large scale wavelets were

used in [231, 251], whereas our approach does not specify the frequency or scale of

the baseline functions, similar to the general formulation developed in [116]. To fit

the semiparametric model, a Maximum Likelihood estimator is employed in [251],

sparse Bayesian learning in [231] and penalized Partially Linear Model estimators or

the MCA algorithm so that the experimental effects are estimated via least squares

estimation [116]. Fundamentally, the main contribution of our work is to extend the

semiparametric models into a paradigm free scenario where no specification of the

experimental effects is required. This becomes feasible due to the sparse estimation

of the BOLD responses with the MCA algorithm.

Modelling the baseline fluctuations with a dictionary comprising cosine and sine

basis functions was proven useful in this study, but it would not be appropriate for

periodic experimental paradigms [129]. In that case, caution should be taken so that

the removed baseline fluctuations are not synchronous with task activations similar

to the recommendations for other noise or drift correction techniques [144, 336]. Due

to the stationary of the cosine and sine transforms, the dictionary can only model
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Figure 6.10: Maps of the Fourier coefficient at frequency 0.014 Hz (cardiac) in six different
slices of dataset of Subject D. The rows depict maps computed from the original fMRI
data, the component removed by RETROICOR and the baselines components estimated
with Multicomponent PFM with the AIC, MDL, LUT and UT criteria. In this case, the
cardiac-related flucutations were more localized in the edges of the brain and major vessels.

stationary trends of the baseline. In future work, dictionaries based on wavelets could

also be explored to model nonstationary baseline drifts of the signal provided the

mutual coherence of the dictionaries is controlled. In that sense, wavelet dictionaries

can handle the typical ’1/f ’ spectrum of the noise observed in fMRI data [231, 251].

Here, this issue was tackled in the experimental analysis by detrending the time

series with a linear regressor as suggested in [35].

We found that setting the regularization parameter to UT and LUT outper-

formed selection based on model selection criteria. In our simulations, the MDL

criteria exhibited the worst performance in terms of sensitivity and Mean Square

Errors (MSEs and MSEg) for Multicomponent PFM. This constrasts with the re-
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Figure 6.11: Maps of the Fourier coefficient at frequency 0.234 Hz (respiratory) in six
different slices of dataset of Subject D. The rows depict maps computed from the original
fMRI data, the component removed by RETROICOR and the baselines components esti-
mated with Multicomponent PFM with the AIC, MDL, LUT and UT criteria. In this case,
the respiratory-induced fluctuations were more scattered across the brain.

sults for Sparse PFM in which MDL gave satisfactory results. Models with large

effective degrees of freedom are penalized more with MDL than with AIC. Conse-

quently, very high values of λ are selected which results in excessive shrinkage of

the haemodynamic and DCST coefficients. In agreement with [116], we used the

UT in the experimental analysis since it achieves better false positive control in the

simulations. Investigating alternative approaches for selecting λ in a regional basis

instead of voxelwise will be a topic of future research.

The simulations also demonstrated robustness of the technique to HRF model

mismatches owing to the L1-norm regularization, similar to the results obseved in

Chapter 5 for Sparse PFM. It was observed that the main advantage of the MCA
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method relative to Sparse PFM is attained at high SNR regimes where the ratio of

the morphological sinusoidal component with respect to AWGN is so large that this

component can be accurately estimated and then substracted so that the estimate

of the haemodynamic component is improved. Therefore, Multicomponent PFM

is especially practical for event related fMRI studies at ultrahigh (7T) MR field

and/or acquisition with large voxel sizes where physiological noise is predominant

over thermal noise, whereas we recommend using Sparse PFM in high-resolution

fMRI studies where the physiological noise of the signal is reduced [44, 343]. Ac-

cording to our simulations, Sparse and Multicomponent PFM techniques are able

to detect single trial responses with high specificity at tSNR values as low as 30 or

40, which corresponds to a 3 mm3 voxel resolution at 7T [343]. Establishing the

minimum spatial resolution at which single trial responses can be experimentally

detected becomes now a very relevant research question.

No statistical inference of the estimates was provided in this study. Activation

Maps and Activation Time Series in Multicomponent PFM were computed without

statistical inference and thresholding. This decision is rooted in our simulation

results which demonstrated that the technique is able to operate at very low false

positive rates. Future work will study the asymptotic properties of the estimator

and statistical inference in partially linear models in the context of PFM [116, 383].

Fadili and Bulmore (2005) suggested to use nonparametric inference techniques, such

as bootstrapping, to build confidence intervals of the estimates [116]. However, note

that using nonparametric inference in Multicomponent PFM would considerably

increase the computational cost of the method, becoming an impractical alternative

at the current computational speed.

Experimental results

The usefulness of Multicomponent PFM was demonstrated through the analysis

of the experimental datasets of a single trial visuomotor paradigm and using the

RETROICOR algorithm as a benchmark to evaluate whether Multicomponent PFM

is able to remove baseline physiological fluctuations without the need of external

physiological monitoring. This can be relevant in clinical cases where physiological

monitoring can be difficult or when the jitter of the phase measures obtained from

the pulse-oximeter or the ECG is unacceptable [229].

The spatial distribution of the coefficients at the cardiac and respiratory frequen-

cies showed larger correpondance with the spatial frequency maps of the raw data
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and the signal removed by RETROICOR. These components were mainly located

in GM and CSF voxels, and near major vessels [144, 200, 229, 362], with a more

distributed map for the respiratory component [144]. Spatial overlapping between

both frequency components might be due to the short TR employed in this study

which causes aliasing of respiratory and cardiac harmonics [144, 229]. Higher sam-

pling frequencies will help to distinguish between both components and this has

been observed in simulations.

The resemblance between the spatial distribution of the cardiac and respiratory

components extracted with RETROICOR and Multicomponent PFM increased as

the regularization parameter was reduced (AIC and MDL criteria), whereas us-

ing the UT and LUT approaches resulted in sparser maps. However, quantitative

comparison of both methods was not feasible in this study due to differences in pre-

processing of the signals input to both methods, which will have biased the results.

Future work will address a quantitative investigation of the components of the fMRI

signal removed by Multicomponent PFM and those removed by RETROICOR and

other physiological noise correction techniques, such as respiratory volume regres-

sors from RVT [38, 40] or cardiac-rate regressors [71, 320] in terms of the coefficient

of determination, R2, and the variability of the time series explained by each signal

component [35, 185].

All in all, both obsevations (larger sensitivity of Multicomponent PFM to detect

the single trial responses than Sparse PFM and better reproducibility of the physio-

logical fluctuations with lower λ) calls for the use of two independent regularization

parameters for each morphological component. We feel that larger values of λ will

be more adequate in fitting the haemodynamic components in order to control false

positives. However, considering RETROICOR as a benchmark, lower values for λ

seem to be more appropriate in order to further improve the estimation of the base-

line physiological components of the signal. Heuristic rules can be formulated to

facilitate the search of the optimal regularization parameters in the two-dimensional

plane [98, 318].

A visionary fMRI data analysis technique

It might be the case that the most important result from Multicomponent PFM

is still to be explored. Had dicionaries been defined for each of potential component
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of the fMRI signal, the model used in Multicomponent PFM could be extended as

y = Hs+
K∑

i=1

gi + ǫ

= Hs+

K∑

i=i

Φiαi + ǫ, (6.18)

where each morphological component gi can be represented as a linear combina-

tion of basis functions from a dictionary Φiαi. Subsequently, a block coordinate

relaxation algorithm, similar to the MCA procedure, could be used to recursively

decompose the fMRI signal into the multiple morphological components. In that

scenario spatio-temporal models of the components could be proposed in order to

make use of the spatio-temporal smoothness of fMRI data. Ultimately, morphologi-

cal decomposition of the fMRI signal could be used as a paradigm-free model-based

alternative to other multivariate fMRI analysis techniques which decompose the sig-

nal according to orthogonality criteria in principal component analysis (PCA) [8],

or independence [65] or sparsity [89] criteria in independence component analysis

(ICA) or dictionary learning decomposition [208].

6.5 Conclusion

Multicomponent PFM has been presented in this chapter based on the MCA

algorithm. This technique can automatically detect BOLD fMRI responses without

prior information about the paradigm and also characterize and correct baseline

trends due to physiological cardiac and respiratory fluctuations without the need

for physiological monitoring. Simulation results have demonstrated higher sensitiv-

ity and specificity than Sparse PFM. Our experimental results have illustrated the

paradigm-free detection of BOLD responses and close agreement of the physiolog-

ical components identified with Multicomponent PFM with those extracted with

RETROICOR, even at low temporal resolution (TR 2s). As this technique is com-

pletely free of a-priori information it is ideally suited to the analysis of spontaneous

brain activations in the resting state and experimental conditions where the timing

of the BOLD signal changes cannot be predicted or measured.

This chapter finishes the presentation of the PFM techniques developed in this

thesis. The next chapter will draw conclusions and outline future technical develop-

ments.



Chapter 7

Conclusions and further work

7.1 Summary and final discussion

One of the benefits of the increased signal to noise ratio (SNR) and contrast to

noise ratio (CNR) available at ultra-high MRI systems (7 Tesla) is the possibility

to study the brain’s response to single trial events with BOLD fMRI, in contrast

to the standard practice in event-related fMRI where the haemodynamic response

is averaged across repeated events or stimuli. Single trial fMRI analysis has been

typically performed based on prior knowledge about the timing of the events [54, 249,

298, 300]. Under certain clinical, experimental or behavioural conditions, it might

be difficult to hypothesize a temporal model of cortical activations. This thesis has

introduced novel fMRI analysis methods to study true single trial BOLD responses

without prior information of when the event occurred: Paradigm Free Mapping.

To begin with, the principles of nuclear magnetic resonance, magnetic resonance

imaging and functional magnetic resonance imaging were discussed in Chapters 2 and

3. The sensitivity to detect single trial BOLD responses in gradient echo (GE) fMRI

experiments can significantly vary between brain regions owing to variations in T ∗
2

due to B0 inhomogeneity and signal drop out due to B1 inhomogeneity, particularly

at high magnetic fields. BOLD fMRI sensitivity depends on both the signal change

due to the BOLD effect and the temporal signal-to-noise ratio. In Chapter 3 a

simple and novel method was developed to generate sensitivity maps showing, on

a voxel-by-voxel basis, the change in T ∗
2 required to detect statistically significant

activations. In addition, statistical correction factors were formulated to compensate

for differences in T ∗
2 , which prevent optimal and uniform detection of the BOLD

response, across brain regions. These sensitivity maps and correction factors provide
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additional information for interpreting fMRI statistical parametric maps.

The motivations and principles behind Paradigm Free Mapping (PFM) were

discussed in Chapter 4. Existing fMRI analysis methods to perform single trial ex-

periments and which avoid precise or null specification of the experimental paradigm

were also discussed in order to define a framework for the PFM techniques devel-

oped in this thesis: PFM (Chapter 4), Sparse PFM (Chapter 5) and Multicomponent

PFM (Chapter 6). We aimed to merge both distinctive features: detect single trial

BOLD responses by means of paradigm free analysis.

PFM methods are based on the deconvolution of the neuronal-related activity

that drives the BOLD response assuming a haemodynamic response model. The L2-

norm regularized estimator of Ridge Regression was studied for PFM in Chapter 4,

whereas the LASSO (L1-norm regularized) and the Dantzig Selector (L∞-norm reg-

ularized) were investigated for Sparse PFM in Chapter 5. However, the performance

of PFM techniques can deteriorate due to large baseline fluctuations of the signal.

In Chapter 6, we presented a multicomponent PFM technique which decomposes

the fMRI signal into a haemodynamic component describing the BOLD responses

and a baseline component that can be described with sinusoidal basis functions.

This multicomponent model was fitted using the morphological component analysis

(MCA) algorithm, which proposes recursive L1-norm regularized estimation of both

components of the fMRI signal.

Since the deconvolution is done by means of regularized or penalized estimators,

a good selection of the regularization parameter λ is decisive to achieve a satisfac-

tory operation of the PFM techniques. The selection of λ was based on Bayesian

arguments for PFM, whereas model selection criteria (Akaike and Bayesian infor-

mation criteria) and universal thresholds were recommended for Sparse PFM and

Multicomponent PFM.

In terms of methodology, serial correlations of the noise were only considered

for PFM in Chapter 4. The noise serial correlations were modelled by means of a

parametric stochastic autoregressive model whose parameters were estimated with

the Levinson Durbin algorithm. The assumption of uncorrelated noise in the models

for Sparse and Multicomponent PFM was made to simplify computation. There re-

mains the option to pre-whiten the data prior to analysis or incorporate a parametric

stochastic model into the formulation.

Furthermore, the PFM techniques also differed in the way statistical inference

was performed. Since ridge regression does not shrink the coefficient estimates to
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zero, the significance of the deconvolved signal was assessed by means of a t-statistic

against a baseline period in PFM (Chapter 4). In contrast, sparse estimation tech-

niques effectively select the most relevant subset of coefficients describing the BOLD

responses and shrink the rest of coefficients to zero. This remarkable feature aids

statistical analysis since sparse estimation methods may ultimately permit that pos-

terior thresholding of the model estimates is no longer necessary.

Simulated and experimental fMRI data were used to evaluate the performance

of the techniques. We aimed to generate realistic simulated fMRI data to examine

Sparse and Multicomponent PFM. The results of the simulations demonstrated that

setting λ according to the Bayesian Information Criterion (BIC) or the Universal

Threshold (UT) gave the best performance in Sparse PFM in order to obtain con-

trol over the false positive rate, whereas a choice based on the UT is advisable for

Multicomponent PFM. It has been demonstrated that if λ is appropriately chosen,

Sparse PFM and Multicomponent PFM can exhibit higher specificity values to de-

tect the simulated events in time, and higher sensitivity when the model of the HRF

is accurately known. However, the temporal sensitivity provided by both techniques

diminished with a mismatch between the modelled and actual HRF. An important

result of the simulations was the robustness of the technique against HRF-model

mismatches in terms of the mean square error of the estimation of the BOLD re-

sponses existing in the fMRI signal despite the loss in temporal sensitivity of the

techniques.

A visuomotor paradigm where the subject had to perform visually-cued and

self-paced single trial finger tapping events served as a benchmark against which

the three methods were experimentally evaluated. Electromyography (EMG) signals

were simultaneously recorded to capture the timing of the events, and the three PFM

methods were able to detect both visually-cued and self-paced events independently

from the EMG signals. PFM showed higher resemblance in interpretation and results

to standard GLM techniques than to ICA, suggesting that the PFM methodology is

a valid solution to extend GLM-based approaches into a paradigm free formulation.

Furthermore, Multicomponent PFM allowed us to identify low-frequency cardiac

and respiratory fluctuations of the fMRI signal, showing similar performance to

RETROICOR without the need of recording extra physiological signals.

In Chapter 5, the potential use of Sparse PFM to detect interictal epileptiform

discharges (IED) was examined in datasets acquired in a patient with idiopathic

generalized epilepy. It must be emphasized that the goal of this study was not to
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claim that SPFM can detect IEDs without the need to record EEG data, but that

PFM techniques can assist to detect additional epileptogenic spikes and waves which

might not be observed in the scalp EEG data. This could help to reduce the intra-

subject and inter-subject variability that is commonly observed in EEG-based fMRI

studies of epilepsy. Taking this into account, SPFM allowed us to detect 7 out of 8

of the EEG-marked IEDs in a paradigm free basis. Yet, additional activation events

were also found with Sparse PFM showing signal changes in subcortical structures

that are typically involve in interictal epileptic seizures, such as the thalamus and

the caudate nucleus, calling for further investigation about the physiological origin

of these activations in combination with other functional imaging techniques.

7.2 Further developments

The research presented in this thesis raises several points that deserve further

investigation. To begin with, this thesis has demonstrated the great potential of

using sparse estimators to deconvolve the BOLD responses without prior informa-

tion of their timing. The first goal when using regularized estimators is to make an

optimal selection of the regularization parameter, λ. In addition to the approaches

investigated in this thesis, we will initially study alternative procedures where the

regularization parameter is selected according to regional or tissue noise character-

istics.

The next major difficulty in the application of Sparse PFM is to perform statisti-

cal inference of the estimates. This task requires studying the asymptotic properties

of the sparse estimators [116, 383]. We proposed for Sparse PFM to approximate

statistical inference based on t-statistics of the nonzero estimated coefficients. Nev-

ertheless, defining the hypothesis of the activations based on the estimation results is

certainly suboptimal and it is only valid for exploratory purposes. The validity and

diagnosis of the estimated model can be done with diagnostic summary statistics

based on the model residuals [232]. Alternatively, reformulating the ideas presented

in this thesis into a Bayesian perspective [136, 131] might also be helpful to provide

statistical inference of the activations. Estimators based on sparse Bayesian learn-

ing theories [367] have been shown equivalent or superior to L1-norm regularized

estimators [366].

Methodologically, it will be also advisable to extend the methods into a hier-

archical model so that the PFM algorithms can accommodate multiple data levels,
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e.g. from multiple runs, sessions or subjects [129]. In addition, developing a spatio-

temporal PFM approach will certainly improve the quality of the estimates and

enhance the detection of the BOLD responses [354, 121, 281].

The major difficulty when performing a PFM analysis is to assess the functional

relevance of the activations detected in the resting state. Although reverse mapping

can be used to hypothesize that a certain pattern of activations is triggered by a

cognitive task based on existing functional imaging studies, it will certainly be in-

teresting to acquire EEG and fMRI data simultaneously. In addition to complement

the high spatial resolution achievable with fMRI with the high temporal resolution

provided by EEG, we can exploit EEG data to investigate which features of the

EEG signal, if any, trigger the single trial haemodynamic responses detected with

PFM [18, 93, 273]. This will ultimately help us to reduce the number of false pos-

itive activation events detected with PFM, particularly when the PFM activations

occur in cortical areas near the scalp which can reliably be mapped with EEG source

localization algorithms [252].

In terms of experimental paradigms, we are especially interested in applying

PFM in the study of the dynamics of functional connectivity in the resting state

[73] or cognitive experiments with spontaneous signal changes and where the timing

of the brain activations cannot be established in advance, such as visual priming

[356] or binocular rivalry [341]. In addition, our good preliminary results for the

detection and characterization of interictal epileptiform discharges and epileptiform

networks without the use of EEG data allow us to aspire to apply PFM techniques

in epilepsy studies. From an MRI-engineering point of view, it will be stimulating

to discover the highest spatial resolution at which event-related single-trial BOLD

responses can be detected without using prior information about the event timing.

Finally, all the research and algorithms presented in this thesis have been con-

ducted using code written in Matlab (MathWorks, Natick, MA) for personal use.

To spread the application of the PFM techniques developed in this thesis, it will be

useful to make the code available to other researchers as an extension or plugin to

one of the widespread fMRI software packages, such as SPM (FIL, UCL, UK) [129],

FSL (FMRIB, Oxford, UK) [324] or AFNI (NIMH/NIH, Bethesda, MD, USA) [82].

In any case, running Sparse PFM and Multicomponent PFM is computationally

demanding. Therefore, translating the code of the proposed algorithms into a faster

programming language, such as C++, will be one of the first tasks to undertake in

the near future.
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Finally, the Multicomponent PFM technique described in this thesis has demon-

strated that the high CNR available at ultrahigh MRI allows the decomposition

of the fMRI signal into multiple sources based on morphological characteristics. I

believe that the fMRI community has, or will have, sufficient information about the

origin, location, pattern and shape of the different components comprising the ob-

served fMRI signal. Most of the information available about the physiological origin

of the BOLD signal, noise and artefactual components is nowadays neglected in stan-

dard data-driven approaches. Therefore, it will be interesting to pursue a visionary

decomposition of the fMRI signal by means of a spatio-temporal multicomponent,

physiologically based, paradigm free mapping technique.
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Appendices

A.1 Wiener Deconvolution

The ridge regression (RR) estimate can be interpreted as the maximum a-

posteriori estimate (MAP) of a Bayesian estimator, i.e. the mode of the posterior

distribution, of the coefficients s given the data and the model parameters. Being

the likelihood function p (y|s, σ,Σ)

p (y|s,Σ) =
(
2πσ2

)−N/2 |Σ|−1/2 exp

(
− 1

2σ2
(y −Hs)T Σ−1 (y −Hs)

)

and setting a zero-mean uncorrelated Gaussian prior for s, i.e. s ∼ N
(
0, β2I

)
,

p (s) =
(
2πβ2

)−N/2
exp

(
− sT s

2β2

)
, (1)

it can be shown that the posterior distribution of s is N(µ,Σs), where the mean is

[41]

µ =

(
HTΣ−1H+

σ2

β2
I

)−1

HTΣ−1y, (2)

and the correlation matrix of the estimates is [41]

Σs = σ2

(
HTΣ−1H+

σ2

β2
I

)−1

. (3)

Since the posterior distribution is Gaussian, the mode of the distribution is

equal to its mean µ. This solution is also known as Wiener estimate or Wiener

deconvolution [41, 142, 143]. Observe that the RR estimate

sRR =
(
HTΣ−1H+ λI

)−1
HTΣ−1y,

is equal to the Wiener estimate when λ = σ2/β2.
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A.2 Prewhitening

This appendix demonstrates how the traditional concept of prewhitening is in-

herently included in the generalized least squares and ridge regression estimators.

Typically, prewhitening the data is understood as the temporal filtering of the

data via matrix multiplication with the matrix S [55, 369, 373]

Sy = SHs+ Sǫ

ỹ = H̃s+ ǫ̃, (4)

where ỹ = Sy and equivalently for H̃ and ǫ̃. The autocorrelation matrix of ǫ̃ is

SΣST , where Σ is the autocorrelation matrix of ǫ. Being Σ an autocorrelation

matrix, there exists a square, nonsingular matrix such that Σ = KKT . By setting

S = K−1, one can easily see that the noise becomes uncorrelated, i.e. K−1ΣK−T =

I. Hence, the OLS estimator in (4.10) can be used to compute the best linear

unbiased estimates of s as

ŝOLS =
(
H̃T H̃

)−1
H̃T ỹ. (5)

Substituting H̃ = SH = K−1H and equivalently for ỹ yields to the expression for

the GLS estimator (4.9)

ŝGLS =
(
HTΣ−1H

)−1
HTΣ−1y. (6)

and the RR estimator (4.14) by extending with the l2-norm regularization.

A.3 Levinson Durbin algorithm

The basic idea of the Levinson Durbin (LD) algorithm is to recursively solve the

Yule-Walker equations, which define the autocorrelation function of an AR process,

and estimate the AR parameters for each candidate order i (ai, i = 1, . . . , p) starting

from i=1. In the following, the Yule-Walker equations and the LD algorithm are

described based on [333].
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Yule-Walker equations

We recall that

ǫ (n) + a1ǫ (n− 1) + a2ǫ (n− 2) + . . . + apǫ (n− p) = w(n) (7)

define an AR model of order p. Multiplying by ǫ (n− k) and taking expectations,

the autocorrelation function for this AR model is given by

r(k) +

p∑

i=1

air(k − i) =

{
σ2 for k = 0

0 for k 6= 0
(8)

This system of equations can be rewritten for a given order i as




r(0) r(1) . . . r(i)

r(1) r(0)
...

...
. . . r(1)

r(i) . . . r(0)







1

a1
...

ai



=




σ2

0
...

0



. (9)

These equations are known as the Yule-Walker equations. In order to highlight

the dependence of the Yule-Walker equations on the order i, we can rewrite (9) as

Ri+1


 1

θi


 =


 σ2

i

0


 (10)

with obvious definition for Ri+1, and defining the vector θi = [a1, . . . , ai]
T . Using

only those equations in (9) equal to 0, it can be written




r(1)
...

r(i)


+




r(0) r(1) . . . r(i− 1)
...

. . .
...

r(i− 1) . . . r(0)







a1
...

ai


 =




0
...

0


 , (11)

or simply ri +Riθ = 0 such that the AR model parameters are given by

θ = R−1
i ri. (12)

Finally, the residual variance of the model is computed from (8) for k=0.
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Levinson-Durbin algorithm

The Yule-Walker equations (12) need to be solved for each candidate order AR(i)

i = 0, . . . , p, where the simplest model AR(0) corresponds to the case of uncorrelated

noise and has not AR model coefficients. The main idea of the Levinson-Durbin

algorithm is to solve the Yule-Walker equations recursively starting from the solution

for p=1. From (10), we could update the Yule-Walker equations for the next order

i+ 1 as follows

Ri+2




1

θi

0


 =




Ri+1

r(i+ 1)

r̃i

r(i+ 1) r̃Ti r(0)







1

θi

0


 =




σ2
i

0

αi


 , (13)

where r̃i is defined as the reversal of a vector ri as follows,

r̃i = [r(i), . . . , r(1)]T (14)

and

αi = r(i+ 1) + r̃Ti θi. (15)

Note that (13) would be equal to (10) if αi=0 except for order i+1. In order to

force that, we define

ki+1 = −αi

σ2
i

=
r(i+ 1) + r̃Ti θi

σ2
i

. (16)

From (13), we can develop the following system of equations

Ri+2








1

θi

0


+ ki+1




0

θ̃i

1








=




σ2
i

0

αi


+ ki+1




αi

0

σ2
i


 =


 σ2

i + ki+1αi

0


 (17)

where we have used (11), (15) and (16).

Nevertheless, since the Yule-Walker equations (13) are unique for a given order

i, (17) must correspond to the system of equations of the next order i+1 such that

Ri+2


 1

θi+1


 =


 σ2

i+1

0


 . (18)

Therefore, the AR model parameters of order i+1 can be recursively computed
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as

θi+1 =


 θi

0


+ ki+1


 θ̃i

1


 , (19)

and the residual variance of w(n) is

σ2
i+1 = σ2

i

(
1− |ki+1|2

)
. (20)

The reflection coefficients ki are usually known as the reflection coefficients of

the LD algorithm. In addition, −ki, define the partial correlation coefficients which

measure the correlation between the observations ǫ(n) and ǫ(n− i) after the corre-

lation due to the intermediate values ǫ(n − 1), ǫ(n − 2), . . ., ǫ(n − i + 1) has been

eliminate [333]. The partial correlation coefficients can be used to estimate the op-

timal order of the model, p̂, such that kp̂ is not significantly different from zero [369]

and this approach is very similar to the AIC model selection criteria [49].

A.4 Autocorrelation coefficients from the AR and re-

flection coefficients

The autocorrelation coefficients which define Σ can be calculated from the AR

coefficients and the reflection coefficients obtained during the Levinson-Durbin al-

gorithm. Initiliazing with r(0) = 1 and r(1) = −k1, the subsequent autocorrelation

coefficients are computed recursively as

ri+1 = −r̃Ti

[
θi + ki+1θ̃i

]
− ki+1, i = 1, . . . , p − 1

ri = −a1r(i− 1)− . . . − apr(i− p), i = p, . . . ,N − 1
(21)

A.5 Number of degrees of freedom of the t-statistic

Let sk(i) be the observation (ridge regression estimate) at voxel k at time i, and

write

skL(i) =
1

L

L∑

i∈N(k)

sl(i), (22)

for the arithmetic mean at time i over the neighbourhood N(k) of voxel k which

consists of L voxels (i = 1, . . . , N ; k = 1, . . . , L). Hereinafter we do not consider

the superscript index k to simplify the notation. Consider the model where sL are
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jointly multivariate Normal with distributions during the baseline period given by

ŝL(i) ∼ N
(
µ0, σ

2
L

)
, 1 ≤ i ≤ B (23)

and the correlation matrix during the baseline period is the B × B matrix ΣL. In

addition, after the baseline period the marginal distribution at time i is

ŝL(i) ∼ N
(
µ1, σ

2
L

)
, i > B (24)

which is independent of the values in the baseline period.

We wish to test

H0 : µ0 = µ1 versus H1 : µ0 6= µ1. (25)

Let

µ̂L =
1

B

B∑

i=1

ŝL (i) (26)

and

σ̂2
L =

1

B − 1

(
ŝBL − µ̂L1B

)T
Σ−1

L

(
ŝBL − µ̂L1B

)
(27)

be the baseline mean and variance estimates respectively, where ŝBL is the B-vector of

the spatially-averaged deconvolved time series for the baseline and 1B is a B-vector

of ones. The correlation matrix ΣL is estimated by standarizing the spatial average

of the covariance matrices of the RR estimates for each baseline, i.e. we estimate

the correlation matrix by standarizing (to unit diagonal elements)

1

L

∑

l∈N(k)

(
HTΣ−1H+ λlI

)−1
, (28)

and λl is the regularization parameter for voxel l.

Under H0, we have for i > B,

(
1 +

1

B

)−1/2

(ŝL(i)− µ̂L) ∼ N(0, σ2
L), (29)

and independently

σ̂2
L ∼ σ2

L

B − 1
χ2
B−1, (30)

applying Cochran’s theorem [171] and treating ΣL as known. Hence, it can be
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written that

t(i) =

(
1 + 1

B

)−1/2
(ŝL(i)− µ̂L)

σ̂L
∼ tB−1, (31)

ifH0 is true, where tν is the Student’s t-distribution with ν degrees of freedom. Here,

we used the definition of the t-statistic such that if two random variables X and Y

are independently distributed as X ∼ N (0, 1) and Y ∼ χ2
N , then X

√
N/

√
Y ∼ tN .
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