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Abstract

This thesis examines the impact of Data-driven learning (DDL) or classroom
concordancing on a group of adolescent students in Greece seeking to investigate
the degree of motivation to learn grammar when involved in DDL and the
effectiveness of DDL in the teaching and learning of grammar. The study
introduced concordance-based grammar materials to the experimental group,
whereas a conventional grammar book was used with the control group,
examining common grammar items and patterns. The analysis of classroom data
gathered during DDL sessions offered insights into the improved noticing skills of
the participants but also into the difficulties when involved in DDL with regard to
unknown vocabulary and the Key Word in Context (KWIC) concordance format,
which underlined the need for considerable teacher guidance. The qualitative
evidence drawn from questionnaires and interviews suggested that the majority of
the participants acknowledged the contribution and potential of corpora, but the
degree of motivation to study grammar further varied. Most learners also
expressed their preference for concordance-based learning, rather than their
previous mostly passive learning experience, and further access to corpora, but
without total abandonment of the conventional grammar book. The qualitative
evidence was supplemented with analysis of test performances of the two groups,
according to which more participants of the experimental group scored higher
than those of the control group in each test. All these findings pointed to
important gains and represent a preliminary step in the development of corpus-

based grammar teaching to EFL adolescent learners.
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1 Introduction

The present thesis gives a detailed account of an empirical study conducted with a
group of adolescent EFL learners in Greece based on the Data-driven Learning
(DDL) approach. It provides both empirical and theoretical perspectives on the
use of DDL and concordance-based materials as regards the teaching and learning
of grammar. Using a qualitative approach, both phases of the study intend to offer
insights into the subjective experiences of the learners, examine the ways the
concordance-based activities were valued and understood by the participants and
theorize about the possible value of DDL to learners of this age group. Using a
quantitative approach, the performance of participants is measured in tests, as

secondary, supplementary evidence.

My decision to conduct the study was spurred by my interest in corpus linguistics,
which was first introduced to me by my professors during my MA studies. Until
this point I had not come across the notion of corpus apart from two sets of
concordance lines, which I observed in a list of appendices in a linguistic source
of my undergraduate studies. To my great surprise, corpora are gaining ground in
the context of L1 teaching and learning in Greece in the last few years, although at

an experimental stage.

As a language teacher and a language learner myself I have come to realise how
insightful concordance lines are, although confusing and tiring at times, especially
when language queries come up in the classroom which cannot be easily resolved
by an EFL textbook. For years I observed learners struggling with course books

and more often with grammar books and I shared their anxiety about language



exams. | often found myself in the difficult position of choosing from the
plethora of grammar books, trying to make appropriate choices for my classes,
which would offer them more than just descriptions of language form but also
about language function and use. Preparing young students for the official exams
had become a burden as they needed to become experts in lexico-grammatical
aspects of language in a restricted amount of time and I had to come up with the
appropriate six-year ‘recipe’ to ensure their success in the strictly exam-centred
Greek context. Therefore, I made an attempt to introduce a corpus-based

grammar approach, observing carefully the students’ response and reactions.

The remainder of this introductory chapter is divided into two sections. The first
section includes a brief introduction to the DDL approach, with emphasis on its
impact on grammar acquisition, and the second section presents an outline of the

structure of the thesis.

1.2 The Data-driven Learning Approach

DDL has proved to be a ground-breaking approach which is attracting increasing
interest in language teaching and learning. It has been defined by Johns and King
(1991: iii) as ‘the use in the classroom of computer-generated concordances to get
students to explore the regularities of patterning in the target language, and the
development of activities and exercises based on concordance output.” It is
different from traditional approaches to language teaching in that it incorporates
real data into the language classroom. For example, the product-based method
‘Present-Practice-Produce’ (PPP), which presents specific aspects of the language
to the students according to which learners practise a previously presented

grammatical or lexical pattern in order to reproduce it as fluently as possible, is



replaced by the process-based approach of DDL, which incorporates corpora and
concordance software and assumes that grammar is a flexible system and not a set
of static rules. Johns (1991a: 3) challenges traditional grammar-based methods
based on the PPP approach, which involve ‘presenting the student with a known
set of rules or patterns that are then applied in constructing text in the foreign
language’, since there is no full and reliable description of the way language

operates.

As suggested in the above definition, DDL shifts emphasis from deductive to
inductive learning and promotes ‘noticing’ of corpus data in the form of
concordance citations as language input and self-discovery of lexico-grammatical
patterns. Johns (1991a: 2) argues that ‘the use of the concordancer can have a
considerable influence on the process of language learning, stimulating enquiry
and speculation on the part of the learner, and helping the learner also to develop
the ability to see patterning in the target language and to form generalisations to
account for that patterning’. Similar to this viewpoint is Leech’s (1997: 10) claim
that DDL ‘invites the student to obtain, organize, and study real-language data
according to individual choice’ and ‘gives the student the realistic expectation of
breaking new ground as a researcher’. Bernardini (2004: 23) also stresses the

significance of learning as discovery:

It encourages learners to follow their own interests whilst providing
them with opportunities to develop their capacities and competences
so that their searches become better focused, their interpretation of
results more precise, their understanding of corpus use and their
language awareness sharper.” This may be difficult, as learners are
asked to abandon deeply rooted norms of classroom behaviour, but
soon becomes liberating for both teachers (who can stop pretending to
be sources of absolute and limitless knowledge) and learners (who
start to see themselves as active participants in the teaching-learning
process).



Therefore, DDL encourages autonomous behaviour in learners and urges the
student to act ‘as the producer of research, rather than its passive receptacle’, as
the outcome of their research relies on their intelligence and judgement and not on

the computer (McEnery and Wilson 1997: 6).

The role of the teacher changes and becomes that of a ‘director and coordinator of
student-initiated research’ (Johns 1991a: 3; see also 1991b: 30). The teacher
needs to provide opportunities for the students to raise their queries regarding
language problems. However, before giving them direct access to the corpus data,
the teacher needs to decide which corpus and which software is best suited for
his/her learners (see chapter 2 and 3 for a detailed discussion on different types of
corpora available). Furthermore, the nature of the audience has to be considered
and, depending on the level of proficiency of the learners, careful selection of
corpus examples and editing of materials may prove to be necessary (see section
3.5). Therefore, concordance-based activities sometimes need to be more guided
and controlled, based on the view that discovery learning activities are designed to
enhance learner-centred, open-ended, tailored learning. Leech (1997: 11, 12)
argues that these qualities ‘are fully realized only where the program is fully
adaptable to the learner’s individual needs and preferences’ and he goes further to
stress the significance of open-endedness, which is achieved only ‘where the
learner has an ability to select from an unrestrictive range of responses, or even to

come up with responses not envisaged by the teacher’.



1.3 Structure of the thesis

The above short discussion of the related literature on DDL is intended to
illustrate briefly the research context that was influential in prompting the present

study. The thesis is organized into eight chapters following this introduction.

Chapter 2 offers a historical look at corpora, distinguishing between pre-electronic
and electronic corpora of first and second generation, and examines their different
applications. The second part includes three sections. The first introduces issues
involving corpus creation; concordance lines and computer software, types of
corpus annotation, issues of frequency and collocational analysis. The second
section discusses corpus size, balance and representativeness of different types of
corpora, as well as the type of analysis of corpus findings, both qualitative and
quantitative. The last section presents applications of the major corpora in use
today regarding language teaching and learning, which is the objective of the

present study.

Building on the literature review of the first two chapters, two sections of Chapter
3 compare different methods of language learning with DDL and inductive,
consciousness-raising approaches and challenge conventional grammar, shifting
emphasis from formal, written discourse to spoken grammar. The two following
sections suggest different ways of applying general and specialised corpora in
language teaching and analyse learning styles and different types of learners, as
well as the general characteristics of intellectual and emotional development of
adolescents, the target age-group involved in the present study. The chapter
concludes with opposing views to the corpus-based approach and a review of

empirical corpus-based studies.



Chapter 4 presents an outline of the design criteria of the corpus-based materials.
It gives descriptions of the educational system in Greece and the participants, with
regard to their level of proficiency in English, their background knowledge, their
objectives and estimated degree of motivation, which were the backbone for the
creation of the concordance-based units. It also presents the reasoning behind the
types of corpora selected for the study and the ways the data was processed and

pre-edited.

Chapter 5 reports the pilot study, which involved an approximately three-month
engagement and acquaintance with corpus-based tasks. The performance of the
twenty-one participants in class and tests and a detailed analysis of two case
studies were the necessary feedback for the revisiting of materials in the second

phase of the study.

The background of the main study carried out from October 2003 to March 2004
is presented in Chapter 6. It formulates research questions concerning the impact
of DDL and describes the revised concordance-based teaching units in terms of
format structure and nature of selected data. It provides a rationale for the
selection of data (authentic non-DDL extracts of texts, KWIC format and full
concordances) and for the chosen methods of materials evaluation (questionnaires,

interviews, tests and classroom observation).

Extracts from questionnaires and one-to-one interviews with the teacher-
interviewer towards the end of the study are presented in chapter 7, which
examine the way the materials and method were evaluated by the learners and
offer more insights into the subjective experiences of the participants of both the

experimental and control group involved in the main study. The qualitative



evidence is supplemented with the analysis of test results and a detailed

description of intra-group performances.

Chapter 8 includes transcripts of classroom interaction of the experimental group
when involved in DDL and analyses the way the participants respond to corpus
data. Their participation in classroom concordancing is compared with the
reaction and engagement of the participants of the control group when examining
the same grammar patterns, in order to evaluate the impact of the innovative
approach and materials and to observe the learners’ conversational mechanisms

and strategies.

The concluding chapter (Chapter 9) summarises the key findings of the study,
discusses its implications and limitations and brings forward ideas for future

research in this area.

Lastly, the concordance-based units, the tests and the questionnaires designed for
the two studies, as well as the one-to-one interviews with each participant of both
groups of the main study are presented in the appendices, offering further insight

into the two-year DDL experiment.



2 Corpus Linguistics

2.1 Introduction

This chapter introduces the notion of corpora and their components. The first part
includes a historical look at corpora and a description of the major ones in use
today. The second part discusses issues involved in corpus creation and describes
different ways of analysing a corpus. The last section presents different
applications of the expanded forms of corpora with emphasis on language

pedagogy, which is the main focus of the present study.
2.2 Pre-electronic corpora

Although it is often believed that corpus-based research began in the 1960s with
the advent of electronic corpora, many attempts were made before then in

different linguistic fields but with limited results due to the absence of technology.

The first attempt to record authentic language data dates back to the 1800s when
Cruden published the Concordance of the Authorized Version of the Bible in
1736, based on the authorised King James version of the Bible. After this biblical
study more projects were carried out and significant authors, such as Shakespeare,
were also concordanced and indexed. This data is nowadays electronically

accessible (see websites of concordances in the list of references).

Apart from these historical studies, corpora of authentic data were employed for
lexicography, grammatical studies, dialect and language education studies, which

are presented in the following sections.



2.2.1 Lexicography

Lexicographical corpora date back to the early 17" century. Johnson’s Dictionary
of the English Language and Murray’s Oxford English Dictionary (OED) are
examples of work based on lexicographical corpora. Johnson (1709-1784)
established the format of a monolingual dictionary that persists to this day, by
recording with his assistants meanings and uses of English words and assembling
over 150,000 citations, while Murray edited the OED based on over four million
citation slips. George and Charles Merriam published a series of dictionaries
leading to Webster’s New International Dictionary in 1954. This was the second
edition based on 1,665,000 citations, while the third edition of approximately
4,500,000 citations was published in 1961. The readers and members of the
editorial staff were professional lexicographers and performed a systematic
reading of books, magazines, newspapers, pamphlets, catalogues and learned

journals.
2.2.2 Dialect

Although dialects were considered to ‘corrupt’ standard language, many linguists
collected glossaries of local terms as valuable sources for historical study. The
English Dialect Dictionary (EDD 1898-1905) was the outcome of Wright’s
material collection in New England, the Survey of English Dialects (1962-1971)
was Orton and Dieth’s dialect atlas based on questionnaires and interviews
conducted in different counties and localities in Europe, and the Existing
Phonology of English Dialects (1889) was Ellis’s ambitious work which obtained

information from over 811 people and 1145 places all over England and Scotland.
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2.2.3 Language education

Many of the corpus-based research endeavours of the period of pre-electronic
corpora had a pedagogical purpose. Thorndike (1921) was responsible for the
compilation of a corpus leading to the Teacher’s Word book of 4.5 million words
from 41 different sources to make a word frequency list. Following his first work,
Thorndike and Lorge (1944) in The Teacher’s Word book of 30,000 words was
based on 18 million words from a wider range of textual sources. More pre-
electronic corpora were assembled for teaching purposes in different countries and

languages such as French, German and Russian.

2.2.4 Grammatical studies

All the major efforts to write a comprehensive grammar of English may be
considered to derive from corpora. Francis (1992: 28) points out three types of

such corpora, with some extension of the term:

1) The author’s intuitive knowledge of the language — his competence,
in the terminology of generative grammarians;
2) The work of previous grammarians who have already formulated
a system; or
3) Material expressly collected for the purpose, either by the author
himself or by some other agency.
Jespersen was a lifelong collector of data and in the volumes of Modern English
Grammar (1909-1949) he printed the oddities of pronunciation, forms and
sentence constructions he himself had noticed and recorded on slips of paper.
Kruisinga (1931-32 4 Handbook of Present-Day English) and Poutsma (1926-29
A Grammar of Late Modern English) also gathered information by excerpting

textual data manually for grammatical reference.
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Unlike the previous grammatical corpora, with the exception of Fries who
collected telephone conversations and recorded them in the descriptive grammar
The structure of English (1952), Ota (1963) compiled a corpus of American
English of about 150,000 words consisting of not only formal prose of written
academic English but also unrehearsed radio conversations and TV drama scripts.
He studied frequency of verb-form use focusing on ‘the probable and improbable
rather than the possible and impossible’ breaking new ground in the field of
corpus research (ibid 14). One example of his findings presented in Figure 2.1
examines the most frequent finite verbs and their tense and aspect use. As is
shown, the verb be made up a third of all finite verbs in the corpus, which was a
pedagogical indicator for language teaching at the time (ibid 347).

Figure 2.1 Most frequent finite verb in Ota’s corpus (derived from Kennedy
1992)

Verb-form use (%)

% of the
Most 17,166 finite verbs Simple Present Simple Past All other
frequent verbs in Ota’s corpus present progressive past progressive  verb-form uses
be 307 79.0 0.05 17.0 0 30
think 5.0 87.8 13 9.7 0.3 1.0
have 4.0 66.0 1.3 237 0.1 8.9
know 36 88.7 0 8.2 0 gl
say 26 374 25 50.0 0.7 = 94
want 24 81.1 0 7y 0.2 1.0
g0 il7 Bl 275 265 24 113
get %5 47.7 OR 36.6 1.1 5.4
do 1.5 293 224 23.6 19 28
come C kT 336 112 39.0 g 129
have to i3 748 0.4 243 0 0.5
see i3 65.0 0.9 23.0 0 111
make i3 36.6 8.8 292 0.9 245
mean 1,22 82.6 0 154 0 2.0
feel 0.9 68.7 33 227 0.7 . 4.6
take 0.9 273 9.4 389 2.0 22
61.3

A larger compilation of written and spoken data was Quirk’s Survey of English
Usage (SEU 1960-1968) which included 500,000 words of casual conversation of

educated professional people, as well as monologues, dialogues, interviews,
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lectures and seminars. However, although it contained 50% written and 50%
spoken data, and despite the wide range of genres of the samples of spoken
English, the SEU retained an academic, formal character, a feature which played

an important role in the construction of the next generations of corpora.

2.3 Electronic corpora

The manual collection of data was replaced by computers in the early 1960’s.
Linguists no longer needed manually to record textual evidence, which was time-
consuming, as large collections of texts became available in machine-readable
form. However there is a discontinuity of corpus development during the 1950s
and the cause of this unpopularity can be attributed to Chomsky, who advocated
that linguistics should move towards rationalism and away from empiricism. He
took the view that adequacy lay in intuition and linguists must model language
competence and not performance. He argued:

Any natural corpus will be skewed. Some sentences won’t occur

because they are obvious, others because they are false, still

others because they are impolite. The corpus, if natural, will be

so wildly skewed that the description would be no more than a

mere list. (Chomsky 1962: 159)
McEnery and Wilson (1996) claim that corpus-based work did not stop, despite
Chomsky’s criticisms. They present the example of a linguist or a psychologist
who are unable to define grammatically the word ‘moo-cow’ of an eighteen-
month-old child that lacks meta-linguistic awareness, and therefore introspective
judgements, which are fundamental in the rationalist theory, are not available

(ibid 13). They also point out that even Chomsky cautioned the rejection of

performance data as a source of evidence for language acquisition studies.
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2.3.1 What a corpus is

Aarts (1991: 45) defines the corpus as ‘a collection of samples of running text’
and ‘since the corpus provides the data, corpus linguistics deals with language
use’. Francis (1992: 17) describes ‘a linguistic corpus as a collection of texts
assumed to be representative of a given language, dialect, or other subset of a
language, to be used for linguistic analysis’. Conrad (2000) and McEnery and
Wilson (1996) analyze the development of the field of corpus linguistics. The
former (2000: 548) asserts that ‘it is the empirical study of language relying on
computer-assisted techniques to analyze large, principled databases of naturally
occurring language’ and the latter approach it as a methodology rather than an
aspect of language requiring explanation or description and as something which
may be used in almost any area of linguistics. Aarts (1991: 45) points out the

double function of the corpus:

1. It serves as a linguistic database for linguists studying the
structure of the corpus language.
2. The corpus in its raw form is for the corpus linguist the testbed
for his hypotheses about the language which he has expressed
in a formal grammar.
Tognini-Bonelli (2004: 17, 18) stresses the difference between a text and a corpus.
Although ‘corpus linguistics starts from the same premises as text-linguistics, a
text exists in a unique communicative context as a single, unified language event
mediated between two sets of participants’, while the corpus, on the other hand,

‘brings together many different texts and therefore cannot be identified with a

unique and coherent communicative event’.

All these definitions suggest that corpus linguistics is closely associated with the

use of a computer which can aid the linguist by performing any process a lot
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faster and more reliably than doing so manually. Kennedy (1998) distinguishes
between first generation corpora, due to the discontinuity mentioned earlier,
between 1960 and 1980, and second generation corpora which started to emerge
in the early 1980s, with the development of more complex computers capable of

processing more data (see sections 2.3.2 and 2.3.3).

2.3.2 First generation corpora

The first electronically readable corpus was the Brown Corpus. Its founders were
Francis and Kucera in 1961. The corpus consists of 1 million words of written
American English from 15 different text categories. The Lancaster-Oslo-Bergen
corpus, known as the LOB, modeled on the Brown corpus, is a corpus of 1 million
words of written British English, which was compiled between 1970 and 1978.
These two matched corpora allowed comparative study between American and
British English. A number of spoken corpora were built during this period such
as the Survey of Spoken English (SSE), set up by Svartvik at the university of
Lund in 1975, which consists of 500,000 words of spoken English, the Child
Language Data Exchange System corpus (CHILDES) compiled in the mid 1980s
with texts from over 500 children and the Corpus of London Teenagers (COLT)

completed in 1994 with 500,000 words of teenagers.

2.3.3 Second generation corpora

The advances in computer technology from the 1980s onwards allowed for the
collection of larger corpora, which proved to be effective for lexicographical

research. The researcher can assemble data according to specific language
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varieties, genres and topics and with specific goals of analysis for a given

application (see section 2.4.1 on corpus annotation).

First of all, the COBUILD corpus (Collins Birmingham University International
Language Database) was a project that was begun in the 1980s by Birmingham
University, under the direction of John Sinclair and his team, and the publisher
Collins. The initial corpus consisted of 200 million words, while 25% of the data
was contemporary spoken and written texts of ‘standard’, predominantly British
but with some American English. In 1990, Sinclair announced that the corpus
database was being expanded into The Bank of English, now a mega-corpus of

500 million words.

The BNC (British National Corpus) was released in 1995. It was a four-year
project involving different publishers and the universities of Oxford and
Lancaster, and consists of about 100 million words of 90% written material of
different genres and 10% spoken material, demographically sampled. The texts
are encoded and provide information about the genres of texts, authors and

speakers.

The International Corpus of English corpus (ICE) began in 1990 and consists of
twenty subcorpora of 1 million words each built in twenty centres around the

world. It is used for comparative studies of different varieties of English.

CANCODE (Cambridge and Nottingham corpus of Discourse in English) was a
project of the University of Nottingham between 1994 and 2001 and was funded
by Cambridge University Press. It consists of 5 million words and although it is

relatively small in comparison to the multi-million word corpora mentioned
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earlier, it consists of only spoken, relatively informal data. The data derives from
a variety of discourse contexts and speech genres with great emphasis on casual
conversations. Therefore it is a valuable database for everyday language research,
it allows for quantitative and qualitative study, and provides information about

context and type of interaction between the speakers.

Corpora continue to grow, and there are now a wide range of corpora available in
different languages and different formats, and many internet sources for accessing
them (see, for example, the CALPER website at the Pennsylvania State

University).

We now turn to the analysis of corpora, and, for the purposes of the present thesis,
an examination of one of the principal tools of analysis used by corpus linguists,
the concordance, that is, ‘a collection of the occurrences of a word-form, each in

its own textual environment’ (Sinclair 1991: 32).

2.4  Corpus analysis: Concordance Lines

Computers offer a number of software applications for the analysis of corpus
texts, but probably by far the most widely-used is the concordancer, which
produces screen displays of lines plucked from the corpus texts all of which
contain the same key word or phrase. The most common format is the KWIC
(Key word in Context) format, with the word or phrase aligned in the centre of the
concordance lines allowing simple alphabetization to the left or to the right of the
node. This can help the researcher to observe collocations of words, idioms and
expressions as well as grammar patterns and use. Corpus-analytical software can

search for any word or phrase in a collection of texts, retrieve all instances of the
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word in a few seconds and present them in the centre of the computer screen.
However, the KWIC format requires an unconventional type of ‘reading’, that is
vertically scanning for repeated patterns in the co-text of the node. Furthermore,
concordance lines present information but they do not interpret it and therefore the
observer is required to process the information, such as assessing frequency and

significance, as well as the nature and importance of anomalous instances.

The ‘first generation’ concordancers, such as MicroConcord (Johns 1986) and its
later version (Scott and Johns 1993) and the Longman Mini-concordancer
(Higgins 1991 and Qiao and Sussex 1996) both suitable for classroom use and
small-scale linguistic research, paved the way for more sophisticated programmes.
Advanced concordancing software is nowadays available to retrieve concordances
from large corpora, such as the SARA programme for the BNC Corpus and the
Lookup retrieval tool for the Bank of English. The full versions of such
programmes are available for institutional subscription and they are difficult to
operate but they can perform complex queries. They can carry out part-of-speech
searches, sort the data in different ways, such as alphabetically on words
appearing to the right or left or sorting the words occurring to the immediate
context and display a frequency list of all the types in a corpus and the number of
occurrences of each type. Barnbrook (1996: 43-64) points out the types of display
in frequency order, in alphabetical order, or in the order to the first occurrence of
the type. There are also commercial concordancing software suites, which can be
purchased, such as WordSmith tools (Scott 1996 and later versions), MonoConc
Pro 2.0 (Barlow 2002) as well as online or web concordancers, the COBUILD

Direct online Corpus and Collocation sampler, for example, (see website in the



18

list of references), which are easily accessible and do not require knowledge of

complex operations.

The choice of an appropriate concordancer depends on the type of search one
needs to carry out and the kind of software available. Simple, online corpora with
basic text-searching facilities may be sufficient for the design of concordance-
based tasks for language learners or for learners who wish to become independent
explorers, while machine-based annotated, tagged or parsed corpora are more

appropriate for detailed linguistic research.

2.4.1 Corpus Annotation

Corpus annotation is the process of adding information to a corpus and is referred
to as a category-based methodology because the parts of a corpus are formed into
categories and are used for corpus searches. Corpus annotation is principally used
for word-class tagging, clause-parsing and other forms of annotation. A tagged
corpus allocates a part of speech (POS) label to each word. A parsed corpus is
built from a tagged corpus as syntactic labels are added to the word tags to
represent the syntactic structure. Other types of corpus annotation are situation
characteristics, such as the gender and age of the speaker or writer, annotation of a
spoken corpus for prosodic features (Taylor 1996), and of a corpus of learner
English, types of error (Biber et al 1998). All forms of annotations may be used
to access collocational statistics as well as for screen displays of text, achieved by
counting the number of occurrences of all words occurring within a particular

span from the node.
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Hunston (2002: 80) illustrates the use of the tag for general or specific
information with the example word-form being which can be tagged as ‘verb’, or
as ‘present participle of a verb’, or as ‘present participle of the verb be’, or as
‘present participle of the verb be used as an auxiliary’. Therefore all forms do not
behave in the same way, different word-classes, and not just individual words, can
be listed and the frequency of tag sequences can be calculated. She (ibid 76) also
gives an example of collocational information on different meanings that the verb
leak carries (see Figure 2.2).

Figure 2.2: An example of collocational information of the node ‘leak’ (taken
from Hunston 2002)

the 3,456 19.8
out 454 17.3
from 568 16.4
document 246 15.5
information 252 15.2
report 242 14.8
documents 209 14.3
to 1,544 13.0
into 269 12.6
memo 153 12.3
confidential 138 11.7
press 149 11.6
details 145 11.6
letter 140 11.2
was 576 11.0
had 342 10.7
oil 120 10.3
news 126 10.0
water 122 9.9
a 1,256 9.8
gas 102 9.7
draft 88 9.2
roof 86 9.1
been 230 8.3

The second column displays the raw frequencies and the third the t-scores' and it

is observed that some of these words are associated with the physical meaning of

" The t-score uses a calculation of standard deviation, which takes into account the probability of co-
occurrence of the node and its collocate and the number of tokens in the designated span in all lines. It
is calculated by subtracting the Expected (the number of instances might be expected in the designated
span of the node word, given the frequency of the co-occurring word in the corpus as a whole) from the
Observed (the number of instances of the co-occurring word found in that span) and dividing the result
by the standard deviation (Hunston 2002: 70).
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the node and some carry metaphoric sense, while prepositions and adverbs of

direction complete the semantic profile of the word involved.

However, it must be noted at the time of writing that automatic tagging probably
rarely exceeds 90% accuracy, and is less accurate for speech than for writing. This
is a particular problem with words that are ambiguous or used in an unusual way,
which may affect the reliability of the statistical outcomes. Some tagged corpora
allow researchers to correct the tags manually, in some cases suggesting more
than one tag to choose from in cases of ambiguity. Manual tagging and parsing,
on the other hand, is time-consuming and consequently automatic parsers are
based on tagged corpora and are fundamental for statistical research in a wide

range of theoretical and pedagogical applications.

2.4.2 Corpus analysis: collocation

Collocation is the tendency of two words to co-occur or to attract one another.
When observing concordance lines a corpus user can examine a restricted number
of instances of a word. Collocational statistics, on the other hand, are based on all
the available data and allow all instances of the node to be considered. Hunston
(2002: 75) notes that ‘if a word has 10,000 occurrences in a corpus, it may be
possible to look only at 500 concordance lines, but collocational software can
make calculations using all 10,000 occurrences and so give information that is
more reliable’. Therefore, different meanings attributed to individual words as

well as the dominant phraseology of a word are more obvious.

Closely linked with collocation are the notions of colligation and semantic

prosody. The former is the syntactic patterning and interrelation of grammatical
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categories in syntactical structure. The latter defines the way in which apparently
neutral terms come to carry negative or positive associations through regularly
occurring in particular collocations. The researcher needs to approach data
phraseologically and not word-based, since connotation, the sense that a word
carries a meaning apart from its base or core meaning, is said to derive from

whole phrases and not individual words.

Collocation, colligation and semantic prosody are features of a text and a selection
of texts included in a corpus. Concordance lines can reveal such patterns, but a
corpus ideally needs to be tagged with grammatical information so that the
analytical software can identify and calculate the data and the researcher can then
check and, in some cases, correct the analysis in order to eliminate any instances

of unreliability mentioned earlier.

2.5 Corpus size and type of analysis

The size of the corpus is a fundamental issue in corpus design. The argument for
a large corpus is based on frequency. A relatively small number of words, that is
function words, will occur with great frequency, whereas a relatively large
number of words, that is content words, will occur less frequently. Therefore, the
less frequent the words, the larger the corpus needs to be. However, if a large
corpus is required for searching word frequency, it becomes extremely difficult to
interpret such massive amounts of data. One solution is hypothesis testing
(adapted by the method suggested by Sinclair 1999) which suggests the researcher
use a small set of concordance lines as a starting point for a set of hypotheses and

then another set follows, which can then be employed to test those hypotheses and
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form new ones. Another alternative is random searching (based on every nth

concordance line), which makes it possible to survey large amounts of data.

Biber et al (1998) point out the significance of the size of corpora in lexicography
as well as the study of grammar. In the former case they assert that ‘the greater
the size of corpora, the more representative their nature, the more thorough and
more complex analyses’ are possible (ibid 23). In the latter case they emphasize
the use of large corpora and computer tools in the ‘study of patterned ways in
which speakers use the grammatical resources of a language, by investigating the
distribution of various constructions, the association patterns between
grammatical structures and other linguistic and non-linguistic factors, and the

factors that affect choices between structural variants’ (ibid 56).

Lexical items can also be studied with a ‘monitor’ corpus, that is a ‘large corpus
which is not static and fixed but that is constantly being updated to reflect the fact
that new words and meanings are always being added to English’ (Meyer 2002:
15). Hunston (2002: 25) states that the size of a corpus ‘is not limited so much by
the capacity of a computer to store it, as by the speed and efficiency of the access
software’. On the one hand, the researcher may choose a smaller corpus which
would work more speedily and provide reliable results and on the other a large

corpus can be sorted with sophisticated concordancing software.

2.5.1 Balance and representativeness

As defined earlier in 2.3.1, a corpus is a collection of texts, now usually in
machine-readable form and compiled to be representative of a particular kind of

language and provided with some kind of annotation. However, one main
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concern of corpus compilers is to decide what to include in a corpus so that it is
representative of a language as a whole. Hunston (2002: 28) suggests ‘breaking
the whole down into component parts and aiming to include equal amounts of
data from each of the parts’. In the case of a newspaper corpus, for example, a
balanced collection of texts should perhaps consist of equal numbers of words of
different types of newspapers. However, broadsheet newspapers may contain
more words than tabloids, but tabloids may be more widely read, and so the issue
of representativeness becomes an extremely complex one. One solution may be
to include all issues of a week, month or year of a particular publication and leave
the proportions to determine themselves. Tognini-Bonelli (2004: 14) stresses the
significance of ‘a correlation between the component texts of the corpus and the
real-life uses to which the language is put by a given community of speakers’ in

order to ensure representativeness and balance.

In the case of regional varieties of English, representativeness is determined based
on the purpose of the corpus. The Bank of English, which was originally
constructed as a resource for the creation of dictionaries and other reference
works, consists mostly of standard English, in comparison with the British
National Corpus, which was compiled to represent different varieties of spoken
English in Britain. Spoken language, on the other hand, which exists in very large
quantities, can be represented through variables such as the age, gender and social
class of the speakers in combination with different settings or genres. The corpus
data can then be balanced by reinforcing the under-represented groups through

collecting and adding more data.
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Fillmore (1992: 38) argues that the ‘ability to judge that a corpus is not large
enough to be representative of the phenomena of the language is based on the
recognition that certain things which the linguist, as a native speaker, intuitively
knows about the language are not exhibited in the corpus’. However, in order to
avoid over-reliance on intuition and subsequent challenges to the authenticity of
data, it is important to plan carefully and balance the sources during corpus design

before reaching the stage of data interpretation.

2.5.2 Qualitative and Quantitative analysis

The corpus size also raises the question of qualitative and quantitative analysis.
Descriptions of lexis and grammar over the years were generally based on
qualitative data but the revolution in the field of corpus linguistics has brought
about significant changes. Qualitative data enables different lexical and
grammatical features to be examined, analysed and evaluated in different
authentic contexts. There is no attempt to assign frequencies to linguistic features
identified in the data, as opposed to quantitative research, according to which
features are classified, counted and statistically analyzed. As Schmied (1993) has
observed, qualitative research often precedes quantitative analysis, as the
categories for classification need to be identified before linguistic phenomena are

classified and counted.

However, both types of analysis have benefits and drawbacks. Qualitative data
lack the description of frequency and rarity of the phenomena provided by
quantitative research and consequently the findings are not always applicable and
generalisable to a larger population. Similarly, quantitative data sometimes over-

generalise, as lexicogrammatical items are divided into a finite number of
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classifications. Furthermore, quantitative analysis may lead to idealization of
data, forcing the researcher to draw fine lines, which may not reflect reality, in

order to ensure statistical robustness.

Those who point to distinctions between the two types of analyses claim that
qualitative research is subjective and assume that knowledge is relative, whereas
the quantitative approach is objective and outcome-oriented. In metaphorical
terms, quantitative research is ‘hard’ while qualitative research is ‘soft’.
However, although the two types of analysis may seem different, they are not
incompatible. As McEnery and Wilson (1996: 77) suggest that ‘qualitative
analysis can provide greater richness and precision, whereas quantitative analysis
can provide statistically reliable and generalisable results’. Reichardt and Cook
(1979: 232 cited in Chaudron 1988) argue that in practical terms, qualitative and
quantitative research are in many respects indistinguishable, and that researchers
do not follow ‘the principles of a supposed paradigm without simultaneously
assuming methods and values of the alternative paradigm’. Schmied (1993)
underpins the compatibility of both perspectives during corpus analysis but also in
the results produced, underlying the significance of cognitive processes which
lead to a separation of the more marginal from more central constructions in both
qualitative and quantitative terms. The quantitative approach forces the linguist to
make constant decisions in order to achieve a stringent categorization, if
consistency is to be ensured. A good quantitative study must be based on
methodological and terminological clarity. Thus the qualitative approach, which
establishes the basic concepts and system elements, must precede any quantitative
investigation, if the study needs to transcend simple language-statistical

calculations.
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Chaudron (1988) goes beyond the distinction between qualitative and quantitative
research and places emphasis on the four research traditions in applied linguistics;
psychometric investigations, interaction analysis, discourse analysis and
ethnography, although interaction and discourse analysis are methods rather than
distinct research traditions. Grotjahn (1987) argues that instead of distinguishing
between qualitative and quantitative analysis, it is worth considering the method
of data collection, whether experimental or not, the type of data yielded by the
investigation, whether qualitative or quantitative, and the type of analysis
conducted on the data, whether statistical or interpretive. These variables lead us
to the exploratory-interpretive paradigm, which utilises a non-experimental
method and qualitative analysis of data, and the nomological paradigm, which is
based on experimental and quantitative analysis. He also suggests mixing and

matching these variables in an experimental-qualitative-interpretive paradigm.

Taking all the above points into consideration, both types of analysis can be
combined in a corpus-based approach, as qualitative analysis is potentially of
greater depth and quantitative analysis provides a source of distributional
findings. In the field of language education and particularly in the process of
second language acquisition, which is the area of research of the present study,
learners need qualitative data in order to notice ambiguous meanings and different
language selections in different contexts. Quantitative data are also essential so as
to select less common patterns at advanced levels and in order to avoid spending

time on unnecessary features at lower levels.
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2.6  Applications of sophisticated corpora

As the pre-electronic corpora were applied in lexicography, grammatical studies,
dialect and language education (see section 2.2) the current expanded forms of
second generation of corpora have even greater potential in additional fields, such
as language variation and translation. However, an analysis of lexicography and
issues regarding language teaching and learning follows as being related to the

present study.

2.6.1 Dictionaries

Corpus-based dictionaries give a lot of very useful information, such as syntactic
patterning, collocation, phraseology. = As mentioned earlier, prior to the
introduction of computer corpora in lexicography, all of this information had to be
collected manually, which resulted in years of dictionary creation. Nowadays, all
information is available in computer-readable form and using concordancing
software many stages can be automated, such as word frequency, detecting
prefixes, suffixes, irregular forms, sorting words by lemmas and in the case of a

tagged corpus, the part of speech of each word can be automatically determined.

Corpus-based dictionaries include new meanings which were considered
previously to be unimportant but which come to light owing to the results of
frequency analysis. The dictionary definitions are typically prioritised, using
information from tagged corpora, according to the frequency of use of meanings
and sub-senses. The Longman Dictionary of Contemporary English based on
British National Corpus includes words that are frequent in spoken and written

English and compares their frequency in the two modes, while a large corpus of
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spoken and written American English assembled by Longman publishers was the

backbone of the creation of the Longman Dictionary of American English.

The Cambridge International Dictionary of English was created based on two
corpora, the Cambridge International Corpus and the Cambridge Learners’ Corpus
compiled by the Cambridge Language survey. The Collins Birmingham
University International Language Database project (COBUILD) initiated and
organised by John Sinclair in the 1980s, has produced a number of dictionaries
based on the Birmingham Corpus and the Bank of English Corpus. The
Birmingham Corpus was compiled in the 1980s with the initial size of 20 million

words and in the year of 2004 it had reached 524 million words.

Mukherjee (2006) comments on the new generation of dictionaries which include
lexicographical information derived from corpus data, such as frequency of the
main meanings of the words and their frequently co-occurring collocates and
lexicogrammatical patterns, as well as other frequent routines in language use, for

example colligations and semantic prosodies.

While corpus-based dictionaries provide very useful, up-to-date information about
language use, accessing ‘hard data’ of corpora lead to practical applications in

language teaching and learning.

2.6.2 Vocabulary

Word-frequency lists are an important linguistic tool and can have a great effect
on improving vocabulary teaching. The most frequent words need to be given
priority taking into consideration the level of the students and teaching objectives,

but it is equally important to know which words are infrequent, as less learning
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effort and time need to be invested. Fox (1998: 27) states that ‘infrequent words
are usually topic-specific, and can be acquired when needed. It is the general
vocabulary, those words used across the board in a wide range of topics, that is
more difficult to acquire, as the meaning is likely to vary according to the
context.” She (ibid 26,27) gives the example of three near synonyms, ‘start’,
‘begin’ and ‘commence’ and compares them in both written and spoken discourse.
In the whole Bank of English, ‘start’ is about 10% more frequent than ‘begin’,
while ‘commence’ is infrequent with 1,000 citations against nearly 125,000 for
‘start’.  In the spoken data, ‘start’ is still more frequent than ‘begin’ and

‘commence’ is hardly used at all.

Emphasis also needs to be placed on the most frequent senses of words rather than
on rare senses. Fox (1998: 27) gives another example to illustrate this and
underlines the significance of self discovery. Observing the concordances,
learners will soon discover that the sense of ‘give’ meaning ‘hand over’, which
they have been taught, is not nearly as frequent as the delexicalised structures,
where most of the meaning is expressed by the accompanying noun phrase rather
than the verb. ‘Students might also realise for themselves that the delexical verb
+ noun structure can often be expressed by a similar single-word verb, such as He
gave her a smile — He smiled at her’ (ibid 26). She (ibid 29) also examines the
word thing through a set of 17 concordance lines and observes that apart from its
concrete meaning it is used as a prefacing device to tell the person you are

addressing what your attitude is to what you are saying (see Figure 2.3).



into this but okwviously the important thing

write a blockbuster legal thriller. The ironic thing
the exotic green peppercom’. The exciting thing
‘these ara all very bad songs, but the scary thing
long and sometimes torrid session. The sad thing
running flat out during cold spefls. The best thing
very, vary confident but the mest important thing
but ne one wanted to know. The stupld thing

by what my daughter has done. The sad thing

. some light training, that's all. The frustrating thing
for a number of years, but the comforting thing

Figure 2.3: Concordances for ‘thing’ (derived from Fox 1998)

is it's the groups you worlk with <ZF> i+ if they
is that best-selling legal thrillers generally are

is while we have 20 or 30 different foods

is: Not one song I've named so far is a winner
is that Geoff Boyeott was not there to help him.
15 to replace it as soon as possible. Most boilers
Is that i arn not frightenead of winning the Open,’
is they all heard Crazy years ago, but not one of
is she fs pregnant and has been for four

is he was in such fantastic shape before suffering
is that every.year your clay will be getting easier

They're all in midfield and the disturbing thing is Ossie doesn't seem capable of recognising it.
evolved a good answer; the intriguing thing is the way they did so. The proacess of avoiving
the sun. Nothing odd in that. The strange thing Is that the star it orbits Is a neutron star,
by, let them make their case. The crucial thing is to change the law so that the ngxt time a
the world cries out for action. The funny thing is, Mr Major has mads those choices already. A
are widely misunderstood. The crucial thing is to avoid taking the parallel between

Accessing the data themselves sheds light on the common features of unplanned
discourse, such as the vague expressions ‘something like that’ or ‘things like that’,

which challenge the stiffness of classroom language, planned or semi-planned.

Nonetheless, Schmitt (2000: 83) brings forward the problems that may arise when
using frequency lists to inform pedagogy. Firstly, he claims that many important
words do not occur early in frequency lists of general language and hence
frequency lists do not need to be a strict prescription of the order in which to teach
words. On the contrary, the most frequent words are grammatical words, such as
‘the’, ‘of’, and ‘with’ which are not normally taught until a number of content
words are learned. However, these function words need to be taught during the
beginning of a student’s course of study. He suggests using the Oxford
Wordsmith Tools concordancer (Scott 1997) which is user-friendly and gives

autonomy to the students by examining key words, their meanings and

collocation, in contextualised concordance examples.

Willis (1998: 55) summarises the benefits of focusing on frequent words through

concordance lines. Learners can:
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1. become aware of the potential different meanings and uses of
common words.
2. 1identify useful phrases and typical collocations they might use
themselves.
3. gain insights into the structure and nature of both written and
spoken discourse.
4. become aware that certain language features are more typical of
some kinds of text than others.
Concordancing software can provide very useful information and facilitate the
task of teachers. Learners can also benefit from observing concordance input and

from identifying collocations and patterns, as they will most likely remember

information they have processed themselves.

2.6.3 Grammar

If word-frequency is a key criterion of language teaching and learning, the
question arises as to how frequency is applied to grammar. Advances in the
development of parsed corpora offer an insight in the descriptions of grammar
which were based before upon intuition and qualitative analysis. More and more
corpus-based grammar studies are conducted examining grammatical words
across genres, the collocational behaviour of grammatical words and grammatical
frequency. Considerable attention is given not only to written discourse but also
to spoken discourse and, as mentioned earlier, function words tend to be more

frequent than content words in the two modes (see Figure 2.4).
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Figure 2.4 The twenty most frequent word-forms in spoken and written texts
(CIC based on five-million-word samples of each and derived from Carter
and McCarthy 2006)
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Before analysing grammar frequency further, it is worth noting that although
linguists and lexicographers have traditionally distinguished lexis from grammar,
there is a tendency to examine lexis and grammar inseparably. Meaning is created
through words and the grammatical functions they favour. Sinclair (1991: 7)
argues that a view of language as phraseology does not treat lexis and grammar as
separate entities but that ‘there is ultimately no distinction between form and
meaning’. He demonstrates how certain words repeatedly favour a particular
grammatical position in the sentence, such as the word ‘lap’ which often occurs in
a prepositional phrase in adjunct position rather than as the subject or object of the
sentence. Francis (1993: 155 cited in Tognini-Bonelli 2004) also points out that
the end result of corpus analysis will be that all major lexical items will be
described not only for the meaning they carry individually, but also in terms of the

grammatical structures they are most frequently found in.  Similarly, all
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grammatical structures will also be described in terms of the key lexis and the
phrases they are most commonly associated with. Schmitt (2005) points out that
the systematicity of language cannot be solely explained by grammar rules but
also with patterning. He examines concordances with the keyword ‘border’ and
its various inflections and observes that the patterning of ‘bordered’ and
‘bordering’, which are the most frequent members of the family, affects their
meaning. Therefore, the pattern something/somebody (be) bordering/bordered on
an undesirable state (often of mind), which derives from the occurrences in the
BNC corpus, is not captured by a traditional grammatical description of the
structure of the node (noun phrase + BE + bordered/bordering + preposition +
noun phrase). He does not degrade the role of grammar and he concludes that ‘the
more we look at corpus evidence, the more patterning we find. We may discover
in the end that patterning actually makes up the majority of the systematicity of

language, with rules only coming into play when there is insufficient patterning

available’ (ibid 1).

In this view of the interrelation between lexis and grammar, The Longman
Grammar of Spoken and Written English (LGSWE Biber et al 1999) offers corpus
derived insights and provides probabilistic corpus evidence that a structure is
more frequent in certain types of text rather than others. When considering
common lexical verbs in the LGSWE corpus, it is observed that there are only 63
lexical verbs that occur more than 500 times per million words in a register, and
only 12 lexical verbs occur more than 1,000 times per million words in the
LGSWE corpus, which are say, get, go, know, think, see, make, come, take, want,
want, give and mean (Biber et al 1999: 367-378; see also Biber and Reppen 2002:

205). They illustrate the frequency of these 12 verbs in comparison with the
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overall frequency of all other verbs and underline their importance in
conversation, occupying 45% of the occurrences of all lexical verbs (see Figure
2.5).

Figure 2.5: Comparison of the 12 most frequent lexical verbs with other
lexical verbs (from Biber and Reppen 2002)
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Carter and McCarthy (2006: 4, 5), in the Cambridge Grammar of English, offer
the book as a grammar of standard British English, which they describe as ‘a
variety of English defined by its grammar, lexis and phonology’. Corpus data is
taken from the Cambridge International Corpus, which also includes the
CANCODE corpus, in the belief that a modern grammar should be informed by
evidence from an extensive corpus. They discuss issues of acceptability and
adopt categories of British English which challenge prescriptive grammar books,
such as split infinitives, or standard written English, for example headers and tails,
and occasionally include forms which are acceptable in many regional varieties
but not in standard written and spoken English, such as ain’t. They cover
traditional grammatical categories such as tense, sentence structure and parts of
speech but also give special attention to the vocabulary-related grammar and to

spoken and written differences.
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Corpora can provide very useful and up to date information for both written and
spoken grammar. Rimmer (2006) advocates the combination of corpora and
judgement to assess the grammaticality of an utterance. He examines the word
‘traffic’ and he notes that the four examples of the noun in plural number
observed in the BNC are not evidence that ‘traffic’ has become a countable noun.
‘If a grammatical construction is well attested in a balanced corpus and fits into
the constraints of standard English, it constitutes valid evidence that is
accountable to objective study’ (ibid 12). Kennedy (1998: 290) argues that
‘sometimes, according to the goals of the learners, less frequent items or processes
in a language may deserve more attention than the most frequent, simply because
they are known to be learning problems with a wide range of uses’. Caution
certainly needs to be taken when consulting concordances and particularly when
adjusting corpus-based input to language teaching, but we also need to keep in
mind that grammar does change, certainly not as rapidly as vocabulary, and the
belief in what constitutes standard English is also constantly being reshaped (see

section 3.3.1 for an in-depth discussion on these issues).

What is also important is for learners to experiment with corpus data and carry out
a simple search in the beginning in order to observe the relations between lexical
and grammatical choice. This falls within the scope of consciousness-raising,
according to which opportunities are created in order ‘to discover language and
systematise it for themselves before expecting them to proceduralize their

knowledge and put it to use’ (Willis 1998: 46).
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2.7 Conclusion

This chapter has presented a literature review of corpora, from the early pre-
electronic format to the present expanded form. Working with corpora is a
constantly revealing process with numerous applications in the study of language,
even in the field of stylistics and forensic linguistics, with certain restrictions yet
to be overcome. Methods of research and types of analysis of corpus data have
also been presented, suggesting further exploitation of material for different
purposes. In the next chapter an in-depth analysis of different types of corpora is
included, placing emphasis on the contribution of corpus data to the process of

language learning, which is the focus of the present study.
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3 CORPORAIN LANGUAGE TEACHING

3.1 Introduction

This chapter consists of seven sections. The first describes different approaches
to language learning, placing greater emphasis on grammar acquisition and data
driven learning. The second section introduces spoken grammar and its
differences from formal, written discourse. The third presents types of corpus-
data available and suggests different ways of applying them in class, while the
issue of authenticity is discussed. The focus of the fourth section is on learning
styles and cognitive characteristics of adolescent learners, the target group of the
present study. The chapter concludes with the presentation of different views
towards DDL and of some empirical corpus studies in EFL environments and

discusses the benefits and limitations of corpora.

3.2 Approaches to Language Learning

There is a wide range of research in the field of applied linguistics which seeks to
explain how language can be acquired effectively. A starting point of the
controversy may derive from the belief that acquisition and learning are two
differentiated poles. However, the contradictory views on the issue of successful
learning reveal a general tendency to challenge traditional ways of teaching.
Linguists and educational psychologists suggest new ways of approaching the

target language, aiming at learners’ motivation and active participation.
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3.2.1 Consciousness-raising

Consciousness-raising (CR) is based on the belief that language can be
meaningfully acquired when it is related to a familiar context. Rutherford (1987:
18) underlines the significance of consciousness-raising methodology in terms of
‘learning progression from “familiar to unfamiliar” that will be manifest in the
accretion of new data to old and in the abandonment of old hypotheses for new
ones’. Learners, based on the acquired knowledge of their mother tongue
(familiar), can approach the target language more easily but they need to be ready
to accept at the same time any deviation from the familiar linguistic context
(unfamiliar). CR involves an attempt to facilitate the learner’s difficult task of
discovering the different systems in the target language and acquiring linguistic

competence naturally.

The main objective of grammar teaching is to help learners internalise the
structures of the target language and apply them in future communication.
However, the mere teaching of grammatical rules and the opportunity of
controlled practice of them, even in communicative conditions, do not guarantee
the actual use of that competence in ‘real” communicative contexts. Ellis (1992:
234) compares the notions of practice and consciousness-raising and points out
that ‘whereas practice is primarily behavioural, consciousness-raising is
essentially concept-forming in orientation’. Lewis (1993) also suggests that the
mastery of grammatical systems is acquired not learned and presents grammar as
a receptive skill. Therefore the concept of consciousness-raising aims at the
development of the learners’ awareness of how a grammatical structure functions,

without necessarily using this structure for communicative purposes. Mishan
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(2004a: 38) analyses the rationale of the consciousness-raising approach which is
based on sufficient exposure and opportunity in order for learners to discover
elements of L2 grammar, ‘reconciling their new findings with their current
interlanguage, that is, “noticing the gap” between their understanding of the use
and usage of a particular feature, and examples of its use by native speakers’.
Therefore, it is essential to give autonomy to learners and the right to choose to
learn what they are ready to learn. It is also important, though, to provide
opportunities for learners to explore and assimilate linguistic knowledge, while
the successful use of this knowledge takes place when they are developmentally

ready.

As mentioned in section 1.2, McCarthy and Carter (1995) suggest the ‘three Is’
methodology’, Illustration-Interaction-Induction (I-I-I) when accessing real data
and teaching aspects of spoken grammar in order to become aware of the nature of
spoken language and written distinctions in terms of grammatical choices. I-I-1
differs from the Present Practice Produce (P-P-P) framework, as it places less

emphasis on isolating a particular form.

‘Illustration’ means wherever possible examining real data which
is presented in terms of choices of forms relative to context and
use. ‘Interaction’ means that learners are introduced to discourse-
sensitive activities which focus on interpersonal uses of language
and the negotiation of meanings, and which are designed to raise
conscious awareness of these interactive properties through
observation and class discussion. ‘Induction’ takes the
consciousness-raising a stage further by encouraging learners to
draw conclusions about the interpersonal functions of different
lexicogrammatical options, and to develop a capacity for noticing
such features as they move through the different stages and
cycles of language learning. (ibid 217)
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3.2.2 Noticing

Schmidt (1990) proposed the Noticing Hypothesis according to which the
emergence of new forms should be preceded by their being noticed in the input.
He states that what learners notice in input either deliberately or unintentionally is
what becomes intake for learning, which is a necessary precondition for language
acquisition. Input can be defined as samples of the target language, which
learners are exposed to mainly in the classroom, and intake the language from the

input that is assimilated in language learning.

The earliest empirical research was carried out by Schmidt and Frota (1986), in
which Schmidt analysed his own acquisition of Portuguese in Brazil. They found
an association between the recorded observations in the form of diary entries and
his use of linguistic forms and therefore they advocate a close connection between
noticing and emergence in production. However, they suggest that noticing is not
enough for input to become intake, but it requires learners to observe input closely
and compare it with output based on their existing interlanguage system in order

to notice the gap.

Schmidt (1990) also stresses the importance of noticing, as it enables learners to
reflect on what is noticed, endeavour to understand its significance, and
experience insight. The level of noticing may be affected by variables such as
attention and awareness, which are two cognitive processes that mediate input and
L2 development (see section 3.6.2). Gass and Varonis (1994: 299) pinpoint that
‘attention allows learners to notice a gap between what they produce/know and
what is produced by the speakers of the L2. The perception of a gap or mismatch

may lead to grammar restructuring’.
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Lamy and Klarskov Mortensen (2009) focus on the non-native speaker and
underline the importance of raising mother-tongue awareness and prompting
learners to ‘notice’ forms, rather than simply use them. Comparing the
grammatical systems of their native language and the target language and
identifying similarities and differences will allow them to have a clear picture of

the new grammatical functions.

There is more empirical research available but little evidence that practice is more
effective than noticing and vice versa. Therefore, the Noticing Hypothesis has
attracted not only support but also criticism. Ellis (1997) challenges the validity
of the assumption that noticing is a conscious process based on Krashen’s (1982)
argument that there are too many features of language in order to be acquired
consciously. Timmis (2005) asserts that there are some forms that learners may
not need to produce but simply to identify depending on level, teaching context
and other parameters, while Swan (2005) suggests more practice in the classroom
as the classroom time is not enough to rehearse the forms they will be using

outside the classroom.

The best way forward would seem to be to retain a balance of both noticing and
practice (see Gabrielatos 1994). Jones (2007: 58) points out that ‘noticing and
practice do not need to be treated as if they are mutually exclusive and that until
further research-based evidence emerges, it may be wise to take a balanced

approach’.
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3.2.3 Inductive and Deductive Approaches

Closely related to the concepts of consciousness-raising and noticing is the
inductive or process approach. Both of these terms stress the importance of
prompting learners to explore the lexicogrammatical features of the target
language on their own, whereas the deductive or product approach is based on
controlled learning. Ellis (1992: 238) points out that the inductive approach
provides learners with data and asks them to explore it and construct a rule to
describe the grammatical feature being illustrated, while in the case of the
deductive approach students are supplied with a rule which they are asked to use

in order to carry out a task.

Recent trends in the field of applied linguistics and language teaching favour the
inductive approach and autonomous learning. Lowe (2005) challenges this clear-
cut distinction between deductive and inductive learning as it distorts our
understanding of the way the human brain operates. He puts forward Popper’s
(1956) integrated theory of discovery, setting as an example of learning the
second conditional structure. He asserts that learners initially have a vague idea
of the function of the grammatical pattern and are not completely clueless. They
approach it with the deductive approach, they seek examples and compare them to
the theory following the inductive approach and finally they refine their theory
returning to deduction. He also advocates the combination of deductive and
inductive reasoning, since the brain conducts a dialectic between the two in a
lengthy process of refinement and testing against experience, further refinement
and then further testing and so on and so forth. However Aston (1988), expressing

his objection to the communicative approach (see section 3.2.4):
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whether we adopt a deductive or an inductive approach, in

either case we will be asking the learner to explicitly analyse

data. In contrast with the activities generally proposed in

communicative methodology, which call upon the learner to

engage in discourse (constructing it), such activities will call

upon him to deconstruct it as a discourse analyst and —in as

much as our interest is focused on culture-specific schemata-

as an anthropologist. (ibid 184)
Whatever approach the teacher may decide to adopt, (s)he needs to take into
account the students’ interests and level of proficiency combined and choose the

appropriate corpus for materials design (see chapter 4 for the design of the present

study).

3.2.4 Communicative Language Teaching

It is claimed that form-focused approaches to the target language based on
authentic contexts encourage learners to follow the path of an inductive or
deductive approach. There are additional views which focus on meaning and
support communicative language teaching and task-based learning. The former,
motivated by developments in the new science of sociolinguistics in the 1970s,
focuses on language use as a rehearsal for real communicative situations and the
latter places emphasis on meaning rather than form. The communicative
approach stresses the significance of language functions and the guiding principle
is to train students to use them appropriately in a variety of contexts and for a
variety of purposes. It does not reject grammar teaching but acquires functional

labels.

However, the development of ‘weak’ language forms as a result of an exceeding
concentration on use and meaning rather than form has raised many concerns and

criticism. It is often believed that CLT leads to a consequent loss in accuracy in
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the pursuit of fluency. Furthermore, the classroom does not lend itself to real
communicative activities and consequently it serves a pre-communicative
environment preparing students for later use in the real world. CLT
methodologists contradict this criticism, stressing the criteria of success for these
activities, which are whether learners have made acceptable utterances and coped
with the communicative demands in the given situation and not measure the
correctness of the language used. Littlewood (1981) advocates the
communicative methodology as language realises a recognisable and useful
communicative function, giving the example of asking and giving directions.
Andrewes (2005), on the other hand, challenges Littlewood’s logic as it does not
correspond with the typical learner profile. He asserts that learners in an EFL
environment may never need to perform this function, at least not in the near
future, and the predictability of the language employed in these tasks is likely to
demotivate rather than inspire as they cannot envisage such a communicative

event.

3.2.5 Task-Based Learning

The idea of task-based learning (TBL) was initiated by Prabhu (1987) in his
Bangalore project in southern India. He attempted to replicate natural acquisition
processes by having students involved in tasks without instructing grammar. He
speculated that students could learn language working on a non-linguistic problem
rather than concentrating on particular language forms. Willis (1998) suggests the
three basic stages: the Pre-task, the Task cycle, and Language focus. In the first
stage the teacher introduces and explores the task with the learners making sure

that they have fully understood the task instructions. In the Task cycle, the
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students perform the task in pairs or small groups preparing to report in class
(restricting the teacher to the role of monitor) and in the last stage specific features
of the material are discussed in a whole class conversation and the teacher may

need to conduct some form of practice of these particular features.

Willis and Willis (2001: 176) point out the two main principles of task-based
learning which involve on the one hand ‘units of syllabus organization that should
be tasks which define what outcomes can be achieved through language, rather
than linguistic items as such’ and on the other ‘learning which will be effective
only if it is related loosely to language use and involves relating form and
meaning’. Therefore, students are involved in performing a task or in solving a
problem, instead of focusing in language structure. However critics of TBL have
expressed their concern about its applicability to lower learning levels, but despite
these reservations, both approaches (CLT and TBL) are widely employed in
classrooms all over the world as the basis of a language syllabus or as its
constituent parts. As has already been suggested, a balanced combination of

approaches may be the most effective way of learning a new language.

3.2.6 Grammatical Consciousness Raising

The role of grammar in the foreign language classroom has long been debated. In
one of the controversies about grammar, Krashen (1982) challenged the role of
grammar in the process of language acquisition as he believed that language is
developed instead through massive input of the target language. However,
Savignon (1991: 268) points out that ‘communication cannot take place in the

absence of structure, or grammar, a set of shared assumptions about how language
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works, along with a willingness of participants to cooperate in the negotiation of

meaning’.

Explicit grammar instruction is widely recommended in the EFL classroom
setting (Ellis 1997, Schultz 1996, Jung 2002) and is favoured by students, due to
different situation factors and learner goals. Low-level students may benefit from
explicit learning as it is difficult to discover on their own the grammar rules in
implicit teaching environments. However, teaching grammar may not be
appropriate for beginners, since the early stage of L2 learning, as in LI
acquisition, is predominantly lexical and naturally agrammatical, and moreover
learners do not need grammar instruction to acquire considerable grammatical

competence, such as basic word order and salient inflections (Ellis 2008: 22, 23).

Fotos (1993, 2008) speculates that explicit structure-based performance tasks raise
grammar consciousness of problematic points, which can be noticed in
communicative input later on, and also promote proficiency gains and meaningful
interaction. This can be achieved through problem solving grammar tasks and
communicative activities containing the target structure followed by a formal
teacher-fronted lesson on the same grammar structure. In the same vein, Doman
(2005) highlights the importance of the grammatical consciousness-raising
method, referred to as teaching grammar through activities. Explicit and implicit
learning are combined conversely in a six-step pattern beginning with grammar
teacher-fronted instruction and completed with performance tasks (a converse

way to that proposed above by Fotos).

Explicit knowledge contributes to acquisition of implicit knowledge by

encouraging ‘noticing’” and ‘noticing the gap’ (Ellis 2008).  Grammar
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consciousness raising involves recent developments in understanding
communicative aspects of grammar integrated with conventional grammatical

teaching in order to help learners to understand the way grammar functions.

3.2.7 Data-driven Learning

Data-driven learning (DDL) is an inductive, learner-centred, concordance-based
approach using authentic language input and promoting researchers to ‘notice’
linguistic features. The rapid spread of computers has been spurred on by
intensive development in the field of computer technology and the advent of the
internet. Computers have gradually become an indispensable means of language
teaching and the sub-discipline of computer assisted language learning (CALL)
has emerged (see Chapelle 2001). The latter decades of the 20™ century were an
important period for the development of corpus linguistics. Nowadays the word
corpus is synonymous with ‘machine-readable’ corpus, as ‘the computer has the
ability to search for, retrieve, sort and calculate data’ (McEnery and Wilson
1996: 14; Leech 1992: 106). The Brown and LOB on the one hand, Cobuild
Direct and the BNC on the other are first and second generation corpora
respectively, which have been exploited widely in both linguistic description and
in language teaching applications (see sections 2.3.2 and 2.3.3). Corpora such as

these have formed the backdrop to DDL.

Corpus data brings together the usage of different individuals separated in time
and space and introduce learners to different registers and genres. Concordance
lines isolate common patterns raising language awareness, as well as lexical and
grammatical consciousness. Therefore DDL encourages the application of the

inductive approach, as students are involved in an exploration of patterning in the
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target language by self-discovery of language input. The teacher does not need to
provide learners with mere rules but accompanies them as a guide in the active
exploration of authentic data and offers advice on how to pursue their own
interests. Gollin (1998: 88) suggests the elicitation of rules but also supports the
need for pair and group work being involved in other types of tasks:

By eliciting the rule rather than telling the students, the teacher

introduces an element of discovery learning albeit heavily

guided. At other times the students may work more

independently of the teacher in pairs or groups, engaged in a
problem-solving approach to new language.

Hadley (2002: 107) underpins DDL, as it strikes a balance between the various
approaches and ‘draws from process teaching in that it sees grammar as a flexible
system of recurring and interrelated prototypes rather than a static set of rules’ and
it ‘draws from product teaching in that it provides authentic language material for

study’.

Nonetheless the nature of corpus data may not be familiar to learners (see section
2.4). The KWIC format of concordances requires an unconventional type of
vertical reading and expects learners to draw conclusions from the co-text of the
node. Therefore, DDL may follow a gradual and sequenced trajectory, giving
students time to learn how to use the corpus in order to avoid any possible
discouragement. Perhaps a product approach during the first few sessions could
be more effective before the learners become more independent through a process

approach.

Tognini-Bonelli (2004) underlines the significance of guiding students through

corpus evidence, since finding out things for themselves goes very much along
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with the discovery learning that is often advocated on theoretical grounds.
However, discovery learning may not always be suitable for young learners who
lack the intuition and experience needed to compare data and to make inferences
from query results. When competent learners reach the stage of independent
deconstruction of rules by searching and analysing data then it is easier to
assimilate new knowledge, which they have acquired themselves rather than

having it imposed on them.

When involved in DDL, the teacher’s role also changes and shifts from that of
controller to that of facilitator but ‘the role of instructor or oracle does not shift
from teacher to corpus’ (Bernardini 2000: 166). The teacher is going to decide
how to present corpus data in class and adjust it to the learners’ language ability,
goals and interests. All these issues will be further discussed in the following

sections.

3.3  Concordancing and Grammar

This section introduces the principles of spoken grammar. A comparison of
traditional grammar books with authentic data from corpora initiates a discussion
about the speech strategies which are part of every day conversation but are not

part of conventional approaches to second language teaching and learning.

3.3.1 Written and Spoken Grammar

It is a fact that spoken language has been underdescribed in the twentieth century
as linguistics has focused on the study of detached written examples. Most
grammars are written-based, including mostly features of the formal use of

language. McCarthy (1998: 72, 70) points out that ‘pedagogical grammarians
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simplify the grammatical facts and provide rules of thumb about second language
grammar that work for most learners in most situations’ and suggests replacing
‘the traditional paradigms of choice of items in grammatical sets with paradigms
of actual choices in real discourses’. Spoken discourse is often excluded although
it reflects the target language holistically in a way that written registers can never
hope to achieve. Traditional grammar is challenged in many genres of spoken
discourse as ellipsis, repetitions, relexicalisations, incomplete utterances, overlaps
are realised, which are often considered to be wrong or ill-formed types of
language. Evidence drawn from corpus analysis forces us to reappraise the notion
of ‘standard’ English, as speech strategies and spoken forms are standardly used
by all speakers, and yet they do not tend to appear extensively in standard
grammars. Computer corpora provide a wide collection of spoken examples
which are obtained in naturally occurring everyday contexts such as service
encounters, workplace exchanges and intimate exchanges, such as family

conversations.

Carter (2004) analyses the basic forms of spoken grammar through close
observation of extracts of conversations which derive from the CANCODE
corpus. Heads, tails, ellipsis, discourse markers, particular features of adverbs and
adverb phrases, vague language, deixis, modal expressions, spoken clause
structures are common examples of spoken grammar forms standardly spoken by
users of British English from different regions, occupations, and of different ages,
gender and social classes. One of the samples of speech mechanisms he presents
is modal expressions, which differ from their patterns of written discourse, in that
the speakers choose to say [ don’t know, I think it’s probable or He’s bound

to...hopefully in order to soften their utterances and to not sound too assertive or
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definitive (ibid 32; see Figure 3.1). Another example is the use of subordinate
clauses which ‘often stand alone and function to highlight or to reinforce a topic,
or function as a signal that another speaker may want to take a turn, thus keeping

a dialogue "open"’ (ibid 33).

Figure 3.1: Extract from CANCODE (from Carter 2004)

(Students talking to each other in a group. They all know each other well and are talking
informally about how they have changed since coming to university)

A: But you don’t notice so much in yourself, do you? I don’t think so, on the
whole.

B: I don’t know. I definitely feel different from the first year. I don’t think I look
any different or anything.

A: You're bound to keep changing really, all your whole life, hopefully.
B: I don’t know, I think it’s probably a change coming away, I suppose.

Grammatical studies have been conducted based on the CANCODE corpus of
British and Irish spoken discourse (see Carter and McCarthy 1997; Carter et al
2000 etc). These studies challenge ‘standard’ patterns of English and present
grammatical devices found in formal and informal conversations which can be

exploited for language learning.

McCarthy and Carter (2006) comment on the way grammar changes and affects
even some forms of informal writing such as emails, internet chat, instant
messaging and text messaging. They observe the way three little words, so, how
and like, have changed and assigned a new role for themselves. The word so for
example is no longer used with a negative adjective so often as with not, or to
emphasise almost anything, nouns, verbs, clauses, which has been observed in the

media and raises the question whether people use it because of the media or vice
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versa. And yet, these words which belong to the top 100 most frequently used
words in everyday spoken English may not be favoured by supporters of standard

English.

Nonetheless, the main issue discussed in the field of applied linguistics is whether
such ‘ungrammatical’ forms, as the devices presented in the extract from
CANCODE, should be included in language teaching. There are elements of
spoken grammar which are considered ‘unteachable’ or ‘problematic’ (Jones
2007: 59) or some speech devices, such as the fillers ‘er’ or ‘umm’, whose
function can be pointed out but yet the teachers cannot tell their students when to
use them (Willis 2003: 198). Many views converge on the option of data
processing, such as conducting a ‘normative grammar’ (Aarts 1991: 58), which
combines grammar structures used (frequency) with structures accepted
(normalcy) or pre-editing materials before presenting them in class (Lamy and

Klarskov Mortensen 2009; see also section 3.5.1).

Carter (2004: 35) gives a broader cultural explanation for the phenomenon of

spoken forms entering written discourse:

At the end of the twentieth century discourse has become more
democratic. As society has become less formal and ceremonial
in such domains as dress and social behaviour, so too the
language has changed to more informal and symmetrical
modes. People speak to each other more as equals and it is
inevitable that they should also increasingly write to each other
in similar ways, especially in contexts such as advertising or
email communication where it is important not to talk down.

Learners are part of this society and do not need to be deprived of exposure to
such features of spoken discourse. Being aware of the nature of English spoken

grammar will enable them to justify their own spoken choices. Yet it is important
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to avoid any possible confusion due to the complexity of speech mechanisms.
Appropriate preparation and introduction to such features becomes a necessity
before their first contact with such data. Striking a balance between written and
spoken discourse can hope to achieve equal exposure to both modes and urge
learners to spot the differences as well as common structures. Therefore, ‘treating
grammar as discourse rather than merely as a feature of the internal structure of
sentences’ could certainly be an illuminating factor in the process of language

learning (McCarthy 1998: 85).

3.3.2 Textbooks and Concordance input

Language changes and grows, as discussed in 3.3.1, and therefore there is a need
for ‘currency’ and ‘up-to-dateness’ in the learning material as well. Mishan
(2004a: 56, 57) advocates the application of authentic texts in language learning
provided by corpora which ‘disseminate and propagate the new varieties of
language’ and ‘are an incomparable resource for the study of the contemporary
language’, filling in the gap left by the ELT coursebook with the prevailing
written discourse and the inevitably out-of-date texts, ‘as the print medium in
which it appears effectively “fossilises” the language at a time of publishing and
writers tend to steer clear of “new” language which might not stand the test of

time’.

Furthermore, a number of studies have observed discrepancies between corpus
findings and the content of EFL and ESL textbooks. Tsui (2004) presents a
summary of comparative corpus studies and textbooks. One of these was
conducted by Biber et al (1994) who observed that textbooks focus more on finite

and non-finite relative clauses than prepositional phrases as noun modifiers, in
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contrast with their findings in the LOB corpus. Kennedy (1998) found that the
grammatical quantifiers, such as ‘all’ and ‘every’ indicate the concept of totality
in many textbooks, whereas in both written and spoken corpora totality is mainly

lexically marked, such as ‘entirely’, ‘completely’, ‘whole’, ‘throughout’.

In another study based on the LGSWE corpus Biber and Reppen (2002: 203-205)
compared the use of progressive aspect and the simple present in four textbooks
and in the corpus. They observed that in the textbooks the progressive aspect is
introduced in the first chapter, often before the simple present or both in the same
chapter. According to their findings in the corpus, the progressive aspect is more
common in conversation than in other registers and is rare in academic prose, and
the simple aspect verb phrases are more than 20 times as common as progressive

in conversation, although infrequent in written registers.

Apart from the selection of the content for textbooks, context and type of
activities are two issues widely debated. Fragmentary sentence-based exercises
often carrying meaningless phrases are outdated when compared with more recent
approaches and trends and yet they are included in some conventional grammar
books. The following example of decontextualised activity is taken from a Greek
grammar book to be used in an EFL classroom of intermediate level (see Figure
3.2).

Figure 3.2: Extract from fragmentary sentence-based exercise (taken from a
conventional grammar book)

PRESENT PERFECT PROGRESSIVE
+ PAST SIMPLE

he/live/here/he/be/born He has been living here since he was born.
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This is an example of traditional language drills which, according to Ellis (1987:
189), ‘have been developed to practise selected formal features (and their
meanings) with little regard for the linguistic environment in which these features
are embedded’. It requires specific responses, but these sentences could be
completed with a different choice of verb form due to the absence of context
constraints. The given example could be formed as He has lived there since he
was born implying possibly that he is about to move out. Petrovitz (1997: 203)
points out that such decontextualised activities disorient students and that ‘tense
usage is perceived as a system of rules dependent on lexical or syntactic
parameters, rather than on semantic considerations’. As discussed in section 3.2,
form cannot be examined adequately regardless of context, while ‘appropriate
grammatical choices can only be made with reference to the context and purpose

of communication’ (Nunan 1998: 102).

It could arguably be more effective if the same grammatical aspect, present
perfect simple, was presented in context. An extract from an everyday
conversation could certainly provide sufficient and familiar context (see Figure

3.3; Appendix 1 DDL Unit 5).

Figure 3.3: Extract from a conversation (taken from CANCODE)

1. <$1> Yeah. I know he has phoned recently but he hasn't said "I am
phoning you about next week" yet. Do you want to go to David and Kate's if
he's not having a party?

<$2> Yeah.

<$1> Have you thought of a costume?

<$2> What in case we go to David and Kate's?

<$1> Yeah well Will's one is fancy-dress. It is Halloween.

<$2> Oh right. Erm. I could always go as Julius Caesar.

<$1> Again? How many times have you done that?

<$2> I haven’t been to their place for ages. And I' thought of going as a
pirate.

9. <$1> Uh yeah.

AN R LD
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This dialogue has the potential for use as an interesting stimulus for profound
analysis of the bolded expressions. They can be associated with the adverb
recently and the time expressions for ages and how many times and the choice of
Present Perfect Simple in line 3 can also be discussed in comparison with Simple
Past. Furthermore, learners can be motivated to make guesses not only regarding
the grammatical form in question but the setting of this conversation as well.
They may be prompted to think about the relationship and social status of the
speakers judging by the choice of the topic and expressions. Spoken discourse
often captures learners’ attention and curiosity and can prove to be a useful way to
begin a discussion in class. Similarly, Celce-Murcia (2008) illustrates a
pedagogical context-embedded approach of the time aspect past perfect in an ESL
class with more advanced learners. It involves close observation and classroom
discussion on the function of the grammar pattern in authentic texts that lead to
the final step of writing a short narrative of a past event applying the already

observed function of past perfect simple.

Corpora are a rich source of data and therefore valuable information can be
extracted from them in relation to vocabulary, grammar, formality and
informality, spoken and written discourse, and they can serve as the basis for ELT
textbook evaluation and supplementation. Murkherjee (2006: 9) challenges the
language of most ELT textbooks, which is often not in line with corpus findings
and stresses the necessity for refinement so that the language becomes more
'natural and native-like. He also comments on the large number of grammar
school teachers who are not aware of corpus linguistics and suggests the need for
in-service teacher training programmes on the key issues in corpus linguistics (see

also McCarthy 2008). Boulton (2009) expresses his concern over publishers’
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reticence to produce materials exclusively devoted to DDL in the belief that there
will be no demand and points out that corpus-based textbooks and other materials
available are deliberately hidden among conventional activities (see also Meunier
2002). McCarthy (2004: 6) underpins the need for corpus informed materials
looking like traditionally prepared materials as ‘textbook writers observe usage in
corpora and adapt corpus texts and conversations so that they will not be
intimidating or confusing for learners. In this way, teachers and learners can work
with familiar types of materials, knowing that they are based on reliable and

authentic resources’.

It is a fact that DDL has not yet become established in the teaching and learning
environments and therefore careful steps need to be taken in order to prepare the
ground for its gradual integration. Boulton (2009, 2007) invites teachers to
experiment with hands-on concordancing, although it requires time, effort and
perseverance, and stresses the need for more empirical evidence before DDL is
fully adopted (see Boulton 2007 on empirical studies). Romer (2006: 127) calls
for more coursebook series that ‘are entirely corpus based and that are tailored to
the needs of particular groups of learners, e.g. learners with different first
languages and of different proficiency levels and reference works, informed by
results from contrastive and learner corpora research or from real-English-vs.-

“school”-English comparisons’.

34 Corpora for DDL

This section outlines different types of corpora which can be selected for second

language pedagogy according to the learners’ level and needs.
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3.4.1 General and Specialised corpora

As already discussed in 2.5, the choice of corpus depends on the purpose of a
study as well as the learners’ needs. Concordance citations can be retrieved from
either a large and general corpus or a relatively small and specialised one. A large
corpus is required if the focus is on vocabulary and collocation, whereas a smaller
one would be adequate for the study of grammar. In the former case the BNC
Corpus or the Bank of English would be an appropriate choice as a vast range of
text types are included in both spoken and written discourse. In the latter case, a
corpus of between 50 to 100,000 words is likely to be adequate, since most
common grammatical features will still occur with high frequency, unless the
learners are at an advanced level and may wish to explore a larger corpus and
observe deviations from traditional forms. Tribble (see website in the list of
references) suggests small corpora as a useful resource in language learning,
because they help not only students but also teachers to use a vast range of

language data as an essential preparation for accessing a large corpus.

Online corpora are also a convenient choice as they are cost-effective and can be
used in any class that has internet access. Specialised corpora are particularly
illuminating in English for Specific Purposes (ESP) or English for Academic
Purposes (EAP) where the emphasis is placed on technical terms and specific
genres. Such corpora included the Jiao Da English for Science and Technology
Corpus (JDEST) and the Guangzhou Petrolium English Corpus (GPEC) in the late
1980s, but nowadays general corpora such as BNC can fulfil the learners’
expectations by enabling the selection of a subcorpus related to their objective.

CANCODE is another example of a specialised corpus as it includes a wide
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selection of authentic informal spoken data. Both the teacher and learners can
examine concordances or large numbers of conversational extracts of different
spoken genres such as narrative, language-in-action, service encounters, problem-
solving, information exchanges and casual talk (see McCarthy and Carter 1995:
208), and exemplify how a relatively small corpus can be used in grammatical
description. Traditional and innovative approaches to grammar teaching based on
CANCODE data are also introduced and analysed in depth in Carter, Hughes and
McCarthy (2000) providing further practice for upper-intermediate and advanced
learners. In addition to the ample applicability of the current corpora, Tognini-
Bonelli (2004: 22, 23) suggests combining texts of published material, such as
The Economist, with concordancing software to prompt ESP learners to identify
patterns that occur with field-specific terminology. Recognition of such formal
contextual patterning has proved to be very helpful in the identification of

meaning and definition of terms.

When selecting a corpus for DDL, certain points need to be taken into
consideration. Lesson planning based on general corpora can be time-consuming
for the teacher and exploring the vast masses of data can be confusing for
learners. On the other hand, a study of infrequent words is fulfilled in a large
corpus and examined in different text types. Similarly, the search for uncommon
patterns in a small or specialised corpus may be doomed to failure, whereas a
study of common ones is carried out more effectively and with no extensive
preparation or editing required. Perhaps a combination of both types of corpora
may be incorporated in the teaching syllabus starting from a smaller corpus and,
when learners are quite comfortable with examining concordance lines, moving

on to a larger one, depending on the type of investigation that needs to be
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undertaken. Gavioli and Aston (2001: 244) suggest grading corpora ‘starting with
small collections of texts of a similar type and moving on to larger and more
heterogeneous ones’ in order to develop autonomy progressively. Using different
corpora and corpus analysis tools keeps up learners’ initial enthusiasm, curiosity
and interest, while ‘working with only one corpus (especially if large and non
specialised) and one type of software, learners may not notice these ties (the
reality of texts and of the intertextual ties joining them together in different way),
nor reflect on signals of restricted use(s) and assume that their observations are

more general or more absolute than is actually the case’ (Bernardini 2000: 167).

3.4.2 Parallel corpora

Another type of concordancing for DDL that promotes language awareness is that
of parallel corpora. These include data in one language which is translated in one
or more different languages, where any stretch of text and its translation(s) can be
accessed simultaneously. By navigating corpora with text analysis software
learners can become aware of the wide range of patterns associated with lexis.
Parallel concordances can be used for independent study or in the classroom.
Self-access allows learners to examine the target word, idiom or pattern in natural,
contextualised examples of language usage. They can also test their initial
hypothesis and become aware of the L2 mechanisms by extracting samples of L2

they do not quite grasp and comparing them with the equivalent forms in L1.

In the case of using parallel concordances in the classroom, it is self-evident that
they are more effective with monolingual classes. Students develop skills of
contrastive analysis and learn to accept different possible translations of certain

expressions. They also become aware of the fact that translation cannot be based
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on one-to-one correspondence between the initial and target language. Exact
alignment is not attainable, but correspondences among the main linguistic
features of the corpora can be displayed. ‘The paths of extension of meanings
will undoubtedly differ in the second language as will the strength or productivity

of particular metaphorical mappings’ (Barlow 2000: 112).

Hunston (2002: 181, 182) highlights the development of reciprocal learning (see
also Johns 2000) through parallel concordancing, as two native speakers of
different languages can be paired and help each other learn their mother tongue.
This process prepares learners for different interpretations and thus contributes not
only to motivated language acquisition but also to learners’ awareness of the

flexibility of the target language.

The University of Birmingham has created a windows-based parallel
concordancer, the MULTI-CONC, for language learning and testing under the
lingua project (Johns and King; see website in the list of references). This project
has been developed as a part of a European funded program. It develops a
methodology for teachers and students by enhancing the teaching of translation

and offering good practice and testing (see Figure 3.4).
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Figure 3.4: Example of English-French Parallel Concordances from the

Multiconcord application suite (from Johns and King)

=*| Sort Results £
Categories Right [ 1 [[l [T T[4 View
Filters | Mark i 30 __i
it | set out +
lIi;; show = |1 setout| 331 ] | Sentonce |
| C1 set out [ 36] _j
21| 2] |G |
| Delete | set out [ 45] |
7™ | o (B el
| Restre | |C1setout[ 54 —
[y fiestoa C1 set out [ 60] +
Reset to 1 E ﬁesurli

desertfr P33
Cert demanderait beaucoup plus de temps alors quil
fallatt, au contrare, se hater; ceuz du MNord avaent
l'avantage, car de s'etaient mis en mouvement les
premiers et, de leur cité, la route etat beaucoup
plus praticable.

deserten P33 54

But that would take much more time and they must
hurry, <5=The Northerners were at an advantage for
they had set out first and on their side the going was
much easter.

Ten European languages are included so far but will soon be extended to non-
European ones. The researcher may select a word or phrase and may define the
extent of surrounding context of the query. This data can also be used for testing

by gapping translation materials.

ParaConc (Barlow 2005) is another bilingual or multilingual concordancer used
for contrastive analyses, translation studies and language learning. The original
text can be translated into one or up to three different languages and the node is
highlighted and displayed in a KWIC format, while information on frequency and

collocation are also available.

When it comes to parallel corpus application in the classroom, the teacher needs
to detect L1 interference which may cause negative transfer and decide whether
the source text will be L1 or L2, which is the starting point of the search,
In other words, concordances in L1

depending on the nature of the problem.

aligned with L2 are preferable when there are language production problems, in



63

order to enable learners express their ideas in the target language more effectively,
whereas concordances in L2 aligned with L1 promote language reception skills as
they help learners realise how the L2 selected forms are interpreted in L1 (see
Frankenberg-Garcia 2004). Whatever the language difficulties learners seem to
have, close observation of performances and reasonable as well as conscious use
of parallel concordances in the classroom are necessary steps for effective
contrastive interlanguage analysis (see Granger and Tribble 1996), bearing in
mind that ‘language contrasts that are no longer or have never been a problem to
learners could provoke overmonitoring and inhibit spontaneous performance’

(Frankenberg-Garcia 2004: 217).

3.4.3 Pedagogic and Learner corpora

Learner corpora are systematic computerised collections of texts produced by
learners. These ‘home-made corpora’, as Aston (2002: 11, 12, 13) calls them,
‘may be more appropriate for learning purposes than pre-compiled ones, insof