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ABSTRACT

Roads are an integral part of today’s lifestyle. Indeed, a modern and efficient
economy requires a satisfactory road network. The road network in the United
Kingdom faces ever-increasing demands with 94% of passenger travel and
92% of freight transport undertaken by road. Maintenance of the network is
essential. Prior to the commencement of any maintenance scheme, an accurate
highway profile is measured by undertaking a detailed topographic survey of
the road surface and the adjacent verges. Traditionally, this 1s carried out by

land surveyors using, for example, a theodolite, EDM and level.

Highway surveying by traditional methods is a slow, costly and dangerous
process. A photogrammetric technique was devised by Photarc Surveys Ltd of
Harrogate, UK to reduce the problems of speed, cost and safety. This
helicopter based photographic system can yield topographic data at upto
+5Smm rmse through photogrammetric analysis. It 1S necessary to install
ground control points on the hard shoulder for use in the photogrammetric

analysis.

This research investigates the potential of both conventional aerial
triangulation and in-flight GPS assisted aerial triangulation for reducing this
ground control requirement. The original photographic system is extended to
integrate a GPS positioning system and the performance of this system is

assessed through a series of field trials.

The results of the research show that the camera can be positioned by the GPS
system to within 5 centimetres. The GPS positions can be included in the
aerial triangulation to further reduce the requirement for ground control. It is
shown that for mapping at the £ Smm rmse level, there is no potential for
height control reduction, even when GPS positions are used. However for

mapping at upto = 20mm, the GPS positions can enable a significant reduction

in ground control.
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Chapter 1

Introduction

1.1 The Role of Highway Profiling

Roads are an integral part of today’s lifestyle. Indeed, a modern and efficient
economy requires a satisfactory road network (for example for product
distribution and tourism). The backbone of the road netwoik in the United
Kingdom is the 10,400 kilometre [Highways Agency, 1996a] motorway and
trunk road network. This faces ever-increasing demands with 94% of
passenger travel and 92% of freight transport undertaken by road [BRF, 1997].
The pressure on the road network is set to continue with predictions for growth

suggesting that traffic volumes will continue to grow and vehicle ownership

will increase by 16% by the year 2005 [BRF, 1997].

Management, development and maintenance of the motorway and trunk road
network in the UK is the responsibility of the Highways Agency. They are
committed to providing an efficient, reliable, safe and environmentally

acceptable network through a rolling programme of road maintenance and
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expansion [Highways Agency, 1996b]. The Highways Agency continually
monitors the condition of the road network to prioritise road improvement
schemes within available funding [Highways Agency, 1996a]. In 1993, the
portfolio of road improvement schemes awaiting funding from either public or

private sectors totalled 6.44 billion pounds [Highways Agency, 1996b].

Prior to the commencement of any maintenance scheme or road realignment
work, it is essential to provide accurate highway profiles by undertaking a
detailed topographic survey of the road surface and the adjacent verges
[Boardman, 1994]. This data is then utilised by the highway engineers for
procedure planning and material costing, because without a survey of the area,
it is impossible to calculate new road alignments and levels. Traditionally, a
highway profiling survey is carried out by first re-directing traffic from the
area with traffic cones in a similar manner as would be required during the
actual maintenance scheme [DoT, 1996]. A team of land surveyors can then

carry out a topographic survey of the area using, for example, a theodolite,

EDM and level.

1.2 Non-Contact Highway Profiling

Detailed land survey using instruments such as a theodolite and EDM 1s a slow

and expensive process. The cost is increased by the need to close off road

lanes to traffic, realised through lane rental from the Highways Agency, which
costs upwards of £50,000 per kilometre per day {Longdin and Browning,
1990]. From a safety standpoint, it is undesirable to re-direct traffic with

cones for anything but the most essential maintenance because of the link

between roadworks and increased traffic accident rates. This danger of
roadworks has been quantified by a Transport Research Laboratory study
[Hayes and Taylor, 1993] which calculated that the risks associated with
major roadworks are a 14% increase in personal injury rates on dual

carriageways and an increase of 57% on motorways.
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The solution to reducing the lane coning that is necessary for road maintenance
is to employ a so called ‘non-contact’ method of surveying to acquire the
highway profiles. This implies that the surveyor does not encroach onto the
live carriageway, negating the need for lane coning. Two approaches have

been developed by UK survey companies and can be summarised as:

e Profiling by reflectorless EDM
e Profiling by photogrammetry

The reflectorless EDM is a recent innovation and has found great use in places
where the object is inaccessible. Glen Surveys Ltd of Orpington, UK have
demonstrated the use of reflectorless EDM technology for highway profiling
of short sections of UK trunk roads [Jackson, 1996]. The survey is conducted
from the hard shoulder of the road and is capable of providing highway spot

levels to £5mm rmse. However, this approach requires the surveyor to

manually move the EDM along to the next station which is very time

consuming when many kilometres of highway are to be profiled.

A more dynamic approach has been operated for several years by Longdin and
Browning Surveys of Swansea, UK. They have mounted the reflectorless
EDM in a modified van to enable the observation station to be quickly moved

along the hard shoulder [Bennett, 1989]. This speeds up the survey whilst

maintaining the same £>mm rmse accuracy.

The photogrammetric approach to highway profiling was originally developed
by Photarc Surveys Ltd, a photogrammetric mapping company based in
Harrogate, UK. This technique is the basis for the research and 1s now

introduced.
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1.3 Helicopter Photogrammetry

Photarc Surveys Ltd were approached in 1983 by West Yorkshire County
Council and asked to undertake a topographic survey of two stretches of the
M62 by some remote method such that lane coning was not necessary. With
experience of developing novel photograr;lmetric techniques, the company
devised a helicopter based photographic system which could yield high

precision topographic data through photogrammetric analysis [Boardman,
1994].

Technically, the system comprises three distinct operations [Stanbridge,
1993].

e Ground control survey
e Photograph acquisition

e Photogrammetric analysis

Using a helicopter flown as low as 75m altitude [Boardman, 1994] to obtain
vertical stereo-photographic coverage of the motorway, pairs of photographs
can be orientated in an photogrammetric plotter to produce a stereomodel. The
altitude of the helicopter is maintained with a laser altimeter. Ground control
points are required to orientate the model, such that image point measurements
can be transformed into the corresponding ground coordinates in the object
space. These ground control points are 10cm square white markers (shown in
figure 5.1) which are established at the back of the hard shoulder at upto a SO0m
interval depending on the required precision of the highway survey.
Permanent ground markers are also established at a 250m interval which is a
requirement for the survey and setting out work done during the eventual road

maintenance work.

The final data is typically provided to the client as a series of spot height

strings along the various lanes of the highway or as a full topographical survey
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[Boardman, 1994], formatted into an appropriate data format for input into a

computer based highway design package such as MOSS [Stanbridge, 1987].
These spot heights can be reliably provided to £5mm rmse precision as shown

in table 1.1.

R S— N - T L S — L . . e L S —_ i W — e e —— . - -

Contract SchIﬁed Photographlc Control Field Level Phctogrammetrlc
- ---
B mn—-
I T N R R
T e [
T [ w [ [

Table 1.1 - Highway Contract Precisions And Related Scale/Control

Requirements [Boardman, 1994]

Highway profiling by photogrammetry is nearly a true non-contact method
unlike the aforementioned EDM approach which requires a surveyor to occupy
the hard shoulder for the duration of the survey, This is particular important
because of the danger of working on the hard shoulder adjacent to live traffic
lanes. Stanbridge [1996] reports that the death of highway engineers during
such a survey caused the Queensland Department of Transport in Australia to
employ Photarc Surveys Ltd and their photogrammetric technique because of
the clear safety benefits. Only the process of establishing the ground control
markers at the back edge of the hard shoulder requires any intrusion onto the

highway.

In addition to highway profiles for maintenance schemes, the use of a
photographic technique also ensures that a full visual record is available to
engineers [Stanbridge, 1987] for condition assessment of roadside fumniture

(lamp posts, signs, crash barriers).
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1.4 Research Objectives

Although the actual survey procedure is remote through the use of a helicopter,
it 1s necessary to install a number of ground control points on the hard
shoulder for use in the photogrammetric analysis. This is an unfortunate
caveat to an otherwise non-contact method because of the requirement for a
survey team to work adjacent to live traffic lanes whilst coordinating these
ground control points. Photarc Surveys Ltd had recognised this problem but
were unable, because of commercial pressures, to investigate available
photogrammetric techniques such as aerial triangulation which might reduce
the requirement for ground control. Coupled with this possibility to reduce
ground control were developments in an extension to aerial triangulation
[Ackermann, 1992a] which enables the use of satellite positioning techniques
for further reducing the same requirement for such ground control points in

small scale mapping work.

This research was conceived after discussions between Photarc Surveys Ltd
and the Institute of Engineering Surveying and Space Geodesy at the
University of Nottingham. The primary aim is to investigate the potential of
both conventional aerial triangulation and in-flight GPS assistcd aerial
triangulation for reducing the ground control requirement in large scale
photogrammetric mapping of highways. The original photographic system
that was developed for use in the helicopter is not capable of collecting GPS
data during a photographic flight. Therefore, the research also involves

extending the photographic system to integrate a GPS positioning system and

assessing the performance of this system through a series of field trials.

1.5 Research Methodology

To achieve the objectives of this research, it is necessary to undertake the

following work:
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e Modify the photographic acquisition system to also obtain GPS
positioning data
e Develop software to enable both conventional aerial triangulation

and GPS assisted aerial triangulation

e Derive data to allow a comparison of the quality of aerial

triangulation and the potential for ground control reduction

The integration of a GPS positioning system and a photogrammetric camera
system has been evaluated for small scale mapping work [Ackermann and
Schade, 1993). This type of work uses a fixed wing aircraft which is different
to the helicopter used in this research. The modification of the
photogrammetric camera system posed a new challenge because of the unique
operating environment and the need for the camera system to remain portable

and available for commercial work [Hansen and Joy, 1995]). In order to

achieve the integration, the emphasis is placed on:

e The design and development of an electronic control system for

integrating the timing of the GPS receiver and the camera shutter

mechanism

e The development of computer control software to support the

electronic control system

The performance of the GPS-camera system is assessed through testing in
three field trials. Specifically, the antenna phase centre coordinates derived
from the GPS positioning system are compared to truth coordinates calculated
by photogrammetric space resection. An assessment of the practical

considerations for using a combined system is also given.

Aenal triangulation is a data processing technique for photogrammetric
observations. No suitable aerial triangulation package was available at the

IESSG for processing of GPS assisted aerial triangulation. The author has,
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therefore, developed an aerial triangulation package which can use the GPS

position data and i1s written as a framework for future research developments

in this field.

The quality of the aerial triangulation of the test datasets 1s assessed through
the comparison of different ground control configurations and different
photographic configurations (the use of side strips of photography). The
assessment of these configurations is based on an accuracy comparison of the
derived coordinates of the measured ground points with a truth ground survey

undertaken at the time of the photographic flight.

1.6 Thesis Outline

Since the system development was investigated in two distinct areas, aerial
triangulation processing and the use of GPS, Chapter 2 provides a background
to the aerial triangulation work and Chapter 3 contains an overview of the
relevant GPS concepts. The integration of GPS and photogrammetry has been
an active international research field over the last few years and provided the
impetus for this work. In Chapter 4, the factors in combining the two
techniques are detailed and the approaches which have been taken in other
applications, such as forestry and small scale topographic mapping, are
discussed. The field trials and datasets are introduced in Chapter 5 and further
discussion is given to the methodology behind the aerial triangulation testing.
The necessary hardware developments for the GPS-camera system are

described and assessed in Chapter 6.

To assess the performance of aerial triangulation processing and the inclusion
of GPS positioning data, it was necessary for the author to develop a core
software package and several smaller applications. These are described in
Chapter 7. Having detailed the hardware and software developments
necessary to exploit aerial triangulation techniques and GPS positioning, the

analytical investigations and comparisons are given in Chapter 8. Finally, In
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Chapter 9 the conclusions drawn from the research and recommendations for

future work are detailed.



Chapter 2

Aerial Triangulation

2.1 Introduction

A stereoscopic model is required for most aerial applications of modem
photogrammetry, this being achieved with an analytical or digital stereoplotter.
To locate the model in a ground based coordinate system, a framework of
control points is required on the ground surface. Provision of such ground

control can be a costly part of a photogrammetric survey.

Aerial Triangulation may be defined as “the process for the extension and
provision of control information....as may be necessary for topographic or
similar mapping” [Ghosh, 1975]. Traditionally, it has been used to provide
ground coordinate points, but by using an appropriate technique it can also be
used to calculate the orientation parameters of the photographs for subsequent

orientation in the photogrammetric plotter. These orientation parameters are

10
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the exposure station coordinates ( X,, ¥, and Z,) and three rotations (@, ¢

and x). The main advantage of aerial triangulation is that, even within large

photographic blocks, 1t only uses a relatively small framework of surveyed

ground points.

This chapter introduces the three main types of aerial triangulation in section
2.2 with a short discussion on early methods in section 2.3. The main sections
concentrate on the technique of aerial triangulation using bundles (bundle
estimation) which is implemented in the software. Section 2.4 introduces
bundle estimation and section 2.5 discusses methods for refining measured
photo coordinates. Section 2.6 details methods for applying a statistical
evaluation to the results of an aerial triangulation and error analysis is detailed

in section 2.7. A summary of this chapter is given in section 2.8.

2.2 Background

The orientation of a series of photographs by aerial triangulation is classified
according to many different criteria, varying across the available literature. A .
useful classification, in the author’s opinion, is based on the photographic unit

which is analysed.

¢ Model - consisting of a pair of photographs
e Photograph - consisting of a single photograph

The order of this classification indicates the technological developments in
photogrammetry since the early part of the twentieth century. The
development of the first computers enabled the photogrammetrist to apply
computational methods to aerial triangulation and the order represents an
increase in computational effort. The aerial triangulation technique

classification can be further refined to reflect the adjustment techniques:

11
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e Polynomial Adjustment
e Section Adjustment

e Bundle Estimation

The estimation phrase modernises the concept of adjusting coordinates during
each technique. Polynomial adjustment and section adjustment are now

briefly discussed before the description of bundle estimation which is

implemented in most modern aerial triangulation packages such as BINGO

[Kriick, 1990].

2.3 Early Methods in Aerial Triangulation

The polynomial adjustment and section adjustment methods use the model as
the basic data unit. This means that the image points are measured in the
model coordinate system. Once all of the points have been measured in all of

the models, the models are joined into a block or strip and located into the
ground coordinate system. Polynomial and section are two techniques which

can be used to achieve this joining of the individual models.

2.3.1 Polynomial Adjustment

The procedure of polynomial adjustment works with strips of photography and
1s described by Schut [1967]). Two stages are apparent in the procedure:

 Formation of the strip from stereomodels

e Polynomial transformation of the strip onto the available ground

control

12
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The difficulty of polynomial estimation is the choice of a suitable polynomial
transformation which describes the deformations which affect the strip. These

deformations may be caused by:

o Curvature of the earth in the object space
e (Observational errors

e Instrumental errors

e Atmospheric errors

Without careful consideration, the strip will be poorly transformed onto the
available ground control. Further discussion of the observational errors that

can cause deformation in a photogrammetric strip or block can be found in the

discussion on the Bundle estimation (§2.5).

2.3.2 Section Adjustment

The procedure of section adjustment works directly with the models. A group
of models are transformed into the ground coordinate system using a suitable

transformation and common tie points in adjacent models.

Analytical processes like section adjustment were only feasible with the advent
of the computer [Wolf, 1983]. One significant benefit of section adjustment is

that the transformation can be achieved by a least squares process which can

improve the overall precision.

Neither polynomial adjustment or section adjustment were investigated during
this research because it was felt that the bundle estimation process was the
most robust and most suitable for the introduction of GPS observations into
the computation. There discussion is only included for completeness

alongside the main discussion which now follows.

13
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2.4 Bundle Estimation

The basic data unit in the bundle estimation is the photograph, and the method
takes its name from the bundles of light rays which project the object space

onto the negative at the instant of exposure (Figure 2.1). It is considered to be

the most accurate method for performing aerial triangulation for the following
reasons [Ibrahim, 1995]:

e the collinearity condition, which constitutes the functional model in
a bundle estimation, is a good representation of the actual
geometric situation without any serious approximations.

e the analytical or digital instruments used to obtain the image point

observations have low instrumental errors (typically less than 3um

in an analytical instrument such as the Leica SD2000 or Zeiss P3
Planicomp).

e errors which might result from a relative or absolute orientation
procedure are not propagated into the estimation process because

they are not required in the measurement phase.

r perspective centre

positive image plane

Figure 2.1 - The projective relationship between object and image space

in a Bundle Estimation

14
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The orientation parameters (§2.1) for each photograph are solved
simultaneously using the process of the Best Linear Unbiased Estimate
(BLUE), more commonly referred to as the Least Squares estimate. This
technique 1s necessary because there are more observations in the computation

than there are unknown parameters to be derived (redundancy).

2.4.1 Least Squares Principles

The method of least squares was developed over 150 years ago [Slama, 1980]
and is used extensively in geodesy and photogrammetry. It is based on the
principle of maximum likelihood estimators with two fundamental

assumptions on the observations:

o the observations contain only random errors whose probability

density function (pdf) is symmetrical and continuous (§2.7.3)

e all observations are mutually independant [Slama, 1980]

A least squares solution for the unknown parameters is achieved when the -

following condition is satisfied:
v Wy => minimum

ie, the sum of the squares of the weighted (W ) residuals (v) are a minimum.

The weight matrix 1s the inverse of C,,, the a priori covariance matrix of the

observations [Cross, 1972] and is discussed in §2.4.6. A residual is the
difference between the observed value and the computed value, giving a

measure of the fit of the observations to the functional model (§2.4.2).

15
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There are three main constituents to the least squares process, the functional
model, the computational algorithm and the statistical evaluation of the

results. The simplified relationship is illustrated in Figure 2.2.

|
L
|
Functional model _._——}
A a
Technique of
least squares

Remodelling

Statistical evaluation
and tests of results

Philosophical and

! Technique and
judgement tasks —> computational algorithm

Figure 2.2 - The Components Of A Least Squares Process [Mikhail, 1976]

The following subsections discuss the factors involved in evaluating a solution
of the unknown parameters. It will be seen that these typically contain
unknown photograph orientation parameters (§2.1) and the coordinates of the

ground points.

2.4.2 The Functional Model And The Collinearity

Condition

The functional model relates the observed quantities to those which are to be
determined by a series of observation equations. In the specific case of a
photogrammetric bundle estimation, the primary observation equation

describes the relationship between the image point measurements that are

16
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obtained with the analytical or digital stereoplotter and the corresponding

ground point coordinates. The collinearity condition can be used to develop

such an equation.

The collinearity condition represents the actual situation at the time of
exposing the photographic film over an object field (figure 2.1). A ray of light
1s assumed to be a straight line passing from the ground point, through the
perspective centre of the camera, to the photographic image of that point. This
assumption 1s valid because the effects of certain distortions are removed
before or during the computation (§2.5). “Analytical photogrammetry consists

of mathematical modelling of the relationship between different [coordinate]
systems” [Ghosh, 1988].

The relationship between the image coordinates of the photo point and the

ground coordinates of the ground point may be written as [Ibrahim, 1995].

X; x| [x
Y |=4;m| vl [+| ¥/ [2.1]
Zi -f] 12
where:
T
[X . ¢ Z,.] are the ground coordinates of ground point i
. T
[X D CRVA ] are the ground coordinates of the image station j
(perspective centre)
T e
[x,’ y"] are the image coordinates of ground point 1 in
photograph j
A; is the scale factor associated with ground point i
in photograph j
m/ is the rotation matrix of photograph j which
consists of elements for the three axes rotation
parameters @, ¢ and x
f is the camera principal distance

17
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Equation 2.1 can be manipulated to form the non-linear observation equations
shown In equations 2.2a and 2.2b. These equations are referred to as the
collinearity equations, the most fundamental equations in analytical

photogrammetry [Slama, 1980].

m{l(Xi —Xj)+m,f2(Y, -Yj)+m,j3(Zi —Z"')

) oo N
== m}i (X, = X' )+ m§ (Y, - Y )+ mi(2Z, - Z7) 221
y{=_fm{1(x,-Xf)+mgz(11-yf)+mg3(z,-zf) 220

mi (X, = X7 )+ mdh(Y, =Y )+ miy(Z, - Z/)

where:

m’  is the rotation matrix element for image j and ab signifies a

position in the rotation matrix

all other values take their previous definition

These equations form least squares observation equations and must be in a
linear form before they are solved to give the unknown parameters. The
collinearity equations can be linearised using Taylor’s theorem [Slama,1980]

and written as:

fx(xa'w!p"c'XO'YO'ZO'XA'YA'ZA)

KA I o Hr o, D I D
Xy oty 10 ez, Yo,

[2.3a]

od o o,
fy(ya‘w‘p!xtXOIYO!ZOIXAiYArzA) a da)+"§;dp+'§;dx+

‘;fy ‘3‘)! ‘3‘.)' @c)' c?? &)'

K, dX°+9Y0 dY0+‘:?z0 dz°+5XA dX , + o, "Y“azA dz ,

[2.3b]
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where:
v, and v, are residual errors in the x and y measured tmage
coordinates
3;’; and similar are the partial derivative of the function with
respect to an unknown parameter
dw and similar are a correction to the approximate value of the

unknown parameter

The details of this linearising process have been documented 1n

photogrammetric texts such as Slama [1980] and so are not be repeated here.

2.4.3 The Datum Problem

In a photogrammetric bundle adjustment using only image coordinates as

measurements, the ground coordinates of the ground points are not estimable
[Cross and Cooper, 1988]. To overcome this problem, which can be referred

to as the datum problem, ground points coordinate observations are required. .

The ground control used in photogrammetry has historically been coordinated

by the traditional method of angles, distances and levels. The measurements
themselves often form a least squares adjustment process where the final
coordinates are the most likely coordinates based on the observations made. In

medium and small scale mapping, these control coordinates can be held fixed
in the bundle estimation because their accuracy is considered to be of a
significantly higher order than that required of the work [Cross and Cooper,
1988]. However, in large scale photogrammetric work it may be more robust

to introduce the ground control coordinates as weighted observation equations.
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2.4.4 Ground Control Observation Equations

Ground control points are introduced into the bundle estimation as

observations. Considering a ground point a, an observation equation can be

written:
X1 1 X1 v,
Y. |=| Y, |+|v, [2.4]
za Za Vz

where:

T
[X . Y, 2 a] are the ground coordinates of control point a
- ~ N T
[X « Yo Z a] are the observed coordinates of control point a

T
[V; v, v,] are the residuals of the control point a

The ground control observations equations are linearised by Taylor’s theorem

in a similar manner to §2.4.2.

2.4.5 The Computational Algorithm

The linearised observation equations form the linear model for observation

equations whose general form is:
Ax=b+v [2.5]

where A is the design matrix of coefficients,

x 1s the vector of unknown parameters,
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b is the right hand side vector, and

v is the vector of residuals.

In the simple case of a bundle estimation with image point observations and a

network of ground control points, equation 2.5 can be written as:

b il

where;

A and B

JP and dG

b, and b,

v, and v,

|

1

are design matrices containing the partial derivatives of
the observed image coordinates with respect to the
unknown position and orientation elements of the
photographs, and the ground coordinates of the
observed 1mage points.

are the corrections (§2.4.8) to be added to the
approximate values of the position and orientation
elements of the photographs, and the ground coordinates

of the observed image points.

are the relationship between the observed quantities and -

the computed quantities as given in the linear
observation equations in the appropriate form.

are the residuals associated with the observed image

points and the ground control point coordinates
respectively.

1s the identity matrix.

It can be shown [Cross, 1983] that equation 2.5 can be developed to give the

normal equations.

x=(ATWA)'ATWbr=N""ATWb [2.7]
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where:

W 1s the weight matrix associated with the covariance matrix of
the observations (§2.4.6)

all other values take their previous definition

The procedure for solving equation 2.7 to find the corrections to the unknown
parameters, as applied in the software used in this research, is discussed later
(§7.3.3). The solution notably involves an inversion of the normal equation
matrix (N) which can be computationally intensive [Mikhail, 1976]. 1t is,
however, possible to examine the structure of the normal equation matrix and

utilise its properties to reduce some of the computational effort.

The form of the design matrix (A) produces a normal equation matrix which is
banded and bordered (Figure 2.3). The non-zero elements of the matrix are
represented by the black shapes, with the rest of the matrix consisting of zero

elements.

ey Iyl

Figure 2.3 - The General Form of the Normal Equation Matrix

Matrices where only a small portion of the elements are non-zero are called
sparse matrices. The exploitation of the properties of a sparse matrix can not

only reduce the computational effort of calculating the inverse but also reduce
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the computer memory which is required to store the matrix during a

computation [Mikhail, 1976].

2.4.6 Weight Matrices

The weight matrix has been defined (§2.4.1) as the inverse of the a priori

covariance matrix of the observations.
__ vl
W — Cﬂp [2-8]

The covariance matrix will be investigated further during the discussion on
assessing the quality of a bundle estimation (§2.6). However, it 1s important to
emphasise the use of this matrix at the beginning of the estimation process,

such that the name a priori covariance matrix of the observations becomes

clear.

The diagonal elements of the covariance matrix of the observations represent
the variance of each of the observations. The variance of an observation i1s

defined as the square of the standard error which is determined prior to the

estimation (§2.4.7). The form of the matrix is shown below:

o, 0 0 0
0 op 0 O
_ 2.9
Cv= o o ol 0 (2.9]
0 0 0 o]

A covariance matrix includes elements in the off-diagonal positions.
Normally, observations are considered independent [Cross, 1983] and it 1s
often too difficult to estimate their values. The matrix is simplified to have
null values at these off-diagonal positions. The calculation of the a priori

weight matrix for the bundle estimation from equation 2.9 is trivial:
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[2.10]

It can be seen from equations 2.8 and 2.10 that the weight of an observation is

actually the reciprocal of the standard error squared.

2.4.7 Estimation of Observation Standard Error

To correctly estimate the a priori weight matrix in a bundle estimation, the
observational standard error must be given. This procedure requires a personal

assessment of the potential error in an observation or series of homogenous

observations, often using some external indicators:

e Previous performance

o Comparison with a known value

e Repeated measurement

Correct estimation of standard errors i1s often viewed as a function of

experience in analysing the equipment and environment used to obtain the

observations. In the photogrammetric case of image point observations,
photographic quality, instrument calibration results, object dimensions and

observer ability can all affect the observational standard error between

successive projects.

2.4.8 Termination of The Iterative Process

A set of approximate values of the unknown parameters is required for the
least squares computation and the vector x of unknowns (§2.4.5) is actually

corrections to these approximations. It is important to seek approximate
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values which are close to the true values, since a non-linear problem may have

several solutions.

The whole process of bundle estimation is actually iterative, with the
approximate values of iteration n being updated by the corrections x to form
the approximations for iteration n+1. The size of the corrections to the
approximate values will converge to the point where the parameters and
residuals change by insignificant amounts. It is the responsibility of the user to
define the required tolerance which the corrections must satisfy before the
iterative process is terminated. It has been found that appropriate termination

criteria for the high accuracy requirements of this research are:

e Photograph rotation corrections < 1 x 10” radians

e Position corrections < 1 x 10”* metres

A bundle estimation will usually converge to satisfy these termination criteria

within 5 to 10 iterations.

2.5 Refining Measured Photo Coordinates

The simple collinearity equations (§2.4.2) assume that the image point
coordinate measurements contain no systematic errors. This is not generally

the case and the major error sources can summarised as:

e Analytical Plotter Errors

e Film and Platen Deformations
e Principal Point Displacement
e Lens Distortions

e Earth Curvature

e Atmospheric Refraction
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2.5.1 Analytical Plotter Error

The photogrammetric measuring instrument is an analytical plotter from which
the XY rectangular coordinate observations are measured or derived. The

errors can occur from any of three defects:

e The measurement coordinate axes are not orthogonal
e The axes suffer from curvature and weave

e There exists a scale difference along the axes

Calibration of an analytical plotter is normally effected by the use of a
precision glass plate with reseau crosses etched onto one surface. Measured
coordinates can be compared with calibrated coordinates to establish

parameters to model the error.

Moderm plotters, specifically the Leica SD2000 Analytical Plotter stage plates,
are manufactured to minimise any errors. In a typical calibration of the stage
plates on the instrument installed at Nottingham, the measurement precision
has been found to be approximately 2um. The detailed calibration data 1s used -
internally by the Leica software to compensate the photograph coordinates

during measurement.

2.5.2 Film And Platen Deformations

Correction of the errors which exist as a result of deformations in the film and
platen is enabled by the transformation of the analytical plotter coordinate
system into the fiducial coordinate system. This transformation compensates

for the analytical plotter axes not being parallel to the fiducial axes and having

different scales.
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Modern photogrammetric cameras such as the Zeiss UMK 10/1318 universal
camera have four fiducial marks which are exposed onto the film
simultaneously with the image. These fiducial marks may be a cross or dot

(figure 2.4) and are situated as side or comner fiducials. Their coordinates are

obtained from the camera calibration certificate.

\./
/\

Figure 2.4 - The Fiducial Marks

An affine transformation [Smith and Moore, 1998] can be used with
measurements made on the fiducials to transform the analytical plotter
coordinates into true fiducial coordinates. The effects of film deformation and

non-perpendicularity of the axes are accounted for during the process which
also provides the scale, rotation and transformation required to gairi '

measurements in the fiducial coordinate system.

2.5.3 Principal Point Displacement

The measured image points with coordinates in the fiducial coordinate system
will have a coordinate system origin at the indicated principal point. This may

not coincide with the calibrated principal point. A translation is required to

correct for this error according to:
x| x| [xo
MENpN
s Y Yo
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where:

xs and ys are the coordinates of a point in the fiducial system with

an origin at the calibrated principal point

xo and yo  are the coordinates of the point in the fiducial system

with an origin at the indicated principal point

x and y are the offsets measured from the indicated principal

point.

The coordinates xo and yo are determined from calibration and are included

in the camera calibration certificate.

2.5.4 Lens Distortions

Distortions present in the lens can cause the rays of light to be deviated from
their assumed paths, which displaces the imaged position and causes an error
in the photograph measurements. Although several types of distortion exist,

the radial distortion is the most effective [Wolf, 1983] and considered here.

It can be shown [Moffirt, 1980] that the radial lens distortion is represented by:

X, =x{1-— [2.12a]
r
0,

y, = y(l——;-) [2.12b]

where 9, is the radial distortion at a radial distance r from the principal point

and can be represented by a polynomial of the form:

5,. =k0r+k1r3+k2r5+ﬂ- [2-13]
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where &, 1s a coefficient defining the shape of the polynomial curve.

2.5.5 Earth Curvature Correction

The ground coordinate system is conveniently taken to be a three dimensional
XYZ cartesian coordinate system. However, this is contrary to surveying
practice where heights are measured normal to the equipotential surface
closest to the surface of the earth, and XY coordinates are measured on a plane
coordinate system. It becomes necessary, particularly for high altitude

photography, to correct for this coordinate system discrepancy.

EE B E FE EFE EE B EN BN NE NN BN NI BN BN BB BN N B R

A’y . map plane

L e

Figure 2.5 - Earth Curvature Correction

The coordinate system discrepancy, d, , is given by [Wolf, 1983]:
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[2.14]

where:

H  is the flying height above the average terrain elevation
In metres

R is the radius of the earth in metres (6372200 metres)

r 1s the radial distance between the point and the principal
point in millimetres

f 1s the camera principal distance in millimetres

The computed value for d; is used to calculate the corrected image

coordinates by replacing o, in equations 2.12a and 2.12b by -d,.

The analytical plotter used in this research applies the earth curvature

correction to the image coordinates at the time of measurement. The flying

height for highway profiling can be as low as 75m which makes this error

source negligible.

2.5.6 Atmospheric Refraction Correction

Light rays from the object field pass through the atmosphere, which has a
decreasing density gradient with increased height. Such a ray of light which
passes from a ground point to the camera lens will be refracted into a curved

path away from the vertical. This deviation from a straight line is by a radial

magnitude d, , illustrated below:
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s & s b 4 ¢ uin o dn s B FEE P B d =
-

\ actual ray path (curved)

:
:
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Figure 2.6 - Atmospheric Refraction Correction

To correct the measured photo coordinates for this effect, equation 2.15
enables the value of d, to be calculated [Moffirt, 1980]:

3
d = K(r+?§'] [2.15]
where:
r 1s the radial distance of the point from the principal
point
f 1s the camera principal distance

K 1s a variable which must be determined

The ARDC (Air Research and Development Command) of the US Air Force
have derived a model to calculate the value of K [Moffitt, 1980]:
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2410H 2410n  ( h
K=|—/———"—--——777—|—|[|*10"® 2.
[H’-6H+250 h2—6h+250(H)] 19 2l

where:

H 1s the flying height abave the datum in kilometres
h 1s the height of the object point above the datum in

kilometres

The computed value for d, 1s used to calculate the corrected image

coordinates by replacing J, in equations 2.12a and 2.12b by d,, in a similar

manner to that described for earth curvature correction.

The analytical plotter used in this research applies the atmospheric refraction
correction to the image coordinates at the time of measurement. The flying

height for highway profiling can be as low as 75m which makes this error

source negligible.

2.5.7 The Self-Calibrating Bundle Estimation

It is possible to take an alternative approach to refining the measured image
coordinates by combining 1t into the estimation process. If the systematic
errors present in the image point observations are to be recovered in this way,
it becomes necessary to extend the finctional model. The concept of the self-

calibrating estimation is to include additional parameters which model the

systematic errors without the need for any purposely-made observations. It is

discussed later in this chapter (§2.7.1).
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2.6 Statistical Evaluation Of A Least Squares

Solution

It has already been discussed that the reason for computing a bundle estimation
is to find the position and orientation of the photographic exposures and the
coordinates of all the observed ground points. Once the computation 1s

completed, there are two questions to be asked:

e Are there any error sources which affected the estimation process?

o If not, how well were the unknown parameters evaluated?

The remaining sections of this chapter discuss the investigations which are
necessary to address these two questions and achieve a reliable solution for the

bundle estimation.
2.6.1 Accuracy And Precision

There are two useful indicators of the quality of an estimation process. These

are accuracy and precision.

Accuracy may be defined as the deviation of a measured or estimated quantity
from its true value. It is usually determined by comparing the estimate to the
truth. The concept of truth in reference to position and orientation is however
false, since it is never known. The definition of accuracy is refined to refer to

the comparison of the estimate with a value determined by a measurement of a

higher order of accuracy.

In this research, the truth for comparison against the ground point coordinate

estimates is taken as the final coordinates from the ground survey. All the
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ground points are targeted (including tie points) and these are coordinated by

ground survey to allow an assessment of accuracy of the bundle estimation.

Precision is the agreement between repeated measurements or estimated

quantities. It is usually determined by means of a standard deviation (G).

Specific measures of precision are discussed later in this chapter (§2.6.6).

2.6.2 Least Squares Residuals

Once the least squares computation process has been successfully terminated,
it is possible to examine the residuals of the observations. These residuals are
the amount by which an observation has been altered during the computation.

Recalling equation 2.5, we can write the vector of residuals (v) as:

v=Ax-b [2.17]

2.6.3 The A Posteriori Unit Variance

The a posteriori unit variance, denoted o , is computed after the least

squares computation. This is achieved from the following formula:

2 VTWV
Oy =

[2.18]

n-—m

where:
n 1S the number of observations,
m is the number of unknowns, and

v, W are defined in equations 2.5 and 2.7 respectively
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It can be shown [Cross, 1983] that if this a posteriori unit variance o is

significantly different from unity then the variances of the observations have
been incorrectly estimated. This assumes that there are no gross errors present

in the measurements and that the functional model is correct [Cross, 1982].

Cross [1983] illustrates that when the unit-variance is significantly different

from unity, the observation variances have been underestimated by a factor of

%_2 . This assumes that the observations in the least squares estimation are

homogenous. In an estimation which uses heterogenous groups of
observations, careful consideration should be given to the possible effect on

the other observations when the variances of one group are poorly estimated.

2.6.4 Covariance Analysis

It is possible to investigate the precision of a bundle estimation. This is most
conveniently enabled [Cross, 1983] by the derivation of the covariance

matrices from the least squares process. There are, in fact, three covariance

matrices which can be derived:

e Covariance matrix of the observations, C,
o (Covariance matrix of the parameters, C,

e Covariance matrix of the residuals, C,

The significance and derivation of the a priori covariance matrix of the
observations has already been introduced (§2.4.6). However, a distinction
should be noted between the values which are derived for the a priori matrix
discussed and those which are derived from the actual least squares process.

These matrices are the a posteriori matrices and hold important information

about the quality of the bundle estimation.
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It can be shown [Cross, 1983] that the definition of C,, the covariance matrix

of the estimated observed quantities is given as:
C, = A(ATWA) " AT [2.19]

Similar expressions can be derived for C,, the covariance matrix of the

parameters and C,, the covariance matrix of the residuals:

C, =(ATwA)" [2.20]

C, =W - A(ATWA)™ AT [2.21]
where:

A is the matrix of the observations

%4 is the weight matrix

The most important covariance matrix in surveying and geodesy is C,, as it

holds information on the precision of the determined parameters. The matrnix

C, is often used in statistical testing. C, is seldom used because the greater

interest is in the parameters.

2.6.5 Measures of Precision

The diagonal elements of the covariance matrix of the parameters, C,, can

yield a direct measure of precision for each determined parameter. In the case

of a conventional bundle estimation where photograph positions and
orientations and ground control point coordinates are to be determined, the
square root of the relevant diagonal element yields the standard deviation of

that parameter. It is therefore a simple matter to quote the parameter with this

assessment of how well it has been determined.
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It is sometimes valid to further simplify the measures of precision for a series
of homogeneous observations. This can be the case when many sets of
parameters must be compared for relative precision. A popular measure is the
simple average and is the preferred single measure of precision because of the

ease of calculation [Cross, 1983].

Although single measures of precision are effective in comparing many
datasets, they hold limited information. A more detailed consideration of the

parameter standard errors is most profitable in comparing datasets.

2.7 Error Analysis

Once the computation process has been successfully terminated, it is important

to examine the results for signs of errors in either the observations or the

observational model. Statistical testing enables statements to be made on the
probability of a particular event occuring. Three types of error may be present

in the estimation process:

e (ross errors
e Systematic errors

¢ Random errors

It is important to give careful consideration to the effective detection and
correction of these errors in the observations. The following sub-sections

discuss some of the techniques and tests that may be employed.
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2.7.1 Systematic Errors And The Self-Calibrating

Bundle Estimation

A systematic error can be seen to have a cumulative or constant effect

[Ibrahim, 1995]. It is sometimes possible to formulate an analytical

expression to describe the effect and correct it accordingly.

The most fundamental consideration of systematic errors i1s seen in the
manufacture of photogrammetric cameras. There are known discrepancies
between the collinearity condition which describes the path of a light ray from
object point to image point, and the physical reality {Granshaw, 1980]. These
camera lens distortions (§2.5.4) are calibrated at a regular interval and
described in the camera calibration certificate. 1t is essential that all

photogrammetric cameras possess a current certificate so that these distortions

can be compensated in the stereoplotter.

It has been noted [Granshaw, 1980] that the a priori compensation of
systematic errors in the photogrammetric camera is not fully effective.
Residual errors still exist and are propagated into the bundle estimation -
process. The most robust method for treatment of systematic errors in a
bundle estimation has been proved to be the technique of self calibration,
where additional parameters are included in the fundamental model (§2.4.2) to

model any residual errors.

Use of this enhancement to the basic bundle estimation model has been
studied by many prominent researchers such as Griin [1982] and Jacobsen
[1982]. Further detail on this technique is not included herein because it was
not possible to explore the effects during the research. However, it should be
noted that, although parameters can be introduced to model many different

systematic effects, it can be detrimental to the estimation process if those

parameters are poorly selected.
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2. 7.2 Random Errors And The Normal

Distribution

A random error 1s caused by either the inability to make an exact measurement
or by some other uncontrollable variation [Slama, 1980]. Random errors will
always be present in a set of measurements, in this case a series of image point
observations, and cannot be removed by modifying the functional model as

with the systematic error.

Since random errors will always exist in a series of photogrammetric
observations, some test should be applied to ensure that the errors do not
adversely affect the estimation process. Statistical testing requires some
knowledge of the probability density function (pdf) associated with the
observations, which describes the probability that they will lie within a
particular numerical range [Cross, 1983]. The most popular pdf associated
with random errors 1s the normal distribution. The justification for the use of
this particular distribution 1s found with the central limit theorem. This

concludes that:

“...A random sample from any distribution....is approximately normal.....”
[Cranshaw and Chambers, 1984]

The use of the normal distribution as a basis for statistical testing in the bundle
estimation propagates the common misconception [Cross and Cooper, 1988]
that the least squares process can only be applied to observations which follow
this distribution. It is in fact only true that the pdf of the observations must be
symmetrical and continuous. However, since the normal distribution is a pre-

requisite for the statistical testing, this point is only of minor interest.
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2.7.3 Gross Error Detection

The gross error is sometimes referred to as a mistake, blunder or outlier,
suggesting that it i1s caused by some incorrect measuring procedure. In the
case of photogrammetric image point measurements in a stereoplotter, this is
usually human error by the operator causing poor measurement of a point. The
process of data manipulation or transfer throughout a photogrammetric project
can also introduce incorrect data. Hawkins [1980] describes the outlier as “an
observation that deviates so much from other observations as to arouse
suspicions that it was generated by another mechanism”. Gross errors
seriously compromise the bundle estimation and demand attention so that they

can be effectively removed from the observations.

From a statistical viewpoint, the gross error has been effectively described.
Ibrahim [1995] states that “when carrying out a statistical test for outliers, a
so-called test statistic is computed. The pdf of the statistic is known and, if its
value is so high that it can only be expected to be exceeded in (say) 1% of
cases, it is assumed that the observation must have been generated by another
process (ie. it is centred about a different mean) and is highlighted as a .
possible outlier (for probable rejection).”” This idea of calculating a test
statistic for each observation and comparing this against some pre-determined
tolerance is the basis for gross error detection. There are many methods

available, broadly classified as:

o Pre-estimation detection techniques

e Post-estimation detection techniques

Full consideration will not be given herein to all the methods as they have not
been applied in the software. Only an overview is provided to introduce some
of the latest techniques, alongside those which have been implemented by the

author. The reader is referred to Ibrahim [1995] and El-Hakim [1981] for

detailed discussions on gross error detection.
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() Repeated Measurement

The repeated measurement of an observed quantity is employed as a pre-
estimation detection technique. It is common practice in ground survey and
photogrammetric image point measurement, to check the mean and standard
deviation of a quantity which has been observed many times. It becomes
possible to identify any quantities which may contain an outlier by simple
inspection of these statistics. Personal judgement plays an important role in
this technique, as it must be clear as to what deviation around the mean value

should be expected.

An extension to this stmple technique is described in Cross [1983] where the

mean and standard deviation of the series of observations, x, ,, are used to

calculate a test statistic, r;, according to:

\)

[2.22]

f

where:

x, is the ith observation in the series

x 1S the mean of the series of observations

s 18 the standard deviation of the series of observations

To test if any of the observations are an outlier, it is necessary to propose a

hypothesis ( H, ) for testing.

H,: x; comes from a normal distribution with mean, x, and

standard deviation, s.

H,: x; comes from a normal distribution with mean, x+ error, and

standard deviation, s.

a1



Aerial Triangulation

The test statistic is compared with the tabulated value from the normal
distribution tables and the observation rejected if the tabulated value is

smaller. This 1s 1n accordance with the alternate hypothesis, H,, saying that

the observation does not come from the normal distribution described by the

calculated mean and standard deviation.

Another method, more suited to a small series of observations is discussed in

Cross [1983] where the subject of error detection from repeated measurements

is dealt with in detail.

(i) Baarda Data Snooping

Baarda Data Snooping is a sophisticated method of post-estimation error

detection. It has been implemented in many software programs such as El-
Hakim [1984]. The description given here uses equations taken from both

Cross [1983] and Ibrahim [1995] who derive the necessary quantities.

The technique assumes that only one gross error exists in the observations

although, in practice, it is possible that several gross errors might exist. The
possibility of simultaneous detection of multiple gross errors has been

investigated but 1s beyond the scope of this research.

The Baarda test 1s repeated for each observation, explaining the data snooping

reference. The test uses a test statistic which it can be shown [Cross, 1983] is

given by:

W, = — [2.23]

where:

V, i1s the residual of observation i
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o; is the standard deviation of v,

To derive a criterion for identification of a gross error, a hypothesis must be

formulated:

H,: w, comes from a normal distribution with mean, 0, and
standard deviation, unity.

H,: w; comes from a normal distribution with a different mean and

standard deviation.

The process of testing the hypothesis and testing for the presence of a gross

error in the observations can be described by the following steps:

e (Calculate the least squares residual for each observation

e C(Calculate the standard deviation of the residual from the covariance

matrix of the residuals (§2.6.4)

e Compute the test statistic according to equation 2.23

e Select a level of significance (eg. 95%, 99% and 99.5% are typical)

and determine the critical value, w,, from normal distribution tables

e If w, 2w,, then the observation should be flagged as suspicious and a

candidate for rejection.

Cross [1983] comments on the suitability of the Baarda technique. He says

that “it is strictly only correct when each value of o; truly reflects the

population from which it is drawn. This will only be the case when we are

sure that we are using the correct ..(weight matrix)...”. An alternative

approach to testing for gross errors is the Tau test.
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(1if) The Tau Test

The Tau test is another sophisticated method of gross error detection and is
employed as a post-estimation technique. It takes its name from the alternative

pdf, the T-distribution, which it uses to assess the test statistic:

7
T, =—— [2.24]
c;
where:
v, is the residual of observation i
g; is the standard deviation of v,

The important condition for testing against the T-distribution is that the unit

variance is unity. The implementation of the tau test is described by Sleeman

[1992] and also by Ibrahim [1995]. The technique proceeds as follows:

o (Calculate the least squares residual for each observation

e Calculate the standard deviation of the residual from the covariance
matrix of the residuals (§2.6.4)

e (Calculate the square root of the a posteriori unit variance (§2.6.3)

o Compute the test statistic according to equation 2.24

e Select a level of significance (eg. 95%, 99% and 99.5% are typical)
and determine the critical value, 7., from tables

o If 7; 2 7,, then the observation should be flagged as suspicious and a

candidate for rejection.
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2.8 Summary

Aerial triangulation allows a large number of ground points and exposure
stations to be coordinated from a relatively small framework of surveyed
ground points. There are many techniques but bundle estimation is the most

recent and most appropriate for this research.

Bundle estimation is based on the principles of least squares. The functional
model, which relates the observations to the unknown parameters, is solved by
an iterative process to give the ground coordinates of measured image points
and the orientation parameters of the photographs. The observations typically
constitute image point measurements from an analytical plotter and the ground

control coordinates from a prior ground survey.

There are several corrections which can be made to image point measurements
to remove inherent errors. These systematic errors can also be removed by

extending the functional model with additional unknown parameters.
Once the unknown parameters have been calculated, 1t is possible to -

statistically evaluate the results of the solution. Several techniques are

available.
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Chapter 3

Surveying and Navigation With GPS

3.1 Introduction

The NAVSTAR GPS (NAVigation Satellite Timing And Ranging Global
Positioning System), more commonly referred to as GPS, is a space based
radio navigation system. It was developed by the Joint Program Office (JPO)
in the early 1970s, under the instruction of the United States Department of
Defense (DoD), as a replacement for Transit, an earlier United States Navy
positioning system [Tsakiri, 1995]. It was designed to provide a world wide,
all-weather, passive and instantaneous three dimensional positioning service to

the combined United States military community.
The Global Positioning System is introduced in section 3.2. Section 3.3

discusses the reference time frame, and the reference coordinate system is

discussed in section 3.4. The satellite signals are detailed in section 3.5.
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Section 3.6 discusses potential GPS error sources. GPS positioning in

surveying 18 discussed in section 3.7 and GPS navigation techniques are

discussed in section 3.8. A summary is given in section 3.9.

3.2 The Global Positioning System

The GPS system may be considered as composing of three segments, the

Space Segment, the Control Segment and the User Segment.

3.2.1 The Space Segment

The Space Segment is the constellation of satellites orbiting the earth at a
nominal altitude of 20200km. The initial plan was for a 24 satellite
constellation, evenly distributed in 6 orbital planes at an equatorial inclination

of 55° [Leick,1995]. The current constellation consists of 21 satellites and 3

active spares.

The first series of satellites were referred to as the Block I satellites and were
prototypes to test the concept and performance of the system. In the late
1980s, the newer series of Block II satellites began their operational life, as a
result of the experiences gained with the Block I satellites. The main

difference between these two generations is the Block II satellites’ ability to

apply signal degradation (§3.6).

There have been two milestones in the history of GPS. Initial Operational
Capability (IOC) was declared on 8 December 1993 when 24 GPS satellites

were successfully operated simultaneously [Leick, 1995]. Several years of
further development and satellite launches led to the declaration of Full
Operational Capability (FOC) on 27 April 1995. Testing and development is
continuing with the launch of the Block IIF (Follow-On) satellites.
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Figure 3.1 - Conceptual View of the GPS Satellite Constellation Above the
Earth [Beamson, 19951

Each satellite operates on its own time which 1s defined by an onboard atomic

clock. All satellite transmissions (§3.5) are estimated from this timing

mechanism.

3.2.2 The Control Segment

The Operational Control Segment (OCS) maintains and supports the GPS
system and a tracking network. This tracking network is operated from 6 sites
across the globe, including a Master Control Station (MCS) at Falcon Airforce

Base in the USA [Leick, 1995]. The network enables effective tracking of
every satellite for 90% of its orbit.

Tracking data is coordinated at the MCS and used to predict satellite orbits and

clock errors (referred to as the ephemeris). This broadcast ephemeris is

uploaded to the satellites every 24 hours.
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3.2.3 The User Segment

The User Segment consists of the equipment which is required to receive the
signals transmitted from the satellites. Since GPS is a passive positioning

system, the equipment is commonly referred to as a GPS Receiver.

The characteristics of receivers vary throughout the field of surveying and
navigation. The type of receiver used 1s particularly dependent on the required
accuracy of the application. In high precision work, a dual frequency geodetic

receiver is often used. This can access both the carrier phases as well as the
codes of the signal (§3.5).

An incoming signal from a satellite will be received by the antenna of the GPS
receiver system. The signal is then passed into the electronic components of
the main receiver unit. The objective at this point is signal acquisition
whereby an internally generated copy is compared with the incoming signal to
find a maximum correlation. Once this is achieved the receiver engages in
signal tracking. A brief discussion of code acquisition can be found in §3.5.

For further details of receiver correlation techniques the reader is referred to
Tsakiri [19935].

3.3 GPS Reference Time

The principles of GPS positioning are dependent on precise time
measurements. Therefore, it is essential to have a precise time frame to which

the different clocks can be referenced.

GPS time i1s a uniform atomic time synchronised by the Control Segment.
Two caesium beam frequency standards and three hydrogen maser standards
are maintained by the MCS and ultimately referenced to the Universal

Coordinated Time (UTC) standard at the US Naval Observatory i1n
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Washington DC. The expected offset between GPS time and UTC does not
deviate by more than 1 millisecond. However, there is a requirement to adjust
the time offset periodically by a leap second. This is because the leap seconds
cannot be incorporated into GPS without interfering with the positioning
requirements of the system. Since the official start of GPS operations (6

January 1980), there have been 10 leap seconds introduced to the GPS-UTC
offset.

The stability in the GPS time frame which is introduced by the use of highly
accurate and expensive clocks in the Space Segment is an important advantage
of the GPS design. This allows the user to employ a crude quartz crystal clock

in the receiver without any degredation in performance.

3.4 GPS Reference System (WGS84)

The orbits of the GPS satellites and the station coordinates are computed in the
World Geodetic System of 1984 (WGS84). This global coordinate reference
system 1s earth fixed and earth centred with an implied origin at the centre of
mass of the earth [Hubbard, 1995]. The need for this system arose with the
advent of satellite-based positioning and the difficulty of relating stations
coordinated in different regional datums. WGS84 developed from the original
US DoD World Geodetic Systems of 1966 (WGS66) and 1972 (WGS72) and
is defined by over 1500 ground points [Tsakiri, 1995].

3.5 The Signal Structure

The NAVSTAR GPS is termed a one way ranging system, meaning that
signals are transmitted from the satellites to the receivers. This passive
positioning system enables there to be an unlimited number of users, and it

also retains ultimate control with the United States military.

50



Surveying And Navigation With GPS

The need for precise time synchronisation has been mentioned (§3.3). The
precise timing frequencies on board each satellite form the fundamental
frequency from which all the base frequencies are derived. This fundamental

frequency emitted by the satellite oscillators 1s 10.23 MHz [Hubbard, 19935]).

L1 Frequency
Fundamental Frequency
x 120 L2 Frequency
1227.60Mhz

Figure 3.2 - The GPS Signal Carrier Frequencies

The GPS system was designed with two transmission or carrier frequencies

upon which information is modulated. The L1 frequency transmits at
1575.42MHz and the L2 frequency transmits at 1227.60MHz. Figure 3.2

shows that these are both multiples of the fundamental frequency.

Since each satellite is synchronised to use the same fundamental and carrier
frequencies, there must be a unique identification to allow the receiver to
identify a unit within the constellation. Codes termed Pseudo Random Noise
(PRN) are modulated on to the carrier frequencies and are unique to each

satellite [Leick, 1995]. Three codes are currently in operational use, the

Coarse Acquisition (C/A) code, the Precise Code (P) and the signal
degradation code (W).
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3.5.1 The Coarse Acquisition Code

The C/A code 1s only modulated on to one of the two carrier frequencies, the
L1 frequency. It can be identified by a given PRN number, which is a
common method of reference for the satellites. The code has a frequency of
1.023MHz which is utilised as a sequence' of 1023 binary digits repeating

every millisecond. This millisecond repeating nature of the code encourages a

fast acquisition by the receiver.

Acquisition of the code by the receiver is by a correlation technique. The
satellite code is recetved and compared with an internally generated code.

Phase shifting (§3.7.1) of the generated code allows a signal harmony to be

found and at this point the receiver is deemed to have locked-on to the signal.

3.5.2 The Precise Code

The P Code is modulated on to both the L1 and L2 frequencies and has a
frequency of 10.23MHz, ten times faster than the C/A code. There is only one
P code and this is 38 weeks long and reset at midnight every Saturday/Sunday.
Each satellite transmits its own 7 day portion of the code as well as an
identification contained in the Navigation Message (§3.5.3). This
identification is the Hand Over Word (HOW) and informs the receiver of

which P code portion is being transmitted.

Although acquisition of the P code is again effected by a signal correlation,

this is often hindered by the US Military. National security policy dictates that
the P code should be encrypted (by the W code) to form the Y code which

cannot be decomposed by unauthorised users.
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3.5.3 The Navigation Message

The Navigation Message is a data stream used to provide the user with
position and status information for each satellite. It is transferred by
superimposition on the L1 and L2 carrier 'frequencies. The information is
provided with the data required to obtain an initial satellite position, repeating
at a 30 second interval. The full almanac requires a 12.5 minute observation

time to be transmitted to the user.

The message provides several important types of information. These include
the system time, the Hand Over Word (HOW) for effective P code tracking,

satellite clock and ionosphere correction parameters, satellite ephemerides and

satellite health status.

3.5.4 Dilution of Precision

The precision of a GPS position solution is dependent on the geometry of the
satellite constellation [Bingley, 1993]. If all the satellites are at a low elevation
then the quality of the height position component may be poor. Conversely, if
the satellites are at a high elevation, the quality of the plan position component
may be poor. Optimum geometry constitutes satellites at both high and low

elevations, evenly spaced around the horizon [Hansen, 1996].

The effect of this constellation can be quantified by one of several Dilution Of

Precision (DOP) values:

e PDOP Positional DOP

e GDOP Geometric DOP
e VDOP Vertical DOP

e HDOP Horizontal DOP
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It i1s generally seen that position solutions with a low DOP value are of a
higher quality. The PDOP value, related to the three dimensional position (X,
Y and Z axes), is used in this thesis to analyse the performance of the GPS-

Photogrammetry system (§6.5.1). Further discussion of Dilution of Precision
can be found in Tsakiri [1995].

3.6 GPS Error Sources

Gross, systematic and random error sources can affect the GPS derived
position. Mostly, these errors are a function of the operating environment of
the entire system, but some have been purposely introduced to maintain a
higher instantaneous position accuracy for authorised users. A definitive
consideration of error sources can be found in GPS texts such as Leick [19935].

A brief overview of the most prominent errors in GPS navigation is provided

in this section.

3.6.1 Anti-Spoofing

During the design of GPS, the US DoD decided to implement two levels of
user accuracy. The Precise Positioning Service (PPS) was designed with an
instantaneous navigational accuracy of under 20 metres and was reserved for
the military community, The Standard Positioning Service (SPS) was

designed as a suitable degradation of the PPS accuracy with a 100 metre

horizontal and 156 metre vertical accuracy [Hansen, 1996].

To deny use of the PPS to unauthorised users, an error source known as Anti-

Spoofing was implemented in the satellite signal. The P-code is encrypted to

form the Y-Code which cannot be measured without a special code, the W-
Code. The W-Code is only supplied to authorised users who can then use it to

generate a Y-Code and consequently position to PPS levels.
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The original intention was that Anti-Spoofing of the signal alone would be

sufficient to significantly degrade the positional accuracy attainable by
unauthorised users. However, the C/A code was actually capable of 30 metre

accuracy, so the US DoD introduced a further satellite based error source

known as Selective Availability.

3.6.2 Selective Availability

Selective Availability is a combination of two error sources, epsilon and
dither. Epsilon 1s the process of altering a satellite’s broadcast ephemeris
which produces a gradual decay in its accuracy. Dither is the process of
manipulating the satellite clock such that the clock offset from GPS system
time varies in an unpredictable way. The implementation of Selective
Availability was successful in limiting instantaneous (single point) positioning
accuracy to the intended SPS level. Its effects can be overcome by authorised

users who have access to the SA algorithms.

3.6.3 Atmospheric Errors

The GPS signals are affected by the earth’s atmosphere as they propagate to
the user’s antenna. For GPS positioning, the atmosphere can be considered to

be composed of two strata; the ionosphere and the troposphere.

The 1onosphere can be considered to extend from about SOkm to 1000km
above the earth’s surface and consists of both charged particles and free
electrons which are created by ultra-violet and X-ray radiation from the sun.
Ionospheric errors are frequency dependent because of the changing properties

of this layer, further details of which can be found in Dodson et al [1993].
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The effects of the ionosphere can be eliminated by simultaneous observation
on both L1 and L2 frequencies [Shardlow, 1994]. If, however, the user is
operating a single frequency receiver, then this ionospheric delay remains a
large error source and must be modelled. Differencing techniques only

eliminate the ionospheric effects on short baselines [Tsakiri, 1995].

The troposphere can be considered to extend from the earth’s surface to the
ionosphere. It affects equally both the measurement of GPS pseudoranges
(§3.7.1) and signal phase (§3.7.2) and cannot be removed by dual frequency
observations. Elimination of tropospheric delay is dependant on implementing
a suitable model, unless the baselines are short, when differencing techniques

are sufficient.

Tropospheric delay can be conveniently represented as wet and dry delay. The
dry delay is a function of pressure and accounts for 90 percent of the total
effect. The wet delay is a function of the partial water vapour pressure along
the line of sight to the satellite. Adequate modelling of the tropospheric delay
remains a difficult problem and the reader is referred to Shardlow [1994] for a

more indepth discussion.

3.6.4 Multipath

A GPS signal may not travel directly between the satellite antenna and the
user’s antenna. It is common for it to be reflected off one or more objects
before it reaches the user [Shardlow, 1990]. Multipath errors occur when both
a reflected and a direct (true) signal arrive at the user’s antenna. The resulting

interference at the antenna causes a positional error at the station [Hansen,
1996].

Multipath errors are systematic and are predominantly caused by the station

environment. This environment will only be clean (multipath free) if there are

no reflective surfaces around the antenna. Longer observation periods can also
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be employed to average out the effects of multipath on the position determined

[Shardlow, 1990]. Multipath averaging is only useful for static positioning

In kinematic positioning, it is not possible to utilise the aforementioned
techniques because of the dynamic environment. Instead, it may be possible to
use special antenna or receiver technology. . Multipath rejection is the reason
for antennas being manufactured with a ground plane attached. Some
antennae, such as those with the special choke-ring design are affected less by

multipath.

GPS receiver technology is also a method for multipath error reduction
[Hansen, 1996]. Mathematical analysis can be performed on an incoming
signal to remove frequencies within the range of expected multipath
frequency. Most prominent at the time of writing is the Multipath Elimination

Technology [NovAtel, 1995] implemented by the NovAtel Corp.

Attempts have also been made to develop site specific multipath models. The
principle of this approach is that errors can be filtered by applying a model
which describes the error magnitude at any azimuth. Further details of this

approach can be found in Hardwick and Liu [1995].

3.6.5 GPS Receiver Technology

The continued technological developments in receiver design have

successfully reduced the error sources in the user segment of the GPS system.

Both the GPS antenna and the GPS receiver can be considered in the reduction

of possible error sources.

Antenna design has already been introduced in the discussion of multipath.
The ground plane is a common method of reducing this reflection of the GPS

signal. Special antenna designs and multipath absorbing materials have also

been employed.

57



Surveying And Navigation With GPS

GPS recetvers are affected by two error sources, namely measurement noise
and internal clock errors [Hansen, 1996]. The measurement noise relates to
the precision by which a receiver can measure a satellite signal. Improved
correlation techniques have increased this measurement precision in modern
receivers [Roberts, 1997]. Meanwhile, .the GPS receiver clock is an
inexpensive quartz crystal clock by comparison to the atomic clocks found in
the space segment (§3.2.1). When relative positioning (§3.7.4), the receiver
clock error is eliminated by the positioning differencing algorithms. In stand-
alone positioning, the receiver clock must be estimated as an unknown,

requiring extra satellite observations (§3.7.3).

The most recent notable development in GPS receiver technology is the
proprietary algorithm which can be utilised to overcome the encryption of the

P-code (§3.5.3). The first commercially available system is called Z-tracking
and is available on receivers manufactured by Ashtech, Inc. [Roberts, 1997].

3.7 GPS Positioning for Surveying

Since the initial conception of GPS, it has grown to be a major measurement
and positioning tool in many applications of surveying. The measurement
strategy may employ either the pseudo-range observable or the carrier phase
observable, depending on the required accuracy of the final position. In this

section, the most pertinent techniques of GPS positioning for this research

will be introduced. A fuller treatment may be found in Leick [19935].

3.7.1 The Pseudo-Range Observable

The GPS receiver is able to compare the incoming timing code from the

satellite to a timing code which is generated internally. The two codes are out
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of alignment (see figure 3.3) and this difference is representative of the time of
travel between the satellite and the receiver. A range calculation can then be

made by multiplying this time of travel by the speed of light.

The range measurement is termed a pseudo-range because there are errors
which affect this observable, notably the offset between the time of the atomic
clock in the satellite and the quartz clock in the receiver. The pseudo-range is

the primary GPS observable and its measurement constitutes the two

fundamental positioning services (§3.6.1).

transmitted code

T — . — -
-

0001111010001

received code

s =
(]

- —
R —
o

receiver generated

LB B
i -
- - -
.
-

|

Figure 3.3 - Acquiring The C/A Code [Leick, 1995]

It will become clear that, for high accuracy survey and navigation, it 1s

necessary to make additional observations on the incoming signal. This

carrier phase observable i1s now discussed.

3.7.2 The Carrier Phase Observable

The two carrier signals have been introduced (§3.5.1) as enabling transfer of

the C/A and P codes and the navigation message from satellite to receiver.
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However, these signals can be modified to remove the aforementioned codes

to produce two clear carrier frequencies.

A modern receiver is able to measure the phase of this carrier wave to a
resolution of a few millimetres. Unfortunately, the signal is ambiguous
because the receiver cannot measure the integer number of whole wavelengths

from the satellite to the receiver (figure 3.4).

N
integer
unknown

Figure 3.4 - The Carrier Phase Ambiguity [JESSG, 1997

When the receiver begins tracking the signal, it selects an arbitrary integer
value. As a result, all the carrier phase readings are relative to the inreger
ambiguity at the beginning of the current tracking period. This must be

resolved in order to ultimately obtain an accurate position.

If the receiver is unable to continuously track the satellite because it loses lock

on the signal, then another integer ambiguity is introduced when the satellite is
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re-acquired and tracking begins again. This is the cycle slip problem [Tsakiri,
1995]. Although GPS positioning from the carrier phase observable enables a
greater accuracy of survey or navigation, the existence of cycle slips in the data

set presents a challenge to the positioning algorithms employed in GPS data

processing software.

3.7.3 Stand-Alone GPS Positioning

Absolute positioning using the pseudo-range observable, hereafter referred to
as stand-alone GPS, is the most basic GPS positioning technique. The design
of the GPS system was to allow users to achieve world-wide navigation from

this technique to a pre-defined accuracy (§3.6.1).

To calculate a position from satellite ranges, the three unknown geocentric
Cartesian coordinates (X, Y, Z in the WGS84 reference system) and the
receiver clock offset must be calculated. With these four unknowns,
observations are made to a minimum of four satellites to enable the user to

trilaterate their position [Hansen, 1996].

The accuracy of stand-alone GPS is dependent on the pseudo-range
measurement precision, the geometry of the satellites considered and
systematic errors sources and their treatment. Measurement resolution does
not have a significant effect with modern receivers which are capable of one
metre resolution. The most significant error is the Selective Availability (SA)

induced systematic errors (§3.6.2). A non-military user can expect a stand-

alone accuracy at the 100 metre level [Leick, 19935].
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3.7.4 Static GPS Surveying

Many survey applications require positional accuracies at the decimetre level
and this cannot be acheived using the pseudo-range observable. Instead, the

carrier phase GPS observable must be employed.

Static GPS surveying 1s almost always a relative positioning technique, where
concurrent observations are made from the unknown point and a point of high
accuracy with known WGS84 coordinates (which are fixed or highly
constrained). A conceptual connection or baseline is initiated between the two
points in the processing software. It i1s most common to use the double
difference carrier phase observable which combines the observations at both
stations to reduce and remove many of the error sources which contaminate a
stand-alone GPS solution. Calculation of the coordinates of the unknown
point requires a long observation period as it is necessary for the satellite

constellation to change sufficiently to gain a reliable solution.

Figure 3.5 - Relative GPS Positioning
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When centimetre level accuracy is required, a typical static survey session lasts
between 30 minutes and 1 hour (depending on the baseline length), although
this can be extended to many hours or even multiple sessions to derive very
high accuracy point coordinates. A static baseline can achieve coordinate

determination accuracy to lcm £1ppm [Trimble Navigation, 1992].

3.7.5 Fast-Static GPS Surveying

There is an obvious productivity overhead in static GPS surveying with the
necessary long observation periods. Fast-Static GPS, also referred to as
Rapid-Static GPS, reduces the observation time for short baselines (under

approximately 20 kilometres).

The algorithms for Fast-Static GPS have been implemented in many
commercial packages, including the Trimble WAVE and Ashtech PNAYV
softwares. They employ a combination of dual frequency observations,
pseudo-range observations and carrier phase integer ambiguity search
algorithms. Resolution of these integer ambiguities enables the software to
derive centimetre accuracy positions. The required observation period varies

with the number of satellites being tracked. Table 3.1 gives some guidance.
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Number Of Tracked Observation time w
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{ 6 or more

Table 3.1 - Recommended Fast-Static GPS Observation Times
[Trimble Navigation, 1992]
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The accuracy of Fast-Static GPS is about 2cm + 1ppm. Although static GPS
enables considerably improved accuracies to be achieved (depending on
baseline length, observation time and processing method), Fast-Static GPS 1s

acceptable for tasks such as photogrammetric ground control measurement.

3.8 GPS Navigation Techniques

Stand-alone GPS positioning has been discussed as the most primitive form of
GPS surveying and navigation. For greater accuracy, it becomes necessary to
employ some form of relative positioning such as the two static techniques for

coordinating a pre-defined number of survey points.

Kinematic GPS techniques are utilised in the case of GPS navigation or survey
applications where the measuring body is in continuous motion. Considering a

simplified overview of available techniques, they can be summarised as:

e Differential GPS
e Phase smoothed pseudo-ranges

e On the Fly ambiguity resolution

The following sections provide an introduction to each of these techniques and

compare their relative positioning qualities.

3.8.1 Differential Pseudo-Range GPS (DGPS)

Differential Pseudo-Range GPS, hereafter referred to as DGPS, 1s a relative
positioning technique whereby the user calculates a position relative to another
point with known coordinates. It is similar in application to a single difference
pseudo-range solution which combines the observations at both stations to

reduce and remove the error sources which contaminate a stand-alone GPS
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solution. Table 3.2 summarises those error sources in stand-alone GPS, and

the possible improvement provided by DGPS.

The known point, or reference station, in DGPS has coordinates which have
been determined to a very high degree of accuracy. When observations are
subsequently made at this reference station (in conjunction with observations

at an unknown point), the measured pseudo-range can be compared against a

pseudo-range computed with knowledge of the station coordinates. A
correction to the pseudo-range can be derived for each tracked satellite and

then transmitted to the user via a radio link.

m Stand-Alone (metres) Differential (metres)

—“

T R
Selective Avallablllty — O

[R— —_— .

Table 3.2 - Comparison of Error Magnitudes in Stand Alone and
Differential GPS [Moore, 1993]

The correction to the user’s measured pseudo-range combines the receiver
clock, satellite orbit, atmospheric effect and selective availability errors. It is a

robust positioning technique which provides 3 to 6 metre positional accuracy
[Moore, 1993].
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3.8.2 Phase Smoothed Pseudo-Ranges

Pseudo-range observations enable robust low accuracy positioning. In
contrast, the use of carrier phase observations can enable high accuracy
positioning when computed relative to a fixed point with accurately known
coordinates. However, it is subject to perio'ds where the receiver is unable to
track the carrier signal, the so called cycle slips. A compromise solution is to

combine both observables to achieve a robust positioning technique which is

suitable for many kinematic applications.

Phase smoothing of pseudo-range measurements uses the change in range
between successive carrier phase measurements to produce more accurate
pseudo-range measurements. The technique is valid because the change in
range for pseudo-ranges is approximately equal to the change of the carrier

phase, which can be more precisely measured.

Further details of phase smoothing algorithms can be found in Hansen [1996].

3.8.3 On the Fly Ambiguity Resolution

On the Fly GPS is a technique where the ambiguities are resolved without an

initial static observation period. The aims can be summarised [Hansen, 1996]

dsS.

o Centimetric relative positioning

e No requirement to start at a point of known position

e No requirement to ever remain stationary to derive a point position
e Continued positioning after cycle slips

e Ability to implement the algorithms for real-time positioning

e High system integrity (protection against failure and incorrect

positioning)
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GPS systems based around On the Fly Ambiguity Resolution are the ultimate
in precise positioning for navigation, placing no operational restrictions on the
user and providing instantaneous positioning if used in a real-time mode of

operation.

It has been discussed (§3.7.2) that it is necessary to resolve the integer
ambiguity to its true integer value in order to utilise the carrier phase
observable and derive high precision point positions. However, special search
algorithms incorporating the principle of least squares can be used to estimate
these integer ambiguities and so, because of inherent errors, these can only be
considered as estimates of the true value. Without specialised enhancements
to the basic least squares model, errors such as those caused by incorrect
modelling of the atmosphere, which affects the satellite signals, would cause

incorrect determination of the ambiguity unknowns.

The subject of ambiguity resolution algorithms is beyond the scope of this
thesis. Further information can be found in the work of Hansen [1996] who
developed the NOTF kinematic software after the founding work of Walsh
[1994]. It is sufficient here to appreciate that the techniques employ complex
relationships between the satellite signals to search for the most likely integer
value of the satellite ambiguity, and use statistical testing to ensure that an

incorrect integer does not propagate into the final position.

3.9 Summary

The Global Positioning System is a world wide, all-weather, passive and

instantaneous three dimensional positioning service.

GPS can provide great flexibility for surveying or navigation. Point positions

can be derived at the centimetre level when relative positioning is used.
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The performance of GPS can be adversely affected by the operating
environment. The reflection of GPS signals and the shielding of satellites to
reduce the number of tracked satellites can hinder positional accuracies.

Despite modern software algorithms, GPS users must be careful to miminise

possible error sources during survey or navigation.
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Chapter 4

The Integration Of GPS And

Photogrammetry

4.1 Introduction

When GPS was emerging as a important tool in surveying and navigation, the
photogrammetric community began to identify areas where this new technique

could be utilised. These areas can be summarised [Ackermann, 1986]:

o Air survey flight navigation to ensure accurate positioning of

exposures

e To provide camera orientation parameters for use in aerial

triangulation

e To provide camera orientation parameters for direct orientation of
photographs for analytical mapping procedures

o (Calibration of new types of airborne sensors
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Presently, the two most practically useful roles are the use of GPS for air

survey flight navigation and for aerial triangulation.

Air survey flight navigation is an essential part of a photogrammetric flight
because the flight lines over the object space must be pre-determined to gain
suitable photographic coverage of the area. This planning was traditionally
done manually from existing map sheets [Burnside, 1985], making it difficult
to achieve the precise overlaps and effective aircraft guidance which contribute
to the economic benefits of photogrammetric mapping [Leica, 1996]. The
advent of GPS (and the use of small scale digital maps) enabled commercial
companies to develop computer based navigation systems to complement their

aerial camera systems and replace this manual planning process.

Carl Zeiss and Leica are the two most prominent aerial photogrammetric
camera m.anufacturcrs. They have both developed GPS supported flight
management systems to enhance the use of their cameras in photogrammetric
mapping. They are called T-Flight and Ascot respectively and provide the
aerial camera operator with tools ranging from flight mission planning to
automated exposure control and export of GPS antenna positions for aerial
triangulation. Near real-time display of aircraft position superimposed onto

the flight plan is also provided on the operator console [Becker and Barriere,
1993].

The use of such extensive software and hardware solutions is not applicable in
this research. This is because they are tightly coupled to large format aerial
camera systems such as the Leica RC30 or the Zeiss LMK which can include
advanced features such as gyro-stabilised camera mounts and forward motion
compensation [Leica, 1996]. Fortunately, the photographic sorties for
highway mapping are relatively short and the flight path is clearly defined by
the centre-line of the highway. If any additional side strips are required then
they can be guided by similar natural features [Boardman, 1996].
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The main concern of this chapter, and this research, is the use of GPS as an aid
to aerial triangulation. This means that GPS is used to determine the camera
station coordinates for inclusion into the aerial triangulation process as
additional observations [Ackermann and Schade, 1993]. Traditionally, these
orientation elements have come from an indirect orientation method

[Ackermann, 1980] because they are obtained by measurement of image points

and ground control points.

If the camera station coordinates can be directly determined prior to the aerial
triangulation process, then there could be a reduced requirement for the ground
control points which enable an indirect determination of the same unknown

orientation parameters (§2.4.2). Two distinct topics for discussion can be

identified:

o The practical integration of GPS into the photogrammetric camera
system to measure the perspective centre coordinates at each

exposure station

e The mathematical techniques which enable these coordinate

observations to be included into the aerial triangulation process

The physical integration of a GPS positioning system and a photogrammetric

camera system is discussed in section 4.2. The extension of the conventional

aerial triangulation mathematical model to include GPS observations is

detailed in section 4.3 and a summary is given in section 4.4.

4.2 Physical Integration

The primary data source for modern photogrammetry is specialist photography
taken with a calibrated camera. This camera is often mounted in a dedicated

mount in the floor of a fixed wing aircraft [Diete, 1990]. The photographic
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sortie is undertaken by trained personnel who follow careful procedures to
ensure that the resultant photography is suitable for photogrammetric analysis
[Burnside, 1995]. To integrate GPS data collection into this sortie is complex
if the positional data is to be derived with the same reliability as the traditional

photographic data. A number of fundamental points become apparent
[Hansen and Joy, 1995]:

e Where i1s the GPS antenna to be mounted?

e How can the GPS antenna be related to the perspective centre of

the camera?

e How can GPS positions be attributed to a photographic exposure
time?
e What quality of GPS positioning data can be acquired, and how can

this be processed?

To successfully integrate a GPS positioning system and a photogrammetric
camera system, each of these points must be considered. The following sub-

sections address these fundamental questions from a generalised standpoint.

Specific discussions on the decisions made for this research can be found in

chapter 6 which details the Nottingham GPS-Camera system.

4.2.1 GPS Antenna Location

The GPS antenna should be mounted on the aircraft in a position where it 1s
free to receive the GPS signals with minimum obstruction [Kinlyside, 1988].

The effects of multipath and cycle slips have already be introduced (§3.6) and
it is important to minimise their effects. Recommended locations [Curry and

Schuckman, 1993] for the antenna are:

e On the fuselage directly over the camera

o On the tip of the vertical stabilising fin at the rear of the aircraft
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Mounting the antenna on the fuselage has often been the favoured location
since it is in close proximity to the camera [Lucas and Mader, 1989]. This can
greatly simplify the calibration of the GPS antenna - camera offset vector
(§4.2.2) and minimise the effects of the offset vector in small scale
photography where a gyro-stabilised mount is utilised [Ackermann, 1994].
However, it may also be susceptible to multipath during the flight and prone to
cycle slips as the aircraft turns and banks its wings between strips of
photography. Fuselage mounting of GPS antennas involves modification to
the fuselage according to the regulations of the Civil Aviation Authority
(CAA) and the Federal Aviation Authority (FAA). This is an official approval
process with can be as time consuming and costly as the initial installation of

the photogrammetric camera mount since the aircraft must be approved for

flight.

The vertical stabilising fin at the rear of a fixed wing aircraft is the more novel
location and it is less susceptible to the multipath and cycle slip effects. The
mounting of the antenna can be simple because some aircraft already have a
strobe light mount which can be adapted [Curry and Schuckman, 1993].
However, the measurement of the offset vector is more complex because of the
increased distance between the antenna and the camera. It has also been
suggested [Scott, 1994] that the similar stabilising fin found on a helicopter 1s
prone to excessive vibration‘ and flexure during flight which may be
detrimental to the electronics of the GPS antenna and may also introduce an

error into the calibrated offset vector.

GPS antennas have been mounted on helicopters for specific applications.
Sylvander [1991] reports on the use of GPS antenna positioning as an aid to
forestry feature identification. The antenna was mounted on the rear boom of
the helicopter, midway between the main fuselage and the rear fin. If the rear
boom of a helicopter is tapered then it is possible that the vibration and flexure

would be minimised by mounting at the wider end, making it a suitable

location [Scott, 1994].
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Another alternative i1s discussed in Biggs et al [1989], where the airbomne
sensor was deployed on a horizontal boom below the fuselage of the
helicopter. The GPS antenna was also located on the same boom. This
approach has the advantage of placing the antenna close to the sensor to

simplify any necessary calculation of the sensor position from the GPS antenna

phase centre position.

4.2.2 GPS Antenna - Camera Offset Vector

The principle behind integrating GPS into the photogrammetric system is to
measure the coordinates of the camera perspective centre in the ground

coordinate system. However, it is not possible to obtain this measurement

directly because the perspective centre is internal to the camera’s optical

system.

The GPS antenna phase centre can be measured through a suitable kinematic
processing technique (§3.8) and an observation equation derived to relate this
to the camera perspective centre. The two points are related through an offset

vector between them. This GPS antenna - camera offset vector must be

accounted for by some measurement process [Jacobsen, 1993] before the GPS
coordinates can contribute to the position exterior orientation of the camera

stations.

There are two components to the offset vector:

e The inter-nodal vector within the camera lens system

 The exit nodal point to antenna phase centre vector

The collineanty equations (§2.4.2) are based on a simplification of the
physical lens system of a camera, shown in Figure 4.1a, where the entrance

nodal point and exit nodal point are assumed to be coincident and this point
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becomes simply known as the perspective centre. However, the physical
situation (Figure 4.1b) shows two points which are displaced along the Z-axis
of the fiducial coordinate system. This inter-nodal vector must be measured as
it contributes to the total vector between the camera perspective centre (the

entrance nodal point) and the GPS antenna phase centre.

object

(a)

Figure 4.1 - The (a) Simplified and (b) Physical Path Of A Light Ray
Through The Camera Lens System, after [Jacobsen, 1993]

Measurement of the inter-nodal vector is part of the design and manufacture of
the photogrammetric camera and so must be supplied by the camera
manufacturer. The vector for the UMK 10/1318 camera with a 100mm focal

length, used throughout this research, is 40.45mm along the fiducial Z-axis
[Wickens, 1994].

A typical aerial camera such as the Zeiss LMK is typically operated inside a
gyro-stabilised mount which maintains the camera in a nominal horizontal
plane above the ground surface despite any roll of the aircraft [Klose, 1990].
This has the effect that the offset vector between the exit nodal point and
antenna phase centre does not remain constant, but is constantly changing
[Merchant, 1993]. It would be necessary to make extra in-flight observations
to derive this vector at each exposure station [Ackermann and Schade, 1993].
A simpler solution is to operate the camera in a locked-down mode [Lucas,

1987] so that the camera and aircraft roll in unison. This is generally
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acceptable for commercial photographic sorties where the weather is good
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