Growth and Structural
Characterisation of Novel I1I-V
Semiconductor Materials

Jacqueline Lesley Hall, MSci.

Department of Physics & Astronomy
University of Nottingham

r

The University of

Nottingham

Thesis submitted to the University of Nottingham
for the degree of Doctor of Philosophy

- July 2010 -



Abstract

This thesis describes the growth and characterisation of four different I1I-V semi-
conductor materials. Growth was primarily performed by molecular beam epitaxy,
while characterisation, which was largely structural, was carried out mainly using
X-ray diffraction and atomic force microscopy.

Growth of low temperature (LT) GaAs was undertaken to investigate whether a
phase transition accompanies the structural transition which occurs when GaAs is
grown at temperatures below ~ 150°C. It was found however, that LT GaAs re-
mains zinc-blende, albeit with a significant degree of disorder. Migration enhanced
epitaxy was subsequently used to grow LT GaAs, resulting in single crystalline
GaAs at growth temperatures down to 115°C.

The possibility of using AIN as a source for nitrogen, in the growth of GaAs based
dilute nitrides was explored. No conclusive evidence has been presented to suggest
that small amounts of nitrogen were incorporated into the GaAs lattice.

The potential for ScN to be used as a buffer layer/interlayer to reduce the defect
density in cubic GaN (c-GaN) was investigated. It was found that ScN grows on
c-GaN(001)/GaAs(001) in a (111) orientation, leading to overgrowth of GaN oc-
curring in the hexagonal phase. If the ScN interlayer was sufficiently thin (<3nm),
then overgrowth of GaN was cubic, but no evidence of a reduction in stacking fault
density was observed. Growth of ScN on GaAs(001) was also found to result
mainly in a (111) orientation, but films were of poor quality. Growth of ScN on
ScAs(001) was subsequently explored. ScN was found to grow in a (00 1) orienta-
tion, with both smoother surfaces and improved material quality than ScN(111).
Growth of GaN atop ScN(001) was found to be ¢-GaN(001), but insufficient
studies have been carried out to determine the effect on material quality.

During the growth of InGaN, it was found that unmounted substrates lead to large
temperatures rises (>100°C) for In rich compositions. Modelling heat absorption
due to bandgap, phonon and plasmon absorption showed that this is due primarily
to the large number of free carriers and not to the narrow bandgap (wrt substrate).
The preliminary doping of IngsGagoN with Mn was investigated. The amount of
Mn that can be incorporated without causing a significant reduction in film quality
was found to increase with decreasing growth temperature.
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Thesis Outline

The work described in this thesis is primarily concerned with the growth and
structural characterisation (mainly by XRD) of bulk III-V semiconductor materi-
als. Experimental results are presented over four chapters, each of which represents
work based around a different material system. As such, each chapter has its own
introduction outlining the motivation behind the work, as well as a short literature
review. Conclusions and further work are also presented at the end of each results
chapter, though the main results from all the work can be found in a standalone
chapter at the the end.

Chapter 1 outlines the principles of the main experimental techniques used in this
work. Detailed descriptions are given on the MBE growth method. This includes
how band-edge spectrometry is used to measure the temperature of samples in a
vacuum, as well as an outline of the RHEED technique as a tool for surface struc-
ture analysis. The description of RHEED, explains the underlying physics of the
technique and also why surface atoms often differ in structure to those in the bulk.
An overview of the most used ex-situ characterisation techniques is presented, with
a particular emphasis on the use of X-ray diffraction to determine key structural
parameters such as phase and crystallinity of material, lattice parameters, strain

and as a qualitative tool for assessment of material quality.

The following four chapters include all the experimental results. Chapter 2 refers
to the work carried out on GaAs grown at low growth temperatures (< 200 °C).
It had been suggested that growth at very low growth temperatures would re-
sult in GaAs growing in a rock-salt phase compared with the conventional zinc
blende polytype. Different polytypes of a material are expected to have different
properties, therefore if rock-salt GaAs could be achieved it would be interesting
material system to investigate. Although a structural transition was witnessed at

a growth temperature of 150 °C, this was to amorphous/microcrystalline but still



zinc-blende material. The use of migration enhanced epitaxy (as a slight modifi-
cation of the MBE technique) was therefore investigated, as a means of achieving
good quality GaAs down to growth temperatures of 120°C. This technique was
also used as an alternative to growing Mn-doped GaAs at growth temperatures
of ~ 150°C. Potentially, this could lead to epitaxial growth of GaMnAs at lower
temperatures, allowing for larger incorporations of Mn to be achieved. This is
predicted to raise the temperature at which GaMnAs behaves like a ferromagnetic

(the Curie temperature, Tc), hopefully pushing Tc towards room temperature [1].

The production of dilute nitrides with emission wavelengths in the 1.3-1.55
pm range holds attraction for optical fibre applications, such as high speed data
transmission [2]. The incorporation of the necessary amounts of N into Ga(In)As
has proved problematic, with larger concentrations of nitrogen associated with
decreased emission efficiency [3]. This is generally due to nitrogen being supplied
by a plasma source, which damages the growing surface with increasing operat-
ing power and nitrogen flux [4]. The sublimation of AIN is potentially a way of
supplying nitrogen without the need for damaging active nitrogen radicals and
a plasma source [5]. Work investigating dilute nitride semiconductors using the

sublimination of AIN as a novel source of nitrogen is presented in chapter 3.

Despite the success of GaN based blue LEDs for use in solid-state lighting, the ex-
pected numerous other applications have not yet materialised. The main problem
with GaN based materials is the high level of structural defects [6]. These arise
from a lack of suitable substrates, which result in GaN being grown on materi-
als with very different lattice parameters and temperature characteristics [7]. One
successful approach in reducing the dislocation density in hexagonal GaN has been
the use of ScN interlayers [8]. The motivation of the work reported in Chapter 4
is to investigate whether this approach can be applied to reducing the number of
stacking faults in cubic GaN. Cubic GaN offers many potential benefits over the
thermodynamically stable GaN polytype hexagonal. The main advantages are (i)
lack of polarisation effects (ii) expected higher electron and hole mobilities and
(iii) easier to fabricate into devices such as lasers [7]. Chapter 4 details the work
carried out on ScN as a means of improving the material quality of cubic GaN.
Growth of ScN was carried out on a variety of different materials, resulting in
growth in different orientations. This included the growth of ScAs, a material
that has not been well studied in the literature. Also outlined in the chapter are

results from the growth of GaN on different orientations of ScN.



Preliminary work into ScGaN and Mn-doped ScN has been carried out and is
also discussed in chapter 4. The ScGaN alloy system potentially offers a way
of achieving emission in the green wavelength range, a spectral range that does
not yet have adequate representation [6]. Mn-doped ScN meanwhile has been

predicted to exhibit ferromagnetic behaviour at room temperature [9].

Due to the small 0.7 eV bandgap of InN and the high 3.4 eV bandgap of GaN,
the InGaN alloy has the potential to span the whole visible spectrum, making
it attractive for numerous optical applications, e.g. solar cells and light emitting
devices. Good-quality growth can be problematic, due to the different properties
of InN and GaN. There exists a narrow window of optimal growth conditions. If
these are not met, segregation of In and phase separation can occur leading to
poor emission [10-13]. The incorporation of a suitable amount of dopant elements
provides the opportunity to form an absorption band in addition to the bandgap of
the host material, ideally located in the middle of the main bandgap. It has been
predicted that for InggGagoN doped with small small amounts of Mn (~ 0.25%)
such an intermediate band structure could occur [14]. This interesting material
has applications in solar cell research, as it potentially provides a mechanism of a
single cell being able to absorb photons of differing energy, independently of other

absorption processes [15].

The final experimental chapter, chapter 5, looks at growth studies of In-rich In-
GaN. The effects of growth temperature (and effects of experimental set-up on
growth temperature) are outlined in detail. Also presented, are results from ef-
forts to control alloy composition. The end of this chapter describes initial studies
on structural quality of doping InGaN with Mn, including how much Mn can be
incorporated into InGaN and not adversely affect film quality and also how this

concentration changes with growth temperature.

Finally all of the main results are summarised in chapter 6. A list of publications

and conference presentations can be found following the abstract on page iii.



Chapter 1

Experimental Techniques

1.1 Molecular Beam Epitaxy (MBE)

Molecular beam epitaxy (MBE) is an ultra high vacuum (UHV) based technique
used for the production (or ‘growth’) of high-quality epitaxial structures. Mono-
layer control, uniformity and high purity permit the growth of complicated het-
erostructure semiconductors, where interfaces between layers of differing structural

and chemical properties need to be well defined.

1.1.1 Basic Principles

MBE is in principle, a basic technique; a typical experimental arrangement is
shown in figure 1.1. In a conventional set-up, solid (or liquid) sources are heated
up in effusion cells until they sublimate (or evaporate). During growth, shutters
placed in front of the source(s) are opened, allowing atomic/molecular beams to
impinge, collision free, on a heated substrate. On arrival at the substrate, sur-
face atoms/molecules can adsorb (physical adsorption or chemisorption), migrate,
interact with other atoms/molecules, dissociate, incorporate into the growing crys-
tal or desorb. If the conditions are right, then the film can grow in an ordered
monolayer by monolayer, single crystalline manner to form a set of epitaxial layers
(or epilayers for short). Not all materials though, require growth in a 2D layer
by layer mode (Frank van der Merwe [16]). 3D growth modes (Volmer-Weber [17]

and Stranski-Krastanow [18]) can be employed for the production of quantum dot

4



CHAPTER 1. Experimental Techniques

quadrupole mass analyzer

v RHEED fluorescent screen

1] [C T
= %eﬁusmnwls

entry o =
chamber - 3 |—shutters
<+ = T
dib '
[ \@; effusion cells
=N
—1|
cryoshrouds cryoshrouds

RHEED electron gun

Figure 1.1 — Schematic of an MBE growth chamber. Figure taken from Franchi 2003 [19].

structures [19] and nanowires [20]. For a more detailed description of MBE, both
as a technique and its applications, the reader is referred to the review authored
by C.T. Foxon [21].

The substrate ideally acts as a seed crystal, encouraging the depositing film to
takes on a lattice structure and orientation identical to that of the substrate. If
the growing film has the same composition and crystal structure as the substrate,
then the process is referred to as homoepitaxy, otherwise the process is called
heteroepitaxy. Although homoepitaxy is generally preferred, it is not always a
realistic option. Single crystalline bulk substrates of a material are not necessarily
commercially available or can be prohibitively expensive. When selecting an ap-
propriate substrate for growth, several factors need to be taken into account; lattice
parameter, orientation, polytype, thermal expansion properties, cost, preparation
and doping. Generally there is a trade off between material quality (high lattice

mismatch introduce strain and eventually defects) and cost.

The sample substrate is held on a holder which can be rotated and heated. The
temperature of the substrate is often referred to as the growth temperature. Sam-
ple rotation allows material from all cells to be deposited evenly onto a substrate
surface during growth. Ideally at least one rotation is performed per monolayer
of growth. The flux from each cell is dependent on the cell temperature and is
measured by an ion-gauge that can be rotated into the substrate growth position.

Fluxes are measured in units of pressure, generally mbar or Torr.
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The complexity of MBE arises from the high vacuum needed to produce high
purity films. All movements within the equipment must, therefore, be achieved
without significant outgassing or leaks. To this end, multi-chamber systems are
used; in addition to the growth chamber, additional chambers are used to intro-
duce samples into the vacuum environment and to prepare wafers in-situ before
introduction into the growth chamber. It is common for additional chambers to
be added for post-growth analysis, allowing the movement and analysis of grown

samples without the need to come to air.

UHV conditions also allow the use of in-situ analysis tools, such as quadrupole
mass analyzers (to monitor the vacuum environment) and refection high energy
electron diffraction (RHEED) equipment (to study the growing surface), which
have become standard additions to an MBE machine. Other characterisation
techniques, such as Auger electron spectroscopy (AES), X-ray photoelectron spec-
troscopy (XPS), secondary ion mass spectroscopy (SIMS) and scanning tunneling
microscopy (STM), can also be positioned in the growth chamber. These however,

are more frequently located in separate chambers.

Liquid nitrogen cooled cryoshrouds placed in the growth chamber help to improve
the vacuum and ensure UHV conditions during growth, as well as removing heat
from the substrate heater and cells. Additional cryoshrouds surround the cells

preventing thermal cross-talk.

Growth rates are typically in the order of a few As~! and beams can be shuttered
in a fraction of a second. This means shutters can generally be opened or closed in
less time than it takes to grow one monolayer of material. It is this feature in MBE
that allows for atomically abrupt interfaces and, consequently, the production of

complex structures.

1.1.2 Machine set-ups

Two MBE machines were used to carry out the investigations reported in this
thesis: (i) a Veeco Gen III (referred to as simply the Gen III) and (ii) a custom
built ‘mini-MBE’ system.

The low-temperature growths of GaAs were performed in the Veeco Gen III, which

has a background pressure in the region of 107° Torr. The growth chamber has
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the capacity for 14 effusion cells. At the time of use these housed several group
IIT sources (In, Al and two Ga solid sources), two solid As sources (provided
through a valved arsenic cracker providing Ass, rather than the tetramer Asy),
magnetic materials (Co, Fe and Mn), dopant elements (Si and C) and a gaseous
H, source. Two ports were used by the BandiT equipment (used to measure the
growth temperature, see section 1.2), one each for light source and detector. The
chamber also has a 12 keV RHEED facility for surface reconstruction analysis and

a mass spectrometer to study the presence and composition of background gases.

For all other work reported in this thesis the ‘mini-MBE’ system was used (see
figure 1.2), which has an ultimate base pressure in the region of 1072 mbar. The
growth chamber has the capacity for five effusion cells. At all times, three effusion
cell ports housed a Ga cell, an As cell (provided through a cracker) and an Oxford
applied research (OAR) RF plasma source to provide activated nitrogen. For the
dilute nitrides work, the additional cell ports housed elemental Al and AIN powder
(99% purity). The cell used to provide AIN was a specialised high temperature cell
which was run at ~1400 °C. During the investigations on Sc containing compounds
and InGa(Mn)N, the two additional ports housed either Sc (in a high temperature
cell), In, Mn or Al. The system also has a RHEED facility (12 keV) for surface
reconstruction analysis. Due to the fact that this is a custom built machine, it
differs from conventional modern systems. The key differences between this system

and the commercial systems available are outlined below:

1. Samples cannot be continuously rotated during growth, though they can be
manually rotated in order to look at different azimuths in the RHEED.

2. Samples are not mounted on pyrolytic boron nitride (PBN) plates, but are
effectively free standing with only a very small area of contact with the
holder. In this way, the back side of the wafer directly faces the substrate

heater.

3. There is no buffer chamber between the main growth chamber and the load
lock.
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Figure 1.2 — Picture of the ‘mini-MBE’ system

1.2 Temperature Monitoring using BandiT

Until recently, accurately measuring the sample temperature was a serious diffi-
culty in MBE. Traditional thermocouples indicate more accurately what is hap-
pening to the heater, rather than the sample itself. Pyrometry, a common tool
for measuring sample temperature, can typically only be used for growth temper-
atures above 500°C. Additionally, it suffers from being emissivity dependent, a
problem if the emissivity is unknown or changes with growth, as is common with

heteroepitaxy and during growth of new material systems.

The MBE machines used in this work are equipped with a k-Space Associates
(kSA) BandiT. It is a non-invasive, real time, absolute substrate temperature
sensor which exploits the fact that a semiconductor’s bandgap varies with tem-

perature.

As thermal energy is applied to a material, there is an increase in atomic vibra-
tions. This leads to an increase in the inter-atomic spacings, an effect quanti-
fied by a material’s linear expansion coefficient. The longer bond lengths mean
the electric potential experienced by the electrons decreases leading to a reduc-
tion in the bandgap energy, F,. The temperature dependence of the bandgap

in semiconductors has been experimentally determined and is represented by the
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semi-empirically derived Varshni equation [22]:

aT?
T+

Ey (T) = E,(0) (1.1)

where E, (0), o and § are material dependent parameters.

Since semiconductors are transparent for hv < E, and opaque for hv > E,, by
measuring the wavelength of a material’s absorption edge, the BandiT is able to

infer its bandgap energy and therefore its temperature.

To measure the absorption edge, diffusely scattered light from the sample is used.
The light can come from either the substrate heater directly (transmission mode),
with a single port for the detector, or shone from an external kSA light source,
mounted on a second port, (reflection mode). The detector, mounted on a non-
specular port, uses collection optics to carry the light to a solid state spectrometer.
The spectrum is then sent to a computer via a single USB connection, where it
undergoes a fitting procedure to determine the wavelength, and thus energy, of
the absorption edge. To reduce noise, a background reference can be subtracted
from the raw data before the fitting stage. Using the library of kSA generated
calibration tables integrated into the software, a real-time temperature output
display of the substrate temperature is available, see figure 1.3. Since films in MBE
are generally thin, it is assumed that the temperature of the growing material is

equal to that of the substrate.

The dependence of the BandiT system on only the bandgap of the substrate is an
important feature of this set-up. This advantage over pyrometry means that the
substrate temperature can be controlled during deposition or etching, when the
emissivity could be changing. Other advantages include: insensitivity to changing
view port transmission, e.g. coating and stray light, low temperature sample
monitoring and allowing for absolute temperature calibration from machine to
machine. In addition, the automatic readout means that temperature fluctuations
due to sample rotation and temperature increases due to exposure from cells can

be easily detected.

10
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Figure 1.4 — Schematic diagram of the application of RHEED to MBE (or any thin film
growth technique).

1.3 Reflection High Energy Electron Diffraction
(RHEED)

The UHV environment in MBE allows the employment of diffraction techniques,
such as RHEED and low energy electron diffraction (LEED), to study the a sam-
ples surface structure. These techniques require vacuum in order to minimise the

scattering of electrons by background gas molecules.

Although LEED is the more common and theoretically understood method for
determining surface structure, its requirement for near normal incidence and
diffracted beams proves impractical in MBE, where it would interfere with the
rest of the equipment. In RHEED the electron gun and viewing screen are posi-
tioned at low angles relative to the substrate surface, see figure 1.4. This allows it
to be used for real time analysis and continuous monitoring of crystal growth and

growth dynamics.

The intensity of RHEED features is particularly sensitive to surface roughness,
down to the monolayer scale. This allows the growth rate of a depositing film to

be calculated by analysing so-called s“RHEED oscillations’, see section 1.3.3.

1.3.1 RHEED Technique

RHEED is based on the reflection of high energy electrons, typically in the 5-

50 keV range. Despite the incoming electrons high energy and therefore large
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Figure 1.5 — The Ewald construction. The lattice points (or corresponding planes)
highlighted in red give rise to diffraction.

mean free path, the technique is surface sensitive due to the electrons low angle
of incidence, typically less than 5°. In this instance the penetration depth of an
electron beam is small, total external reflection of the electron beam will occur
and beams will be diffracted out of the crystal after passing through only a few
atomic layers. The result being that the diffraction pattern is determined by the

periodicity of the crystal surface.

In order to visualise which lattice planes will result in diffraction (and hence the
resolution of a diffraction technique for a given wavelength and cell dimensions)
the Ewald sphere concept is often used. In reality this is more generally a circle,
rather than a sphere. The Ewald sphere is an imaginary geometry construct with a
radius 27 /A, which corresponds to the length of the incident plane wave’s (k;) wave
vector. Assuming that the diffraction process is elastic, then the scattering vector
(kf) also a wave vector whose length is 27 /\. Since k; and k¢ have the same length
the scattering vector must lie on the surface of a sphere of radius 27 /. To assess
which condition will lead to diffraction, the Ewald sphere is superimposed onto a
map of reciprocal lattice vectors, figure 1.5. Where lattice points touch the edge
of the sphere, momentum transfer satisfies the Bragg condition and diffraction

occurs.

At high energies the wavelength of the electron is small and the radius of the Ewald
sphere, k,, is large, compared to typical reciprocal lattice vectors. At 10 keV,
A=0.037 nm and k=170 nm~! whereas 27 /a might typically be 20 nm~!, making
RHEED an extremely sensitive technique. Since the Ewald sphere is so large in
a RHEED experiment, it is necessary to change the diffraction geometry in order

to find the arrangement of reciprocal lattice rods in three dimensions and thus,
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(a) GaAs [110] (b) GaAs [110]

Figure 1.6 — RHEED patterns obtained at 12 keV from a smooth (001) GaAs surface
showing a 2x4 reconstruction. (a) [110] azimuth 2x; (b) [110] azimuth 4x.

define the unit mesh. All the reciprocal lattice rods can be explored by rotating the
surface normal. As the azimuthal angle is varied, simple diffraction patterns can
be observed when the incident beam is along a direction of high crystal symmetry.
An example of RHEED patterns from a As stabilised GaAs(001) surface in two

azimuths is shown in figure 1.6.

If electrons interact only with the first atomic layer of a perfectly flat and ordered
surface, the three-dimensional reciprocal lattice points degenerate into parallel
infinitely thin rods. The resulting intersection with the Ewald sphere would consist

of a series of points placed on a half circle, known as a Laue ring or zone.

In reality, thermal vibrations and lattice imperfections cause the reciprocal lat-
tice rods to have a finite thickness, while the Ewald sphere itself has some finite
thickness, due to divergence and dispersion of the electron beam. These factors
combined with the extreme sensitivity of RHEED, mean a nearly flat surface re-
sults in a diffraction pattern consisting of a series of streaks, see figure 1.6, rather

than points, as would be seen in LEED.

If the surface is not flat, electrons will be transmitted through surface asperities
and scattered in different directions. This would result in a RHEED pattern
consisting of many spotty features. The first important information provided by
RHEED in MBE therefore, often regards the flatness of a surface.

Diffraction from an amorphous surface (such as an oxide on top of a semicon-
ductor) gives no diffraction pattern; only a diffuse background. This is useful for
evaluating oxide desorption from a new substrate prior to growth in the MBE

chamber.
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Figure 1.7 — Atoms at a surface often exhibit a different structure to those in the bulk,
surface atoms can undergo either relaxation (a) and/or reconstruction (b).

1.3.2 Surface Crystallography

As well as topographical information, a RHEED image can also provide informa-
tion on surface structure. Surface atoms of a clean surface tend not to be in the
positions expected from a simple termination of the bulk structure. The term sur-
face therefore, normally refers to the outermost atomic layers (monolayers) that
differ structurally from the bulk material; generally speaking this is about three
monolayers. Atoms at and near the surface can move either perpendicular to the
bulk structure (relaxation) or both perpendicular and parallel (reconstruction) to
the bulk structure, figure 1.7.

In relaxation, the outer layer relaxes bodily outwards or inwards, but the structure
parallel to the surface remains the same as the bulk, i.e. d,e # dpur Where d,e
is the layer spacing of the surface layer and dy,; is the layer spacing in the bulk
sample, see figure 1.7(a). This generally has no effect on densely packed surfaces,
but for more open channelled surfaces the effect can be sizable e.g. for Ag(100),
(dretx — dpur)/dpur is 0%, while for Ag(110) the figure is -9%. Relaxation is

common in metals and has its origin in the overflow of electrons into the vacuum.

In reconstructed surfaces, the top layer(s) of atoms move both perpendicular and
parallel with respect to the bulk, in order to attain a minimum energy configura-
tion, see figure 1.7(b). Bonds that would otherwise be formed to material above
in a bulk crystal scenario, cause atoms to pull together leading to surface bond
formation. Reconstruction is more common for semiconductors, where atoms have
highly directional covalent bonds. These surface atoms experience a much larger

difference in interatomic force (relative to bulk atoms) than that experienced by
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Figure 1.8 — Bravais nets are used to describe 2D structures.

metallic surface atoms. Reconstruction can occur in metals which have highly di-
rectional electrons, for example gold, which has d and f electrons. There is no need
for the periodicity of the surface to differ from the bulk, but it often does, gener-
ally assuming an in-plane periodicity greater than in the bulk. The surface unit
mesh (2D unit cell) may consist of the same, fewer or more atoms than that of the
bulk. The specific reconstruction depends critically on the material, the surface
orientation and the surface termination (that in turn is a function of temperature

and composition of ambient gases).

To describe 2D structures, 2D Bravais nets are used, cf. 3D Bravais lattices
for bulk material. To describe the arrangement of surface atoms it is useful to
introduce the notion of a, b and ¢ nets, all of which are Bravais lattices. The a
net generally describes the Bravais net associated with the surface and has a unit
mesh described by vectors a; and ay, see figure 1.8(a). If adsorbed foreign atoms
(or molecules), adatoms, on a surface are viewed by themselves, they sometimes
form a regular structure, called the b net. When the adatoms and substrate atoms
are considered together the periodicity of the entire surface is represented by the
adlayer ¢ net. While the b net can be interesting, it is the ¢ net that gives the

more useful information.

In order to describe reconstructed surfaces, it is common practice to envisage ‘out
of position’ surface atoms as foreign adatoms. In this case, the structure of a
hypothetical slice through the bulk material is described by the a net and the
reconstructed surface atoms by the ¢ net. Wood notation is used to relate the ¢
net to the a net (ideal bulk termination). The side lengths of the substrate mesh

are taken as unity and the adlayer net size is given relative to this. In long form,
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Figure 1.9 — Various reconstructions and their associated Wood notations.

Wood notation is expressed as:
substrate(Miller index)- w [(by/a1) x (ba/a1)]RO - N adsorbate

where w describes the type of cell and is p if the unit cell is primitive (contains
only one atom/molecule) and c¢ if the unit cell is described as a centered unit cell
(has a lattice point in center of cell, example given in figure 1.8(b).). R is the
angle of rotation between the ¢ net and the a net. The number, N, preceding the
adsorbate chemical symbol, is the number of adsorbate molecules in the unit cell,
if primitive N is omitted. The omission of w indicates that the substrate unit cell
is primitive, while the omission of Rf# means that the ¢ net is not rotated with
respect to the a net and if describing a reconstructed surface then N adsorbate is

omitted.

For example, Pt(100)-(v/2 x 2v/2)-R45°-O describes how oxygen adsorbs onto a
platinum (100) surface and Si(111)-(7x7) describes the surface reconstruction of
Sion a (111) surface. Examples of reconstructions and their Wood notation can

been seen in figure 1.9.

RHEED gives a diffraction pattern which is a picture of the surface in reciprocal
space. The relationship between a Bravais net in real and reciprocal space therefore

needs to be understood, in order to relate the diffraction image to a real structure.

Let the reciprocal space net to the a met be described by a*, with translation

vectors aj and a;. The translational vectors of the real and reciprocal space nets
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Figure 1.10 — Translation between real and reciprocal space for: (i) of a pair of vectors
describing a unit mesh - (a), and (ii) a pair of unit mesh's including their relation to one
another - (b) and (c).

are related by:

ay xa; =1 aj-a; =0

ay X a, =1 ay-a; =0
This means that a) and a, have a reciprocal relationship while a is L to a, and
vice versa, see figure 1.10(a). These relations apply to all Bravais nets and allows
us to swap freely between real and reciprocal space. In reciprocal space the smaller
repeating pattern corresponds to the ¢ met while the larger corresponds to the a

net, see figure 1.10.

A RHEED diffraction pattern of a nearly flat reconstructed surface consists of
bright streaks, corresponding to the bulk periodicity, intercalated by weaker,
surface-related lines, see figure 1.6a. These fractional order periodic streaks corre-
spond to the periodicity (with respect to the ideal bulk terminated surface) of the
reconstructed surface in the viewing direction. RHEED used in MBE therefore,
can provide fundamental information about surface geometry and chemistry, both

in static and dynamic conditions.
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Figure 1.11 — Different stages of layer-by-layer growth by nucleation of 2D islands and
the corresponding intensity of the specular diffracted RHEED beam [19].

1.3.3 Determining growth rates

As well as determining information on surface roughness and reconstruction,
RHEED can also be used to determine growth rates. On starting growth, the
intensity of features on a RHEED pattern can be seen to oscillate. These oscilla-
tions are damped as growth progresses and in most cases, on stopping growth, the
intensity of each feature almost returns to its initial value, see figure 1.11. The
observation of so-called RHEED oscillations was first reported by Harris et al. in
1981 [23]. They established two key points: first that the period of the oscilla-
tions corresponded to the time taken to deposit a single monolayer of material

and second, that the period did not depend on growth temperature.

The oscillations can be qualitatively explained by relating them to the presence of
2D islands on the growing surface. The islands are assumed to be one monolayer
high and thus, much higher than the wavelength of the beam electrons. The island
edges (steps) behave as scattering centers that reduce the intensity of the beam
diffracted in the Bragg directions. With reference to figure 1.11, at the start of
growth (a), the density of 2D islands, and hence steps, increases until it reaches
a maximum value and the diffracted intensity displays a minimum, (c). Islands
then start to coalesce, reducing the step density (d), and so the diffracted beam
intensity increases until it reaches a maximum value corresponding to a complete
surface coverage (e). The process then repeats. Of course this model is only valid
for 2D growth.
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~Transmitted radiation

Figure 1.12 — Diffraction of a plane wave off successive planes of a crystal structure,
Strong diffraction results when the angle of incidence, 6 to equal that of diffraction and the
path difference XYZ between the two beams is equal to n\, leading to Bragg's law.

1.4 X-Ray Diffraction (XRD)

XRD is a powerful bulk characterization technique which is highly sensitive to
crystal structure. High resolution XRD allows for rapid, non-destructive qualita-

tive and quantitative analysis of highly ordered materials.

1.4.1 Theory

An X-rays wavelength, of a few A, is comparable to interatomic distances and so an
incident X-ray beam is scattered by individual atoms in all directions. In randomly
distributed atoms, such as those in a monoatomic gas, scattered rays will have a
random phase relationship relative to one another and neither full constructive,
nor destructive, interference will occur. In a crystal where atoms are arranged
periodically on a lattice, scattered beams will have definite phase relationships.
These phase relations are such that, in most directions, destructive interference
occurs giving almost zero intensity. In a few directions the scattered beams will

be completely in phase and so, constructively interfere to form diffracted beams.

These diffracted beam directions are those that satisfy Bragg’s law, equation 2,
arguably the simplest and most familiar description of crystal diffraction. It can
be understood by considering entire crystal planes as the scattering entity, rather
than the individual scattering centers within the plane. Strong diffraction occurs

when
A= thleine (12)
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Figure 1.13 — The divergence, §0, of a single-axis system, where h is the source size, s is
the slit size and a is the distance between source and specimen; figure adapted from Bowen
and Tanner [24].

where n is an integer representing the order of diffraction, A is the wavelength of the
incoming radiation, d is the interplanar spacing and 6 the angle of incidence, and

diffraction, of the radiation given relative to the reflecting plane. See figure 1.12.

The Bragg law is simply a consequence of the periodicity of the lattice and makes
no reference to the arrangement of atoms in the basis associated with each lattice
point. In this way, the Bragg law merely represents the minimum condition for
diffraction of X-rays by a set of parallel planes. The amount of radiation reflected,
if any, when the Bragg condition is met depends on the structure factor; a mathe-
matical description of how the crystal scatters incident radiation. This essentially
determines the scattering at a given angle by multiplying the scattering strength
of (i) an electron or nucleus, (ii) an atom, (iii) a unit cell and (iv) the total number
of unit cells, all with regard to the direction of scattering and the relative phase
of the scattered waves. The phases may add up or cancel, hence some reflections

are not seen.

1.4.2 High resolution XRD or Double-axis diffractometry

In a real crystal, for a given plane and wavelength, diffraction takes place over a
small finite range, rather than the zero angular range defined by the Bragg law.
This angular range is known as a crystal’s rocking curve width and can be used

to assess material quality.

A single-axis diffractometer utilises a beam far from a plane wave thus, single-

crystal rocking curves are broadened due to the beam divergence and spectral
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Figure 1.14 — Schematic of a high-resolution or double-axis instrument. Figure adapted
from [24].

width of the X-rays. Divergence, 06, see figure 1.13, is a function of source size,
h, slit size, s and source-specimen distance, a and is given by

_h+s
- q

50 (1.3)

In a typical system, the divergence of characteristic X-rays far exceeds the rocking
curve width for highly perfect crystals; 500 arc seconds cf. a few arc seconds
respectively. The spectral width of X-ray characteristic lines is approximately
SA/A ~ 1074, rising to 1073 if both K,; and K,y lines are diffracted by the

specimen.

In order to reduce the divergence and wavelength spread of an X-ray beam inci-
dent on a sample, beam conditioners are used. Placed between the X-ray source
and the specimen, these act to collimate and monochromate the beam through a
combination of diffracting elements and angular-limiting apertures; the latter also
being able to control the spatial width of the beam. The specimen is carried on
an axis that may be tilted to a precision of at least 1 arc second. The diffracted

beam then enters a detector, which accepts all X-rays scattered off the specimen.

This is the basic high-resolution, or double-axis, setup, which is now widely used
for measurements of epilayer composition, strain, thickness and crystal perfection.
A schematic of a typical double-axis instrument is shown in figure 1.14. The first

axis refers to the fact that the beam conditioners can be adjusted, while the second
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Figure 1.15 — Schematic of a high resolution triple-axis instrument. Figure adapted from
Bowen and Tanner [24].

refers to the scan of the specimen though the Bragg angle. It is irrelevant to this
definition that a practical diffractometer may contain a dozen or more controlled
axei: for example, to tune and align the beam conditioner, to locate the specimen

in the beam, to align and scan the specimen and to control slits.
What makes rocking curve measurements so powerful is that
1. The details of the rocking curve are extremely sensitive to strain and strain
gradients in the specimen.

2. For a given structural model, the rocking curve may be computed to high

accuracy, using fundamental X-ray scattering theory.

3. Measurements are rapid and simple.

Table 1.1 shows the information that can be obtained from rocking curves mea-
sured by high-resolution XRD, HR-XRD (and triple-axis diffractometry).

1.4.3 Triple-axis diffractometry
In the double-axis diffractometer, the detector integrates the intensity scattered

by the specimen, over its acceptance angle. While this is relatively quick and

convenient it can lose information in particular, scattering from bent or mosaic
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Material parameter

Effect on rocking curve

Distinguishing features

Mismatch
Mis-orientation

Dislocation content

Mosaic spread

Curvature

Relaxation

Thickness

Inhomogeneity

Splitting of layer and
substrate peak
Splitting of layer and
substrate peak
Broadens peak

Broadens peak

Broadens peak

Changes splitting
Affects intensity of peak

Introduces interference
fringes

Effects vary with posi-
tion on sample

Invariant with sample rotation
Changes sign with sample rotation

Broadening invariant with beam size

No shift of peak with beam position
on sample

Broadening may increase with beam
size, up to mosaic cell size.

No shift of peak with beam position
on sample

Broadening increases linearly with
beam size

Peak shifts systematically with beam
position on sample.

Different effect on symmetrical and
asymmetrical reflections

Integrated intensity increases with
layer thickness, up to a limit

Fringe period controlled by thickness

Individual

mapped

characteristics may be

Table 1.1 — The effect of substrate and epilayer parameters upon the rocking curve
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crystals. Details such as thickness fringes or narrow peaks can also be lost or
blurred. More detailed information can be obtained by placing an analyser crystal
between the specimen and the detector, this restricts angular acceptance but at the
expense of intensity. The analyser component is mounted on an axis concentric
with the specimen and is scanned independently of the sample. This set-up is
the triple-axis diffractometer, see figure 1.15, where the three axes refer to those
controlling the beam conditioner (and hence the input beam), the specimen and
the analyser. It is a quirk of history that it is the double-axes setup which is

known as the high-resolution diffractometer and not the triple-axes.

A map of the scattering as both the specimen and analyzer are rotated (known
as a reciprocal space map, RSM) can be measured. This enables the distinction
of diffraction from different sources; for example, scattering due to defects occur
in a different direction in space than scattering from the perfect crystal. More
importantly, strain or mismatch may be distinguished from tilt or mosaic spread.
To see how reciprocal space relates to the 20/w and w scans performed see fig-
ure 1.16. RSMs have axes Qx and Qy which have units of reciprocal lattice units
(rlu) which are proportional to 1/d. The following equations give the relationship
between the Qx (z axis in RSM) and Qy (y axis in RSM) values in reciprocal

space and the diffractometer angles w and 26:

Qz = R[cosw — cos (20 /w)] (1.4)
Qy = R [sinw + sin (20 /w)] (1.5)

where R is the radius of the Ewald sphere.

1.4.4 PANalytical X’Pert Materials Research Diffractome-

ter

The diffractometer used for the XRD work described in this report is a PANalytical
(Philips) X'Pert Materials Research Diffractometer. It is equipped with a copper
tube X-ray source, primary optics (beam conditioner) which consist of an X-ray
mirror, 0.02 radian soller slits, to reduce divergence of the beam in the y direction,
and a four bounce Ge(220) monochromator in order to create a parallel K,; beam

of wavelength 0.154056 nm, with an equatorial x divergence of <12”.

24



CHAPTER 1. Experimental Techniques

Reciprocal Space Map Pseudo Reciprocal Space

20/

Qy (rlu) w (degrees)

Q layer

. substrate

Qi (rlu) 28/w (degrees)

Figure 1.16 — Simple schematic showing how a 26/w scans as a function of w converts
to reciprocal space with reciprocal space unit vectors of reciprocal lattice units (rlu) and axes
Qx and Qy.

The X'Pert system contains both a high-resolution and a triple-axis detector,
known as the upper and lower detectors respectively. The high-resolution detector
is an open detector, while the triple-axis detector has a triple bounce Ge(220)
analyser placed in front of it with a 12”7 acceptance. A third option is the use of

the high-resolution detector with a slit placed in front, to give a pseudo RSM.

The sample stage is a precision goniometer; angles associated with the movements
of the goniometer are shown in figure 1.15. The following resolutions are achievable
in the X'Pert system: 0.01° for ¢ (tilt- rotation about an axis lying in the plane
of the sample) and 1 (twist- rotation about an axis perpendicular to the plane of
the sample), and 0.0001° for w (angle between the incident beam and the sample
surface) and 26 (angle between the incident beam and the diffracted beam). In
practice, these resolutions are limited by the specimen and in reality the highest

sensible resolution for w and 260 is 0.0003°.

The fitting software used to simulate rocking curves is PANalytical X’Pert Epitaxy
4.1, which is based on dynamical theory, details of which can be found in X-ray

scattering from semiconductors [25].

The X’Pert system was used in this work to obtain the following:

1. 20/w linescans - measure peak position to identify phase and crystallinity of
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material present, assess composition of alloys, determine lattice parameter

(in direction perpendicular to the surface).
2. w linescans - FWHM as a measure of material quality.

3. RSMs - assess strain of grown material with respect to the substrate, assess

material quality.

4. partial pole plots (scans of ¢ as a function of ¢, further information below)
- determine symmetry, degree of twinning and detect diffraction originating
from small volumes e.g. identify very small amounts of additional phases

present.

Pole plots (pole figures/texture measurements) are generally used to determine the
orientation distribution of crystalline grains in a polycrystalline sample. A pole
plot is measured at a fixed scattering angle (i.e. fix 20 and w to ensure a constant
d spacing) and consists of a series of ¢ scans (in plane rotation of the sample)
at different tilt or ¢ (azimuth) angles. This is good for detecting diffraction
from peaks that result in low intensities, especially where the tilt relation to the
substrate is unknown. As the ¢ scan is normally over 360°, the symmetry related
to diffraction peak can also be determined. This can be useful to assess whether
there is twinning present within a sample and to identify material responsible for
the diffraction peak (e.g. if both cubic and hexagonal polytypes of a material

result in diffraction at the same 260 angle).

1.5 Atomic Force Microscopy (AFM)

Atomic force microscopy (AFM) is a technique [26] used for imaging and measuring
a surface on a nanometre scale in air. It has been used primarily in this work to
calculate surface roughness as a means of assessing material quality, in order to

gauge the success of different growth tactics.

The principle of a basic AFM setup is relatively simple. A cantilever with a
sharp tip (radius of curvature of a tens of nm) is scanned laterally over a surface.
Forces due to interaction with the surface (typically van der Waals forces) lead
to deflection of the tip. The amount that the tip moves vertically is generally

measured using the reflection of a laser beam, from the back of the cantilever,
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Figure 1.17 — Schematic of a typical atomic force microscopy (AFM) setup.

onto a split photodiode. The cm scale optical path of the laser beam serves
to amplify the bending of the cantilever, allowing sensitivities down to Angstrom-
level. Feedback mechanisms utilise the photodiode signal to control the movement
of the piezo scanner in the z, y and z directions. Scanning the tip at a constant
height could lead to the tip crashing into the surface, so a common method of
feedback is to ensure the tip remains a constant vertical distance from the surface.
The movement required to maintain a constant separation between tip and sample
surface is taken as the sample topography; this is an example of a static imaging

mode.

In the work presented in this thesis, the AFM was operated in tapping mode (a
dynamic imaging mode). In this mode the cantilever is oscillated at, or near, the
cantilever’s resonant frequency, using a piezoelectric crystal. The tip is brought in
close proximity with the sample where it periodically makes contact with (or ‘taps’)
the surface. Interaction with the surface during contact leads to a dampening
of the oscillation amplitude. Feedback mechanisms are employed to adjust the
height of the cantilever in order to maintain a constant oscillation amplitude as
it is scanned across the surface. This imaging mode has the advantage over the
constant distance technique in that the tip is prevented from sticking to, and
thereby damaging, the surface. Images are typically produced depicting an area

ranging from 1 pm by 1 um up to 50 um by 50 pum.
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Figure 1.18 — Optical reflectance spectrum from a 250nm GaN layer grown on a GaAs
substrate.

1.6 Optical Reflectance Studies (ORS)

The spectral optical reflectance of all samples has been studied in a wavelength
range of 300-900 nm, see figure 1.18 for a example spectrum. The set-up consists of
a white light source, which is directed at a sample, and a solid-state spectrometer,
which analyses the light reflected from the sample. Computer software compares
the signal with the reflected signal of a mirror surface, to produce a reflectance
(or absorption) spectrum. Changes in reflectance have enabled the determination
of a material’s bandgap, whilst measuring the period of Fabry-Pérot oscillations

has, in some cases, been used to measure a material’s thickness.

Fabry-Pérot oscillations can occur in materials which consist of layers of differing
refractive indices. Waves incident on multilayer media can reflect at each inter-
face, giving rise to beams that have undergone multiple reflections, see figure 1.19.
This enables constructive and deconstructive interference to occur. For example,
if the transmitted beams are out-of-phase, destructive interference occurs. The
minimum interference on reflection spectra occurs for 2n(A)d = mA, while con-
structive interference conditions are met when 2n(A)d = m + 0.5\, where n(A) is
the refractive index of first encountered layer, d is the thickness of the layer, m
is an integer and \ is the wavelength of incident light. For optical wavelengths,

n(A) is approximately constant. These relationships allow for simple extraction of
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Figure 1.19 — Multiple Fabry-Pérot reflections in a thin film of thickness d.

layer’s thickness from the reflectance spectra of simple bilayer structures.

1.7 Transmission Electron Microscopy (TEM)

Transmission electron microscopy (TEM) [27] has been performed on scandium
containing samples (Chapter 4) by the materials science and metallurgy depart-
ment at the University of Cambridge, as part of a joint project. The primary goal
of this work was to assess the effects of ScN interlayers on the defect density of
cubic GaN.

In the typical TEM (see figure 1.20) mode of bright field imaging, a thin sample
is bombarded with electrons. A contrast image is then formed by the collection of
transmitted electrons. Thicker parts of the sample and areas with a higher atomic
number will appear darker, due to the absorption and scattering of electrons.
Structural imperfections in a sample will also lead to a change in the intensity of
transmitted electrons. The image formed is effectively an enlarged image of the
sample. It is analogous to an optical microscope, but with resolution limited by

the wavelength of an electron as opposed to a photon.

Electrons can also be scattered by the sample, which can lead to diffraction of

electrons in the back focal plane. The use of apertures and the ability to tilt
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Figure 1.20 — Schematic of a typical transmission electron microscope (TEM) setup.
Taken from nobelprize.org

the sample allows diffraction from different Bragg reflections to be selected and
viewed. If there is no scattering at the selected conditions the image will appear

dark, this is therefore known as a dark field imaging mode.

1.8 SQUID

Magnetic studies have been performed using a Quantum Design Magnetic Proper-
ties Measurement System (MPMS) superconducting quantum interference device
(SQUID) magnetometer [28]. This work has been undertaken by Dr. A. Rushforth
at the University of Nottingham, in order to determine the nature of magnetism
in samples e.g. paramagnetic, ferromagnetic etc. and for GaMnAs samples, their

Curie temperature [29].

The SQUID measures the total magnetic moment of a sample along a given direc-
tion and can operate in the temperature range of 2-400K, with an applied external
field of up to 1 T.

1.9 EXAFS/XANES

In order to investigate the local bonding of atoms of polycrystalline GaAs grown
at low temperatures (Chapter 2) EXAFS (extended X-ray absorption fine struc-
ture) and XANES (X-ray absorption near edge structure) measurements were

performed.
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EXAFS and XANES fall under the category of X-ray absorption whereby X-rays
(as a function of energy) are directed at a material. On interaction with a sample,
electrons are knocked out of an atom when the energy value of incident X-rays
exceeds the ionisation threshold (edge energy/absorption edge). Analysis of the

spectrum close to the absorption edge of an element of interest is then undertaken.

EXAFS is the oscillating part of the X-ray absorption spectrum that extends to
about 1000 eV above an absorption edge of a particular element. The interference
of these outgoing photoelectrons with the scattered waves from atoms surround-
ing the central atom causes EXAFS. The regions of constructive and destructive
interference are respectively seen as local maxima and minima giving rise to the
oscillations in EXAFS. EXAFS gives us information about

1. Distances between central and neighboring atoms.
2. The number of neighboring atoms.
3. The nature of neighboring atoms (their approximate atomic number)

4. Changes in central-atom coordination with changes in experimental condi-

tions

The main advantage of EXAFS analysis over X-ray crystallography is that struc-
tures can be studied in non-crystalline forms (including liquid and frozen solu-

tions).

When the energy range under inspection is extended to beyond 5 eV from the
absorption edge the technique is called XANES. In EXAFS the photoelectron is
scattered only by a single neighbour atom, whereas in XANES all the scattering
pathways, contribute to the absorption cross section. XANES is often used in con-
junction with EXAFS to provide complimentary information. Its key advantage
over EXAFS is that it provides more information regarding the valence state of
atoms, e.g. is able to distinguish between subtle distortions of two atoms with the
same bonding co-ordination. An illustration highlighting the energy difference in
the X-ray absorption edge between EXAFS and XANES is shown in figure 1.21
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Figure 1.21 — X-ray absorption of a elements at energies near to the absorption edge,
showing division into XANES and EXAFS regions.

1.10 SIMS

Secondary ion mass spectroscopy (SIMS) is a technique used to obtain composi-
tional information about a material, as a function of thickness. It is a destructive
technique (but with high sensitivity) that involves the bombardment of a surface
with focused ions e.g. Cs. Resultant (secondary) ions are effectively sputtered
from the surface. A mass spectrometer is then employed to analayse the mass
ratio of the sputtered species and hence determine the elements present in the
original material. It does not however, provide any information about an elements
bonding arrangement. If the sputtering rate is known, then the distribution of

elements can be directly related to their depth.
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Chapter 2

Growth of GaAs at Low

Temperatures

2.1 Background

Theoretical thermodynamic studies by Don Hurle of native point defects in zinc
blende ITI-V semiconductors, suggest that GaAs should undergo a phase transition
when grown at low temperatures (<200 °C) under slightly As-rich conditions [30].
This expected phase transition is driven by the coulombic attraction of high num-
bers of ionised As antisites and Ga vacancies, that are predicted to be present at
low temperatures along the As-rich solidus. The high-concentration of said defects
comes about due to an increase in the solubility of As antisites with falling tem-
perature, owing to enhancement from Ga vacancy defects. It is believed that, in
zinc blende III-V semiconductors this catastrophic number of defects at low tem-
peratures is unique to GaAs; e.g. in GaSb, the Ga antisite defect concentration

falls with decreasing temperature [31].

Semiconductors, including GaAs, are known to exist in different polytypes. GaAs
phase transitions however, have only been reported in powders treated under high
pressures; typically >15 GPa [32,33]. The electronic properties of pressure-induced
phases are markedly different to their usual forms, but many of the intrinsic char-
acteristics of these unusual polytypes have not been investigated. In order to
exploit any properties displayed by new forms of GaAs, they will need to be in

the form of thin films, which are stable under ambient conditions. This will en-
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able easy incorporation into existing technology, where GaAs wafers and layers

are already integrated into microelectronic technology.

At conventional growth temperatures (~580°C), single crystal GaAs grows epitax-
ially on the substrate (normally GaAs). At low growth temperatures (~150°C)
however, GaAs is known to grow in a polycrystalline manner [34]. Tt is proposed
that this may actually represent a transition from growing in a zinc blende to a

rock-salt structure [35].

2.2 MBE Growth

2.2.1 Growth details

A initial set of six low-temperature (LT) GaAs samples were grown on semi-
insulating GaAs(001) wafers at various temperatures. Wafers were initially de-
oxidised in the presence of As at a temperature of 640°C. A 300 nm undoped
GaAs buffer layer was first grown at ~580°C, in order to smooth the surface.
Growth was interrupted and temperature lowered and allowed to stabilise before
the growth of a 500 nm LT GaAs layer, with the exception of JH06 for which a
1um layer was grown. The LT layer was grown under conditions which were ~1%

As-rich in a substrate temperature range from 135 to 210 °C.

Growth rates were determined prior to growth, by analysing the oscillations of the
specularly reflected RHEED spot on a separate piece of GaAs wafer. Fluxes were

adjusted, as required, to give a growth rate of 333 &+ 2 nm/hr.

The temperature was recorded throughout by the BandiT. Due to exposure to
heat from the cells, an increase in substrate temperature is expected upon start-
ing growth. It was found however, that there was no consistent increase in tem-
perature, meaning that it is not possible to pre-program automatic temperature

control during growth of LT GaAs layers.

For the first sample, JHO1, a temperature of at least 200°C was chosen as it is
known, and confirmed during growth by the RHEED pattern, that the growing
structure of GaAs is of high crystal quality and zinc blende [36]. During the growth
of JHO3, it became evident that achieving growth temperatures of <200 °C, with-

out intervention, would be unlikely. It appears that, at these low temperatures,
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Sample | Tsiart | Thnal | Thickness Comments R ()
JH 01 | 200°C | 210°C 0.5um N/A
JH 02 | 180°C | 200°C 0.5um N/A

JHO03 | 170°C | 200°C 0.5um Substrate heater off at | 3-5 M
30mins, T stable at
145°C

JHO04 | 145°C | 145°C 0.5um Band Edge lost 50mins | 6-8 M
RHEED: Diffuse rings
JH 05 | 153°C | 180°C 0.5um RHEED: Faceting 6-8 M
JHO06 | 140°C | 135°C 1.0pm Band Edge lost 50mins | 6-8 M
RHEED: Diffuse rings

Table 2.1 — Growth summary of LT GaAs samples JH01-06.

the primary source of substrate heating was due to exposure from the hot Ga
and As cells, as opposed to the substrate heater; the substrate heater was found
to draw negligible power during growth. Since another sample had already been
grown at 200 °C, the heat contribution from the cells was investigated by switching
the substrate heater power off. The growth temperature was found to stabilise at
145°C. A transition in the RHEED pattern from a 1x1 reconstruction to rings w