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Abstract

This thesis explores the 1dea that a speaker’s gestural and verbal behaviours are
mutually influential 1n the comprehension process. A Stroop-type interference
paradigm was adopted as a tool for investigating whether or not listeners process to-
be-ignored gestural information and how this information influences the processing

of spoken words.

In Experiments 1-4, static pointing (deictic) gestures and corresponding spoken
and written words showed symmetrical interference. Incongruent words slowed
responses to gestures, and incongruent gestures slowed responses to words,
compared with congruent arrangements. These findings support the idea that both
pointing gestures and words are processed in comprehension. Furthermore, the
results of Experiments 5-11 suggest that the mutual influence of the two dimensions
is largely independent of specific stimulus-response compatibilities. Collectively,
these findings are difficult to reconcile with models of Stroop interference which
place the locus of the effect at response selection. Instead, they are more consistent

with the position that the two sources of information interact at a semantic stage of

processing.

Arrows (Experiment 12) and spatially positioned dots (Experiment 13) also
produced symmetrical interference effects when paired with spoken words, raising
the possibility that it is the spatial nature of the pointing gestures which is important
in influencing the comprehension of spoken words. In support of this suggestion,
other non-spatial gestures such as emblems (Experiment 14), iconics (Experiment
15) and facial gestures (Experiment 16) did not interfere with responses to verbal
material. However, symmetrical effects did return when subjects were asked to make

affective judgements to either emotional words or schematic facial gestures

(Experiment 17).



The results are discussed with reference to research on the orienting of social

attention, the stimulus-driven “capture” of attention, models of integration, and a

processing framework which incorporates the notion of informational 1ntegration at

“semantic’’ levels of processing.
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Chapter One
Gesture and Speech

To what extent does a speaker’s nonverbal behaviour actually influence the way
we perceive and understand what he or she is attempting to say to us? The present
thesis aims to address this question by adopting the so-called “Stroop-type”
Interference paradigm as an investigative tool (Stroop, 1935). In this respect, the

work represents an attempt to marry literature from two differing perspectives; the
vast quantity of information on non-verbal behaviour, largely amassed by social
psychologists; and the equally massive body of knowledge concerned with the
Stroop effect, which, despite over 60 years worth of effort on the part of
experimental psychologists, still awaits cogent explanation. In attempting this
alliance, through the experiments reported in Chapters 3-7, the hope was first to
demonstrate that gestures are influential in the comprehension of verbal material,
and in doing so, to begin to describe the mechanisms which might underpin any
gesture-speech interaction. However, as a result, it is possible that more insights
have been gained into the nature of interference in general rather than specifically
into the processing of gestural and verbal information per se. Having said this, the
results of the present experiments, in particular those described in Chapters 4 and §,
furnish us with an answer to the question posed above. These studies suggest that, at
the very least, listeners process the information contained in a speaker’s pointing
gestures. Furthermore, 1t 1s argued that this information 1s integrated with the verbal

content of the utterance to yield a complete understanding of the speaker’s intended

meaning.

The notion that information from different modalities is combined or integrated
in comprehension reflects the i1deas of researchers interested in the production and

comprehension of gesture and speech, [-:hnd those of some scholars of Stroop

interference and dimensional interaction. In the following two chapters these ideas



are elaborated. In the remainder of this chapter some questions concerning the
comprehension of gesture and speech are formulated following a review of some of
the relevant literature. In Chapter 2 the Stroop interference paradigm is introduced,
and described as an appropriate tool with which we can study the interaction

between various dimensions, including those of gesture and words.

Why Study Gesture?

It has long been realised that spoken language is not the exclusive
communication medium available to the human species. In addition to the voice, we
make use of facial expression, gaze, gestures, posture, spatial behaviour and certain
non-verbal vocalisations (e.g. prosody and paralinguistic features) in any social
situation 1n which we find ourselves. Unlike facial expressions, which can be
categorised 1nto seven or so emotional states, an individual’s repertoire of possible
gestures 1s vast. They change and adapt from moment to moment, maintaining
synchrony with both the physical properties of the speaker’s voice (e.g. amplitude
peaks) as well as the semantic and syntactic content of the vocalisation. Gestures can
be used 1n the absence of speech to express atffect or meaning and indeed systems of
sign language have evolved with all the combinatorial and syntactic complexity of
spoken language. It 1s perhaps the close relationship of gestures to language which
arouses most interest. Researchers such as McNeill (1985) and Kendon (1986) stress
this intimate alliance, choosing to view gestures as essential components of language
itself. They suggest that by studying gesture we can gain new insights into the nature
of language, how we produce and understand it, how thought and language are
related and even how knowledge is represented. The gestural behaviour of young
children can shed some light on their conceptual development (Goldin-Meadow,
Alibali & Church, 1993) whilst an understanding of how children integrate speech
and gestural information might be important in the study of language acquisition

(Thompson & Massaro, 1986, 1994). The integration of gestural and verbal

information is really the primary interest of the present work. If we endorse the view



that gestures and spoken words are components of a language system then, just as
we are able to use prosodic information along with the meaning of the words of a
sentence in the understanding of irony or sarcasm, we might expect listeners to
combine information obtained from the gestural and verbal performances of a

speaker 1n order to reach an understanding of the intended meaning.

Historically gestures and other aspects of non-verbal behaviour have been treated
as a “body language”. These signals were thought to provide privileged access to
speakers’ emotional states, interpersonal attitudes and personality traits in addition to
any information carried 1n their verbal “channels™. The body language approach
perhaps fostered the conviction that “actions speak louder than words™, the idea that
in the processing of emotional information, for instance, we show a preference for
non-verbal as opposed to verbal performances. However, the evidence for this so-
called “video primacy” hypothesis 1s shown to be rather equivocal. Moreover, much
of the evidence from experimental cognitive psychology and the neuropsychological
study of brain injured individuals points towards a much closer relationship between
gesture and speech in production. Gestures are not seen as providing a privileged
window on the soul, but are thought to be intimately linked with the production of
spoken language. For instance, researchers such as McNeill and Kendon (e.g.
McNeill, 1985, 1987b, 1992; Kendon, 1983, 1986) believe that gestural and verbal
behaviours serve to represent different but complementary aspects of the underlying
meaning that a speaker is striving to express. Both types of expression might refer to
the same event but each offers a different “view” of it/ Certain gestures might
emphasise the shape of the referent, spatial arrangements or actions, whilst others
might stress intonation, pauses or the logical structure of an utterance.JAn important
point for the listener then, is that neither the gestural nor the verbal performance
alone is necessarily sufficient to specify the speaker’s underlying cognitive
representation. The complete picture can only be fully appreciated by considering

jointly both gestural and verbal behaviours. Under this view a listener might be

expected to process both verbal and gestural components of an utterance, combining
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this information at some point in processing to provide an integrated representation

of the speaker’s intended meaning.

The hypothesis that gestures are processed and then integrated with speech 1n
— R C Ll rea—— s
comprehension forms the theoretical motivation behind the experiments described in
the present thesis. Just how we arrive at this hypothesis is hopefully illustrated in the
remainder of this chapter. After describing the types of gestural behaviours which
have aroused researchers’ interest, the discussion turns to “body language” and the
evidence 1n support of this approachLI‘he evidence and theoretical positions on

gesture/speech production are then introduced, followed by a discussion of the role

that gestures might play in the comprehension procesg

Gesture Classification

That gesture 1s far from a unitary phenomenon is made quite clear by a glance at
the variety of classification systems proposed by various authors (e.g. McNeill,
1985; Ekman & Friesen, 1969; Efron, 1941/1972; Rimé & Schiaratura, 1991).
Rather than providing a detailed account of any single system, it is perhaps more
useful to highlight some of the commonalities. Most draw a distinction between
gestures which are either speech related or which can occur independently of speech.
In the latter category we might include: pantomimes where the gesture depicts the
action which might be performed on an object; sign-languages (e.g. American Sign
Language); and so-called emblems which often occur in the absence of speech and
can function as language substitutes (e.g. the “thumbs-up” gesture or the “okay”
sign). On the other hand much spontaneous speech 1s accompanied by movements of
the arms and hands which Kendon (1986) refers to as gesticulation. Much
gesticulation consists of the types of hand movements which often occur 1n close co-
ordination with the rhythmic nature of speech. These are variously described as
batonlike (Efron, 1972), beats (McNeill, 1987a) or batons (Ekman & Friesen, 1972).

R S /\_«muw*
These gestures provide stress or clarity and perhaps “chunk” the sentence according

to the underlying reasoning.| Other gesticulations display some concrete aspect of the



accompanying speech. These iconic gestures might depict the shape of an object
being referred to (e.g. a spiralling movement of the finger to describe a spiral
staircase), its spatial position (e.g. a palms together gesture indicating that the object
1s “sandwiched” between two others), or perhaps an action performed by the object
(e.g. a descending gesture which might parallel someone or something “falling down
the stairs”). Metaphoric gestures are similar to iconics in that they relate to the
concurrent speech, however, these gestures depict images of more abstract concepts
and relationships occurring in the speech. For instance in western culture a common
metaphor for a mental product (e.g. an “idea”) is a bounded physical object. A
speaker might refer to this idea whilst simultaneously holding or grasping an

imaginary object.

As a summary 1t 18 usetul to consider Kendon’s continuum of gestural behaviour
cited by McNeill (1987). This ranges from gesticulation (beats, iconic and
metaphoric gestures) through emblems to fully lexicalised sign languages. Emblems
and sign languages are historically long-lived; culturally specific (see Morris, Collett
& O’Shaughnessy, 1979); do not refer to objects actions or events and often appear
without concurrent speech. In contrast, gesticulations are more ephemeral; are used

similarly 1n different cultural groups; refer to objects, actions and events; and only

occur with concurrent speech. (McNeill, 1987).

Bavelas (1994) argues that taxonomic categorisations are retrogressive in that
they imply mutually exclusive categories of gesture. Indeed the boundaries of the
categories are often blurred. For instance certain symbolic gestures (€.g. the gesture
for “money”’) are often used both autonomously (1.e. silently) and at other times can
be used to ‘“illustrate” a spoken utterance. An iconic gesture might also serve to
emphasise a point, or provide a cue to the structure of the sentence etc. Bavelas
recommends that the function of the gesture should also be taken into account, both

in terms of providing information regarding the topic of conversation, and 1n



providing a means of regulating the interaction, perhaps eliciting help or agreement

from the addressee.

Despite this criticism, the system is included here to give a flavour of the

—

diversity of human gestural activity, both in form and in conditions of uSEJA second

R —— ——

reason for its inclusion is to illustrate the possibility that the various types of gesture

might be processed in different ways, both in comprehension and production.

McNeill (1987) suggests that pantomimes, emblems and lexicalised sign languages 1 2
have a temporal relationship with speech which is different from that of iconic type -
gestures. As a consequence, McNeill ventures that these types of bodily movement
should not be indiscriminately lumped together in discussions of the relationship
between the underlying processes mediating gesture and speech production. In
comprehension it 1s possible that emblems, which often occur without speech, might
be processed independently of verbal information. On the other hand, speech-related

gestures such as iconics and beats might enjoy no such autonomy, perhaps being

constrained by, and/or constraining, the processes involved in decoding speech

—
—~——

signals.

Nk

Having briefly reviewed the vanous forms of gestural behaviour we now go on
to discuss the development of ideas on their relationship with concurrently produced
verbal material. The emphasis has gradually shifted from the notion of gesture and
speech as autonomous communication channels to one where both verbal and visual
behaviour are considered linguistically, comprising integral parts of the

communication process.
Gestures as Body Language

Many of us are seduced by the idea that with the purchase of a text on “body
language” and a few hours of study one can read the romantic intentions (or
otherwise) of someone we have just met at a party, that the body movements of a

friend might reveal whether they are speaking truths or untruths, or whether an



opponent across the card table is attempting to bluff or double bluff us. Under this
view gestures form part of a system of body movements which might offer a
privileged means of knowing and perceiving one another, a system thought to follow
its own laws and transmit affective, cognitive and regulating mechanisms distinct

from those carried by the accompanying speech.
The Secret Code: What Can We Infer From Body Language?

This popular view appears to have fuelled a great deal of research which seeks to
examine what Sapir (1927) referred to as “an elaborate and secret code that is written
nowhere, known by none, and understood by all”. The idea is to discover exactly
what we are able to infer from one another simply by virtue of the movements of our
hands and bodies in isolation from any verbal information. For instance Wolff
(1945) observed that certain movements of the hands and body were associated with
the expression of emotional states such as depression, elation and anxiety. However,
Ekman & Friesen (1967) have suggested that the face 1s most important 1n this
regard but that the body conveys the intensity of the expressed emotion. Certain
behavioural attitudes are also expressed gesturally. Maxwell, Cook & Burr, (1985)
found that when experimental subjects liked another subject whom they met 1n the
laboratory, they engaged in more active body movements and gesture, higher levels
of gaze, and adopted a livelier tone to their voices. Finally, despite the unimpressive
correlations between results obtained from personality questionnaires and measures
of non-verbal behaviour (Feyereisen & de Lannoy, 1991), the perception of various

non-verbal behaviours yield distinct and consistent attributions about the personality

of the sender (e.g. Riggio & Friedman, 1980).

Thus there is evidence to suggest that subjective emotions, attitudes and perhaps
personality traits can be communicated and perceived by gestural means. People
seem able to make these various attributions despite the fact that many of the
gestures were not intentional acts of communication. This type of approach, where

gestures are studied in isolation, resulted in the idea of separate verbal and non-



verbal communication channels and to the associated conviction that gestural and
verbal communication are subserved by entirely separate processing systems. The
1dea 1s that the operations governing the production and comprehension of gestures
are essentially independent of the cognitive processes associated with the production
and comprehension of speech. Thus, having demonstrated that we can learn much
about one another simply by examining the contents of the non-verbal channel,
many sought to examine the relative importance or competence of this information
compared with that gained from the analysis of information in the verbal channel.

The common perception is that gestures and other aspects of non-verbal behaviour
are somewhat more etfective than language in the communication of attitudes and

emotions. In the next section some of the evidence for this assumption is considered.
Video Primacy: Do Actions Speak Louder Than Words?

Several lines of evidence have been used to investigate the relative contribution
of verbal and non-verbal behaviour in the communicative process. Emotional and
attitudinal judgements can be measured in conditions where either verbal or non-
verbal signals are made unavailable. Interactions i1n face-to-face conditions can be
contrasted with situations where interlocutors are unable to see each other. Finally

conditions can be contrived where verbal and non-verbal messages are contradictory.

It has already been noted that body movements carry information regarding the
emotional state of the gesturer. The interest here is to what extent gestures and other
body movements are more important than the verbal “channel” in emotional
recognition and social evaluation. Mehrabian (1972) found that facial expression
carried more information regarding positive attitudes than tone of voice, and that
both carried more weight than the actual verbal content. O'Sullivan. Ekman, Friesen

& Scherer (1985) noted that information from the face and body movements
correlated highly with judgements based on full audiovisual input, whereas the
correlations were lower with both tone of voice and verbal content. Finally

Rosenthal & DePaulo (1979) used the PON's (Profile of Nonverbal Sensitivity)
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which indicated that facial expression is judged more accurately than information
from the body followed by that from the tone of voice. In summary these findings
suggest that the face carries most information (regarding emotion at least), followed

by the body, followed by tone of voice and verbal content. This preference for

visual, as opposed to verbal information has been termed the video primacy effect.

A number of other studies have departed from this video primacy point of view.
Berman, Shulman, & Marvitt (1976) had actors express warmth or coldness in
relationships. The evaluation of these messages was more accurate when based on
verbal information than when subjects relied on bodily or facial signals. Krauss et al.
(1981) extracted judgements from observers who watched a political debate under
different conditions; audiovisual, video only, and on the basis of a written transcript.
For ratings on the positive-negative dimension, responses to the written transcript
correlated significantly with those made in the audiovisual condition but responses
under the video only condition did not. They concluded that there was “no support
for the widespread assu‘mption that non-verbal channels....form the primary basis for
the communication of affect” (Krauss et al., 1981, p.312). Others have noted that the
type of judgement task, and the conditions in which the behaviour occurred, affected
the relative weights given to facial expression, speech and body cues (Ekman,

Friesen, O'Sullivan, & Scherer, 1980). Thus, at the very least, the video primacy

effect 1s dependent on context.

In summary, the evidence for the common assumption that gestures and other
non-verbal cues are more effective in the communication of emotional information 1s
equivocal. The video primacy effect appears to be qualified by a number of
variables, the type of judgement task, context and perhaps individual preferences. In
their review, Feyereisen & de Lannoy (1991) make the observation that correlations
are often noted between judgements from isolated cues (e.g. face only) and from
cues based on full informatioh, suggesting redundancy of the different

communication channels rather than a preference for the visual channel. On the
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basis of this type of evidence the most likely conclusion is that actions do not

necessarily speak louder than words.

The Removal of Visual Cues

Another way of examining the importance of visual cues is to remove them and
examine the consequences for normal social interactions. It has been suggested that
non-verbal cues are critical 1n the transmission of affective, attitudinal and
attributional information (e.g. LEkman & Friesen,[1967) as well as playing an
important role in the turn-taking mechanism (e.g. Duncan, 1972; Duncan & Fiske,
1977; Dittman & Llewellyn, 1968; Kendon, 1967). With this in mind, one might
expect that the removal of visual cues in a communicative context will have a
number of effects, disruption of the turn-taking mechanism, reduced intimacy and

perhaps a change in the content and style of the interaction.

The evidence from studies concerning the effects of the removal of visual signals
on the tum-taking mechanism is inconsistent. Some studies have found increases in
overlapping speech and interruptions in audio-only conditions as might be predicted
from a disruption in turn-taking (e.g. Argyle, Lalljee & Cook, 1968; Boyle,
Anderson & Newlands, 1994) whilst others found higher rates of interruptions (Cook
& Lalljee, 1972, Rutter & Stevenson, 1977; Butterworth, Hine & Brady, 1977) and
simultaneous speech (Beattie & Barnard, 1979) in face-to-face dialogues. The
inconsistency of these findings is probably due, at least in part, to the variety of
interactional contexts adopted in the studies. Some look at dialogues produced 1n

more “social”’ situations whilst others examine task-oriented dialogues.

As to reduced intimacy, Argyle, Lalljee & Cook (1968) varied the amount one
interactor could see another. As visibility was reduced, from normal vision to dark

glasses, mask showing eyes only and one-way screen, they rated the interaction as

increasingly more uncomfortable.
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Rutter (1987) has suggested that the lack of visual cues in telephone
conversations affected the style and content of discourse, exchanges became less
spontaneous with more filled pauses and fewer interruptions. Rutter attributed this
Increase in the formality of the interaction to the larger “psychological distance”
experienced when speaking on the telephone.<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>